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Preface

Virtual reality (VR) and augmented reality (AR) have long been attributed to science fiction
movies and gaming industry. Although VR was popular for decades, AR has been democra‐
tised through famous Pokemon Go. Combination of VR/AR and the physical environment
commonly called mixed reality on smartphones has prompted developers towards new
heights of creativity and innovation. No need for high-tech wearables to experience VR/AR
environments the cloud is quite helpful in processing large multimedia and code processing.
One may think that VR/AR is more about multimedia development and visualisation techni‐
ques; nevertheless, there is a huge algorithmic component behind VR/AR systems. Major
ICT players have come up with libraries for digital objects that have further accelerated the
development life cycle of VR/AR systems.

Regarding challenges, there are technical limitations but also reluctance from users to adopt
VR/AR technology. Nonetheless, few mobile manufacturers are not willing to implement
such technologies. The main challenge remains dynamic content that would keep the inter‐
est of the users and with exciting user experience so that applications do not fall obsolete
within a short time span. Like Multimedia Message Service (MMS), VR/AR has had poor
adoption due to lack of content and appropriate business models between service providers
and content developers.

On the other hand, VR/AR has proven to be very much useful in healthcare and engineering
fields, without mentioning educational technologies where it is already a legacy. Medical
scientists, educators and engineers require deeper understanding of how VR/AR can assist
them in their daily activities as well as pertinent issues. So far from user perspective, this
book showcases research and development to enlighten readers with background in VR/AR.

Moreover, it compiles latest advancement in the fields of VR/AR from a broad perspective.
Chapters cover core areas where presently VR/AR technologies are applied, namely, health‐
care, education, building industry and visualisation. The chapters’ content provides experi‐
mental validations and high scientific value.

We would like to express our whole-hearted appreciations to all the authors and their re‐
spective institutions who have contributed for the accomplishment of this book. Everything
has been possible thanks to the InTech publishing process managers Mr. Julian Virag and
Mrs. Danijela Vladika, the technical board, and the commissioning editor for their endeav‐
our in disseminating knowledge globally.

Associate Professor (Dr) Nawaz Mohamudally
University of Technology, Mauritius
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1. Introduction

One of most amazing aspects of VR and AR is user experience that can be defined as personal 
or group feelings about VR and AR applications and products. VR/AR user experience is 
more than usability, perception or customer adoption patterns, it deals with the emotional 
interaction with technology as well as physical and virtual environments. Although VR/AR 
is mostly a visualisation technique, other senses like touch and hearing are increasingly pres-
ent. One example of how user experience can drive a business model is actually the success 
of social networks on the Internet. Smartphones too have provided rich user experience with 
multimedia and VoIP applications. AR has brought richer user experience on smartphones 
that are accessible through the camera or a VR glass. However the resources limitations on 
handheld devices have prompted novel methods of computation. Extensive work exists on 
mobile code offloading towards a server or a cloud to minimise battery depletion. Another 
method is VM cloning, but despite techniques to overcome hardware and software challenges 
little is done in view of understanding and improving user experience. This chapter gives a 
brief apercu of design thinking, a technique that can enhance VR/AR applications user experi-
ence. Focus is on AR applications for smartphones.

2. Use cases

“In 2021, the augmented and virtual reality market is expected to reach a market size of 215 bil-
lion U.S. dollars.”1 AR applications are today multidisciplinary. Below are listed some of the 

1 https://www.statista.com/statistics/591181/global-augmented-virtual-reality-market-size/
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Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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areas and AR use cases with specific user experiences. AR can transform one’s home interior 
into an archaeological site with artefacts 15,000 years back, it is indeed another level of user 
experience.

Gaming: Gaming experience with AR picked up with the famous PokemonGO. Candy Camera 
is a simple app that allows to add features to selfies. 3D animation and mixed realities com-
bining physical environments and digital objects provide a special user experience in AR 
games. Players look for entertainment and sensations that are different from video games 
with shootings.

Education: AR applications bring new learning and teaching experiences aiming at develop-
ing critical thinking and self-learning. In engineering visualisation of artefacts with interac-
tion is another form of instructions. Likewise the study of bones in medicine with an AR app 
enhances the student perspective.

Healthcare: AR is more and more adopted for patient rehabilitation and for diagnosis. Recent 
advances advocate that AR will be able to provide surgeons with an environment to prepare 
themselves prior to a surgery operation. This is an example of kind of user experience in 
healthcare that is unique to this situation.

Building industry: AR is widely used in building information systems, however AR is used 
also to safeguard patrimonies in digital format or holograms. History discovery and tourism 
are typical experiences from such applications.

Navigation: Popular examples are Flight Simulator and Immersion experience. In such applica-
tions there is contrast between the physical environment and virtual environment. Immersion 
generally is fully virtual, whereas navigating in a building or a site is about mixed realities.

VuMark: This is a product code just like the QR code that uses Vuforia technology to dis-
play additional information about a product for example when the camera of a smartphone 
points at the VuMark. It could provide another type of sales experience for consumers. It has 
been shown that pricing is not always the major determining factor, sales experience makes 
a difference.

3. AR apps development life cycle

Developing AR apps requires 3D Graphics and Object Design software (Example 3D MAX, 
a game engine (Unity3D), Qualcomm Vuforia (an AR SDK to track Image Targets), Head 
Mounted Display or a Smartphone with a high resolution camera). To enhance user expe-
rience, there are existing software engineering techniques like co-construction and user 
involvement. The time consuming activity is about design and production of the graphics 
objects that amount to more than 80% of a project. Google Libraries for AR objects and AR Kit 
have facilitated this phase.

State of the Art Virtual Reality and Augmented Reality Knowhow2

4. Design thinking for AR

Design a way of thinking was initially meant for creation and problem solving. It is actually 
a combination of analytical thinking and intuitive thinking that dates back to the 1950s and 
1960s. On its way, design thinking to improve UX has gained momentum. Today’s smart-
phone resulted from this approach. Figure 1 depicts global view of the main components of 
design thinking. The process is iterative and non-linear.

Inspiration: involves an accurate understanding of a problem or an eventual product where 
AR can add value. It is like envisioning the application even if it appears to be beyond the 
capacity of current development tools. Inspiration does not come out of the blue, out of the 
box thinking and observing nature are ways to get inspired.

Empathy: is to look at the needs of the users, not only gathering user requirements but what 
users would like to experience. It could be higher image resolution, larger display, and 
quicker response and so on. Ease of use and fulfilling needs are parts of user experience. The 
psychological aspect of the users towards the AR app should be captured.

Ideation: this is perhaps the most important milestone in enhancing user experience as it deals 
with challenges and ability to find innovative answers to the findings during the empathy 
phase but also the opportunities and limitations provide during the prototyping phase. Ideas 
come with experience or by sharing.

Prototyping: involves implementation and testing of the AR app in an agile manner. Testing 
is crucial in producing an application that is reliable and answers to the user expectations. 
The element of surprise or extra excitement is the plus in user experience, a differentiator. 
A survey conducted on testing of AR apps has revealed that most of the testing fields are 
technology oriented that are camera settings, native or hybrid app, and so on. There is little 
information about user experience.

Coming back to the AR development for smartphones, marker-less applications are often 
more challenging but appreciated compared to marker based applications. Users love the 
element of surprise and astonishment. But the smartphone is not suitable to plug hardware 
devices that can add extra sensation apart from video, audio, 3D interaction. Nonetheless, the 
presence of sensors and access to data from cloud puts forward mobile cloud computing as a 
serious option for future AR applications with new user experience. Sophisticated scripts and 
AI code can run on the cloud and render user information and experience in real time on the 
smartphone. Currently effects are on the graphical objects more than the business rules. Thus 
an AR developer is first and foremost a graphic designer and a multimedia developer. To 

Figure 1. Design thinking framework.
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further enhance UX, more data analytics is required. On the network side higher bandwidth 
coupled with advancement in cellular networks, for instance 5G has not yet disclosed the 
potential for richer AR apps.

5. Conclusion

This chapter highlights user experience component in the development of AR applications. 
Design thinking is proposed to augment user experience in AR applications for smartphones. 
It is an iterative method that can add value to the already the hardware and software chal-
lenges in AR applications. AR applications may not always be customer or user centric, so 
it is on a case to case basis that design thinking must be applied. Survey on the prototyping 
milestone has shown that in the testing phase UX is often negligible although user testing is 
present compared to technical issues and Empathy is not straightforward. The future of very 
rich AR-UX lies in mobile cloud computing. The coming chapters in this book deal with more 
pertinent and complex scientific issues in VR/AR, nevertheless readers will appreciate how 
far user experience is pervasive.
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Abstract

In this chapter, we will review the applications of augmented reality (AR) and virtual 
reality (VR) in diagnostic radiology. We begin the chapter by discussing state of the art 
medical imaging techniques to include scanner hardware, spatial resolution, and presen-
tation methods to the radiologist or other medical professionals. We continue by discuss-
ing the methodology of a technique called Depth-3-Dimensional (D3D) imaging, which 
transforms cross-sectional medical imaging datasets into a left and right eye images that 
that can be viewed with state of the art AR or VR headsets. We include results of the D3D 
processed AR/VR imaging and conclude with a discussion of the path forward.

Keywords: augmented reality, virtual reality, diagnostic radiology, D3D, depth 
perception

1. Introduction

The purpose of this chapter is to review the applications of augmented reality (AR) and vir-
tual reality (VR) in diagnostic radiology. This introduction section will provide a brief general 
summary of AR technologies, VR technologies, AR/VR applications in medicine and AR/VR 
applications diagnostic radiology. The remainder of the paper will discuss state-of-the-art 
medical imaging systems, current methods of viewing medical images, the imaging process-
ing techniques for generating an AR/VR image, AR/VR imaging results and path forward.
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potential for richer AR apps.

5. Conclusion

This chapter highlights user experience component in the development of AR applications. 
Design thinking is proposed to augment user experience in AR applications for smartphones. 
It is an iterative method that can add value to the already the hardware and software chal-
lenges in AR applications. AR applications may not always be customer or user centric, so 
it is on a case to case basis that design thinking must be applied. Survey on the prototyping 
milestone has shown that in the testing phase UX is often negligible although user testing is 
present compared to technical issues and Empathy is not straightforward. The future of very 
rich AR-UX lies in mobile cloud computing. The coming chapters in this book deal with more 
pertinent and complex scientific issues in VR/AR, nevertheless readers will appreciate how 
far user experience is pervasive.
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Abstract

In this chapter, we will review the applications of augmented reality (AR) and virtual 
reality (VR) in diagnostic radiology. We begin the chapter by discussing state of the art 
medical imaging techniques to include scanner hardware, spatial resolution, and presen-
tation methods to the radiologist or other medical professionals. We continue by discuss-
ing the methodology of a technique called Depth-3-Dimensional (D3D) imaging, which 
transforms cross-sectional medical imaging datasets into a left and right eye images that 
that can be viewed with state of the art AR or VR headsets. We include results of the D3D 
processed AR/VR imaging and conclude with a discussion of the path forward.

Keywords: augmented reality, virtual reality, diagnostic radiology, D3D, depth 
perception

1. Introduction

The purpose of this chapter is to review the applications of augmented reality (AR) and vir-
tual reality (VR) in diagnostic radiology. This introduction section will provide a brief general 
summary of AR technologies, VR technologies, AR/VR applications in medicine and AR/VR 
applications diagnostic radiology. The remainder of the paper will discuss state-of-the-art 
medical imaging systems, current methods of viewing medical images, the imaging process-
ing techniques for generating an AR/VR image, AR/VR imaging results and path forward.
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1.1. Introduction to AR/VR

AR technologies can be classified into AR systems or mixed reality (MR) systems. In both the 
AR and MR systems, the user wears a head mounted display (HMD), which provides the 
simultaneous display of a virtual image and the scene of the real-world surroundings [1]. 
The differences are that in AR, the virtual image is transparent like a hologram and in MR the 
virtual image appears solid. Examples of AR systems include the Meta and DAQRI systems. 
An example of an MR system is the Microsoft HoloLens. In AR systems, the user can view the 
virtual image and interact with the real-world scene.

VR technologies may be classified as fully immersive, semi-immersive or non-immersive 
[2]. In fully immersive VR systems such as the Oculus Rift and the HTC Vive, the HMD 
displays a virtual image and the real-world surroundings are completely occluded from 
the user’s field of view [3]. In semi-immersive VR systems such as the Samsung Gear VR, 
the HMD displays the virtual image, but the real-world scene is only partially occluded 
from the user’s field of view [3]. In VR systems, the user can maneuver through the virtual 
world by head movements via HMD tracking or walking via external camera tracking 
systems. Additional ways that a user can interact with the virtual environment include 
voice gestures or through handheld devices with haptic feedback. The HMDs for the AR 
and VR systems display a unique image to each eye; therefore, stereoscopic imaging and 
depth perceptions is achieved. Both AR and VR are rapidly growing fields. Worldwide 
revenues for AR/VR were $5 billion in 2016, but are expected to increase to $162 billion 
by 2020 [3].

1.2. Applications of AR/VR in medicine

In 2015, the United States spent 17% of its gross domestic product on healthcare. 32% of 
the healthcare spending was during hospital stays [4]. Nearly half of hospital costs are 
for surgical care [5]. Therefore, approximately 3% of the gross domestic product includes 
costs related to surgery. There is a drive to improve efficiency in the operation room to both 
improve patient care and drive down costs. AR/VR holds promise in accomplishing these 
goals through improving pre-operative planning and enhancing intra-operative surgical 
procedures [6].

1.3. Applications of AR/VR in diagnostic radiology

In the United States, the total cost of diagnostic imaging has been estimated to be $100 bil-
lion in 2006 alone [7]. Utilization rates of diagnostic imaging are on the rise [8–10]. Currently, 
there is no United States Food and Drug Administration (FDA) approved AR/VR system used 
in diagnostic radiology [11]. AR/VR provides enhanced viewing including depth percep-
tion and improved human machine interface (HMI) [12, 13]. AR/VR HMDs provide unique 
images to each eye yielding depth perception. AR/VR systems leverage advanced gaming 
controllers and joysticks to improve HMI. Because of these features of AR/VR and others 
discussed later in this chapter, we believe there will be increasing applications of AR/VR in 
diagnostic radiology in the future.
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2. Current state-of-the-art diagnostic medical imaging

Diagnostic radiology plays a major role in medicine as it provides precise anatomic and 
physiologic information to physicians enabling diagnosis of complex disease and monitoring 
response to treatment. This section will be organized into three subsections including medi-
cal imaging equipment, conventional imaging techniques and the advanced 3D rendering 
methods.

2.1. Medical imaging equipment

The field of diagnostic radiology includes a wide variety of imaging equipment including 
systems that generate inherently 2D images (e.g., chest radiograph) as well as systems that 
generate volumetric medical imaging datasets (e.g., computed tomography (CT), magnetic 
resonance imaging (MRI), and positron emission tomography (PET)). In this section, we will 
focus on the latter.

2.1.1. Computed tomography (CT)

In order to perform a CT scan (also known as a CAT scan), the patient is placed in the horizon-
tal position on the CT scanner table. See Figure 1. The table is then translated through a donut 
shaped device containing both an X-ray tube and X-ray detector. Multiple projection images 
are acquired as the X-ray tube and detector assembly rotate around the patient.

Image reconstruction algorithms, such as filtered back projection, are performed in order 
to generate cross-sectional images in the axial plane (x-y plane). Since sequential, contigu-
ous axial images can be obtained, coronal plane (x-z) and sagittal plane (y-z) plane images 
can be reconstructed. Data is stored in digital imaging and communication in medicine 

Figure 1. Photograph of a computed tomography (CT) scanner. The patient is being transferred from onto the mobile 
CT scanner table that will translate through the donut-shaped device during the CT scan and take multiple projection 
images.
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(DICOM) files with a typical matrix of a CT scan is 512 × 512 pixels. A pixel in the axial 
plane is a 2D object with a discrete length in the x-direction and discrete length in the 
y-direction. A voxel is a 3D object created with a pixel by adding a third dimension to cre-
ate a volume.

Each pixel has an associated gray-scale value called a Hounsfield Unit (HU), which is a func-
tion of the density and composition of the tissue. As a reference, water has a HU of 0. Soft 
tissues (e.g., brain, kidney, muscle, etc.) are slightly denser than water and have a HU of 
approximately 30–40. Compact bone can have a density of 400. Fat is slightly less dense than 
water and has a HU of approximately −100. Air is significantly less dense than water and has 
a HU of −1000.

A process called “windowing and leveling” is performed by the radiologist to set the win-
dow “level” and window “width.” The window “level” refers to the HU number where 
mid-gray can represent. The window “width” is the range of shades of gray such that any 
value more extreme than the range is white (if more dense) or black (if less dense). See 
Figure 2.

Modern CT scans can be perform a total body head-to-toe scan in less than 15 seconds with 
spatial resolution of less than 1 mm. Thus, CT scans can be invaluable in the setting of trauma 
since it enables the radiologist to diagnose critical injuries anywhere in the body, such as trau-
matic brain injury [14]. This provides critical information to the neurosurgeon who can then 
perform life-saving interventions.

Figure 2. Axial CT scan of the head in “bone window” (A), “brain window” (B) and “scalp window” (C) at the same 
level within the brain. In bone window (A), the window level is set to 400 (to optimize visualization of bone which has 
a density of approximately 400 HU) and the width is set to 3000. In the brain window (B), the window level is set to 30 
(to optimize visualization of brain which as a density of approximately 30 HU) and the width is set to 80. Any pixels that 
are below −10 (30 (window level) minus 40 (1/2 window width)) will be black. Air with a HU of −1000 is black because it 
is less than −10. Fat (yellow star) with a HU of −100 is black because it is less than −10. Any pixels that are higher than 70 
(30 (window level) plus 40 (1/2 window width)) will be white. In this image, the bone is white. In the scalp window (C), 
the window level is set to 30 and the window width to 800. Note that fat (blue star) with a HU of −100 is now gray since 
it falls within the range of the window level of 30 and width of 800, which would be 30±400 or −370 to 430.
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2.1.2. Magnetic resonance imaging (MRI)

In order to perform an MRI scan, the patient is placed in the horizontal position on the MRI 
scanner table within a large cylindrical shaped device. A large magnetic field is directed 
through the long axis of the cylinder. Transmit coils direct a radiofrequency (RF) pulse into 
the patient’s body and receive coils process the returning electromagnetic signal from the 
body to create an image. Similar to CT, contiguous planar images can be stacked and axial, 
sagittal and coronal reformats can be reconstructed. The imaging data for a MRI scan is simi-
lar to that of a CT scan in matrix size and the fact that each pixel has a comparable gray scale.

Unlike CT scanners, MRI scanners do not employ ionizing radiation and are therefore ideal 
for young children or pregnant women who are more vulnerable to radiation. Furthermore, 
MRI scans have the ability to perform exceptional contrast resolution between tissues of simi-
lar density and can diagnose certain types of traumatic brain injury that cannot be seen on 
CT scans [15]. Modern MRI scans require significantly more time to perform than CT scans, 
nearly one-hour of image acquisition time for a MRI scan of the brain.

2.1.3. Positron emission tomography (PET) scanner

In order to perform a PET scan, a radiopharmaceutical (e.g., fludeoxyglucose F-18) is admin-
istered to the patient. Then, the patient is placed in the horizontal position on the PET scanner 
table within a donut shaped device. As the radiopharmaceutical decays, photons are emitted 
from within the patient and are received by the PET detector crystals. As with CT and MRI, 
axial images can be stacked and sagittal and coronal images can be reconstructed.

A typical matrix of a PET scan is 128 × 128, which is smaller than that of CT or MRI. However, it 
is similar in that each pixel has an associated numerical value associated with it indicating gray 
scale. In the case of PET, the gray scale corresponds to the amount of radioactivity emitted from 
that location. Since the radiopharmaceuticals can target certain structures in the body, it is pos-
sible for improved diagnosis of conditions like Alzheimer’s disease compared with MRI [16].

2.2. Current methods of viewing medical imaging

In the previous section, we discussed three types of medical imaging scanners that generate 
volumetric data. In this section, we will review the current methods of viewing the volumetric 
data.

2.2.1. Conventional viewing of the volumetric data

The conventional viewing method for reviewing volumetric datasets is a slice-by-slice view-
ing method for axial, sagittal and coronal imaging planes or on occasion oblique reformats. It 
is estimated that most radiologists spend more than 95% of their total time on cross-sectional 
imaging datasets using this conventional slice-by-slice approach [17]. Certain anatomical 
structures are easier to visualize on particular imaging planes. As an example, some radiolo-
gists have a preference for viewing the midline structures in the brain on the sagittal images, 
as shown in Figure 3.
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Figure 4. CT scan of the chest in lung windows showing oblique reformats (A, B) and coronal reformat (C). Note that 
the image (A) is the oblique plane image corresponding to the yellow line in (C). Note that the image (B) is the oblique 
plane image corresponding to the green line in (C). Note that image (C) is the coronal plane image corresponding to the 
red line in (A) and (B).

Occasionally, the radiologist needs to view an abnormality in another plane, other than the 
axial, sagittal, coronal imaging planes. In these instances, oblique plane reformats can be used 
with the images still viewed in a conventional slice-by-slice approach. See Figure 4. Curved 
planar reformats can also be performed and have been shown to be beneficial [18].

A standard viewing method includes a flat screen, high-resolution diagnostic imaging moni-
tor with keyboard and mouse, as shown in Figure 5. Typically, the radiologist will use the 
wheel on the back of the mouse to scroll through the stacks of images. Note that the radiolo-
gist also uses a microphone to dictate the radiology reports.

Figure 3. Image of the brain from an MRI scanner. This is of an axial T1-weighted sequence (A) with coronal (B) and 
sagittal (C) images reconstructed.
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2.2.2. Challenges in conventional viewing of the volumetric data

First, is the challenge of information overload. The dramatic improvements in spatial resolution 
(commonly smaller than 1 mm) of CT and MRI coupled with large portions of the body imaged 
generate immense datasets and the radiologists face the challenge of information overload. As 
an example, a CT scan of the chest with an axial matrix of 512 pixels (x-direction) by 512 pixels 
(y-direction) would have 262,144 pixels on a single slice. Thin-cut imaging of the chest provides 
500 axial slices, each containing the 262,144 pixels, or roughly 131 million pixels in the data set.

Second, is the challenge of detecting small lesions. One example of this is the challenge is the 
identification a small pulmonary nodule, which is a topic of great concern for radiologists and 
a top cause of litigation [19, 20]. Identifying a tumor at an small size and corresponding early 
stage is important in order to improve patient survival and reduce cost of treatment. A very 
deliberate slice-by-slice method takes considerable time.

Third, is the challenge of mentally building a 3D image from reviewing slices [21]. Depending on the 
clinical scenario and body part imaged, the radiologist can be tasked with following certain twist-
ing and turning structures through the body such as following a blood vessel or loops of intestines.

2.2.3. Advanced (non-AR/VR) viewing methods of the volumetric data

Most radiologists spend a small fraction (<5%) of their total time in interpreting their imag-
ing scans with advanced viewing methods [17]. Such non-AR/VR techniques include surface 
rendering and volume rendering.

2.2.3.1. Surface rendering

The first 3D rendering technique to display the human body’s anatomy was surface ren-
dering (also known as shaded surface display). Through segmentation techniques such as 
thresholding to display only a prescribed set of pixels, apparent surfaces are displayed within 
the body. A virtual light source is used to provide surface shading. In surface rendering, only 

Figure 5. Image of the typical diagnostic radiology workstation displaying images of a breast MRI. Note that four flat-
screen monitors are present. Methods for human machine interaction (HMI) to manipulate the images include a mouse 
and keyboard.
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Figure 5. Image of the typical diagnostic radiology workstation displaying images of a breast MRI. Note that four flat-
screen monitors are present. Methods for human machine interaction (HMI) to manipulate the images include a mouse 
and keyboard.
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Figure 7. Volume rendering images of the bones and blood vessels of the head and neck in three different projections (A, 
B, C). Note that this differs from the shaded surface display since these volume rendering images showed both the bones 
and the blood vessels and the SSD only displayed the bones. Note that the carotid artery can be seen in (A). Note that in 
image (C), the shading from the apparent light source has been removed.

a single surface is used. An advantage of only displaying a single surface is the fact that sur-
face rendering techniques are typically not limited by overlapping tissues within the human 
body. However, there are a few limitations.

One limitation of only displaying a single surface is the fact that thresholding is used for one 
tissue type at a time and it can be difficult to understand the anatomic relationship of multiple 
different organ systems when only a single organ system is displayed. Another limitation is 
the fact that many organs are of similar density to their surroundings and it can be difficult to 
segment these structures out. Finally, since surface rendering images have been displayed on 
flat screen images true depth perception is not achieved. See Figure 6.

Figure 6. Shaded surface display (SSD) of the bones of the head and neck in three different projections (A, B, C). Note 
that while the density of the skull is intrinsically the same HU, the gray scale displayed changed due to the apparent 
light source. Note that true depth perception is not achieved because this figure is displayed on a flat computer screen 
or paper.
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2.2.3.2. Volume rendering

The technique of volume rendering has been researched for many years by the computer 
graphics industry and has recently been applied to diagnostic radiology [22]. In volume ren-
dering, a transfer function is applied to assign a color and opacity to each intensity value. As 
an example, voxels that correspond to the density of blood vessel are colored red and voxels 
that correspond to the density of bone are colored white. This has significantly helped radi-
ologists visualize complex 3D structures [23]. See Figure 7.

One of the key limitations of volume rendering is the overlapping structures [24, 25]. This 
limitation is significantly worse in settings such as viewing of the vasculature of the brain. 
See Figure 8.

3. Review of AR/VR in diagnostic radiology

In the first sections of this chapter, we have reviewed the medical imaging equipment, con-
ventional slice-by-slice techniques and the advanced 3D rendering methods including surface 
rendering and volume rendering. We will now review AR/VR in diagnostic radiology.

The previously discussed limitation of overlapping structures can be minimized through a 
process called depth-3-dimensional (D3D) imaging by providing unique images to each eye 
and display on AR/VR HDUs. D3D transforms cross-sectional imaging datasets and displays 
them on AR/VR head display units (HDUs). In doing so, an overall immersive viewing experi-
ence is created. In AR/VR radiology, the radiologist will wear a head display unit, which can 
be either a VR, AR or MR system. The basic concept is outlined in Figure 9.

This section of the paper will be organized into three sections. First, we will discuss the pro-
cess for generating an AR/VR image from a cross-sectional medical imaging dataset. Second, 
we will include results. Third, we will discuss the path forward and future opportunities of 
AR/VR in diagnostic radiology.

Figure 8. Volume rendering image of an magnetic resonance angiogram (MRA), which is a type of magnetic resonance 
imaging (MRI) of the brain. Note the extensive areas of overlap, which limits evaluation.
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3.1. Image processing for AR/VR

To optimize visualization, the D3D software suite must provide the capability for visualizing 
medical imagery rendered in a true 3 dimensional representation [26, 27]. In order to accom-
plish this, input imagery is converted from 2 dimensional images into a 3 dimensional voxel 
space, segmented into distinct tissue types; and then filtered. Finally, rendering is then per-
formed wherein the rendering engine computes a left and right view. This allows the operator 
to visualize the data using the same stereopsis that our eyes and brains have spent a lifetime 
interpreting and processing.

3.1.1. 3D segmentation

During the 3D segmentation process, each image pixel in the input imagery is treated as a 
voxel, a three dimensional entity with length, width, and height. Each voxel is read into a 
large 3D array. The 3D array is analyzed for similarity to its neighbors, and for context clues 
that imply similarity to historical training data.

Mean and variance statistics largely drive the similarity analysis. Every voxel is compared 
to all the neighboring voxels in the 3x3 (or 5x5 or larger) nearest neighbor region. The most 
similar voxels are assigned the same class designation. The 3x3 variance is used to determine 
the width of the local intensity distribution. The width of the local intensity distribution in 
turn determines the threshold applied for declaring similarity between voxels. Simple local 
features on the neighborhood are computed around each voxel to describe the local average 

Figure 9. Overview of the system. Cross-sectional imaging data is sent via the digital recording device to the general 
purpose processor and then sending a unique image to the left eye and a unique image to the right eye a head display 
unit (HDU) [26].
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intensity or texture surrounding a voxel, which provides a classifier algorithm with measure-
ments that are used to distinguish one class from another, where classes correspond to the 
different tissue types.

Historical data from numerous similar imaging exams will be collected and “ground truthed” 
so that a neural network or deep learning classifier can be used to improve classification 
accuracy. Techniques will be used to first classify the input imagery into categories such as 
skeletal, fat, normal breast tissue, breast cancer, etc. [26, 27]. The user will need to input the 
tissue-type selection until an intelligent system will automatically determine the anatomy of 
the input imagery. User input of the tissue-type selection will be used as historical data to 
drive the classifier.

3.1.2. 3D filtering algorithm

The goal of the 3D filtering algorithm is to make the most understandable representation of 
the imagery to the radiologist [26, 27]. In order to accomplish this goal, it utilizes the image 
tissue-type from the 3D segmentation algorithm to determine which tissue types should be 
given highest priorities.

Current graphic hardware have limitations on how many voxels that can be displayed. 
Therefore, it is necessary to allocate percentages to the various tissue types based on prior-
ity. Those tissue voxels that must be seen from a clinically importance perspective (e.g., 
tumor) are given the highest percentage. Other tissues that are not as clinically important 
(e.g., subcutaneous fat) are sparsely sampled. There are two benefits of this process. First 
of all, this allows the operator to understand the high priority tissue (e.g., tumor) in proper 
context (e.g., tumor is touching the spine). It can be difficult or impossible to understand 
exact position of the tumor when all the surrounding tissue has been removed. Second of 
all, this lower priority tissue needs to be somewhat more transparent so the higher priority 
tissue can be seen through the lower priority tissue. However, transparency allocated may 
not necessarily correspond to tissue density. Additionally, thinning the tissue between the 
viewing perspectives and the area of interest makes it much easier to see the area of interest 
accurately.

User selected filtering is employed to enable the operator to slice away tissue sections to facili-
tate viewing of areas of interest. Additional implementation of various geometric volumes 
and surfaces to temporarily remove sections of the voxel cloud may be beneficial. The opera-
tor can also enable or disable display of specific tissue types.

3.1.3. 3D rendering engine

The goal of the 3D rendering is to replicate, insofar as possible, what a radiologist would see 
if looking with his/her own two eyes through the skin and into the body were possible. A 
slightly different image would be seen from each eye from its particular vantage point. This 
difference allows one to see depth. The basic concept is illustrated in Figure 10. The geometry 
behind the approach is illustrated in Figures 11 and 12.
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The Left Eye Viewing Perspective (LEVP) would be at an observer/ radiologist selected point 
to inspect the volume. The Right Eye Viewing Perspective (REVP) would be the inter-ocular 
distance to the right of the LEVP and similar math would be applied to generate the slightly 
different image presented to the right eye display. The rendering engine generates the left and 
right eye views to provide a true 3D data visualization to be displayed in the AR/VR HDUs 
[26, 27]. This component relies heavily on the Graphics Processing Units (GPU) built into the 
graphics card. The rendering engine supports a convergence depth adjustment for fine-tuning 
the operator’s focal point as shown in Figure 13.

Figure 10. The 3D volume shows a gray voxel and a black voxel. In volume rendering (A), the gray voxel is hidden 
behind the black voxel and only the black voxel is displayed on the 2D volume rendering image. In depth-3-dimensional 
(D3D), both the gray and the black voxels are projected onto the imaging plane; furthermore, the user can distinguish 
that the gray voxel is farther than the black voxel because the D3D process displayed with AR/VR HDUs provides depth 
perception.

Figure 11. This is an overview of the depth-3-dimensional (D3D) processing system for the left eye viewing perspective 
(LEVP). Reprinted from the Douglas et al. [12] with permission from Dove Medical Press Ltd.
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The interocular distance can of course be altered to change stereopsis. The rendering engine 
allows the operator to comfortably move the viewing position, zoom, and rotate about the 
pitch, roll or yaw axes. The angular field of view can be changed. The volume of interest (VOI) 
can be rotated. The viewing perspectives can also be rotated. See Figure 14. And to improve 

Figure 12. This is an overview illustrating the fact that the angle from the left eye viewing perspective (LEVP) to voxel 
(0, 64, 64) is different from the angle from the right eye viewing perspective (REVP) to voxel (0, 64, 64). This voxel (0, 64, 
64) will be displayed on a different spot on the left eye display as compared with the right eye display within the HDU.

Figure 13. Figure illustrates left eye viewing perspective (LEVP) and right eye viewing perspective (REVP). The angles 
from the LEVP through the volume of interest can converge to a convergence point “c” to enhance visualization of a 
small volume of interest [26, 27].
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Figure 15. Control system used by depth-3-dimensional (D3D) technologies. See example buttons and functions.

visibility, the operator can select any number of color palettes for different tissue classes. The 
rendering engine also incorporates a graphical overlay for image markup.

3.2. AR/VR control systems used in diagnostic radiology

The field of AR/VR is evolving with new and changing HDUs and gaming control systems 
coming on the market. In order to illustrate what we have used in our prior research, we illus-
trate example control systems shown and how various control buttons correspond with basic 
maneuvers and advanced maneuvers. See Figures 15–17.

Figure 14. Five examples of augmented reality/virtual reality viewing options with the D3D technology. Notes: (A) initial 
viewing angle into the volume of interest. (B) Illustrates increasing the interocular distance, which provides for increased 
binocular disparity. (C) Illustrates changing of the angular FOV, so rather than an α FOV of 40°, it changes to an α FOV 
of 10° and rather than a β FOV of 40°, it changes to a β FOV of 10°. This serves to focus on a particular region within the 
volume. (D) Illustrates rotation of the VOI, so that the radiologist can have a different viewing perspective. (E) Illustrates 
rotation of the viewing perspective, which is similar to the radiologist turning the head to see new features of the image, 
allowing for improved HMI. Note that in (A–E), the center pixels (i.e., α = 0° and β = 0°) for both LEVP and REVP converge 
at the center of the VOI (i.e., voxel [32, 32, 32]), such that the VOI is optimally presented to the user. Abbreviations: FOV, 
field of view; HMI, human machine interface; LEVP, left eye viewing perspective; REVP, right eye viewing perspective; 
VOI, volume of interest. Reprinted from the Douglas et al. [12] with permission from Dove Medical Press Ltd.
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3.3. Initial results of AR/VR in radiology

As previously discussed, there have been numerous applications of AR/VR in surgery to 
include pre-operative planning, education, and intra-operative assistance [6]. However, AR/
VR is not yet FDA approved in diagnostic radiology, but is being actively researched by DXC 
Technologies/D3D Technologies with an initial focus in breast cancer imaging [11–13].

Breast Cancer is one of the leading causes of death in women [28, 29]. Breast calcifications 
are extremely common and are present in up to 86% of mammograms [30]. The calcifications 
are classified by distribution with a linear and branching pattern suspicious for ductal carci-
noma in situ (DCIS) [31, 32]. Standard mammographic views may not reveal the true linear and 

Figure 17. This figure illustrates a graphical user interface (GUI) used by D3D technologies programmed with complex 
movements, which are defined as a single controls input at one time.

Figure 16. This figure illustrates a graphical user interface (GUI) used by D3D technologies programmed with basic 
movements, which are defined as a single controls input at one time.
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branching pattern due to suboptimal view point and lack of depth perception. Therefore, the 
D3D AR imaging system was tested on a simulated set of microcalcifications. The radiologist 
who rated the AR system found that when the microcalcifications appeared as a cluster when 
viewed from a single perspective, but with rotation and the AR HDU appeared as a linear and 
branching pattern. See Figure 18.

In addition to microcalcifications, breast cancer can also present as a mass on imaging. Characteriza-
tion of the shape and margins is important in determining whether the breast mass is malignant or 
benign. Dedicated breast CT provides high spatial resolution of breast masses [33]. Recent data has 
shown the importance of characterizing tumor morphology [34]. Therefore, the D3D AR system was 
also tested in viewing of a known breast cancer [13]. Malignant features of spiculations were noted 
to be more conspicuous on the D3D system than the native CT. See Figure 19.

Figure 18. Simulated breast microcalcifications as white dots on a black background viewed using the D3D system. 
Notes: The microcalcifications are shown in (A), (B), and (C), but in different projections. (A) Initial single projection 
viewed by the radiologist (EW) was thought to represent a cluster as indicated by the circle. Note that some of the 
dots are bigger, which is due to the fact that they are closer to the viewing perspective and the calcifications subtend a 
larger angular resolution from the viewing perspective. (B) The cluster is now rotated and viewed with both an LEVP 
and an REVP. The top portion (arrows) was thought to represent a linear pattern by the radiologist (EW) with the 
linear portion indicated by the arrows. (C) Same cluster as (A) and (B), but now rotated once again. The bottom portion 
(arrows) was thought to represent a branching pattern by the radiologist (EW), where two branches originate at the 
bottom of the image as indicated by the arrows. In retrospect, the viewing perspective (A) was closest to the top of the 
microcalcifications as if one were looking down on linear, branching pattern seen from the side view on (B) and (C). 
Abbreviations: D3D, depth 3-dimensional; LEVP, left eye viewing perspective; REVP, right eye viewing perspective. 
Reprinted from the, Douglas et al. [12] with permission.

Figure 19. (A) Contrast-enhanced breast CT demonstrates the mass with small spiculations extending from the margins. 
(B and C) same mass from breast CT exam as seen in (A), but viewed with D3D where (B) represents the left eye viewing 
perspective (LEVP) and (C) represents the right eye viewing perspective (REVP). The red box illustrates the 3D cursor 
used. (D&E) represent the same mass from the breast CT, but zoomed in and viewed from a different perspective with 
(D) representing the LEVP and (E) representing the REVP. Red arrows show spiculations extending from the margins of 
the mass. The red circle represents a spiculation sticking out toward the user, which was well seen when rotating with 
the D3D system. Reprinted from the Douglas et al., [13] with permission.
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3.4. Future work of AR/VR in radiology

Both the fields of AR/VR and diagnostic radiology are large and rapidly growing. One of the 
most common reasons for performing diagnostic imaging is for cancer. Early determination 
of whether a particular therapy regimen is working would be extremely helpful to improve 
survival and would save costs. We outline a flow chart below as a recommended process for 
introducing AR/VR evaluating a cancer at multiple time points. See Figure 20.

It is foreseeable that AR/VR will one day play a major role in diagnostic radiology. Computer 
aided diagnosis (CAD) will help to identify the abnormalities. The role of the radiologist will 
include assessing an abnormality in great detail to appreciate subtle changes to diagnose 
accurately and assess treatment response. Features of AR/VR including depth perception, 
head tracking, improved GUIs create an overall immersive environment allowing for new 
opportunities in diagnostic radiology. Radiologists will interact with medical images in 
ways never before including voice commands, gestures or through handheld devices with 
haptic feedback.

4. Conclusions

Both diagnostic radiology and AR/VR are large and rapidly growing fields. In this chapter, 
we reviewed diagnostic medical imaging equipment, data storage, conventional slice-by-slice 
analysis and advanced 3D rendering techniques including surface rendering and volume ren-
dering. We then introduced D3D processing of images, so volumetric medical imaging can be 
displayed in AR/VR HDUs. We showed a variety of GUIs including controllers and joysticks 

Figure 20. Overview of how D3D AR/VR system could be used to evaluate how a tumor at multiple time points.
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Notes: The microcalcifications are shown in (A), (B), and (C), but in different projections. (A) Initial single projection 
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Abbreviations: D3D, depth 3-dimensional; LEVP, left eye viewing perspective; REVP, right eye viewing perspective. 
Reprinted from the, Douglas et al. [12] with permission.

Figure 19. (A) Contrast-enhanced breast CT demonstrates the mass with small spiculations extending from the margins. 
(B and C) same mass from breast CT exam as seen in (A), but viewed with D3D where (B) represents the left eye viewing 
perspective (LEVP) and (C) represents the right eye viewing perspective (REVP). The red box illustrates the 3D cursor 
used. (D&E) represent the same mass from the breast CT, but zoomed in and viewed from a different perspective with 
(D) representing the LEVP and (E) representing the REVP. Red arrows show spiculations extending from the margins of 
the mass. The red circle represents a spiculation sticking out toward the user, which was well seen when rotating with 
the D3D system. Reprinted from the Douglas et al., [13] with permission.

State of the Art Virtual Reality and Augmented Reality Knowhow20

3.4. Future work of AR/VR in radiology

Both the fields of AR/VR and diagnostic radiology are large and rapidly growing. One of the 
most common reasons for performing diagnostic imaging is for cancer. Early determination 
of whether a particular therapy regimen is working would be extremely helpful to improve 
survival and would save costs. We outline a flow chart below as a recommended process for 
introducing AR/VR evaluating a cancer at multiple time points. See Figure 20.

It is foreseeable that AR/VR will one day play a major role in diagnostic radiology. Computer 
aided diagnosis (CAD) will help to identify the abnormalities. The role of the radiologist will 
include assessing an abnormality in great detail to appreciate subtle changes to diagnose 
accurately and assess treatment response. Features of AR/VR including depth perception, 
head tracking, improved GUIs create an overall immersive environment allowing for new 
opportunities in diagnostic radiology. Radiologists will interact with medical images in 
ways never before including voice commands, gestures or through handheld devices with 
haptic feedback.

4. Conclusions

Both diagnostic radiology and AR/VR are large and rapidly growing fields. In this chapter, 
we reviewed diagnostic medical imaging equipment, data storage, conventional slice-by-slice 
analysis and advanced 3D rendering techniques including surface rendering and volume ren-
dering. We then introduced D3D processing of images, so volumetric medical imaging can be 
displayed in AR/VR HDUs. We showed a variety of GUIs including controllers and joysticks 

Figure 20. Overview of how D3D AR/VR system could be used to evaluate how a tumor at multiple time points.

Augmented Reality and Virtual Reality: Initial Successes in Diagnostic Radiology
http://dx.doi.org/10.5772/intechopen.74317

21



with a variety of functions achieved by various functions. Imaging cases were illustrated with 
a specific focus on breast cancer. We concluded with a discussion on future techniques in 
comparing how a tumor changes appearance over multiple time points.
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Abstract

This chapter aims to connect the digital resources of knowledge with the historical and 
cultural heritage in the context of smart cities. Specifically, combining the joint interven-
tion in the Real Sitio of El Pardo and Aranjuez, as well as the Foundation Square of the 
University of Alcalá, both in Spain. Through traditional historical research and the inno-
vative use of new technologies like augmented reality (AR), a historical, biological and 
cultural heritage is conserved, consisting of forests, gardens, agricultural spaces, urban 
centers and palatial residences. Cultural and artistic heritage is a resource of the first mag-
nitude for the sustainable development of smart cities. It evolves with time and society; it 
is this that determines what goods are to be conserved and protected for posterity, accord-
ing to the values attributed to them. Hence, the importance of achieving an awareness in 
society plays an active part in the conservation, enjoyment and dissemination of heritage. 
In this context, the augmented reality is presented as a powerful tool for contextualizing 
and disseminating the heritage, as well as to make the resources created more accessible, 
making an innovative use of the new technologies applied to the transfer of knowledge 
and the enhancement of a country’s cultural and historical heritage.

Keywords: augmented reality, smart cities, heritage, royal sites, historical architecture

1. Introduction

This project, through the use of new technologies in the dissemination and transfer of knowl-
edge to society, seeks to preserve and improve knowledge of these royal sites and the city of 
Alcala de Henares, of enormous environmental, cultural and educational value, constituted 
by forests, gardens, agricultural spaces, urban centers and palatial residences.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[24] Fishman EK, Ney DR, Heath DG, Corl FM, Horton KM, Johnson PT. Volume render-
ing versus maximum intensity projection in CT angiography: What works best, when, 
and why. Radiographics: A Review Publication of the Radiological Society of North 
America, Inc. 2006;26(3):905-922

[25] Johnson PT, Heath DG, Kuszyk BS, Fishman EK. CT angiography with volume ren-
dering: Advantages and applications in splanchnic vascular imaging. Radiology. 
1996;200(2):564-568

[26] Douglas D, inventor; US Patent Office, assignee. US 8,384,771 Method and Apparatus for 
Three Dimensional Viewing of Images. USA; 2013

[27] Douglas D, inventor; US Patent Office, assignee. US 9,349,183 Method and Apparatus for 
Three Dimensional Viewing of Images. USA; 2016

[28] DeSantis C, Ma J, Bryan L, Jemal A. Breast cancer statistics, 2013. CA: a Cancer Journal 
for Clinicians. 2014;64(1):52-62

[29] Ferlay J, Shin HR, Bray F, Forman D, Mathers C, Parkin DM. Estimates of worldwide 
burden of cancer in 2008: GLOBOCAN 2008. International Journal of Cancer Journal 
International du Cancer. 2010;127(12):2893-2917

[30] Kopans D. Analyzing the Mammogram-Calcifications. Philadelphia, PA: Lippincott-
Raven; 1998

[31] Lee KS, Han BH, Chun YK, Kim HS, Kim EE. Correlation between mammographic man-
ifestations and averaged histopathologic nuclear grade using prognosis-predict scoring 
system for the prognosis of ductal carcinoma in situ. Clinical Imaging. 1999;23(6):339-346

[32] Burnside ES, Ochsner JE, Fowler KJ, Fine JP, Salkowski LR, Rubin DL, et al. Use of 
microcalcification descriptors in BI-RADS 4th edition to stratify risk of malignancy. 
Radiology. 2007;242(2):388-395

[33] Boone JM, Lindfors KK. Breast CT: Potential for breast cancer screening and diagnosis. 
Future Oncology. 2006;2(3):351-356

[34] Mukhtar RA, Yau C, Rosen M, Tandon VJ, I-Spy T, Investigators A, et al. Clinically mean-
ingful tumor reduction rates vary by prechemotherapy MRI phenotype and tumor sub-
type in the I-SPY 1 TRIAL (CALGB 150007/150012; ACRIN 6657). Annals of Surgical 
Oncology. 2013;20(12):3823-3830

State of the Art Virtual Reality and Augmented Reality Knowhow24

Chapter 3

Connect Smart Cities and Heritage Through
Augmented Reality

Félix Labrador Arroyo, Julián de la Fuente Prieto and
Enrique Castaño Perea

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74363

Provisional chapter

DOI: 10.5772/intechopen.74363

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Connect Smart Cities and Heritage Through 
Augmented Reality

Félix Labrador Arroyo, Julián de la Fuente Prieto 
and Enrique Castaño Perea

Additional information is available at the end of the chapter

Abstract

This chapter aims to connect the digital resources of knowledge with the historical and 
cultural heritage in the context of smart cities. Specifically, combining the joint interven-
tion in the Real Sitio of El Pardo and Aranjuez, as well as the Foundation Square of the 
University of Alcalá, both in Spain. Through traditional historical research and the inno-
vative use of new technologies like augmented reality (AR), a historical, biological and 
cultural heritage is conserved, consisting of forests, gardens, agricultural spaces, urban 
centers and palatial residences. Cultural and artistic heritage is a resource of the first mag-
nitude for the sustainable development of smart cities. It evolves with time and society; it 
is this that determines what goods are to be conserved and protected for posterity, accord-
ing to the values attributed to them. Hence, the importance of achieving an awareness in 
society plays an active part in the conservation, enjoyment and dissemination of heritage. 
In this context, the augmented reality is presented as a powerful tool for contextualizing 
and disseminating the heritage, as well as to make the resources created more accessible, 
making an innovative use of the new technologies applied to the transfer of knowledge 
and the enhancement of a country’s cultural and historical heritage.

Keywords: augmented reality, smart cities, heritage, royal sites, historical architecture

1. Introduction

This project, through the use of new technologies in the dissemination and transfer of knowl-
edge to society, seeks to preserve and improve knowledge of these royal sites and the city of 
Alcala de Henares, of enormous environmental, cultural and educational value, constituted 
by forests, gardens, agricultural spaces, urban centers and palatial residences.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Thus Aranjuez or El Pardo is today the lung of Madrid, which, being a hunting ground of 
a royal site, escaped the relentless destruction of the natural environment that occurred as 
a result of the growth of the capital. It is a testimony to the landscape of yesteryear, a place 
where the original fauna and flora are preserved, where there is also an urban center, El 
Pardo, integrated into the natural space and a royal residence, El Pardo Palace, where an 
important architectural and artistic ensemble is preserved. Therefore, the study of the Royal 
Sites, in the specific case of this project of El Pardo, cannot do without considering the urban 
or natural environment in which these are inserted or to which they are opposed and this has 
to be reflected in the investigations and in the knowledge that society has of them.

Traditionally, those who have paid attention to these aspects, with great quantitative and 
qualitative richness, have been the art historians or architects, and the utility of them from 
tourism; what does not correspond, until the last years, is an equal interest on the part of other 
social sciences. The plurality of ways, elements and lexicons through which these enclaves, 
in all their components, or the spaces of power, economic development and landscape that 
develop in them are transformed into a multiform, polysemic sign system and modulated by 
different levels of perception.

Indeed, one of the great challenges we face is the impact of new technologies and their rapid 
evolution. According to data from the European Commission, “the global demand for ICTs is 
worth 2 trillion euros, but only a quarter of this amount is covered by European companies”1, 
which is why it is a priority to stimulate an innovative digital society that contributes eco-
nomic, social and educational benefits. No one can deny the multitude of applications they 
have for development in the health, architectural, social or educational field, including, for 
some years, the cultural. But besides being set as a factor of development, these resources 
have emerged as a particularly suitable means for the interpretation of cultural heritage and 
to transfer this knowledge to citizens and get them to identify with their past (Figure 1).

The architectural constructions, the urban interventions diffused or circumscribed in the terri-
tory, the more or less organic projects and the ideal city (more or less translated into practice) 
are an integral part of the exercise of power; they are codices constituting the authority and 
not ephemeral representations of it. The act of building and political action is always inti-
mately united.

The study, enhancement and recovery of these places, shown in Figures 2 and 3, allow the 
recovery of a common past, the economic improvement of these places and their surround-
ings, their recovery and so on; also, they are an unbeatable space to advance the principles 
of an education for sustainable development, through which people acquire knowledge and 
skills in the field of sustainable development, which will increase their capacities and their 
self-confidence and increase their opportunities to opt for a healthy and productive life in 
harmony with nature, respectful of social values, equality between the sexes and cultural 
diversity, which will result in intercultural and diverse societies.

1European Commission, “Europe 2020. A strategy for smart, sustainable and inclusive growth”. Brussels: Publications 
Office of the European Union (2010). [Accessed on March 15, 2016]. Available at http://eur-lex.europa.eu/LexUriServ/
LexUriServ.do?uri=COM:2010:2020:FIN:ES:PDF, p. 12 and 15.
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Indicators such as the ecological footprint, water footprint or ecological debt show that cli-
mate change, loss of biodiversity, lack of social justice, the persistence of disadvantaged social 
sectors, deforestation, the increase of inequalities in the distribution of wealth and so on are 
currently the environmental problems, that is, sociological and ecological, more importantly. 
We are not faced with a set of diverse problems; on the contrary, we are facing a systemic 
problem that obliges not only to try to alleviate its negative consequences but also to analyze 
and act directly on its causes.

Education alone is not enough to achieve a more sustainable future. However, without edu-
cation and learning of sustainable development, we will not be able to achieve this goal. 
Education for sustainable development allows each human being to acquire the knowledge, 
skills, attitudes and values necessary to forge a sustainable future. Likewise, this sustainable 
education requires participatory methods of teaching and learning that motivate students and 
give them autonomy in order to change their behavior and facilitate the adoption of measures 
in favor of sustainable development.

Figure 1. Past heritage in the Royal Site of Aranjuez using A.R.

Figure 2. Present heritage in the Royal Site of Aranjuez.
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Finally, indicate that in the elaboration of this project, we have taken into account the rec-
ommendations and suggestions emanating from the document Getting cultural heritage to 
work for Europe. Report of the Horizon 2020 Expert Group in Cultural Heritage (2015) of 
the Conclusions of the Council of Europe (Education, Youth, Culture and Sports) adopted on 
May 20, 2014.

1.1. Goals

The main objective of this chapter is to connect digital knowledge resources with historical 
and cultural heritage in the context of Smart Cities. Specifically, combining the joint inter-
vention in the Real Sitio del Pardo and Aranjuez, as well as the Foundation Apple of the 
University of Alcalá.

This main aim is developed through five specific objectives:

a. Creation of an environment of augmented reality of free access, showing the historical 
evolution of these places and the different changes that have taken place in it, highlighting 
the historical and cultural heritage of it, as well as the relationship with the environment 
and the landscape.

b. 2D and 3D interpretation of the cartography and planimetry that analyzes the process of 
configuration, development and consolidation of these places to the present day, which 
allows their better transmission and contextualization.

c. Create tourist and/or educational itineraries at various levels, accessible for the transmission 
of artistic, cultural and landscape heritage and value this heritage using new technologies.

Figure 3. Virtual heritage in the University of Alcalá.
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d. Development of accessible didactic and educational materials with new technologies for 
use in Moocs or in the new realities of teaching and learning processes.

2. Theoretical framework

The theoretical framework justifies the innovative nature of the proposal. Starting from the 
concept of “Smart City,” the technology of augmented reality is considered as the ideal instru-
ment to develop a virtual heritage proposal.

2.1. The “smart cities” and their heritage

The concept of “Smart Cities” [1–3] is associated with the principle of sustainable urban 
development that includes different areas such as infrastructures, technologies or democracy. 
The efficiency of smart cities has an important component of social development, and there is 
no better way to connect a city with its population than through the heritage that unites them.

The new means of communication have generated a new field of dissemination and protec-
tion of cultural heritage [4–6] Since the declaration of UNESCO in 1972 on the preservation of 
material heritage and in the year 2003 on the intangible heritage, a series of processes, tools 
and especially networks have been generated that increase the accessibility and participation 
of citizens in the management of cultural assets (Figure 4).

Figure 4. Identifying interested places in a smart city.
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The development of a “smart city” inevitably requires efficient management of heritage, 
which involves its integration into new information and communication technologies [7–9]. 
In this sense, we now have an exceptional resource when it comes to integrating heritage in 
the field of these new technologies: augmented reality.

2.2. From virtual reality to augmented reality

The scope of new technologies is truly extensive and, although all of them work together for 
the same purpose, the truth is that here we want to make special mention of the technology of 
augmented reality, which has been shaping up since the last quarter of the twentieth century 
as a tool with great potential to transmit our past, value and raise public awareness of our 
heritage ([10] 5).

Computer technology has facilitated the generation of 3D objects since the beginning of the first 
graphic interfaces. In fact, this computing capacity has allowed the creation of complex visual 
environments in three dimensions for all types of applications such as videogames, geographic 
information systems, as well as graphic, industrial or architectural design. However, these 3D 
images have always needed a computer interface to be able to represent themselves. As realistic 
as the three-dimensional reproduction was, they always referred us to a virtual reality.

Based on virtual reality, with which it was possible to generate a fictitious environment of 360°, 
vertically and horizontally, of great realism for the viewer, augmented reality is, broadly speak-
ing, a computer system that manages to mix the virtual simulated environment with a real 
physical scenario. To this combination, you can also add texts, documents, 2D images, audios 
and so on, enriching it with the information that the visitor perceives. Both present today a wide 
range of possibilities for different fields of knowledge, but the main difference between them is 
that virtual reality can or cannot be based on a real environment ([11] 25), while augmented real-
ity only recreates a real image and needs of the visitor’s on-site presence to complete the image.

The first to try to overcome this antithetical opposition between the “real” and “virtual” 
world were Milgran and Kishino, when formulating their model of Real-Virtual Continuum 
[12]. His proposal was to try to integrate real and virtual elements into a mixed reality that 
could be experienced in direct continuity with both worlds, real and virtual.

Through this paradigm presented in Table 1, a new technology derived from the application to 
the real world of this virtual reality began to develop in the mid-1990s, and that unlike this, it 
does not consist of generating virtual environments but is characterized by inserting objects or 
virtual spaces in a real scenario ([13] 215). It is what we know today as augmented reality and 
allows us to visualize 3D elements through any type of device that reproduces a real image.

This condition can be attributed to any type of montage or photo retouching, but according to 
Fernández Álvarez, the key to this augmented Reality is that there is a direct correspondence 
between the real and the virtual in terms of scale, proportion, proximity, point of view, depth 
and so on, which allows the user in some applications to experience the space on a natural 
scale ([14] 3). Therefore, we are proposing a paradigm that does not intend to recreate a new 
virtual world but to create a unique visual world integrated by both real space and 3D images.

State of the Art Virtual Reality and Augmented Reality Knowhow30

2.3. The applications of virtual heritage

The application of augmented reality to the field of historical heritage has generated a new 
concept that is virtual heritage. Following the discourse of several authors [13–16], we can 
synthesize three approaches when using augmented reality to disseminate historical heritage:

• Reconstruction of buildings in ruins or significantly altered.

• Recreation of lost or damaged archeological pieces.

• Simulation of social or natural environments on historic sites.

To these informative functions, we must add other approaches that also consider useful in 
scientific contexts the generation of 3D images to simulate and investigate certain intangible 
material objects according to Gutiérrez and Hernández [17]:

• Test restoration techniques on synthetic models.

• Speculate with different hypotheses about lost objects.

• Analyze an archeological object in its original environment.

Therefore, it is necessary to propose new forms of content associated with this technology that 
go beyond the simple virtual reconstruction of historical buildings. Through augmented real-
ity, it should be possible to enjoy new experiences that cannot occur in the real world, even 
in the one that has already disappeared, and that help to better understand what heritage 
means beyond its spatial analysis. In this sense, Gutiérrez and Hernández also defend that 
the incorporation of multimedia, multi-user exploration, telepresence and the possibility of 
showing worlds in ways that are not subject to the physical limitations of the world we live in 
will lead this technology to become no longer an emulation of what exists, but an expansion 
of our own reality ([17] 14).

This coincides perfectly with the objective of the augmented reality that according to 
Fernández Álvarez [14] is none other than overcoming the comprehension difficulties due to 
different levels of conceptual abstraction presented by the different traditional representation 
systems shown in Figures 5 and 6.

Table 1. “Reality-virtuality continuum” based on Milgran and Kishino [12].
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3. Method

In the context indicated earlier, the augmented reality (AR) is presented as a powerful tool 
for contextualizing, disseminating the heritage, as well as to make the resources created 
more accessible. A new methodology is proposed for the organization and storage of docu-
mentation, both original and processed, from different areas and digitized and georefer-
enced by categorized strata: time, originality of information, scope [20, 21]. A wicker on 
which to deposit the documentation in an orderly and rational way for optimal manage-
ment and storage.

To do this, it is proposed to use the augmented reality technology as a hub and documenta-
tion connection vehicle (from different times, types and areas), georeferencing it to the place 
and allowing holistic, more extensive, deep and rigorous knowledge of the heritage. Thus, 
a model applicable to the different scales of approach (territorial, urban, architectural and 
interior or domestic) and transferable to different architectural models, which allows finding 
new relationships between different documents that will allow in some cases verify or discard 
hypotheses about states and previous times [23]. Also helping to advance in a rigorous way 

Figure 6. Real heritage (down) through AR in Aranjuez.

Figure 5. Virtual heritage through AR in Aranjuez.
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in the research on heritage, focusing on this project on the evolution and its relationship with 
the surrounding territory.

The RA together with this new work methodology will allow a selective adaptation of the 
information shown, in terms of quantity, rigor and complexity according to the purpose or 
audience to which it is shown, facilitating the understanding of the heritage in an individual 
and personalized way to age, level of specialization or interest [22]. This point is essential as a 
tool for disclosure and dissemination of heritage, as shown in Figure 7.

To this main objective, a new research parameter is added: the graph. To make possible the 
understanding of the proposed information model, it is essential to search for a graphic lan-
guage capable of giving a coherent and effective response to the proposed new order, facili-
tating its understanding. A language that allows the visualization of variable parameters and 
complex relationships between different layers of information, in an affordable way. A form 
of graphic expression halfway between representation and communication that naturally 
incorporates the advantages and opportunities offered by new technologies, especially the 
augmented reality, together with knowledge and classical historical research.

In addition, will be made, in order to have the necessary documentation and combining and 
mixing new technologies with classical systems, a dump of published documentation on these 
places of different archives and libraries in order to agglutinate a documentary corpus that 
allows to visualize the evolution of this real site throughout history and the faithful reproduc-
tion in augmented reality. In this sense, we will work, fundamentally, in the General Archive 
of Simancas (Valladolid), General Palace Archive, National Library and National Geographic 
Institute and the Municipal Archives of Spain.

Indicate, in this point, that the work developed by the research team of the URJC in recent 
years on the study of the court, houses and real sites from the fifteenth to the eighteenth 
century, allows to make feasible the work proposed by the work and analysis already done.

Figure 7. Visualization of virtual heritage through RA.
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4. Results

The product and final result of the project is the elaboration of a portal of augmented reality, 
of free access, showing the historical evolution of these places and the different changes that 
have taken place in it, highlighting the historical heritage, cultural identity, as well as the rela-
tionship with the environment and the landscape, with a 2D and 3D interpretation of the car-
tography and planimetry of these places, analyzing the process of configuration, development 
and consolidation of the real site until our days, as well as the creation of an augmented reality 
environment that allows its better transmission and contextualization (Figure 8).

The dissemination plan of the augmented reality application is designed to offer an innova-
tive tool that can be integrated into previous and subsequent strategies to disclosure heritage: 
Some of the activities proposed are the following:

• This application may be available to the society and to the university community in par-
ticular through the services of applications for mobile devices.

• This web portal and the technology contained in it will also allow the development of mate-
rials and teaching resources in virtual environments that allow students of compulsory and 
university education the acquisition of competences and transferable skills.

• The content will also be used for the development of tourist itineraries in virtual environ-
ments, accessible for people, which will give value to the transmission of artistic, cultural 
and landscape heritage. The Visitors Service of the UAH could also have the application to 
improve the experience of tourists visiting the Rectorate building.

• The graphic materials and 3D models generated can be used both by the publications ser-
vice and by the communication service of each university. These contents may also be 
transferred to third parties for tourist or cultural use.

Figure 8. Augmented reality app designed for the University of Alcalá.
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• This web portal will incorporate a documentary and literary corpus on the royal site that helps 
to understand and contextualize its evolution. These digital documents will also be deposited 
in the corresponding digital repositories through the library services of both universities.

• Given the uniqueness of the experience carried out, the results of the research project will 
be published and disseminated jointly through international congresses as well as impact 
academic journals.

Figure 9. Screenshot form the app designed for the Royal Sites (URJC-44creens.Fr).

Figure 10. Screenshot form the app designed for the Aranjuez (44creens.Fr).
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ments, accessible for people, which will give value to the transmission of artistic, cultural 
and landscape heritage. The Visitors Service of the UAH could also have the application to 
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Figure 8. Augmented reality app designed for the University of Alcalá.

State of the Art Virtual Reality and Augmented Reality Knowhow34

• This web portal will incorporate a documentary and literary corpus on the royal site that helps 
to understand and contextualize its evolution. These digital documents will also be deposited 
in the corresponding digital repositories through the library services of both universities.

• Given the uniqueness of the experience carried out, the results of the research project will 
be published and disseminated jointly through international congresses as well as impact 
academic journals.

Figure 9. Screenshot form the app designed for the Royal Sites (URJC-44creens.Fr).

Figure 10. Screenshot form the app designed for the Aranjuez (44creens.Fr).
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• This project also has a precedent in the use of augmented reality for the dissemination 
of heritage through several Madrid universities, which is the “Campus Husso Digi-
tal” project. The developed contents are susceptible to be included, completing this 
application.

Taking into account all these proposals and far from being configured as a closed activity, it 
is proposed that this project continues to develop through the synergies established between 
both research groups [18, 19] (Figures 9 and 10).

5. Conclusions

The concept of heritage is something subjective and alive. It evolves with time and society, 
that it is, in short, who determines what goods are to be conserved and protected for poster-
ity, based on the values attributed to them. Hence, the importance of achieving an awareness 
of society is an active part in the conservation, enjoyment and dissemination of heritage, 
and that can only be achieved through knowledge. The key is how to get that knowledge to 
society.

Although the definition of heritage in its historical and artistic sense dates back to the 
Renaissance from the perspective of its study, the current concept of heritage is only 
 established from the twentieth century, in which no longer called monuments, only works 
built and of historical artistic value, to also incorporate other types of goods, material 
and immaterial that constitute the reflection of a culture, include digital heritage depicted 

Figure 11. Screenshot of the three-dimensional model of the casa de Oficios y caballeros (David Beltrán Vizcaino).
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in Figure 11. This consideration greatly expands the scope and amount of assets to be 
conserved, protected and maintained. This fact, linked to the current economic context, 
makes the safeguarding of heritage an increasingly difficult task for which it is essential 
to have effective management and dissemination tools and of course support and help of 
the public.

It is at this point, where education and communication play a fundamental role in the dis-
semination and understanding of heritage from a holistic view, within the historical and 
social context on which it bases its value. New ways of research and transdisciplinary work 
are opened around the way of contextualizing, communicating and disseminating heritage, 
pointing out interesting synergies between the different areas that affect the understanding of 
that heritage: architecture, art, history, society, politics, geography and so on.

In the same measure, the way to show that information to society is fundamental is through a 
clear, direct and rigorous graphic language. To do this, we must take into account the evolu-
tion of technology and its impact on the visual environment, taking as reference also the field 
of architecture, language and tools used in the world of communication, shown in Figure 12 
(user-based design, narrative, etc.). In this context, the augmented reality is presented as a 
powerful tool for contextualizing, disclosure and disseminating the heritage, as well as to 
make the created resources more accessible.
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Abstract

Currently, a lot of institutes and industries are working on the development of the virtual 
reality and augmented reality techniques, and these techniques have been recognized as 
the determination for the direction of the three-dimensional display development in the 
near future. In this chapter, we mainly discussed the design and application of several 
wearable head-mounted display (HMD) systems with the waveguide structure using the 
in- and out-couplers which are fabricated by the diffractive optical elements or holo-
graphic volume gratings. Although the structure is simple, the waveguide-type HMDs 
are very efficient, especially in the practical applications, especially in the augmented 
reality applications, which make the device light-weighted. In addition, we reviewed the 
existing major head-mounted display and augmented reality systems.

Keywords: head-mounted display, AR application, see-through display, optical 
waveguide, holographic optical element, wedge-shaped holographic waveguide

1. Introduction

Everything in the world has three spatial dimensions which are the width, height, and depth 
information; people look at the real objects directly, and they see them intact as three-dimen-
sional (3D). But, most of the images displayed on the modern display devices such as TVs, 
monitors, and mobile displays are two-dimensional (2D); therefore, people have always been 
interested in 3D imaging systems on how to acquire and display the 3D images properly, espe-
cially, after the photographic method has been put to practical use. The 3D imaging technology 
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has been developed since the 1840s, but since 2009, after the stereoscopic 3D movie “Avatar” 
has been released, it became a hot topic worldwide. Nowadays, the 3D imaging/display sys-
tems are widely used in various fields such as entertainment, education, training, biomedical 
science, and so on.”

A head-mounted display (HMD) which has gained much popularity in recent years after the 
virtual reality (VR)/augmented reality (AR) application’s boom is a display device that the 
user wears it on the head like a helmet [1]. Note that, in the application of the combat aircrafts, 
it is called as a helmet-mounted display that shows the situational awareness of that moment, 
and the combatant-pilot can control the weapons according to the head pointing direction [2]. 
Also, the terrestrial guardians and special combatants of special forces of various countries 
widely use the helmet-mounted displays. Figure 1 shows the actual representation of the 
typical HMD and helmet-mounted display.

Most of the HMDs are based on the stereoscopic 3D display technique. The stereoscopic tech-
nique is a simple way to display 3D images through the binocular depth cues of human visual 
perception considering the interocular distance of the human eyes [3, 4]. It provides slightly 
different dual two-dimensional (2D) images to the left and right eyes, respectively, and makes 
sure that each eye gets the corresponding image only, by the use of the special spectacles. 
Then, both 2D offset images are combined in the brain to give the perception of 3D depth. The 
general structure of the typical HMD is that two micro displays, lenses, and semitransparent 
mirrors or prisms are installed in for each eye, as shown in Figure 2(a). Some HMDs has single 
micro display and lens for one eye, and this structure is named by monocular HMD, as shown 
in Figure 2(b), where the typical HMD is defined as binocular. Nowadays, a binocular-type 
HMD is usually applied in the VR-based applications, and monocular-type HMD is mainly 
used in AR applications.

Then, it can be seen that the AR can be the next generation of VR. Unlike the VR technique, 
the AR can be seen as a half reality in which any virtual computer-generated perceptual items 

Figure 1. The actual representation of (a) the typical HMD (source: http://www.5dt.com/head-mounted-displays) and 
(b) helmet-mounted display (source: https://www.flickr.com/photos/48970996@N04/12682 497224).
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and features can be viewed and controlled in the real-world environment, instead of the user 
that is completely sequestered from the real world. In other words, the AR technique is able 
to overlay the elements of the digital world into a real world. Here, the information of the 
digital elements can be added into the real world or masked. The user can control the digital 
elements without using any specific device such as keyboard or mouse, only by the face’s 
actions such as blinking eyes, and see the text and video on any background where he/she 
wants. Most of the AP systems are applied through the glass-type monocular HMD or head-
up display (HUD). The HUD is a transparent display that is usually located in front of the 
users, and users observe the important data without looking up or down. Initially, it was 
developed for the military aviation-based applications, but currently, it is widely used in the 
automobiles, aircrafts, and so on.

The HMD-based VR and AR technology markets become extremely huge and rapidly grow-
ing continuously. For the VR, it has been applied extensively for educational and training 
purposes in recent years, not only in the entertainment fields such as 3D games and videos. 
Especially, for the drivers, pilots, and special combatants, it is the efficient and safe way for 
the training that the trainer can perform various activities in a virtual space similar to the 
actual environment. Also, VR systems are exploited in the dental clinics for children, in order 
to reduce the children’s fear during the treatment.

Based on the ability and development of the technology, the interest for the see-through AR 
systems is increasing acutely. Modern handheld smart mobile devices include a lot of func-
tions such as the Internet use, navigation, image and video processing, high-resolution cam-
era, games, and so on, except the communication, and it was a huge technological revolution. 
But, the size of the smart mobile devices is limited by the average hand size of the human; so, 
no matter how good the display resolution is, it gives a lot of inconvenience to users. For the 
see-through AR systems, the smart mobile devices can be replaced, because the AR systems 
have all of the functions of mobile devices basically and enough of computing power; addi-
tionally, they include the hand-free feature that does not require the interaction of the hands 
and large-screen experience, while the user wears the AR simply like the eyeglasses. Therefore, 
experts and developers believe that the AR technology will open the new generation of mobile 
devices soon.

Figure 2. General structure of the HMD systems: (a) binocular and (b) monocular.
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widely use the helmet-mounted displays. Figure 1 shows the actual representation of the 
typical HMD and helmet-mounted display.

Most of the HMDs are based on the stereoscopic 3D display technique. The stereoscopic tech-
nique is a simple way to display 3D images through the binocular depth cues of human visual 
perception considering the interocular distance of the human eyes [3, 4]. It provides slightly 
different dual two-dimensional (2D) images to the left and right eyes, respectively, and makes 
sure that each eye gets the corresponding image only, by the use of the special spectacles. 
Then, both 2D offset images are combined in the brain to give the perception of 3D depth. The 
general structure of the typical HMD is that two micro displays, lenses, and semitransparent 
mirrors or prisms are installed in for each eye, as shown in Figure 2(a). Some HMDs has single 
micro display and lens for one eye, and this structure is named by monocular HMD, as shown 
in Figure 2(b), where the typical HMD is defined as binocular. Nowadays, a binocular-type 
HMD is usually applied in the VR-based applications, and monocular-type HMD is mainly 
used in AR applications.

Then, it can be seen that the AR can be the next generation of VR. Unlike the VR technique, 
the AR can be seen as a half reality in which any virtual computer-generated perceptual items 

Figure 1. The actual representation of (a) the typical HMD (source: http://www.5dt.com/head-mounted-displays) and 
(b) helmet-mounted display (source: https://www.flickr.com/photos/48970996@N04/12682 497224).
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and features can be viewed and controlled in the real-world environment, instead of the user 
that is completely sequestered from the real world. In other words, the AR technique is able 
to overlay the elements of the digital world into a real world. Here, the information of the 
digital elements can be added into the real world or masked. The user can control the digital 
elements without using any specific device such as keyboard or mouse, only by the face’s 
actions such as blinking eyes, and see the text and video on any background where he/she 
wants. Most of the AP systems are applied through the glass-type monocular HMD or head-
up display (HUD). The HUD is a transparent display that is usually located in front of the 
users, and users observe the important data without looking up or down. Initially, it was 
developed for the military aviation-based applications, but currently, it is widely used in the 
automobiles, aircrafts, and so on.

The HMD-based VR and AR technology markets become extremely huge and rapidly grow-
ing continuously. For the VR, it has been applied extensively for educational and training 
purposes in recent years, not only in the entertainment fields such as 3D games and videos. 
Especially, for the drivers, pilots, and special combatants, it is the efficient and safe way for 
the training that the trainer can perform various activities in a virtual space similar to the 
actual environment. Also, VR systems are exploited in the dental clinics for children, in order 
to reduce the children’s fear during the treatment.

Based on the ability and development of the technology, the interest for the see-through AR 
systems is increasing acutely. Modern handheld smart mobile devices include a lot of func-
tions such as the Internet use, navigation, image and video processing, high-resolution cam-
era, games, and so on, except the communication, and it was a huge technological revolution. 
But, the size of the smart mobile devices is limited by the average hand size of the human; so, 
no matter how good the display resolution is, it gives a lot of inconvenience to users. For the 
see-through AR systems, the smart mobile devices can be replaced, because the AR systems 
have all of the functions of mobile devices basically and enough of computing power; addi-
tionally, they include the hand-free feature that does not require the interaction of the hands 
and large-screen experience, while the user wears the AR simply like the eyeglasses. Therefore, 
experts and developers believe that the AR technology will open the new generation of mobile 
devices soon.

Figure 2. General structure of the HMD systems: (a) binocular and (b) monocular.
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1.1. Earlier AR systems

The term “augmented reality” has been popularized by T. Caudell and D. Mizell who were 
the researchers at the Boeing, since 1990. However, a transparent electronic display that dis-
plays the virtual objects in the real-world environment has been mentioned the first time in 
the children novel The Wonderful Wizard of Oz written by L. F. Baum, in 1901, but the actual 
development of AR systems has begun quite later, since the 1980s.

Actually, the HUD has been developed since the 1940s, but in that time, it has not been com-
mercialized and is only used in the military applications such as in the night fighting combat 
aircrafts [5]. It was advantageous during the air fight in the night or bad visibility, because the 
radar display has been projected to the window front of the pilot, and, later, the gunsight has 
been displayed additionally.

A HUD system for pilots’ training application in the commercial aviation has been introduced 
by G. Lintern, from the University of Illinois, in 1980. Also, in 1980, S. Mann has invented a 
wearable computer which is a glass-type computer vision system, “EyeTap.” It was a mon-
ocular HMD and the first example of the AR display system which includes the camera, com-
puter, projector, and micro display in front of the human eye. It was allowed to the users that 
is observing the computer-generated data and real-world environment at the same time. Here, 
when the camera captures the images, the microcomputer processes the captured images as 
the computer-generated data, and the processed data is overlaid with the real-world environ-
ment through the projector and micro display. But in that time, it was quite difficult to dem-
onstrate the full AR features through the system.

The AR technologies also have been in the TV applications such as in the weather broadcast-
ing that the virtual symbols and information are mixed with the actual earth map. Also, the 
AR system has been presented precisely in the movie “The Terminator,” in 1984.

The HUD has been applied in the astronomical telescope system that the images of the stars 
and celestial body images and any other specific information are displayed when the users 
observe the actual sky images through the eyepiece of the astronomical telescope.

In the 1990s, several popular AR systems have been introduced. The “virtual fixture” which is 
a first complete functional AR system for the aircraft has been proposed by L. Rosenberg, in 
1992. The system provides the improvement of the human performance in both of actual and 
remotely manipulated processes, and this system was somehow VR technology.

Thereafter, various institutes and researchers developed the AR technologies in the 1990s and 
2000s. For example, the ARToolKit has been created by HITLAB. in 1999 (it was allowed for 
web browser in 2009), an AR game “ARQuake” has been demonstrated in 2000, the Wikitude 
AR traveling guide for Android mobile devices has been released in 2008, and so on.

In 2013, Google demonstrated the beta version of complete wearable glass-type see-through 
AR system “Google Glass” which includes the microcomputer, camera, projector, micro-
liquid crystal display (LCD), microphone, and speaker. Also, it was able to connect to the 
Internet and other devices through the wireless network and Bluetooth. It has many functions 
such that the user can send/receive the emails, see the maps, watch the images and videos, 
make the voice call, and use the Internet.
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In 2014, Sony released their 85% see-through wearable glass-type AR device “SmartEyeGlass.” 
It includes the basic devices required in the modern AR systems such as microcomputer, 
micro display, and microphone, and it can be connected to the smart phones. The most impor-
tant feature is that the system is based on holographic waveguide structure, and this structure 
makes the device as light-weighted and small.

Another AR technology-based see-through HMD system using the diffractive waveguide 
structure “HoloLens” which contains the multiple cameras and sensors is released by 
Microsoft in 2015. Here, they attributed another term “mixed reality (MR),” and this term is 
much popularized currently. The meaning of the MR is almost similar with the AR that vir-
tual components can be mixed in real-world environment, half real and half virtual.

In 2016, Niantic has released an AR-based mobile game “Pokemon GO,” and it became the 
most popular smart phone game in short time. Accordingly, the people got more interests in 
AR technology.

In 2017, Apple Inc. announced that their new operating system for iPhone and iPad products 
supports the AR contents. Also, in 2017, Microsoft Research presented the prototype of holo-
graphic near-eye display which is a see-through display system using holographic waveguide 
for the AR/VR applications.

2. Waveguide-type HMD system

As mentioned earlier, the AR and/or MR technology is the next generation of VR technology, 
and it expected to be the direction of the 3D display development in the near future. AR sys-
tem has a lot more of functions than VR systems that it has been defined as a wearable com-
puter, and the hardware structure is much complicated. Due to the multifunctions, the AR 
technology requires several electronic and optical devices such as microcomputer, projector, 
microphone, speaker, and in- and out-couplers; so, if the typical HMD structure is utilized, 
the system will become very bulky, and it is inconvenient to wear it. Therefore, the miniatur-
ized and light-weighted hardware structure is necessary.

Recently released complete AR technologies such as Google Glass, Epson Moverio, Sony 
SmartEyeglass, and Microsoft HoloLens use the optical waveguide structure. The waveguide 
structure makes the AR systems small and light-weighted, and it is the biggest advantage 
for the users to use an ad hoc or day-to-day basis. This section mainly discusses about the 
principle of the optical waveguide and the various waveguide for the AR application-based 
HMD devices.

2.1. Overview of the conventional optical waveguide

The waveguide structure is widely applied in various fields such as electromagnetics, optics, 
and sound synthesis [6]. It guides the electromagnetic or sound waves through the fibers and 
pipes. In the optics, it is used as a transmitter that transmits the input signal, the light wave, 
between two different fields by guiding the waves, without any loss of input information. 
Figure 3 shows the basic illustration of the optical waveguide where   n  

1
    and   n  

2
    are the refractive 
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1.1. Earlier AR systems

The term “augmented reality” has been popularized by T. Caudell and D. Mizell who were 
the researchers at the Boeing, since 1990. However, a transparent electronic display that dis-
plays the virtual objects in the real-world environment has been mentioned the first time in 
the children novel The Wonderful Wizard of Oz written by L. F. Baum, in 1901, but the actual 
development of AR systems has begun quite later, since the 1980s.

Actually, the HUD has been developed since the 1940s, but in that time, it has not been com-
mercialized and is only used in the military applications such as in the night fighting combat 
aircrafts [5]. It was advantageous during the air fight in the night or bad visibility, because the 
radar display has been projected to the window front of the pilot, and, later, the gunsight has 
been displayed additionally.

A HUD system for pilots’ training application in the commercial aviation has been introduced 
by G. Lintern, from the University of Illinois, in 1980. Also, in 1980, S. Mann has invented a 
wearable computer which is a glass-type computer vision system, “EyeTap.” It was a mon-
ocular HMD and the first example of the AR display system which includes the camera, com-
puter, projector, and micro display in front of the human eye. It was allowed to the users that 
is observing the computer-generated data and real-world environment at the same time. Here, 
when the camera captures the images, the microcomputer processes the captured images as 
the computer-generated data, and the processed data is overlaid with the real-world environ-
ment through the projector and micro display. But in that time, it was quite difficult to dem-
onstrate the full AR features through the system.

The AR technologies also have been in the TV applications such as in the weather broadcast-
ing that the virtual symbols and information are mixed with the actual earth map. Also, the 
AR system has been presented precisely in the movie “The Terminator,” in 1984.

The HUD has been applied in the astronomical telescope system that the images of the stars 
and celestial body images and any other specific information are displayed when the users 
observe the actual sky images through the eyepiece of the astronomical telescope.

In the 1990s, several popular AR systems have been introduced. The “virtual fixture” which is 
a first complete functional AR system for the aircraft has been proposed by L. Rosenberg, in 
1992. The system provides the improvement of the human performance in both of actual and 
remotely manipulated processes, and this system was somehow VR technology.

Thereafter, various institutes and researchers developed the AR technologies in the 1990s and 
2000s. For example, the ARToolKit has been created by HITLAB. in 1999 (it was allowed for 
web browser in 2009), an AR game “ARQuake” has been demonstrated in 2000, the Wikitude 
AR traveling guide for Android mobile devices has been released in 2008, and so on.

In 2013, Google demonstrated the beta version of complete wearable glass-type see-through 
AR system “Google Glass” which includes the microcomputer, camera, projector, micro-
liquid crystal display (LCD), microphone, and speaker. Also, it was able to connect to the 
Internet and other devices through the wireless network and Bluetooth. It has many functions 
such that the user can send/receive the emails, see the maps, watch the images and videos, 
make the voice call, and use the Internet.

State of the Art Virtual Reality and Augmented Reality Knowhow44

In 2014, Sony released their 85% see-through wearable glass-type AR device “SmartEyeGlass.” 
It includes the basic devices required in the modern AR systems such as microcomputer, 
micro display, and microphone, and it can be connected to the smart phones. The most impor-
tant feature is that the system is based on holographic waveguide structure, and this structure 
makes the device as light-weighted and small.

Another AR technology-based see-through HMD system using the diffractive waveguide 
structure “HoloLens” which contains the multiple cameras and sensors is released by 
Microsoft in 2015. Here, they attributed another term “mixed reality (MR),” and this term is 
much popularized currently. The meaning of the MR is almost similar with the AR that vir-
tual components can be mixed in real-world environment, half real and half virtual.

In 2016, Niantic has released an AR-based mobile game “Pokemon GO,” and it became the 
most popular smart phone game in short time. Accordingly, the people got more interests in 
AR technology.

In 2017, Apple Inc. announced that their new operating system for iPhone and iPad products 
supports the AR contents. Also, in 2017, Microsoft Research presented the prototype of holo-
graphic near-eye display which is a see-through display system using holographic waveguide 
for the AR/VR applications.

2. Waveguide-type HMD system

As mentioned earlier, the AR and/or MR technology is the next generation of VR technology, 
and it expected to be the direction of the 3D display development in the near future. AR sys-
tem has a lot more of functions than VR systems that it has been defined as a wearable com-
puter, and the hardware structure is much complicated. Due to the multifunctions, the AR 
technology requires several electronic and optical devices such as microcomputer, projector, 
microphone, speaker, and in- and out-couplers; so, if the typical HMD structure is utilized, 
the system will become very bulky, and it is inconvenient to wear it. Therefore, the miniatur-
ized and light-weighted hardware structure is necessary.

Recently released complete AR technologies such as Google Glass, Epson Moverio, Sony 
SmartEyeglass, and Microsoft HoloLens use the optical waveguide structure. The waveguide 
structure makes the AR systems small and light-weighted, and it is the biggest advantage 
for the users to use an ad hoc or day-to-day basis. This section mainly discusses about the 
principle of the optical waveguide and the various waveguide for the AR application-based 
HMD devices.

2.1. Overview of the conventional optical waveguide

The waveguide structure is widely applied in various fields such as electromagnetics, optics, 
and sound synthesis [6]. It guides the electromagnetic or sound waves through the fibers and 
pipes. In the optics, it is used as a transmitter that transmits the input signal, the light wave, 
between two different fields by guiding the waves, without any loss of input information. 
Figure 3 shows the basic illustration of the optical waveguide where   n  

1
    and   n  

2
    are the refractive 

Waveguide-Type Head-Mounted Display System for AR Application
http://dx.doi.org/10.5772/intechopen.75172

45



indices of both mediums, the core (transmitter) and cladding (reflector), where   n  
2
    is higher 

than   n  
1
    in the usual cases. The optical waveguides are categorized in several types according 

to the geometrical structure, the allowance of the number of transmitting signals, refractive 
index distribution, material, and application.

The optical fiber is a typical example of the optical waveguide where the light waves are 
guided through the optical fiber according to the total internal reflection theory. The optical 
fiber consists of the basic layer of optical waveguide, the core, and the cladding with different 
refractive indices. Here, the light waves are transmitted through the core with higher refrac-
tive index by iteratively reflecting on the wall of the fiber, and the cladding which covered the 
core. The light waves are passed through the optical fiber without any loss in light quantity 
and emitted to the target or receiver which is located at the output field.

Also, the prism can be another example of the optical waveguide. Unlike the optical fiber, it 
transmits the incident light through the body, and the wavelengths of the output light wave 
leave the prism at different angles to each other, due to the dispersion phenomena caused by 
the refractive index of the material of prism that it breaks the input light into the complete 
spectrum of colors according to the wavelength. So, the output light appears as a rainbow.

2.2. Waveguide in the AR-based HMD

In order to implement the virtual components mixed with the real-world environment, it is 
necessary to design the optical system considering the pupil size, virtual image, optical dis-
tance to the eye (eye relief), image magnification, and field of view. Since the optical elements 
such as mirror and beam splitter are utilized, the overall device becomes bulky and heavy, 
and it is difficult to mount various elements in a narrow space.

Most of the AR-based HMDs use the waveguide structure in order to reduce the overall size 
and weight [7]. Actually, some AR devices use the curved mirror structure using the semi-
reflective curved mirror as an image reflector in front of the eyes where the projector shoots 
the image to the curved mirror. However, the displayed image has low resolution and is 
highly distorted.

Several types of waveguide method are utilized in the modern HMD systems for AR 
application: the reflective-type, polarized, diffractive, and holographic waveguides. The 
 reflective-type waveguide structure uses the molded plastic substrate as guide of the light 

Figure 3. The basic structure of the optical waveguide.
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waves and semi-reflective mirror in the front of an eye. When the images are displayed by the 
micro display, magnified by the collimating lens, the collimated light waves are transmitted 
to the semi-reflective mirror through the waveguide. Finally, the human eye sees the images 
reflected on the semi-reflective mirror and the real-world environment at the same time. Here, 
the light waves are guided through the pipe without any loss or degradation, and the images 
are reflected on the semi-reflective mirror without color nonuniformity. Also, the system pro-
vides the high optical efficiency and low cost. The main disadvantage of this structure is that 
field of view is proportional to the size of the reflector; therefore, in order to increase the field 
of view, the reflector should be larger, the waveguide should be thick, and, accordingly, the 
device becomes bulky. The thick waveguide affects to the image quality that the image can be 
observed as highly distorted. Google Glass and Epson’s commercialized AR device “Moverio” 
use the reflective-type waveguide structure. Note that Google Glass does not use the total 
internal reflection phenomena, while Moverio uses it. The schemes of the Google Glass and 
Moverio are illustrated in Figure 4. In the case of Google Glass, some light waves are transmit-
ted across through the reflector, then come back from the opposite side, and reflect again to the 
exit pupil. So, it causes the light intensity loss issue.

The polarized waveguide requires multiple layers of coating and polarized reflectors. The 
polarized reflectors should be parallelized and polished in order to guide the light waves. 
Some of them are stuck with each other, and each reflector needs to be coated by different 
amounts of coating. Although this structure has large field of view and large eye motion box, 
however, it has many drawbacks such as high cost due to the coating, parallelism, low optical 
efficiency, only up to 30%, color nonuniformity, and too much loss of the incident light waves. 
Lumus uses this type of waveguide in their see-through AR products.

The diffractive waveguide is one of the most widely used structures in the see-through AR dis-
plays. In this case, the incident light waves flow into the waveguide with certain angle by col-
limating by the first slanted gratings, in-coupler, pass through the waveguide, and extract to the 
exit pupil via the second slanted gratings, out-coupler. The most important parts of this struc-
ture, in- and out-couplers, are produced by the diffractive optical element (DOE) which has the 
deep slanted nanometric gratings. Currently, the DOE with deep slanted nanometric gratings 
can be fabricated cheaply anywhere through the common optical component manufacturing; 

Figure 4. The structure of the AR systems (a) Google Glass [Source: https://www.pinterest.com/pin/180355160053768227/] 
and (b) Moveiro [Source: http://global.epson.com/innovation/engineer/moverio.html].

Waveguide-Type Head-Mounted Display System for AR Application
http://dx.doi.org/10.5772/intechopen.75172

47



indices of both mediums, the core (transmitter) and cladding (reflector), where   n  
2
    is higher 

than   n  
1
    in the usual cases. The optical waveguides are categorized in several types according 

to the geometrical structure, the allowance of the number of transmitting signals, refractive 
index distribution, material, and application.
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core. The light waves are passed through the optical fiber without any loss in light quantity 
and emitted to the target or receiver which is located at the output field.

Also, the prism can be another example of the optical waveguide. Unlike the optical fiber, it 
transmits the incident light through the body, and the wavelengths of the output light wave 
leave the prism at different angles to each other, due to the dispersion phenomena caused by 
the refractive index of the material of prism that it breaks the input light into the complete 
spectrum of colors according to the wavelength. So, the output light appears as a rainbow.

2.2. Waveguide in the AR-based HMD

In order to implement the virtual components mixed with the real-world environment, it is 
necessary to design the optical system considering the pupil size, virtual image, optical dis-
tance to the eye (eye relief), image magnification, and field of view. Since the optical elements 
such as mirror and beam splitter are utilized, the overall device becomes bulky and heavy, 
and it is difficult to mount various elements in a narrow space.

Most of the AR-based HMDs use the waveguide structure in order to reduce the overall size 
and weight [7]. Actually, some AR devices use the curved mirror structure using the semi-
reflective curved mirror as an image reflector in front of the eyes where the projector shoots 
the image to the curved mirror. However, the displayed image has low resolution and is 
highly distorted.

Several types of waveguide method are utilized in the modern HMD systems for AR 
application: the reflective-type, polarized, diffractive, and holographic waveguides. The 
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Figure 3. The basic structure of the optical waveguide.

State of the Art Virtual Reality and Augmented Reality Knowhow46

waves and semi-reflective mirror in the front of an eye. When the images are displayed by the 
micro display, magnified by the collimating lens, the collimated light waves are transmitted 
to the semi-reflective mirror through the waveguide. Finally, the human eye sees the images 
reflected on the semi-reflective mirror and the real-world environment at the same time. Here, 
the light waves are guided through the pipe without any loss or degradation, and the images 
are reflected on the semi-reflective mirror without color nonuniformity. Also, the system pro-
vides the high optical efficiency and low cost. The main disadvantage of this structure is that 
field of view is proportional to the size of the reflector; therefore, in order to increase the field 
of view, the reflector should be larger, the waveguide should be thick, and, accordingly, the 
device becomes bulky. The thick waveguide affects to the image quality that the image can be 
observed as highly distorted. Google Glass and Epson’s commercialized AR device “Moverio” 
use the reflective-type waveguide structure. Note that Google Glass does not use the total 
internal reflection phenomena, while Moverio uses it. The schemes of the Google Glass and 
Moverio are illustrated in Figure 4. In the case of Google Glass, some light waves are transmit-
ted across through the reflector, then come back from the opposite side, and reflect again to the 
exit pupil. So, it causes the light intensity loss issue.

The polarized waveguide requires multiple layers of coating and polarized reflectors. The 
polarized reflectors should be parallelized and polished in order to guide the light waves. 
Some of them are stuck with each other, and each reflector needs to be coated by different 
amounts of coating. Although this structure has large field of view and large eye motion box, 
however, it has many drawbacks such as high cost due to the coating, parallelism, low optical 
efficiency, only up to 30%, color nonuniformity, and too much loss of the incident light waves. 
Lumus uses this type of waveguide in their see-through AR products.

The diffractive waveguide is one of the most widely used structures in the see-through AR dis-
plays. In this case, the incident light waves flow into the waveguide with certain angle by col-
limating by the first slanted gratings, in-coupler, pass through the waveguide, and extract to the 
exit pupil via the second slanted gratings, out-coupler. The most important parts of this struc-
ture, in- and out-couplers, are produced by the diffractive optical element (DOE) which has the 
deep slanted nanometric gratings. Currently, the DOE with deep slanted nanometric gratings 
can be fabricated cheaply anywhere through the common optical component manufacturing; 

Figure 4. The structure of the AR systems (a) Google Glass [Source: https://www.pinterest.com/pin/180355160053768227/] 
and (b) Moveiro [Source: http://global.epson.com/innovation/engineer/moverio.html].
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accordingly, the price of AR products using DOE with deep slanted nanometric gratings is also 
low. However, when the incident light waves are traveled between the in-coupler and out-cou-
pler through the waveguide, the output image is observed with the rainbow effect, because the 
wavelengths of the reflected light waves have the different amplitudes when they come across 
the diffraction pattern at the incidence angle. Therefore, it is quite difficult to be applied in the 
full color applications, and the monochromatic performance-based application is recommended. 
Also, the size of the display screen cannot be large enough, because of the variation of spectral 
reflectivity; accordingly, the field of view is quite narrow, averagely 20°. In order to increase the 
field of view, the incidence angle should be higher, but the color nonuniformity, the rainbow 
effect, is observed more severely to the user, due to the higher incidence angle. Currently, the dif-
fractive waveguide structure is applied in the see-through AR-systems “Vuzix” manufactured 
by Nokia and Microsoft HoloLens. Figure 5 shows the schematic illustration of the diffraction 
waveguide structure and actual representation of Vuzix and HoloLens AR systems.

3. Holographic waveguide for AR-based HMD

3.1. Principle of HOE

The holographic waveguide structure is almost similar with the diffraction waveguide, and the 
holographic optical element (HOE) is applied as the in- and out-couplers, instead of DOEs. The 
HOEs reflect the monochromatic (single wavelength) or polychromatic (three wavelengths) light 
waves, according to the fabrication method. The HOE is fabricated in the analogical hologram 
recording process with the incident angle using the laser illumination [8]. In the holographic 

Figure 5. (a) The illustration of the diffraction waveguide [source: https://uploadvr.com/waveguides-smartglasses] 
and the actual representation of (b) Nokia Vuzix [source: https://www.phonearena.com/ news/Vuzix-Blade-and-M300-
hands-on_id101589] and (c) Microsoft HoloLens [source: http://www.briteliteimmersive.com/blog/hololens-leading- 
the-vr-to-ar-revolution].
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waveguide-based AR display, the light waves from the micro display are reflected on the in-cou-
pler HMD with the incident angle, traveled within the waveguide surface, and out-coupler HOE 
turns the light back toward the eye of the user. Although, intrinsically, most of the holographic 
waveguides have few drawbacks such as the limited field of view and rainbow effect, due to the 
limited incident angle of HOE and three holographic volume gratings (HVGs) with different 
wavelengths, it is much an advantageous structure especially for the AR displays.

When the HOE is applied to the HMD system for AR application, the number of optical ele-
ments is remarkably reduced, and the overall device becomes considerably lighter than the 
conventional HMD systems. The biggest advantage of the holographic waveguide is that it 
does not require the glass substrate where other types of waveguide-based AR displays use 
the glass substrates in the in- and out-couplers, as shown in Figure 6. Here, α is the diffractive 
angle of the light waves which will be guided through the waveguide between in- and out-
couplers, and it should be larger than the critical angle, because light waves are propagated 
by total internal reflection.

The HOE is an optical element (film) which obtains the desired wave front by recording a 
hologram through the analogical holographic recording process. HOE can be a lens or lens 
array, mirror, prism, and so on; so, currently, many conventional optical elements and devices 
are replaced by the HOEs [9]. The development of hologram recording material is of utmost 
importance for developing the HOE-based applications such as a see-through AR display.

The principle of the HOE depends on the hologram recording principle. By the use of the 
coherent illumination such as a laser, the light waves reflected from the object, the object 
beam, collide with the light waves coming from another direction, the reference beam, on the 
holographic material. When the object and reference beams are met on the holographic mate-
rial, the interference pattern consisting of many bright and dark lines occurred according to 
the phase difference of the reflected object waves from each part of the object. The interference 
pattern contains both amplitude and phase information of the object. When the reference laser 
beam illuminated the recorded hologram, the virtual 3D image which is visualized very close 
to the original object is reconstructed.

Figure 6. The schematic diagram of the holographic-type see-through HMD for AR application.
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accordingly, the price of AR products using DOE with deep slanted nanometric gratings is also 
low. However, when the incident light waves are traveled between the in-coupler and out-cou-
pler through the waveguide, the output image is observed with the rainbow effect, because the 
wavelengths of the reflected light waves have the different amplitudes when they come across 
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Figure 5. (a) The illustration of the diffraction waveguide [source: https://uploadvr.com/waveguides-smartglasses] 
and the actual representation of (b) Nokia Vuzix [source: https://www.phonearena.com/ news/Vuzix-Blade-and-M300-
hands-on_id101589] and (c) Microsoft HoloLens [source: http://www.briteliteimmersive.com/blog/hololens-leading- 
the-vr-to-ar-revolution].
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waveguide-based AR display, the light waves from the micro display are reflected on the in-cou-
pler HMD with the incident angle, traveled within the waveguide surface, and out-coupler HOE 
turns the light back toward the eye of the user. Although, intrinsically, most of the holographic 
waveguides have few drawbacks such as the limited field of view and rainbow effect, due to the 
limited incident angle of HOE and three holographic volume gratings (HVGs) with different 
wavelengths, it is much an advantageous structure especially for the AR displays.
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ments is remarkably reduced, and the overall device becomes considerably lighter than the 
conventional HMD systems. The biggest advantage of the holographic waveguide is that it 
does not require the glass substrate where other types of waveguide-based AR displays use 
the glass substrates in the in- and out-couplers, as shown in Figure 6. Here, α is the diffractive 
angle of the light waves which will be guided through the waveguide between in- and out-
couplers, and it should be larger than the critical angle, because light waves are propagated 
by total internal reflection.

The HOE is an optical element (film) which obtains the desired wave front by recording a 
hologram through the analogical holographic recording process. HOE can be a lens or lens 
array, mirror, prism, and so on; so, currently, many conventional optical elements and devices 
are replaced by the HOEs [9]. The development of hologram recording material is of utmost 
importance for developing the HOE-based applications such as a see-through AR display.

The principle of the HOE depends on the hologram recording principle. By the use of the 
coherent illumination such as a laser, the light waves reflected from the object, the object 
beam, collide with the light waves coming from another direction, the reference beam, on the 
holographic material. When the object and reference beams are met on the holographic mate-
rial, the interference pattern consisting of many bright and dark lines occurred according to 
the phase difference of the reflected object waves from each part of the object. The interference 
pattern contains both amplitude and phase information of the object. When the reference laser 
beam illuminated the recorded hologram, the virtual 3D image which is visualized very close 
to the original object is reconstructed.

Figure 6. The schematic diagram of the holographic-type see-through HMD for AR application.
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The HOEs are classified into the reflection and transmission types, depending on the recon-
struction method. The transmission-type HOE transmits the beam through the hologram dur-
ing the reconstruction. In the reflection-type HOE, the reference beam reflects on the HOE 
which causes the direction of the object and reference beams to cross with each other in the 
opposite direction of the recording medium during the hologram recording, as shown in 
Figure 7(a). The reflection-type HOE transmits the imaging light to the other field by reflect-
ing the band of specific wavelength of light waves; therefore, it is advantageous to apply the 
reflection-type HOEs in the see-through AR display systems.

Usually, the holograms are recorded on the reflective-type HOEs with an asymmetrical grat-
ing structure, as illustrated in Figure 7(b). Here, the incident beam is perpendicular to the 
HOE, in order to reduce the loss of light wave which can be caused by the surface reflection. 
The object beam is refracted at β angle during the pass through the material due to the differ-
ence of refractive indices between air and HOE material.

The most commonly used HOEs are the dichromatic gelatin, silver halide, photoresist, pho-
topolymer, etc. Among them, the photopolymer has a high diffraction efficiency in hologram 
recording due to a change of the refractive index according to the intensity of illumination. 
Also, it has the merit of recording the hologram easily by only drying treatment, without 
requiring the chemical treatment, and it has advantages of high reliability and high resolu-
tion. Currently, the photopolymer is widely applied to HOE-based applications, optical filters, 
holographic memories, and many more.

3.2. Optical characteristics of the HOE

In the see-through AR display systems, the optical characteristics of HOEs, in- and out-cou-
plers, have a significant role. Here, we mainly discussed the optical characteristics of the pho-
topolymer such that it has been recognized as the most effective HOE material especially in 
the application of holographic waveguides for see-through AR displays.

The diffraction efficiency is the performance of the power throughput of DOEs or HOEs and 
is the main characteristic of the reflection-type HOE materials. In order to apply the HOEs 
in the see-through AR displays, the diffraction efficiency should be analyzed on how much 

Figure 7. The basic scheme of (a) the hologram recording and (b) optical reconstruction processes.
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optical power can be diffracted into a waveguide compared to incident power onto the DOEs 
or HOEs. In the holographic waveguide structure, the diffraction efficiency of the HOE has a 
great influence on the final displayed image quality; so, the diffraction efficiency must be well 
calculated and measured.

Recently, Piao et al. fully analyzed and measured the diffraction efficiency of the reflection-
type photopolymer intrinsically, for the monochromatic and polychromatic cases [9]. In order 
to measure the diffraction efficiency of the HOE, i.e., the photopolymer, two photodetectors 
connected to the power meter are used to detect the diffraction and transmission beams, 
respectively, where the incident angle is set to 45°, in order to prevent the occurrence of the 
multi-spot by total internal reflection. As the principle of the holographic recording, the HVGs 
are recorded onto the HOE via laser illumination. Note that most of the laser illuminations 
have fixed wavelengths, 633 nm for red, 532 nm for green, and 473 nm for blue-colored lasers. 
Figure 8(a) shows the diffraction efficiency according to the exposure energy. Here, the dif-
fraction efficiency is analyzed when the exposure energy is set to 700 mJ/cm2 at an interval of 
100 mJ/cm2. Here, the optimum case of diffraction efficiency is measured that maximum value 
is approximately 97% at 150 mJ/cm2 (red and green lasers) and 97% at 200 mJ/cm2 (blue laser). 
Figure 8(b) shows the diffraction efficiency analysis for the monochromatic cases, for red, 
green, and blue laser illuminations, respectively, according to the incident angle where it is set 
between 10 and 70° at 5° interval. When the exposure energies are set as 150 mJ/cm2 for red and 
green lasers and 200 mJ/cm2 for blue laser, the diffraction efficiency is measured approximately 
more than 95% for the incident angle between 30 and 55°. For the time duration, the diffraction 
efficiency is almost saturated with more than 95% after 10 seconds, as illustrated in Figure 8(c).

Basically, the diffraction efficiency of the HOE according to the angular selectivity is calculated 
by
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where Δn and d are the refractive index modulation and thickness of HOE, λ is the wave-
length of laser illumination, θO and θR are the incident angle of object and reference beams, K 

Figure 8. The diffraction efficiency according to (a) the exposure energy, (b) incident angle, and (c) exposure time.
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which causes the direction of the object and reference beams to cross with each other in the 
opposite direction of the recording medium during the hologram recording, as shown in 
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reflection-type HOEs in the see-through AR display systems.

Usually, the holograms are recorded on the reflective-type HOEs with an asymmetrical grat-
ing structure, as illustrated in Figure 7(b). Here, the incident beam is perpendicular to the 
HOE, in order to reduce the loss of light wave which can be caused by the surface reflection. 
The object beam is refracted at β angle during the pass through the material due to the differ-
ence of refractive indices between air and HOE material.

The most commonly used HOEs are the dichromatic gelatin, silver halide, photoresist, pho-
topolymer, etc. Among them, the photopolymer has a high diffraction efficiency in hologram 
recording due to a change of the refractive index according to the intensity of illumination. 
Also, it has the merit of recording the hologram easily by only drying treatment, without 
requiring the chemical treatment, and it has advantages of high reliability and high resolu-
tion. Currently, the photopolymer is widely applied to HOE-based applications, optical filters, 
holographic memories, and many more.

3.2. Optical characteristics of the HOE

In the see-through AR display systems, the optical characteristics of HOEs, in- and out-cou-
plers, have a significant role. Here, we mainly discussed the optical characteristics of the pho-
topolymer such that it has been recognized as the most effective HOE material especially in 
the application of holographic waveguides for see-through AR displays.

The diffraction efficiency is the performance of the power throughput of DOEs or HOEs and 
is the main characteristic of the reflection-type HOE materials. In order to apply the HOEs 
in the see-through AR displays, the diffraction efficiency should be analyzed on how much 

Figure 7. The basic scheme of (a) the hologram recording and (b) optical reconstruction processes.

State of the Art Virtual Reality and Augmented Reality Knowhow50

optical power can be diffracted into a waveguide compared to incident power onto the DOEs 
or HOEs. In the holographic waveguide structure, the diffraction efficiency of the HOE has a 
great influence on the final displayed image quality; so, the diffraction efficiency must be well 
calculated and measured.

Recently, Piao et al. fully analyzed and measured the diffraction efficiency of the reflection-
type photopolymer intrinsically, for the monochromatic and polychromatic cases [9]. In order 
to measure the diffraction efficiency of the HOE, i.e., the photopolymer, two photodetectors 
connected to the power meter are used to detect the diffraction and transmission beams, 
respectively, where the incident angle is set to 45°, in order to prevent the occurrence of the 
multi-spot by total internal reflection. As the principle of the holographic recording, the HVGs 
are recorded onto the HOE via laser illumination. Note that most of the laser illuminations 
have fixed wavelengths, 633 nm for red, 532 nm for green, and 473 nm for blue-colored lasers. 
Figure 8(a) shows the diffraction efficiency according to the exposure energy. Here, the dif-
fraction efficiency is analyzed when the exposure energy is set to 700 mJ/cm2 at an interval of 
100 mJ/cm2. Here, the optimum case of diffraction efficiency is measured that maximum value 
is approximately 97% at 150 mJ/cm2 (red and green lasers) and 97% at 200 mJ/cm2 (blue laser). 
Figure 8(b) shows the diffraction efficiency analysis for the monochromatic cases, for red, 
green, and blue laser illuminations, respectively, according to the incident angle where it is set 
between 10 and 70° at 5° interval. When the exposure energies are set as 150 mJ/cm2 for red and 
green lasers and 200 mJ/cm2 for blue laser, the diffraction efficiency is measured approximately 
more than 95% for the incident angle between 30 and 55°. For the time duration, the diffraction 
efficiency is almost saturated with more than 95% after 10 seconds, as illustrated in Figure 8(c).

Basically, the diffraction efficiency of the HOE according to the angular selectivity is calculated 
by
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is the magnitude of grating vector, Δθ is the angular deviation, ϕ is the angle of inside grating, 
and θB is the Bragg angle. Figure 9 shows the diffraction efficiencies of actual and calculated 
case, according to the angular selectivity. Here, it can be seen that the photopolymer provides 
wide angular selectivity.

But in the actual measurement of photopolymer, the diffraction efficiencies of monochromatic 
cases were measured as 55% for red, 54% for green, and 50% for blue laser, due to the loss of 
the light waves during the passing through the prism. By considering the absorption factor 
for each laser that 15, 25, and 28% for red, green, and blue lasers, respectively, the photopoly-
mer provides high diffraction efficiency, similar like the analyzed result. Figure 10(a) shows 
the actual appearance of HOEs of in- and out-couplers which are the photopolymers and the 
displayed image from the micro display, and Figure 10(b) shows the final guided images in 
each monochromatic case of red, green, and blue lasers.

In order to display the full-color image in the holographic waveguide-type AR displays, 
the three HVGs are recorded on the HOE film by red, green, and blue lasers simulta-
neously. But its much low diffraction efficiency is measured when the three HVGs are 
recorded simply through red, green, and blue lasers simultaneously that only 16%, 20%, 
and 10%, respectively, for each wavelength, so the HOE is useless in the see-though holo-
graphic waveguide-type AR display. In order to obtain the higher diffraction efficiency for 
full-color application in a holographic waveguide, a composite structure of HVG record-
ing should be configured. Here, two-layered photopolymers are laminated such that the 
first photopolymer for red laser and second HOE for green and blue lasers are combined, 
as shown in Figure 11. When the fabricated HOE film is applied as in- and out-couplers, 
the diffraction efficiency is measured approximately 40, 44, and 42%, respectively, and it 
does not seem to be a problem when applied in the see-through AR displays. The example 
of the full-color guided images within the holographic waveguide is also presented in 
Figure 11.

Additionally, if three-layered photopolymer is utilized, most exterior layer loses too much 
of the light beams. When three photopolymers are located in order for red, green, and blue 
lasers, the diffraction efficiencies are only 10, 23, and 30% that is impossible to be applied.

Figure 9. The normalized diffraction efficiency according to the Bragg angle for (a) red, (b) green, and (c) blue laser 
illuminations.
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Due to the high diffraction efficiency and light weight of the holographic waveguide structure, 
currently, it is applied in several see-through AR display systems such as Sony SmartEyeglass, 
BAE Systems AR glasses, DigiLens’s HUD systems, etc. Also, Microsoft Research uses a holo-
graphic waveguide in their new research of near-eye see-through holographic display.

3.3. Wedge-shaped holographic waveguide

Actually, the composite structure for full-color HOE cannot solve the issues of holographic 
waveguide such as the thickness, weight, color nonuniformity, and field of view, fully. Then, 
the wedge-shaped structure of holographic waveguide has a great advantage that obtains 
the improved field of view and color uniformity through the HOE with high diffraction effi-
ciency [10]. Figure 12(a) shows the schematic configuration of wedge-shaped structure of 
holographic waveguide. Here, the in- and out-couplers of HOE films are located at the certain 
angles; therefore, the thickness of the waveguide can be reduced by a large angle of total 
internal reflection, and field of view can be widened according to the wide angular selectivity 
of the HVGs. For the angle of the light path inside the wedge-shaped holographic waveguide, 
as shown in Figure 12(b), the sum of the incident angles on the outside of the HOE films, θ1 
and θ2, are identical to the angle of total internal reflection, θt, where the slope angle of wedge, 
θt, is same with θ2. Here, the spatial frequency of the in- and out-coupler HVGs should be 
considered, and it can be calculated as

  f =   
2n cos  (φ −  θ  0  )  __________ λ    (2)

where n is the average refractive index of the HOE (1.58 for photopolymer), φ, is the grating 
slated angle and θ0 is the incident angle of the inside the HOE.

Figure 10. (a) The actual appearance of the fabricated in- and out-couplers of holographic waveguide and the originally 
displayed image and (b) the guided images in the monochromatic case: red, green, and blue.
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is the magnitude of grating vector, Δθ is the angular deviation, ϕ is the angle of inside grating, 
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the actual appearance of HOEs of in- and out-couplers which are the photopolymers and the 
displayed image from the micro display, and Figure 10(b) shows the final guided images in 
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graphic waveguide-type AR display. In order to obtain the higher diffraction efficiency for 
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as shown in Figure 11. When the fabricated HOE film is applied as in- and out-couplers, 
the diffraction efficiency is measured approximately 40, 44, and 42%, respectively, and it 
does not seem to be a problem when applied in the see-through AR displays. The example 
of the full-color guided images within the holographic waveguide is also presented in 
Figure 11.

Additionally, if three-layered photopolymer is utilized, most exterior layer loses too much 
of the light beams. When three photopolymers are located in order for red, green, and blue 
lasers, the diffraction efficiencies are only 10, 23, and 30% that is impossible to be applied.
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Due to the high diffraction efficiency and light weight of the holographic waveguide structure, 
currently, it is applied in several see-through AR display systems such as Sony SmartEyeglass, 
BAE Systems AR glasses, DigiLens’s HUD systems, etc. Also, Microsoft Research uses a holo-
graphic waveguide in their new research of near-eye see-through holographic display.

3.3. Wedge-shaped holographic waveguide

Actually, the composite structure for full-color HOE cannot solve the issues of holographic 
waveguide such as the thickness, weight, color nonuniformity, and field of view, fully. Then, 
the wedge-shaped structure of holographic waveguide has a great advantage that obtains 
the improved field of view and color uniformity through the HOE with high diffraction effi-
ciency [10]. Figure 12(a) shows the schematic configuration of wedge-shaped structure of 
holographic waveguide. Here, the in- and out-couplers of HOE films are located at the certain 
angles; therefore, the thickness of the waveguide can be reduced by a large angle of total 
internal reflection, and field of view can be widened according to the wide angular selectivity 
of the HVGs. For the angle of the light path inside the wedge-shaped holographic waveguide, 
as shown in Figure 12(b), the sum of the incident angles on the outside of the HOE films, θ1 
and θ2, are identical to the angle of total internal reflection, θt, where the slope angle of wedge, 
θt, is same with θ2. Here, the spatial frequency of the in- and out-coupler HVGs should be 
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According to the above calculation, when θw is designed by 30° (angle of total internal reflec-
tion should be larger than the critical angle), θ1 can be 20, 30, 40, or 50°; the total internal 
reflection occurred at all angles of incidence θ1; and the spatial frequencies are corresponded 
to each incident angle as 5930, 5617, 5931, and 5904 lines/mm, respectively. When consider-
ing the photopolymer as a HOE that the thickness is 16.8 µm, the angular selectivity for HVG 
recordings become larger at higher spatial frequencies; but, the wavelength selectivity exhib-
its the similar tendency, as shown in Figure 13(a) and (b). So, it can be seen that the recording 
incident angle at 30/20 and 30/40° on the outside of HOE achieves very wide angular selectiv-
ity and narrow spectral selectivity. Therefore, it is suitable for the incident angle of HVGs that 
are set as θ1 = 40 and θ2 = 30°, because larger angle of total internal reflection leads to a thinner 
holographic waveguide.

For the field of view, it can be calculated as

   θ  FOV   = arcsin  (n sin  (φ − arccos  (  
 λ  1   cos  (φ −  θ  0  )  __________  λ  0  

  ) ) )   (3)

Figure 11. The schematic configuration of a composite structure and the example of the guided full-color image.

Figure 12. The schematic configuration of a wedge-shaped holographic waveguide structure and (b) angle of the light 
path inside the waveguide.
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where λ0 and λ1 are the wavelengths of the recording and readout beams. According to Eq. (3), 
the field of view can be analyzed for the different wavelengths of illumination that between 
±17° in 430–500 and 580–670 nm wavelengths and ±15° in 500–560 nm.

The wedge-shaped holographic waveguide structure requires the thin films for in- and out-
couplers, so it is necessary to record the full-color HVGs onto a single HOE film. As men-
tioned earlier, the simple recording method using three lasers is difficult to apply because of 
very low diffraction efficiency. Therefore, the time scheduling method must be utilized that 
the shutters control the exposure duration of each laser illumination. Here, when the HVG 
is recorded onto the HOE film by any laser illumination, other two lasers are blocked by the 
corresponding shutters. The saturation grating for each HVG should be within 5 seconds, 
because it will be difficult to form the grating on the HOE film after 5 seconds. The biggest 
advantage of this recording method is that the full-color HVG can be recorded onto a single 
HOE film with good uniformity of color and short recording time, and the maximum unifor-
mity can be with only 10% loss in diffraction efficiency.

But in the actual case, especially for the photopolymer, it has the absorption and transmit-
tance for each color of laser. Piao et al. measured the diffraction efficiencies of full-color single 
HOE in the six different cases for the sequence of three laser illuminations: red-green-blue, 
red-blue-green, green-red-blue, green-blue-red, blue-red-green, and blue-green-red. The 
optimum case is green-blue-red sequence, because this case exhibits much higher optical effi-
ciency and more uniform distribution than other sequential recording processes and has a 
high potential for obtaining high image quality that the diffraction efficiencies are measured 
as 49, 47, and 44% for each wavelength. Figure 14 shows the color analysis for the different 
sequential exposures. Here, it can be seen that the green-blue-red sequence has successful 
higher color uniformity than other cases.

When the HVGs are recorded onto the photopolymer films by green-blue-red sequential 
beam exposure, and applied into the see-through AR display system, the guided image 

Figure 13. Analysis for (a) the angular selectivity and (b) the spectral selectivity, for the corresponding spatial frequencies 
of each incident angle.
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According to the above calculation, when θw is designed by 30° (angle of total internal reflec-
tion should be larger than the critical angle), θ1 can be 20, 30, 40, or 50°; the total internal 
reflection occurred at all angles of incidence θ1; and the spatial frequencies are corresponded 
to each incident angle as 5930, 5617, 5931, and 5904 lines/mm, respectively. When consider-
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its the similar tendency, as shown in Figure 13(a) and (b). So, it can be seen that the recording 
incident angle at 30/20 and 30/40° on the outside of HOE achieves very wide angular selectiv-
ity and narrow spectral selectivity. Therefore, it is suitable for the incident angle of HVGs that 
are set as θ1 = 40 and θ2 = 30°, because larger angle of total internal reflection leads to a thinner 
holographic waveguide.

For the field of view, it can be calculated as
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Figure 11. The schematic configuration of a composite structure and the example of the guided full-color image.

Figure 12. The schematic configuration of a wedge-shaped holographic waveguide structure and (b) angle of the light 
path inside the waveguide.
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where λ0 and λ1 are the wavelengths of the recording and readout beams. According to Eq. (3), 
the field of view can be analyzed for the different wavelengths of illumination that between 
±17° in 430–500 and 580–670 nm wavelengths and ±15° in 500–560 nm.

The wedge-shaped holographic waveguide structure requires the thin films for in- and out-
couplers, so it is necessary to record the full-color HVGs onto a single HOE film. As men-
tioned earlier, the simple recording method using three lasers is difficult to apply because of 
very low diffraction efficiency. Therefore, the time scheduling method must be utilized that 
the shutters control the exposure duration of each laser illumination. Here, when the HVG 
is recorded onto the HOE film by any laser illumination, other two lasers are blocked by the 
corresponding shutters. The saturation grating for each HVG should be within 5 seconds, 
because it will be difficult to form the grating on the HOE film after 5 seconds. The biggest 
advantage of this recording method is that the full-color HVG can be recorded onto a single 
HOE film with good uniformity of color and short recording time, and the maximum unifor-
mity can be with only 10% loss in diffraction efficiency.

But in the actual case, especially for the photopolymer, it has the absorption and transmit-
tance for each color of laser. Piao et al. measured the diffraction efficiencies of full-color single 
HOE in the six different cases for the sequence of three laser illuminations: red-green-blue, 
red-blue-green, green-red-blue, green-blue-red, blue-red-green, and blue-green-red. The 
optimum case is green-blue-red sequence, because this case exhibits much higher optical effi-
ciency and more uniform distribution than other sequential recording processes and has a 
high potential for obtaining high image quality that the diffraction efficiencies are measured 
as 49, 47, and 44% for each wavelength. Figure 14 shows the color analysis for the different 
sequential exposures. Here, it can be seen that the green-blue-red sequence has successful 
higher color uniformity than other cases.

When the HVGs are recorded onto the photopolymer films by green-blue-red sequential 
beam exposure, and applied into the see-through AR display system, the guided image 

Figure 13. Analysis for (a) the angular selectivity and (b) the spectral selectivity, for the corresponding spatial frequencies 
of each incident angle.
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through the wedge-shaped waveguide is observed very accurately, as shown in Figure 15. 
Here, the diffraction efficiency was measured by 30, 34, and 28% for the monochromatic cases 
of red, green, and blue lasers and 31% for the full-color visualization using the green-blue-red 
sequence. The diffraction efficiency is fine, even though full-color HVGs are recorded onto a 
single HOE. Figure 15 shows the full-color visualizations for the given test image when the 
HOEs are fabricated by green-blue-red sequential exposure and applied into the AR display 
system using the wedge-shaped holographic waveguide. Note that micro display using a 
light emitting diode source was laid at the focal plane of the collimating lens, and the plane 
waves formed, in the AR display system.

Figure 14. (a) For the given input image: The detected color uniformity for (b) red-green-blue, (c) red-blue-green, (d) green-
red-blue, (e) green-blue-red, (f) blue-red-green, and (g) blue-green-red sequential beam exposures.

Figure 15. (a) The original test image, (b) a full-color visualization, and (c) the output image illuminated by the light 
emitting diode source.
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4. Conclusions

Nowadays, the general consumers and developers are widely interested in AR/VR technol-
ogy. Especially, AR technology has been recognized that it is a technology that has a much 
big change in mobile technology fields. Modern smart mobile devices have limited size, and 
it must be touched by the user’s hand, but the see-through AR systems are hand-free and con-
trolled only by the eye of the user. Also, it has almost every function of mobile devices such as 
voice call, Internet connection, video playback, virtual game, and so on and mixes the virtual 
objects with the real-world environment. It has been developed since the 1940s, and there is a 
long way to go for the development. In order to make the AR displays light-weight, the optical 
waveguide structure is usually utilized. Several types are existed such as reflective, polarized, 
diffractive, and holographic waveguides; among them, the holographic waveguide structured 
is an efficient way to display the clear images on the large screen with wide field of view for 
the comfortable viewing and make the overall AR device as small and light weight. The holo-
graphic waveguide structure requires the HOEs as the in- and out-couplers with the incident 
diffracting angle. Among the HOE materials, the photopolymer is advantageous that it does 
not require the post-processing, and it provides high diffraction, high reliability, and high reso-
lution; it is the most suitable HOE material in the see-through AR display system. Especially, 
the diffraction efficiency is quite high for the both monochromatic and full-color visualiza-
tions. Also, when the full-color HVGs are recorded onto a single HOE film and applied into 
the wedge-shaped holographic waveguide, the entire AR display system can be more light-
weighted. Currently, the technological companies such as Sony, Konica-Minolta, DigiLens, 
and BAE Systems use the holographic-type waveguide structure in their see-through AR appli-
cation-based HMDs and HUDs. Also, Microsoft Research is working hard to release their new 
near-eye see-through holographic display using a holographic waveguide in the near future.
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Figure 15. (a) The original test image, (b) a full-color visualization, and (c) the output image illuminated by the light 
emitting diode source.
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4. Conclusions
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ogy. Especially, AR technology has been recognized that it is a technology that has a much 
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it must be touched by the user’s hand, but the see-through AR systems are hand-free and con-
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long way to go for the development. In order to make the AR displays light-weight, the optical 
waveguide structure is usually utilized. Several types are existed such as reflective, polarized, 
diffractive, and holographic waveguides; among them, the holographic waveguide structured 
is an efficient way to display the clear images on the large screen with wide field of view for 
the comfortable viewing and make the overall AR device as small and light weight. The holo-
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Abstract

Building information modeling (BIM) is defined as the process of generating, storing, 
managing, exchanging, and sharing building information. In the construction industry, 
the processes and technologies that support BIM are constantly evolving, making the 
BIM even more attractive. A current topic that requires attention is the integration of BIM 
with virtual reality (VR) where the user visualizes a virtual world and can interact with it. 
By adding VR, the BIM solution can address retrieving and presenting information and 
increasing efficiency on communication and problem solving in an interactive and col-
laborative project. The objective of this chapter is to report the improvement of BIM uses 
with the addition of interactive capacities allowed by VR technology. A bibliographic and 
software research was made to support the study.

Keywords: BIM, VR, VR devices, VR + BIM applications, construction, facility 
management

1. Introduction

Building information modeling (BIM) methodology enables project stakeholders to create 
information-rich virtual models that help better to visualize building projects. There is cur-
rently a shift in the AEC (Architecture, Engineering, and Construction) industry to embrace 
BIM as a tool that can assist in integrating the fragmented industry by eliminating inefficiencies 
and redundancies, improving collaboration and communication, and enhancing overall pro-
ductivity [1]. BIM is defined as the process of creating building information, stored in a central-
ized virtual model that can be managed allowing exchanging and sharing building data in an 
interoperable and reusable way [2]. BIM concerns the process of development of a computer-
generated model representing all disciplines of a building design, and its use in several tasks 
as design simulation, construction planning, or facilities management. The resulting product, 
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Building information modeling (BIM) methodology enables project stakeholders to create 
information-rich virtual models that help better to visualize building projects. There is cur-
rently a shift in the AEC (Architecture, Engineering, and Construction) industry to embrace 
BIM as a tool that can assist in integrating the fragmented industry by eliminating inefficiencies 
and redundancies, improving collaboration and communication, and enhancing overall pro-
ductivity [1]. BIM is defined as the process of creating building information, stored in a central-
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a Building Information Model, is a data-rich, intelligent and parametric digital representation 
of the building project. So, as a first perspective, the result of BIM methodology can not only be 
considered as a virtual representation of a building, an object-oriented three-dimensional (3D) 
model, but is also a repository of project data [3]. The BIM data-model can be easily accessed, 
facilitating interoperability and exchange of project data with related software applications.

An actual BIM subject that requires research, practical application and software adaptation, 
is the integration of BIM with virtual reality (VR) technology. Current VR devices allow the 
user to visualize a virtual world and to interact with the virtual space and its components. 
The main objective, that has been reported, concerns the use of VR system combined with 
plugins in order to support BIM multiuse throughout the building lifecycle. As so, the VR 
environment integrates information systems and immersive environments. For that, VR 
requires devices for interaction with the virtual environment of the building and the con-
struction space. The current target, concerning integrating VR and BIM, is the study of how to 
use or adapt those VR devices and how to establish links for the presentation of information 
contained in a BIM model. This is bringing BIM data into a VR environment. Visualizing vir-
tual worlds and interacting with it, is essentially a VR aspect, and creating and manipulating 
design data, is the essence of BIM, so the link of these two strong capacities should be known 
and explored. Following this perspective, commercial software houses have been developing 
advanced BIM + VR products. The use of BIM technology on construction projects has the 
potential to improve the process by allowing all team members to collaborate in an accurate 
and efficient way. Unlimited extension of the use of BIM information combines BIM-based 
software with other advanced technologies [4]. These advanced technologies link the digital 
to the physical entities and research has already been conducted to investigate the combina-
tion of BIM and other technologies. The present reflection involves the link of BIM to VR.

Concerning BIM training, the school has an important role in the education of young entrants 
in the industry and to equip them with BIM skills, including the additional knowledge about 
VR + BIM. Regarding current digital 3D modeling technologies, added to design information 
and provided in mobile equipment, students and professionals can use advanced capabilities 
of interaction like VR technology, improving the use BIM methodology. The objective of this 
text is to report some of the most important enhances of BIM uses, when interactive capacity 
allowed by VR technology is added. A research concerning technologic advances in VR soft-
ware, as a complement to improve BIM environment’s management, was made.

2. nD/BIM models

BIM methodology can generate and maintain information produced during the whole lifecycle 
of a building project, from design to maintenance, in a centralized model, the BIM model. As 
so, the BIM data-rich model supports the application of the rich-data in various fields [5]. The 
model allows views and data, appropriate to various users’ needs. Distinct type of data can be 
extracted from the model, analyzed, and applied to generate new information. The data-rich 
model supports decisions making and improves the process of developing and delivering the 
design. Due to the consistency of design data with quality data and construction modeling pro-
cess with value control, the potential of BIM implementation in improving management lies 
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in its ability to present multi-dimensional data concerning design data. The use of BIM data in 
the development of several tasks is considered for the generation of nD/BIM applications [6].

• 3D/BIM model concerns the modeling process of all disciplines (architecture, structures an 
MEP - mechanical, electrical, and piping) and as it is based in parametric objects, the rela-
tionships (spatial geometry) and the properties (physical and mechanic);

• 4D/BIM model refers to the construction planning supporting the visual simulation of the 
building construction and its control. The 4D application links 3D elements, organized in 
sets, to the correspondent time schedule, allowing the comparison between the real work 
and the planned sequence of the process (supports eventual changes and allows a perma-
nent actualization of schedules, estimates, and logistic site management) [7];

• 5D/BIM model is associated with cost estimation (control of the financing plan based on 
take-off material quantities in each constructive step) [8];

• 6D/BIM model supports the performance of energy and sustainability studies (energy con-
sumption estimate along the project and subsequent monitoring, measurement and verifi-
cation of consumption during the occupation of the building) [9];

• 7D/BIM model is generated to support the maintenance activity and distinct management 
facilities needed in the building during its occupancy [10].

The use of design data, centralized in a BIM model, in several activities allows a high level of 
communication among the team members, but to achieve an adequate collaborative work it 
is required an efficient interoperability between specific BIM tools. As per the reports, com-
panies began seeing faster project approvals, increased positive team interactions, and higher 
product quality [11]. Unlimited extension of the use of BIM information combines BIM-based 
software with other advanced technologies, such as VR for quality defect management [12]. 
In the context of linking VR with BIM, the application of VR tools seems to be the next natural 
step for BIM as it can seamlessly blend into the design process, ultimately improving archi-
tecture and engineers and the entire built environment [13].

The VR field is interrelated with other domains that can make use of the visualization 
allowed by the BIM model, such as facilities management related with the visualization of 
data included in a BIM model, in real time following the interaction made possible by VR 
technology. As such, it is expected to be further explored in the near future. This text reports 
the main improvement of BIM uses when interactive capacities allowed by VR technology 
are added. The focus is how to explore BIM data in an interactive VR environment. As so, the 
study analyses the degree of achievements allowed by the actual software to perform several 
tasks combining BIM and VR, mainly in two important applications: 4D model supporting 
construction activity and 7D model concerning maintenance.

3. VR and BIM capacities

Virtual reality (VR) technology leads to a better communication for key players across the build-
ing sector, based on greater design visualization, contributing to a better understanding of the 
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a Building Information Model, is a data-rich, intelligent and parametric digital representation 
of the building project. So, as a first perspective, the result of BIM methodology can not only be 
considered as a virtual representation of a building, an object-oriented three-dimensional (3D) 
model, but is also a repository of project data [3]. The BIM data-model can be easily accessed, 
facilitating interoperability and exchange of project data with related software applications.

An actual BIM subject that requires research, practical application and software adaptation, 
is the integration of BIM with virtual reality (VR) technology. Current VR devices allow the 
user to visualize a virtual world and to interact with the virtual space and its components. 
The main objective, that has been reported, concerns the use of VR system combined with 
plugins in order to support BIM multiuse throughout the building lifecycle. As so, the VR 
environment integrates information systems and immersive environments. For that, VR 
requires devices for interaction with the virtual environment of the building and the con-
struction space. The current target, concerning integrating VR and BIM, is the study of how to 
use or adapt those VR devices and how to establish links for the presentation of information 
contained in a BIM model. This is bringing BIM data into a VR environment. Visualizing vir-
tual worlds and interacting with it, is essentially a VR aspect, and creating and manipulating 
design data, is the essence of BIM, so the link of these two strong capacities should be known 
and explored. Following this perspective, commercial software houses have been developing 
advanced BIM + VR products. The use of BIM technology on construction projects has the 
potential to improve the process by allowing all team members to collaborate in an accurate 
and efficient way. Unlimited extension of the use of BIM information combines BIM-based 
software with other advanced technologies [4]. These advanced technologies link the digital 
to the physical entities and research has already been conducted to investigate the combina-
tion of BIM and other technologies. The present reflection involves the link of BIM to VR.

Concerning BIM training, the school has an important role in the education of young entrants 
in the industry and to equip them with BIM skills, including the additional knowledge about 
VR + BIM. Regarding current digital 3D modeling technologies, added to design information 
and provided in mobile equipment, students and professionals can use advanced capabilities 
of interaction like VR technology, improving the use BIM methodology. The objective of this 
text is to report some of the most important enhances of BIM uses, when interactive capacity 
allowed by VR technology is added. A research concerning technologic advances in VR soft-
ware, as a complement to improve BIM environment’s management, was made.

2. nD/BIM models

BIM methodology can generate and maintain information produced during the whole lifecycle 
of a building project, from design to maintenance, in a centralized model, the BIM model. As 
so, the BIM data-rich model supports the application of the rich-data in various fields [5]. The 
model allows views and data, appropriate to various users’ needs. Distinct type of data can be 
extracted from the model, analyzed, and applied to generate new information. The data-rich 
model supports decisions making and improves the process of developing and delivering the 
design. Due to the consistency of design data with quality data and construction modeling pro-
cess with value control, the potential of BIM implementation in improving management lies 
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in its ability to present multi-dimensional data concerning design data. The use of BIM data in 
the development of several tasks is considered for the generation of nD/BIM applications [6].

• 3D/BIM model concerns the modeling process of all disciplines (architecture, structures an 
MEP - mechanical, electrical, and piping) and as it is based in parametric objects, the rela-
tionships (spatial geometry) and the properties (physical and mechanic);

• 4D/BIM model refers to the construction planning supporting the visual simulation of the 
building construction and its control. The 4D application links 3D elements, organized in 
sets, to the correspondent time schedule, allowing the comparison between the real work 
and the planned sequence of the process (supports eventual changes and allows a perma-
nent actualization of schedules, estimates, and logistic site management) [7];

• 5D/BIM model is associated with cost estimation (control of the financing plan based on 
take-off material quantities in each constructive step) [8];

• 6D/BIM model supports the performance of energy and sustainability studies (energy con-
sumption estimate along the project and subsequent monitoring, measurement and verifi-
cation of consumption during the occupation of the building) [9];

• 7D/BIM model is generated to support the maintenance activity and distinct management 
facilities needed in the building during its occupancy [10].

The use of design data, centralized in a BIM model, in several activities allows a high level of 
communication among the team members, but to achieve an adequate collaborative work it 
is required an efficient interoperability between specific BIM tools. As per the reports, com-
panies began seeing faster project approvals, increased positive team interactions, and higher 
product quality [11]. Unlimited extension of the use of BIM information combines BIM-based 
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step for BIM as it can seamlessly blend into the design process, ultimately improving archi-
tecture and engineers and the entire built environment [13].
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project [14]. The knowledge about the different type of data that can be associated to the set of 
parameters that identifies each parametric object, base of the BIM modeling process, is of great 
importance when the team members wants to analyze problems and to discuss alternative solu-
tions. Interacting with the BIM model, in order to visualize the geometry of the elements and to 
consult the parametric data, is an improvement in the development of a collaborative project.

The acceptance of VR use in construction field has been growing. VR enables the user to 
fully immerse himself in a 1:1-scale, 3D/BIM model which can be manipulated, providing 
an immersive accurate sense of presence in a space that is yet to be built [15]. Architectural, 
engineering, and construction management professionals recognize that VR applications are 
making it easier for clients to visualize designs earlier, shaving material costs off budgets and 
reducing the amount of workers needed for projects. For instance, a VR tour can be applied 
over a BIM model in order to check, from a facility management perspective, the maintenance 
schedule (7D/BIM model), or from a project team view, the constructability review (4D/BIM 
model), supporting decisions making. VR technology can improve BIM methodology, as it 
allows interaction with 3D/BIM models in two essential ways:

• Walkthrough is the most popular as the user can view the 3D model in a virtual environ-
ment in real time from multiple perspectives of the building, from inside or outside;

• Consulting data concerns the possibility to retrieve information centralized in a BIM mod-
el, namely, data associated with parameters that compose the parametric objects used in 
the modeling process.

3.1. Walkthrough

Virtual reality can improve the development and analyses of any detail of the project, along 
distinct design steps, as it easily involves all team and a justifiable decision can be worked 
out concerning alternative solutions or problems resolution. The viability of a building could 
be tested through scale digital models and human judgment, but these models cannot com-
pletely simulate the environmental factors that a building is subjected to and human analyses 
can be inaccurate. VR offers more realistic possibilities as the final model can be rendered in 
3D and the team member can experience and explore the space as a real space.

VR technology allows the user to observe artificial world, by walking through outside and 
inside and see everything around, and also reach out touching objects in real time. To create 
an immersive VR environment computer graphics technology and a selective equipment with 
advanced viewing and interaction capabilities are needed [16]. The 3D virtual world used to 
support the distinct aspects of the construction activity is permanently increasing nowadays. 
The current perspective, reported in research works and in commercial web sites, is the use 
of VR applied over the BIM model, as a positive and an innovative contribute, to improve the 
construction industry efficiency. VR technology has seen developments in recent years and 
has been applied in architectural, engineering, and construction fields. The checklist can be 
prepared smoothly so as to save valuable time and money for the company as well as the client.

Currently architects, engineers, and other construction specialists are already exploring the 
length and breadth of the joint RV + BIM technology (Figure 1). There are almost 50+ VR 
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software and hardware tools available right now that can redefine the way BIM is imple-
mented and interpreted [17].

Experience VR content can be non-immersive, by using just a desktop or tablet PC, or 
immersive, by using a head-mounted display (HMD) like Gear VR or Oculus Rift. VR 
head-mounted displays have the capacity to improve the way designers communicate 
before buildings are built. HMD device allows the user to be immersed in the project 
model supporting to understand and assess new design concepts and alternatives created 
with BIM modeler tools. Currently, there are various applications of virtual reality tools 
that can be applied in the construction activity as a support to engineers’ and architects’ 
work:

• Samsung Gear VR is a virtual reality device that allows exploring virtual worlds at the 
construction site or during meetings (Figure 2). To accomplish virtual reality by utilizing 
Gear VR during facility management purposes, a BIM model is needed and also construc-
tion site pictures are needed to follow construction phases [18]. The user should be familiar 
with BIM software, such as Revit for visualizing, and 3ds Max for rendering. In order to 
navigate inside and outside the BIM model in a virtual world, the use of game engines like 
Unity3D with Android Studio are necessary and regarding exploring panorama pictures, 
equipment for panoramic photographs and editing tools that will help convert those pho-
tos to the 3D world will be required as well [19];

• Oculus Rift is a real-time viewer application with interactive capacities, developed by the 
Oculus Company, and can be implemented as a plugin in Revit [20]. With the right techni-
cal know-how, Oculus can be used to represent an entire building and give a better per-
spective of the actual scale of the project, which is not allowed so realistically using just 
traditional monitor oriented systems. It offers a wide viewing angle of up to 110°. These 
VR glasses are handling to visualize and experience 3D model, 360° panorama picture, 
and virtual mock-up over a BIM model [21]. For Oculus Rift, the minimum interactivity 
demands are typically higher, as physical interaction and display update becomes much 
more integrated. The device provides stereoscopic 3D view and includes a gyroscope, an 
accelerometer, and a magnetometer to determine the orientation of the user’s head in the 
real world. In the case of the Rift, the stereoscopic 3D view is implemented by means of 
split-screen rendering, where the left half of the screen corresponds to the left eye, and vice 
versa (Figure 3);

Figure 1. Virtual reality tour inside and outside a BIM model and supporting a collaborative meeting.
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construction site or during meetings (Figure 2). To accomplish virtual reality by utilizing 
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• The rapid advancement in engineering brings VR to expand vision capacities. The use of 
hologram projections in the construction activity, enables the end user to experience dif-
ferent textures or choose from a variety of in-built texture formats the required aspect for 
the project [22] (Figure 4). The Revit model can be manipulated using hologram projections 
supporting a building collaborative design;

• With the Enscape Revit plugin, the user is able to quickly explore different design op-
tions and present projects to clients and so it has become a standard application in projects 
worldwide [23]. A walkthrough using Enscape usually runs alongside Revit or SketchUp, 
reflecting all the perspectives, geometric details, and eventual adjustments to the project. 
Additionally, in a real time rendering in SketchUp, available by Enscape, a programed 
walkthrough can be programed, allowing the creation of a series of walkthrough movies, 
which can be exported as a stand-alone executable file to be distributed to clients or col-
leagues. Using Enscape for real-time visualization and rendering enables the project team 
to accurately communicate with engineering design, clients, and stakeholders, improving 
the collaborative design. The ability to walkthrough inside BIM models and to regenerate 
design changes without leaving Revit is of a great importance and time saver. So Enscape 
add a significant value to communication in a team, as a real-time rendered walkthroughs, 
is able to be generated straight from Revit models. In this immersive and highly realistic 
way, consultants or designers better understand the project, as they can judge not just the 
technical aspect but also the realistic visual impact (Figure 5);

Figure 2. Improving BIM with gear VR glasses in a desktop and in a work place [18].

Figure 3. Left and right half of the screen corresponds to each eye [20].
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• Smart Reality app brings a new realism of tools to interact with clients, engineers, contrac-
tors, and other professionals in the building industry [24]. The user is instantly immersed 
in a true 3D environment that gives a sense of scale, depth, and spatial awareness adding a 
more realistic perspective of the model and its environment. The VR mobile app was devel-
oped for builders and combines 2D plans and 3D project models for an enhanced, mobile 
visualization of construction projects. The VR capacity of this app is beginning to introduce 
a new level of certainty for the design and construction process as well, helping stakehold-
ers to get a more full experience of the BIM model, offering an unobstructed, real-world 
perspective of projects for planning, design, and construction management (Figure 6). It is 
designed for the AEC sector and works with BIM tools like Autodesk’s Revit. As the design 
process is slow, Smart Reality can be used to help the owner or architect to get a better feel 
of spatial recognition of the intended product in advance of construction beginning. The 
Smart Reality app can be downloaded for iOS and Android and used to check and analyze 
distinct aspects of the project in any place and with any member of the team, in an easy and 
collaborative way. The viewing experience can further be enhanced by using VR headsets 
like Oculus Rift and Epson’s Moverio BT-200 smart glasses [25];

• The Visidraft app actually builds a 3D world around the user. Visidraft instantly converts 
2D elevations as well plans into corresponding 3D projections (when viewed through a 
mobile camera). When the user places virtual objects into the environment, the app au-
tomatically calculates the relative distances of all items present in that room allowing the 

Figure 4. Touchable holograms [22].

Figure 5. Walkthrough capacity using Enscape Revit plugin [23].
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Figure 7. Visualizing, in mobile device, a 3D model using Visidraft app [26].

user to walk around the room physically with the device and visualize and re-arrange the 
items conveniently (Figure 7). The app comes out with Revit, ArchiCAD, and Nemetschek 
Vectorworks plugins [26];

• PrioVR is a real-time motion capture system for virtual reality that can be also used in con-
struction (Figure 8). The motion capture device PrioVR helps the user to experience a VR 
environment through natural body movements instead of using a keyboard and a mouse 
[22]. PrioVR can be used for virtually opening doors, switch the lights on and off and repo-
sition objects, and also change materials such as wall paper and flooring and experiment 
with all kinds of environmental elements such as lighting, weather, and surroundings in 
real time. The device works via body sensors that transmit information about the body’s 
movements back to the VR software. The user is equipped with a full body suit, which has 
12 internal sensors attached to it, or just with an upper body, tracking with 8 sensors. To 
create a VR environment of a construction place and to allow a useful interaction with the 
design components, the Prio VR sensors must adequately be calibrated. This adjustment al-
lows user to capture accurately movements and modeled objects in the VR world. It allows 
a 360° viewing angle around the virtual place;

• CAVE (Cave Automatic Virtual Environment) platforms have been developed for im-
mersive VR experience as they track user’s head and control stick usually with 6 degrees 
of freedom, to navigate inside the virtual environment and interact with the contents of 
a 3D model including a 3D BIM model [27]. A CAVE takes normally the form of a cube-
like space in which images are displayed by a series of projectors. Due to its immersive 
experience and intuitive manipulation capability, it quickly gained popularity in both re-
search and construction industry community. The sense of presence is overawed and the 

Figure 6. Smart reality application [20].
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sensation of the user being immersed in a real place is the most convincing. As the team 
member better communicate between them and the client better understand spatial re-
lationships and scale of the project. VR can induce a quit realist analyses as the physical 
construction seems to be present. VR plays an important role at all stages of the design-
to-construction process. Igloo BIM cave has space constraints; there are limitations on 
where an environment can be placed and how easy it is to bring people to it (Figure 9).

3.2. Consulting data

Once the model is inside the VR environment, things like materials, lighting, furniture, and 
other small details that make the VR experience feel real, are added. This is the concept of 
walkthrough, but BIM contains data and it is convenient to explore BIM data while walking 
inside a virtual model. VR can play an important role at all stages of the design-to-construction 
process, from evaluating design options and showcasing proposals, to designing out errors 
and ironing out construction and serviceability issues before breaking ground on site. Fully 
interactive VR software has extremely high performance demands, during a tour, but addi-
tional technology capacities concerning model-data retrieving is required when bringing BIM 
data into a VR environment.

Collaboration for BIM tools is designed to help project teams overcome the barriers of corporate 
firewalls and physical location by enabling centralized access to BIM models. Team members in 

Figure 8. PrioVR capture system applied in construction [22].

Figure 9. An igloo BIM cave [27].
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Figure 10. Using Autodesk 360 in a collaborative project [28].

all disciplines from multiple companies or sites worldwide are able to access and work in models 
hosted on cloud servers. The model is centrally hosted and access to project data is permissions 
based, and it can be accessed by project teams anywhere. So, when collaborative projects are dis-
cussed between firms, they consult BIM data in models hosted on clouds. In addition, the capacity 
of consulting BIM data can be improved with VR devises applied directly over the BIM model.

Concerning a 7D/BIM application, a VR tour can be applied, from a facility management or 
maintenance perspective to support decision making. Combining VR devices applied over 
the BIM model and the real inspection in the place, it offers a new perspective for facility 
management professionals. VR has the capacity to improve how managers and construction 
workers access virtual information of the established project. All data-rich virtual informa-
tion is available from the BIM model, and can be retrieved, consulted, and analyzed during 
the real inspection to the site. Construction issues can be addressed in real-time and inter-
nal assets can be illustrated to facilitate installation and layout, saving time, and resources. 
Several plugins or BIM viewer allows consulting data from the 3D/BIM model and now there 
is a new class of mobile apps available that let project teams experience building plans in 3D:

• Autodesk 360 allows the integration of the team in collaborative projects, as every modifi-
cation in a BIM model is displayed in a handy timeline for everyone to see [28]. Autodesk 
produces a complete web-based solution for reviewing BIM content. To work with it, all 
Autodesk 360 involved members must be invited to the project and so every members will 
be able to see and download files uploaded in their project discipline. Along with showing 
the 3D model, Autodesk 360 displays every sheet embedded in the uploaded Revit model 
(Figure 10). The 3D viewer allows users to isolate elements by categories and display every 
elements property. So all data can be consulted, analyzed, and changed, refining the project 
in a collaborative environment;

• To support an integrated design environment, the Autodesk Revit allows a viewer Revit 
plugin [28]. In Revit the user initializes the Add-Ins tab and a 3D visualization representa-
tion results visible in a new window (Figure 11). The user can navigate over the model, 
retrieving the desired data in a desktop using mouse and keyboard, or improving the VR 
experience connecting with an Oculus HMD device. The immersion in the model exposes 
the user to the entire underlying BIM database initializing a data consulting process. The 
model is visualized in an overlapped window, where the user can interact as a VR user, 
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and in addition, with the Revit open the user can consult the database of the model or the 
parametric object used in the modeling process. Every time a unique geometric representa-
tion is encountered for the first time, all of its data can be retrieved;

• An accessible high end visualization and virtual reality of a BIM model is obtain using the 
VR plugin of Revit, the Enscape [23]. It was previously mentioned just the walkthrough ca-
pacity, but Enscape also allows, together with Revit, to consult data. Inside Revit is possible 
to access the plugin Enscape and the user can observe both models in Revit and in Enscape 
(Figure 12). In Revit, the user can consult the rich-data incorporated in the 3D/BIM model 
and in Enscape, can interact in a virtual space. So, all changes in Revit are immediately 
available to evaluate in Enscape. As the Revit allows the user to work over the model, it is 
possible to retrieve the information linked to each parametric object used in the BIM model. 
In a 7D/BIM domain (Figure 12), a virtual tour together with Enscape allows the facility 
manager to look around the facility and check the conditions of equipment and obtain rel-
evant information from the BIM model, using Revit interface. For instances, visualizing the 
BIM model of a MEP system, in a virtual tour and using on a tablet PC, helps the facility 
manager to understand what is installed behind the ceiling tile. So the aspect of linking the 
consulting capacity and the VR ability of walking around is a very important improvement 
in the use of BIM methodology. To improve VR experience, Enscape can also be used to-
gether with Oculus Rift. With Enscape, the user is able to quickly explore different design 

Figure 11. The viewer plugin interface in Revit [28].

Figure 12. Enscape plugin of Revit to access data [23].
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manager to understand what is installed behind the ceiling tile. So the aspect of linking the 
consulting capacity and the VR ability of walking around is a very important improvement 
in the use of BIM methodology. To improve VR experience, Enscape can also be used to-
gether with Oculus Rift. With Enscape, the user is able to quickly explore different design 
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options supporting a collaborative project team. Enscape will immediately show the alter-
native solutions or changes in the design, the designer makes in the project, using Revit;

• Augment is augmented reality (AR) software that allows user to view the 3D/BIM model in a 
realist environment and can be downloaded in a smartphone or tablet [29]. AR plus BIM tech-
nologies allow a real-time tour inside the building and also to consult BIM information. Aug-
ment allows the visualization of a 3D construct space from a set of 2D drawings of the project 
(Figure 13). The design team can upload the 2D design to the Augment app’s website, and the 
client can view the 2D drawing in a 3D way, improving the understanding of the project details. 
In addition, AutoCAD, Revit, and SolidWorks software are compatible with Augment app. In 
Revit, the user can consult data and in augment the user can interact in a VR environment.

• Autodesk Stingray allows the user, by clicking over objects of a Revit model, to view the 
underlying attribute information [30]. The VR device allows the user to create high-quality, 
interactive estimates, and schedules in VR by linking external BIM data sources into Au-
todesk’s Stingray interactive engine. For that BIM data is exported from Revit software into 
an external data source, to be organized and sorted, and then this information is used in 
Stingray in various configurations to create interactive, immersive environments (Figure 14). 
So, clients can visualize different design, cost, and scheduling options in VR. Members’ team 
will be able to visualize 4D site logistics plans and 5D estimates, and so, to choose from vari-
ous design and material options and see the costs associated with them. In addition, BIM 
information can be easily exported from Stingray to an external data source. Benefits of es-
timating and scheduling in VR include realistic design visualization and real-time decision;

• Since BIM software is normally run on single workstations, the potential for direct collabo-
ration is somehow limited. The focus of research conducted by Kieferle and Woessner [12] 
was to provide a platform for the development and optimization by combining BIM and 
VR, based in linking Revit with Covise, VR software [31]. They have been able to imple-
ment a range of interactions but however they detected some limitation in the process. The 
project 3D model and the associated data can be visualized and consulted using Covise, 
improving collaboration even in remote team conferences situation. When changes are 
made in Revit, they directly reflected in Covise software and vice versa. This new approach 
as the capacity to promote bidirectional data exchange between the systems. Compared 
to other software this can be considered an advance in VR + BIM technology (Figure 15).

Figure 13. Consulting data to support maintenance using augment [29].
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• Some progress has been made on VR techniques but only recently the link to BIM meth-
odology has being made. A VR system should be combined with in-use applications to 
support multi-disciplinary users throughout construction lifecycle. Jiao et al. [14] presents 
a pilot cloud framework regarding an environment utilizing web3D, BIM, and BSNS 
(Business Social Networking Services). Web3D can be applied in several BIM that uses 
supporting the AEC industry, namely, in system coordination and constructability review 
tasks (Figure 16). So technical solutions to key issues such as authoring, publishing, and 
composition are designed. The proposed environment is seamlessly integrated into in-use 
information systems and therefore enjoys greater usability.

Figure 14. Interacting with Autodesk stingray [30].

Figure 15. Interacting with Covise software [31].

Figure 16. System coordination and constructability review using Web3D [1].
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Some VR + BIM tools were described in order to present the state-of-the-art and the main 
progress concerning the current topic involving BIM tendency. Next items regard two nD 
tasks where the use of VR over BIM has been applied.

4. 4D/VR/BIM MODEL: construction planning

4D CAD models, that integrate physical 3D elements with time, have been used to visualize con-
struction processes in several projects worldwide [32]. 4D models have been used during the con-
struction phase and have been shown to have benefits over processes that span the entire lifecycle 
of a project such as collaboration with stakeholders, making design decisions, assessing project 
constructability, and identifying spatial conflicts in construction. Concerning the creation of 4D 
applications, as a support to follow construction planning, several studies can be found, linking 
VR technology to 3D geometric models. Two examples of 4D models are listed, using used only 
VR technology and the second model uses BIM tools without VR capacities (Figure 17):

• Sampaio et al. [33] implemented a prototype based on VR technology applied on construction 
planning. The geometrical AutoCAD 3D model of distinct steps of the construction activity is 
linked to the construction planning schedule, defining a 4D model. VR technology allows the 
visualization of different stages of the construction, and the interaction with the construction 
activity, resulting in a valuable asset in monitoring the development of the construction activ-
ity. The prototype makes use of MS Project, AutoCAD, and EON Studio VR software. The 4D/
VR application clearly shows the constructive process, avoiding inaccuracies, and building 
errors, and so improving the communication between partners in the construction process;

• Sampaio and Mota [7] created a 4D/BIM model using Revit, MS Project, and Navisworks. 
The Navisworks software allows the interconnections among the 3D models, grouped in 
sets, and the related task following the activity sequence for the construction, stablished 
in MS Project. The created 4D model adds the time factor to 3D/BIM set components, al-
lowing the visual simulation of the construction work. The ability to navigate through 
the model allows to analyze each corner and each location of the model, and to obtain 
quantities take-off of materials over each wanted construction step. Navisworks also has 
the potential to provide support in the analysis and detection of conflicts among the spe-
cialty projects;

Figure 17. Interfaces of 4D/VR model and of 4D/BIM model.
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In the modeling BIM process some elements, that were created as a unique object (but com-
posed of several layers of materials), for a 4D/BIM model propose, must be decomposed in 
their essential elements. For that it is important that the BIM modeling software in use, can 
allows dividing elements, like a wall or floor, as needed to support the 4D construction mod-
eling workflows. In an inverse way, it must also be able to assemble elements. In this context, 
two Revit categories were designed to support construction modeling workflows [28]:

• It allows dividing a model element into discrete parts that can be independently sched-
uled, tagged, filtered, and exported;

• It allows selecting any number of element instances to create an assembly and then the 
assembly can be manipulated as a single unit, which can be independently scheduled, 
tagged, and filtered.

A part can be divided into smaller parts and each one is automatically updated to reflect any 
changes to the element from which it is are derived. So modifying a part has no effect on 
the original element. So each part, for instance, the finishing layer of a floor or a wall system 
(Figure 18), can be linked to the respective MS Project activity. This capacity allowed by the 
BIM tool is important, as normally the construction of a wall or a floor needs to be defined in 
a sequence of operations corresponding to distinct periods of time in a construction schedule 
planning. These two capacities, diving and assembling, allowed by the BIM modeling soft-
ware can be improved with the use of a VR software that can operate over a 4D/BIM model. In 
the construction planning stage, VR and BIM can improve building design and construction 
management, as the boundary-pushing concepts can be tested and refined at an interactive 
virtual world, before committing to real-world construction.

Normally, concrete conflicts became a reality in the construction site, when the construction 
process is in progress. At that moment any eventual error reverts in additional cost and time 
delay. A 4D/BIM following each construction step helps the team to analyze each eventual 
conflict and over the BIM model, it is possible to do the necessary corrections. By adding VR 
capacities the analyses performance in of BIM models can be improved. So, BIM + VR appli-
cations can contribute to reduce costs due to the construction of a real work, and to avoid 
mistakes on site that generates material wastes.

Figure 18. Parametric objects of a wall solution and a floor system [6].
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Figure 19. Screen shots of 4D/VR/BIM simulation processes.

Recent developments in VR have encouraged the utilization of interactive visualization in 
the construction of building BIM projects. Du [5] finds that the interpersonal interaction in 
the VR environment is more critical to the effective communication in a building project, as 
it creates a shared immersive experience, and developed a BIM-enabled VR environment to 
realize multiplayer walkthrough in virtual buildings [11]. The multiplayer virtual walk allows 
real-time interactions of remotely located project stakeholders in the same environment, with 
a shared immersive walkthrough experience (Figure 19).

BIM supports 4D analysis, where activities from the project schedule can be simulated and 
studied to optimize the sequence of construction. A 4D model allows users to visualize the 
schedule and to optimize sequencing on the construction site. BIM can also be integrated with 
the cost factor, to generate a 5D/BIM simulation, in any stage of the building construction. The 
BIM is used to facilitate a quantity survey of building materials and components, and these 
quantities are linked directly to cost databases.

As mentioned, VR combines a device for interaction creating virtual environment and fol-
lowing that perspective, software houses have been developing advanced BIM/VR products 
applied also to improve 4D/BIM models. Some of the discussed VR software is also applied 
in construction planning:

• Enscape is Revit plugin that creates a VR walkthrough with one click, based on BIM data 
and can be also used in a 4D context [23]. All materials, geometry, and entourage come from 
the Revit construction project and can be changed during the VR simulation. This flexibility 
allows spontaneous presentations with a real-time rendering quality within the construc-
tion design workflow. Enscape has become an useful construction planning support;

• Combined with the Oculus Rift, customers can virtually walk through the Enscape project 
and experience it as if it were already built. In the construction process, the user visualize 
the correspondent building 4D/BIM step and consult all the information the user needs in 
order to compare the progress building stage and the delay or the advance realized in the 
construction place;

• Using Augment software, data-rich virtual information is available on site, through con-
nected devices, like smartphone or tablet, in real time. It allows the user to follow the real 
construction evolution of the work, from multiple perspectives, and to compare it to the 
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planned 4D/BIM model. BIM with VR enables project stakeholders to analyze information-
rich virtual models that help better visualize the building construction project [34]. Nowa-
days, it is essential to build trust between project parties and give the owners and users the 
possibility to analyze and give feedback of the construction process plans, and using BIM 
with VR this intention is easily achieved (Figure 20).

• The traditional EON software has been used in 4D/VR models to support the construction ac-
tivity. Currently, the EON Icube is a multi-walled system where the user is completely sur-
rounded by images and sound (Figure 21). The EON Icube provides users a realistic aspect of 
the interior of the building namely concerning lighting and texture of wall materials. EON Icube 
is compatible with several VR devices (data-gloves, joysticks, or motion tracking systems) [35].

5. 7D/VR/model: management and maintenance

Combining BIM with VR is predictable to improve efficient collaboration, as the data can be 
visualized, consulted, and even changed while the team and client are inside an apparently 
construct build. In a real place, the equipment that cannot be observed because they are hidden 
over a false ceiling, such as HVAC devices or net systems (electrical, water, or gas supply or ele-
ments of acoustic protection), can be easily visualized using BIM + VR tools. So the management 
and maintenance facilities can be facilitated in a 7D/VR + BIM/model context. VR will enable the 
engineer to carry out a physical survey of the property or the building site (Figure 22). The VR 
technology applied to BIM tools has been enhancing a high level of integration but it is still nec-
essary to do more in order to obtain an even more real platform, in a retrieving data perspective. 
As so, the importance of adding VR benefits should be a constant research point [36].

Figure 20. Screen shots of augment software [34].

Figure 21. EON Icube environment [35].
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the interior of the building namely concerning lighting and texture of wall materials. EON Icube 
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Combining BIM with VR is predictable to improve efficient collaboration, as the data can be 
visualized, consulted, and even changed while the team and client are inside an apparently 
construct build. In a real place, the equipment that cannot be observed because they are hidden 
over a false ceiling, such as HVAC devices or net systems (electrical, water, or gas supply or ele-
ments of acoustic protection), can be easily visualized using BIM + VR tools. So the management 
and maintenance facilities can be facilitated in a 7D/VR + BIM/model context. VR will enable the 
engineer to carry out a physical survey of the property or the building site (Figure 22). The VR 
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Figure 22. Screen shots of 7D/VR/BIM applications.

The maintenance aspect needs the user to free consult all components of the real place through 
the correspondent BIM model. The model can include several parameters concerning a wall, 
roof and floor composition (layers of material and respective physical proprieties) and can 
also include maintenance plans, information on the date of replacement of equipment, certifi-
cations, and guaranties. This information should be able to be consulted from the model, and 
the access to this information could be easily provided. Any BIM tool allows the consult of 
BIM data and so it support management and maintenance within a collaborative team.

6. Conclusions

VR + BIM enable architects and designers to better communicate design within the team members 
and with the client. In construction activity, the use of VR capacities brings interesting potentials. 
Presenting BIM models of projects in VR environment redefines communication and collabora-
tion in the field and in the office. The advantage to using VR is in the communication of ideas, 
concepts, and the vision for the building. This enables all the parties to more quickly reach a full 
appreciation of the building plan and the distinct discipline projects. The BIM + VR topic require 
dissemination; application in real cases and pointed out, in reports, achievements, and limitation; 
following the technologic advances that supports the BIM use and the visualization of data, in 
real time while the interacting with the model made possible by VR technology. BIM + VR pro-
vide an opportunity to analyze and explore BIM models within virtual environments.

BIM technology and VR have the ability to innovate the building industry. At a first per-
spective, many feel the benefits of using a BIM model with VR are only for improving the 
3D model for visual aids, but taking a second perception at a BIM model it reveals diverse 
reasons to adopt BIM with VR. Collaboration in VR can be the future of VR BIM. The text 
follows the principal technological advances that have been achieved so far. The so appel-
lative 50 + RV tools applied in construction become from the entertainment world, but its 
application is almost in the perspective of visualizing stunning immersive, namely: head-
mounted display (Gear VR, Oculus Rift); hologram projections; Enscape Revit plugin; Smart 
Reality and Visidraft apps; PrioVR full or upper body suit; and CAVE platform. The con-
struction field needs an additional and a very important complement, concerning the aim of 
BIM, which is retrieving, using, manipulating, and incrementing information. To cover this 
perspective, just a few VR software combined with BIM modeler tools, were found: Autodesk 
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360; viewer Revit plugin; Enscape Revit plugin; Augment; Stingray; Covise; web3D; EON 
Icube. From the analyses of the applicability of each tool, the two most relevant combinations 
of tools are Enscape and EON Icube that operate over Revit. With these tools the user can 
visualize the building, with more or less immersive capacity, and can consult data in a Revit 
environment. So, the user sees final aspect of building in Enscape and EON and, in addi-
tion, retrieve the correspondent Revit component (with materials constitution and mechanic-
physic parameters).

Software houses have been demanding the integration of BIM with VR plugins in order to sup-
port the development of nD/BIM tasks. The fundamental base of BIM + VR concerns the col-
laboration as a first step, but the possibility of consult data while walking through the building, 
improves significantly the use of BIM in design, construction, maintenance, and management. 
Introducing VR interactive capabilities into 3D/BIM models in the construction process is a main 
way to test virtually and correct a construction project before the realization, as the walkthrough 
is available as well the visualization of data linked to each parametric object, improving the neces-
sity collaboration within the design team. So, BIM/VR applications can contribute to reduce costs 
due to the construction of a real mock-up, and to avoid mistakes on site that generates material 
wastes.
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Figure 22. Screen shots of 7D/VR/BIM applications.

The maintenance aspect needs the user to free consult all components of the real place through 
the correspondent BIM model. The model can include several parameters concerning a wall, 
roof and floor composition (layers of material and respective physical proprieties) and can 
also include maintenance plans, information on the date of replacement of equipment, certifi-
cations, and guaranties. This information should be able to be consulted from the model, and 
the access to this information could be easily provided. Any BIM tool allows the consult of 
BIM data and so it support management and maintenance within a collaborative team.

6. Conclusions

VR + BIM enable architects and designers to better communicate design within the team members 
and with the client. In construction activity, the use of VR capacities brings interesting potentials. 
Presenting BIM models of projects in VR environment redefines communication and collabora-
tion in the field and in the office. The advantage to using VR is in the communication of ideas, 
concepts, and the vision for the building. This enables all the parties to more quickly reach a full 
appreciation of the building plan and the distinct discipline projects. The BIM + VR topic require 
dissemination; application in real cases and pointed out, in reports, achievements, and limitation; 
following the technologic advances that supports the BIM use and the visualization of data, in 
real time while the interacting with the model made possible by VR technology. BIM + VR pro-
vide an opportunity to analyze and explore BIM models within virtual environments.

BIM technology and VR have the ability to innovate the building industry. At a first per-
spective, many feel the benefits of using a BIM model with VR are only for improving the 
3D model for visual aids, but taking a second perception at a BIM model it reveals diverse 
reasons to adopt BIM with VR. Collaboration in VR can be the future of VR BIM. The text 
follows the principal technological advances that have been achieved so far. The so appel-
lative 50 + RV tools applied in construction become from the entertainment world, but its 
application is almost in the perspective of visualizing stunning immersive, namely: head-
mounted display (Gear VR, Oculus Rift); hologram projections; Enscape Revit plugin; Smart 
Reality and Visidraft apps; PrioVR full or upper body suit; and CAVE platform. The con-
struction field needs an additional and a very important complement, concerning the aim of 
BIM, which is retrieving, using, manipulating, and incrementing information. To cover this 
perspective, just a few VR software combined with BIM modeler tools, were found: Autodesk 

State of the Art Virtual Reality and Augmented Reality Knowhow76

360; viewer Revit plugin; Enscape Revit plugin; Augment; Stingray; Covise; web3D; EON 
Icube. From the analyses of the applicability of each tool, the two most relevant combinations 
of tools are Enscape and EON Icube that operate over Revit. With these tools the user can 
visualize the building, with more or less immersive capacity, and can consult data in a Revit 
environment. So, the user sees final aspect of building in Enscape and EON and, in addi-
tion, retrieve the correspondent Revit component (with materials constitution and mechanic-
physic parameters).

Software houses have been demanding the integration of BIM with VR plugins in order to sup-
port the development of nD/BIM tasks. The fundamental base of BIM + VR concerns the col-
laboration as a first step, but the possibility of consult data while walking through the building, 
improves significantly the use of BIM in design, construction, maintenance, and management. 
Introducing VR interactive capabilities into 3D/BIM models in the construction process is a main 
way to test virtually and correct a construction project before the realization, as the walkthrough 
is available as well the visualization of data linked to each parametric object, improving the neces-
sity collaboration within the design team. So, BIM/VR applications can contribute to reduce costs 
due to the construction of a real mock-up, and to avoid mistakes on site that generates material 
wastes.

Author details

Alcínia Zita Sampaio

Address all correspondence to: zita@civil.ist.utl.pt

Department of Civil Engineering, University of Lisbon, Portugal

References

[1] Campbell DA. Building Information Modeling: The Web3D Application for AEC. Web3D 
2007, Italy, April 15-18, 2007. https://www.researchgate.net/scientific-contributions/69 
864924_Dace_A_Campbell

[2] Azhar S, Hein M, Sketo B. Building Information Modeling (BIM): Benefits, Risks and 
Challenges. 2008. http://ascpro.ascweb.org/chair/paper/CPGT182002008.pdf

[3] Eadie R, Browne M, Odeyinka H, McKeown, McNiff S. BIM implementation through-
out the UK construction project lifecycle: An analysis. Automation in Construction. 
2013;36:145-151. DOI: 10.1016/j.autcon.2013.09.001

[4] Chen LJ, Luo H. A BIM-based construction quality management model and its applica-
tions. Automation in Construction. 2014;46:64-73. DOI: 10.1016/j.autcon.2014.05.009

[5] Du J, Shi Y, Mei C, Quarles J, Yan W. Communication by interaction: A multiplayer 
VR environment for building walkthroughs. Construction Research Congress. 2016: 
2281-2290

Enhancing BIM Methodology with VR Technology
http://dx.doi.org/10.5772/intechopen.74070

77



[6] Sampaio AZ. “Building Information Modelling: nD/BIM Models” (in Portuguese), 
FUNDEC Workshop. Lisbon, Portugal: University of Lisbon; Apr 2017

[7] Sampaio AZ, Mota C. BIM model of structures used in construction planning. National 
meeting of Structural Concrete, Coimbra, Portugal, 2-4 November 2016. ID: 4, 10 p. 
http://be2016.dec.uc.pt/

[8] Silva B. BIM Methodology to Support Take-off of Quantities (in Portuguese), MSc in 
Civil Engineering. Lisbon, Portugal: University of Lisbon; 2016

[9] Araújo L. Development of Library of Walls for BIM Methodology. (in Portuguese), MSc 
in Civil Engineering. Lisbon, Portugal: University of Lisbon; 2016

[10] Sampaio AZ, Simoes D. Maintenance of buildings supported on BIM methodology. 
Proceedings of XIV DBMC - Durability of Building Materials and Components, Ghent, 
Belgian, May 2017, abstract pp 83-84, e-ISBN: 978-2-35158-159-9

[11] Gu N, London K. Understanding and facilitating BIM adoption in the AEC industry. 
Automation in Construction. 2010;19:988-999. DOI: 10.1016/j.autcon.2010.09.002

[12] Kieferle J, Woessner U. BIM interactive – About combining BIM and virtual reality, A 
bidirectional interaction method for BIM models in different environments. Proceedings 
of the eCAADe 33, Vienna, Austria, September 2015, pp. 69-75. http://papers.cumincad.
org/data/works/att/ecaade2015_329.content.pdf

[13] Brouchoud J. BIM Goes Virtual: Oculus Rift and virtual reality take architectural visu-
alization to the next level. 2014. http://archvirtual.com/2014/01/19/bim-goes-virtual-ocu-
lus-rift-and-virtual-reality-take-architectural-visualization-to-the-next-level/

[14] Jiao Y, Zhang S, Li Y, Wang Y, Yang BM. Towards cloud augmented reality for construc-
tion application by BIM and SNS integration. Automation in Construction. 2013;33:37-
47. DOI: 10.1016/j.autcon.2012.09.018

[15] Poussard B, Loup G, Christmann O, Eynard R, Pallot M, Richir S. Investigating the Main 
Characteristics of 3D Real Time Tele-Immersive Environments through the Example of 
a Computer Augmented Golf Platform”, Laval Virtual VRIC ‘14, April 9-11, 2014, Laval, 
France. Article No. 31. DOI: 10.1145/2617841.2620720

[16] VRS, Virtual Reality Society. How do Virtual Reality Glasses Work? 2017. https://www.
vrs.org.uk/virtual-reality-gear/glasses/how-do-they-work.html

[17] Viatechnik. 50 Virtual Reality Technologies in Architecture and Engineering. 2017, 
https://www.viatechnik.com/resources/50-virtual-reality-technologies-in-architecture-
engineering-and-construction/

[18] Gear VR. 2017, https://www.samsung.com/us/mobile/virtual-reality/gear-vr/gear-vr- 
with-controller-sm-r324nzaaxar/

[19] Rho J, Kim J. CS10427: Virtual-Augmented Reality for Construction, Utilizing Gear 
VR. Autodesk University; 2015 http://au.autodesk.com/au-online/classes-on-demand/
class-catalog/2015/revit-for-architects/cs10427#chapter=0

State of the Art Virtual Reality and Augmented Reality Knowhow78

[20] Rift. Oculus Rift. 2017. https://www.oculus.com/experiences/rift/

[21] Mirzaei MA, Chardonnet J-R, Mérienne F, Genty A. Navigation and interaction in a 
real-scale digital mock-up using natural language and user gesture. Laval Virtual VRIC 
‘14, April 9-11, 2014, Laval, France. Article No. 21. https://hal.archives-ouvertes.fr/
hal-00981165/document

[22] Cherian S. Integrating BIM and Virtual Reality – The Next Big Thing? 2016. https://
www.linkedin.com/pulse/integrating-bim-virtual-reality-next-big-thing-sarita-cherian

[23] Enscape3D. Real-time rendering for Revit, Sketchup and Rhino. 2017. https://enscape3d.
com/

[24] Smart Reality. The Ultimate BIM interface. 2017. http://smartreality.co/

[25] Sims G. Epson Moverio BT-200 Smart Glasses Review. 2015. https://www.androidau-
thority.com/epson-moverio-bt-200-review-636996/

[26] Visidraft. Visidraft: Augmented Reality for Visualizing CAD Designs. 2017. http://www.
architectmagazine.com/videos/visidraft-augmented-reality-for-visualizing-cad-designs

[27] Nikolic D. Headsets, Caves, AR and VR – What’s the Reality for Construction? 2017. 
http://www.bimplus.co.uk/technology/hea8dsets-cav6es-ar-and-vr-w7hats-reality/

[28] Autodesk360. 2017. https://bim42.com/2014/07/trying-out-autodesk-360/

[29] Augment 2017.  http://www.augment.com/blog/enhancing-bim-with-augmented-reality/

[30] Stingray. 2017. https://knowledge.autodesk.com/support/stingray/getting-started? 
sort=score

[31] Covise. BIM Goes Virtual. 2017. https://thebimhub.com/2016/07/14/bim-goes-virtual/#.
Wh8IvamqmaQ

[32] Mahalingam A, Kashyap R, Mahajan C. An evaluation of the applicability of 4D CAD 
on construction projects. Automation in Construction. 2010;19:148-159. DOI: 10.1016/j.
autcon.2009.11.015

[33] Sampaio AZ, Santos JP, Gomes AR, Rosário DP. Construction and maintenance plan-
ning supported on virtual environments. In: Tang X-X, editor. Virtual Reality - Human 
Computer Interaction. Rijeka., ISBN: 978-953-51-0721-7: InTech; 2012. pp. 125-152. DOI: 
10.5772/46409, ch. 07. http://www.intechopen.com/articles/show/title/construction-and- 
maintenance-planning-supported-on-virtual-environments

[34] VTT. 2017. Modelling and Simulation of Construction Processes using VR Technology - 
4D. http://cic.vtt.fi/4D/4d.htm

[35] EON icube. 2017. https://www.eonreality.com/eon-icube/

[36] Advenser. Integrating BIM and Virtual Reality – The Next Big Thing? 2016. https://
www.advenser.com/2016/11/23/integrating-bim-and-virtual-reality-the-next-big-thing/

Enhancing BIM Methodology with VR Technology
http://dx.doi.org/10.5772/intechopen.74070

79



[6] Sampaio AZ. “Building Information Modelling: nD/BIM Models” (in Portuguese), 
FUNDEC Workshop. Lisbon, Portugal: University of Lisbon; Apr 2017

[7] Sampaio AZ, Mota C. BIM model of structures used in construction planning. National 
meeting of Structural Concrete, Coimbra, Portugal, 2-4 November 2016. ID: 4, 10 p. 
http://be2016.dec.uc.pt/

[8] Silva B. BIM Methodology to Support Take-off of Quantities (in Portuguese), MSc in 
Civil Engineering. Lisbon, Portugal: University of Lisbon; 2016

[9] Araújo L. Development of Library of Walls for BIM Methodology. (in Portuguese), MSc 
in Civil Engineering. Lisbon, Portugal: University of Lisbon; 2016

[10] Sampaio AZ, Simoes D. Maintenance of buildings supported on BIM methodology. 
Proceedings of XIV DBMC - Durability of Building Materials and Components, Ghent, 
Belgian, May 2017, abstract pp 83-84, e-ISBN: 978-2-35158-159-9

[11] Gu N, London K. Understanding and facilitating BIM adoption in the AEC industry. 
Automation in Construction. 2010;19:988-999. DOI: 10.1016/j.autcon.2010.09.002

[12] Kieferle J, Woessner U. BIM interactive – About combining BIM and virtual reality, A 
bidirectional interaction method for BIM models in different environments. Proceedings 
of the eCAADe 33, Vienna, Austria, September 2015, pp. 69-75. http://papers.cumincad.
org/data/works/att/ecaade2015_329.content.pdf

[13] Brouchoud J. BIM Goes Virtual: Oculus Rift and virtual reality take architectural visu-
alization to the next level. 2014. http://archvirtual.com/2014/01/19/bim-goes-virtual-ocu-
lus-rift-and-virtual-reality-take-architectural-visualization-to-the-next-level/

[14] Jiao Y, Zhang S, Li Y, Wang Y, Yang BM. Towards cloud augmented reality for construc-
tion application by BIM and SNS integration. Automation in Construction. 2013;33:37-
47. DOI: 10.1016/j.autcon.2012.09.018

[15] Poussard B, Loup G, Christmann O, Eynard R, Pallot M, Richir S. Investigating the Main 
Characteristics of 3D Real Time Tele-Immersive Environments through the Example of 
a Computer Augmented Golf Platform”, Laval Virtual VRIC ‘14, April 9-11, 2014, Laval, 
France. Article No. 31. DOI: 10.1145/2617841.2620720

[16] VRS, Virtual Reality Society. How do Virtual Reality Glasses Work? 2017. https://www.
vrs.org.uk/virtual-reality-gear/glasses/how-do-they-work.html

[17] Viatechnik. 50 Virtual Reality Technologies in Architecture and Engineering. 2017, 
https://www.viatechnik.com/resources/50-virtual-reality-technologies-in-architecture-
engineering-and-construction/

[18] Gear VR. 2017, https://www.samsung.com/us/mobile/virtual-reality/gear-vr/gear-vr- 
with-controller-sm-r324nzaaxar/

[19] Rho J, Kim J. CS10427: Virtual-Augmented Reality for Construction, Utilizing Gear 
VR. Autodesk University; 2015 http://au.autodesk.com/au-online/classes-on-demand/
class-catalog/2015/revit-for-architects/cs10427#chapter=0

State of the Art Virtual Reality and Augmented Reality Knowhow78

[20] Rift. Oculus Rift. 2017. https://www.oculus.com/experiences/rift/

[21] Mirzaei MA, Chardonnet J-R, Mérienne F, Genty A. Navigation and interaction in a 
real-scale digital mock-up using natural language and user gesture. Laval Virtual VRIC 
‘14, April 9-11, 2014, Laval, France. Article No. 21. https://hal.archives-ouvertes.fr/
hal-00981165/document

[22] Cherian S. Integrating BIM and Virtual Reality – The Next Big Thing? 2016. https://
www.linkedin.com/pulse/integrating-bim-virtual-reality-next-big-thing-sarita-cherian

[23] Enscape3D. Real-time rendering for Revit, Sketchup and Rhino. 2017. https://enscape3d.
com/

[24] Smart Reality. The Ultimate BIM interface. 2017. http://smartreality.co/

[25] Sims G. Epson Moverio BT-200 Smart Glasses Review. 2015. https://www.androidau-
thority.com/epson-moverio-bt-200-review-636996/

[26] Visidraft. Visidraft: Augmented Reality for Visualizing CAD Designs. 2017. http://www.
architectmagazine.com/videos/visidraft-augmented-reality-for-visualizing-cad-designs

[27] Nikolic D. Headsets, Caves, AR and VR – What’s the Reality for Construction? 2017. 
http://www.bimplus.co.uk/technology/hea8dsets-cav6es-ar-and-vr-w7hats-reality/

[28] Autodesk360. 2017. https://bim42.com/2014/07/trying-out-autodesk-360/

[29] Augment 2017.  http://www.augment.com/blog/enhancing-bim-with-augmented-reality/

[30] Stingray. 2017. https://knowledge.autodesk.com/support/stingray/getting-started? 
sort=score

[31] Covise. BIM Goes Virtual. 2017. https://thebimhub.com/2016/07/14/bim-goes-virtual/#.
Wh8IvamqmaQ

[32] Mahalingam A, Kashyap R, Mahajan C. An evaluation of the applicability of 4D CAD 
on construction projects. Automation in Construction. 2010;19:148-159. DOI: 10.1016/j.
autcon.2009.11.015

[33] Sampaio AZ, Santos JP, Gomes AR, Rosário DP. Construction and maintenance plan-
ning supported on virtual environments. In: Tang X-X, editor. Virtual Reality - Human 
Computer Interaction. Rijeka., ISBN: 978-953-51-0721-7: InTech; 2012. pp. 125-152. DOI: 
10.5772/46409, ch. 07. http://www.intechopen.com/articles/show/title/construction-and- 
maintenance-planning-supported-on-virtual-environments

[34] VTT. 2017. Modelling and Simulation of Construction Processes using VR Technology - 
4D. http://cic.vtt.fi/4D/4d.htm

[35] EON icube. 2017. https://www.eonreality.com/eon-icube/

[36] Advenser. Integrating BIM and Virtual Reality – The Next Big Thing? 2016. https://
www.advenser.com/2016/11/23/integrating-bim-and-virtual-reality-the-next-big-thing/

Enhancing BIM Methodology with VR Technology
http://dx.doi.org/10.5772/intechopen.74070

79



Chapter 6

Augmented Reality Trends in Education between 2016
and 2017 Years

Rabia M. Yilmaz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74943

Provisional chapter

DOI: 10.5772/intechopen.74943

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Augmented Reality Trends in Education between 2016 
and 2017 Years

Rabia M. Yilmaz

Additional information is available at the end of the chapter

Abstract

The aim of this chapter is to review literature regarding using augmented reality (AR) 
in education articles published in between 2016 and 2017 years. The literature source 
was Web of Science and SSCI, SCI-EXPANDED, A&HCI, CPCI-S, CPCI-SSH, and ESCI 
indexes. Fifty-two articles were reviewed; however, 14 of them were not been included 
in the study. As a result, 38 articles were examined. Level of education, field of educa-
tion, and material types of AR used in education and reported educational advantages 
of AR have been investigated. All articles are categorized according to target groups, 
which are early childhood education, primary education, secondary education, high 
school education, graduate education, and others. AR technology has been mostly car-
ried out in primary and graduate education. “Science education” is the most explored 
field of education. Mobile applications and marker-based materials on paper have been 
mostly preferred. The major advantages indicated in the articles are “Learning/Academic 
Achievement,” “Motivation,” and “Attitude”.

Keywords: augmented reality, education, review, web of science, educational target 
group

1. Introduction

Augmented reality (AR) is a new technology that acts as a bridge between real world and 
virtual environment by providing synchronous interaction. Virtual objects can be added 
on real world through this technology. In other words, during recording of the real world 
with the camera, AR uses pre-determined target points in real world by connecting virtual 
objects and interpreting the results through certain programs [1]. AR can distinguish itself 
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from other technologies by combining virtual and real objects, by providing real-time inter-
action, and by involving 3D objects [1, 2]. AR is an increasingly popular technology that can 
be used on different platforms such as desktop, laptop computers, portable devices, and 
smartphones [3]. Applications developed with AR technology allow use of 3D objects, texts, 
images, videos, and animations, and this technology provides the use of them together at 
the same time [4]. Therefore, users can naturally interact with events, information, and 
objects [5, 6].

With the development of software and hardware used in AR, this technology has begun to 
be used in many areas such as entertainment, marketing, military, medicine, engineering, 
psychology, and advertising [1, 3, 7]. Thanks to AR’s advanced technology, related appli-
cations have been transformed from a blank area into a rich learning experience [8]. This 
situation leads AR technology to be used in education area. It is known that technological 
tools used in education provide new opportunities to increase interaction of learners and 
to learn by enjoying, making the learning process more active, effective, meaningful, and 
motivating [9–11]. AR technology has also attracted attention in education field with its 
ability to allow interaction with virtual and real objects, to learn by doing, and to increase 
attention and motivation [12]. AR offers many advantages when used in education and pro-
vides educational gains. While enabling rich interaction [13], AR provides a natural expe-
rience, enhancing attention and motivation [14, 15]. In addition, it enhances interpreting, 
problem solving [16], and creative thinking skills [17] and provides flexibility for students 
[16]. Although AR technology provides significant contributions, there are still many prob-
lems that need to be addressed. The first of these problems is the difficulty of developing 
and implementing content for AR applications. It is known that many teachers and learners 
are biased to use AR, especially because of technical knowledge requirement in 3D object 
development [18]. In addition, external factors such as light, output, and image quality 
negatively affect the applications. Students who use AR may have to use more than one 
device. It requires them to have spatial orientation, collaborative skills, problem-solving 
skills, and ability to intervene in this technology [19]. Besides the technical and pedagogical 
problems that AR brought with, the potential of having educational applications has led 
researchers to this field.

When literature is examined, it is observed that many studies have been carried out for the use 
of AR applications in education. Yilmaz [20] categorized advantages of AR, gains achieved, 
and learning approaches it supports and they are presented in Table 1 in detail.

The aim of this chapter is to review literature regarding using AR in education. The litera-
ture source for this review was Web of Science and SSCI, SCI-EXPANDED, A&HCI, CPCI-S, 
CPCI-SSH, and ESCI indexes. The time span was limited from 2016 to 2017 and the docu-
ment type was determined as “journal articles” in order to review studies regarding using 
AR in education of more consistent quality. The keyword was “Augmented reality” in title 
section and results were refined by “Education Educational Research” categories, one of the 
Web of Science categories. For this chapter, 52 articles regarding using AR in education were 
reviewed (Reached date: October, 2017). However, 14 of them were excluded in the study since 7 
of them were review articles, 4 of them were technical articles, and 3 articles were not reached. 
Finally, 38 articles were examined for this study.
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Advantages of AR in education Providing a sense of reality [21]

Presenting a natural experience [11, 14]

Visualize complex relationships [19, 22]

Offer experiences that cannot be done in real life [6, 19]

Concrete abstract concepts [6]

Having fun learning [23]

Presenting safe learning environment [6, 24, 25]

Saving time and space [24, 25]

Increasing student participation [6]

Providing flexibility [16]

Supported learning approaches Authentic learning environments [18]

Situational learning environments [6, 26]

Constructivist learning environments [3]

Learning by doing environments [6]

Inquiry-based learning environments [6, 27]

Research-based learning environments [18]

Gains of using augmented reality in 
education

Increasing attention [11, 14, 25]

Making learning attractive and effective [6, 28–31]

Providing motivation [11, 14, 25, 32]

Providing interaction [6, 13, 17, 19, 33–35]

Facilitating understanding [17, 36, 37]

Connecting with real world experiences and 
problems

[38]

Creating contextual awareness [17]

Increasing engagement [17, 34]

Ensuring permanent learning [17]

Improving communication [17]

Increasing collaboration [18, 39]

Triggering creativity [18, 31, 40]

Developed imagination [18, 40]

Controlling self-learning [18, 34]

Increasing spatial ability [6, 27, 34]

Enhancing problem-solving skills [16]

Improving interpretation skills [16]

Table 1. Advantages of AR, gains achieved, and learning approaches it supports.
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In total, 38 articles were analyzed from many different journals, including EURASIA Journal 
of Mathematics Science and Technology Education (5), Interactive Learning Environments 
(5), Computers & Education (4), British Journal Of Educational Technology (4), Journal of 
Computer Assisted Learning (2), Education and Science (2), Education Tech Research Dev 
(2), Asia-Pacific Edu Res, IEEE Transactions on Learning Technologies, Australasian Journal 
of Educational Technology, BMC Medical Education, Croatian Journal of Education, Digital 
Education Review, Early Child Development and Care, Innovations in Education and Teaching 
International, International Journal of Science Education Part B Communication and Public 
Engagement, International Journal of Serious Games, International Journal of Emerging 
Technologies in Learning, Journal of Geography in Higher Education, Revista Iberoamericana 
de Educación a Distancia, and Journal of Research on Technology in Education.

Firstly, level of education used in these reviewed studies has been investigated. Results show 
that AR technology has been mostly carried out in primary and graduate education. On the 
other hand, early childhood education and secondary school education need further research 
regarding using AR in education. All results are summarized in Figure 1.

When analyzed using AR by field of education, “science education (f = 16)” is the most explored 
field of education. Reviewed studies have generally focused on “mathematic education,” 
“storytelling,” “foreign language education,” “culture education,” and “health education.” 
Figure 2 shows all results regarding using AR by field of education.

Material types of AR used in education have been examined in reviewed articles. Mobile 
applications (f = 16) and marker-based materials on paper (f = 12) have been mostly preferred 
in them. Besides, some of the studies have used AR picture books and AR game systems. 
Related results are stated in Figure 3.

“Reported Educational Advantages of AR” has been explored as another category in this 
review. Table 2 shows the results regarding them in the articles analyzed. As one study can 

Figure 1. Target group of reviewed articles.
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indicate more than one advantage, total frequency of them is high. The results show that 
major advantages indicated in the articles are: “Learning/Academic Achievement” (f = 23), 
“Motivation” (f = 9), and “Attitude” (f = 6). Also, many variables, such as academic procrasti-
nation; writing skills; cognitive aspect; the number of errors they made; ability to remember 
the content; page design; teachers’ acceptance and views; potential uses of augmented real-
ity in education; social, emotional, and cognitive improvement; story comprehension perfor-
mance; time spent; acquired learnings; metacognitive perception; experiential activity; and 
prospects of the use of AR for study, have been focused in reviewed articles by researchers.

Figure 2. Using AR by field of education in reviewed articles.

Figure 3. Material types of AR used in education.

Augmented Reality Trends in Education between 2016 and 2017 Years
http://dx.doi.org/10.5772/intechopen.74943

85



In total, 38 articles were analyzed from many different journals, including EURASIA Journal 
of Mathematics Science and Technology Education (5), Interactive Learning Environments 
(5), Computers & Education (4), British Journal Of Educational Technology (4), Journal of 
Computer Assisted Learning (2), Education and Science (2), Education Tech Research Dev 
(2), Asia-Pacific Edu Res, IEEE Transactions on Learning Technologies, Australasian Journal 
of Educational Technology, BMC Medical Education, Croatian Journal of Education, Digital 
Education Review, Early Child Development and Care, Innovations in Education and Teaching 
International, International Journal of Science Education Part B Communication and Public 
Engagement, International Journal of Serious Games, International Journal of Emerging 
Technologies in Learning, Journal of Geography in Higher Education, Revista Iberoamericana 
de Educación a Distancia, and Journal of Research on Technology in Education.

Firstly, level of education used in these reviewed studies has been investigated. Results show 
that AR technology has been mostly carried out in primary and graduate education. On the 
other hand, early childhood education and secondary school education need further research 
regarding using AR in education. All results are summarized in Figure 1.

When analyzed using AR by field of education, “science education (f = 16)” is the most explored 
field of education. Reviewed studies have generally focused on “mathematic education,” 
“storytelling,” “foreign language education,” “culture education,” and “health education.” 
Figure 2 shows all results regarding using AR by field of education.

Material types of AR used in education have been examined in reviewed articles. Mobile 
applications (f = 16) and marker-based materials on paper (f = 12) have been mostly preferred 
in them. Besides, some of the studies have used AR picture books and AR game systems. 
Related results are stated in Figure 3.

“Reported Educational Advantages of AR” has been explored as another category in this 
review. Table 2 shows the results regarding them in the articles analyzed. As one study can 

Figure 1. Target group of reviewed articles.

State of the Art Virtual Reality and Augmented Reality Knowhow84

indicate more than one advantage, total frequency of them is high. The results show that 
major advantages indicated in the articles are: “Learning/Academic Achievement” (f = 23), 
“Motivation” (f = 9), and “Attitude” (f = 6). Also, many variables, such as academic procrasti-
nation; writing skills; cognitive aspect; the number of errors they made; ability to remember 
the content; page design; teachers’ acceptance and views; potential uses of augmented real-
ity in education; social, emotional, and cognitive improvement; story comprehension perfor-
mance; time spent; acquired learnings; metacognitive perception; experiential activity; and 
prospects of the use of AR for study, have been focused in reviewed articles by researchers.

Figure 2. Using AR by field of education in reviewed articles.

Figure 3. Material types of AR used in education.

Augmented Reality Trends in Education between 2016 and 2017 Years
http://dx.doi.org/10.5772/intechopen.74943

85



In this chapter, reviewed articles are categorized according to target groups, which are early 
childhood education, primary education, secondary education, high school education, gradu-
ate education, and others. Related studies with each title are stated below in detail.

1.1. Using augmented reality in early childhood education

When analyzed the articles related to using AR in early childhood education, four studies 
were found. Firstly, Yilmaz et al. [41] examined preschool children’s attitudes, enjoyment, 
and story comprehension performance. They used AR picture books for storytelling activi-
ties. This study showed that most of the children felt “very happy” during this activity, found 
them interesting, and enjoyed them. Their story comprehension performance was good. 
Besides, AR picture books were attractive for children and they perceived them as magical 
and enjoyable. Secondly, Safar et al. [42] investigated effectiveness of using AR for teaching 
English alphabet lesson with flash cards to kindergarten children. A mobile application was 
developed for using flash cards. The results revealed that there were significant differences 
between control (traditional activities) and experimental group (AR activities) in terms of 
interaction and academic achievement in favor of experimental group. In addition, there has 
been a strong positive correlation between their interaction and academic achievement in 
experimental AR group.

Advantages Number of studies Percentage (%)

Learning/academic achievement 23 34.33

Motivation 9 13.43

Attitude 6 8.96

Satisfaction 4 5.97

Usability 4 5.97

Interaction 3 4.48

Spatial ability 3 4.48

Emotions 2 2.99

Cognitive load 2 2.99

Learning anxiety 2 2.99

Perception 2 2.99

Retention 2 2.99

Behaviors 2 2.99

Enjoyment 1 1.49

Flow experience 1 1.49

Communication 1 1.49

Table 2. Reported educational advantages of AR.
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Thirdly, Huang et al. [43] explored the effectiveness of coloring activities with AR technol-
ogy in early art education. ColAR mobile application was used for coloring activities. This 
study showed that children could control, interact, and design with AR application, and 
this technology was seen as pedagogical innovation. All children enjoyed playing with them 
and loved it so much. In addition, teachers believed that AR promoted children’s devel-
opment. Lastly, Cheng et al. [44] focused on how the children and their parents behaved 
when using AR picture books. They consisted of four groups such as “parent as domina-
tor,” “children as dominator,” “communicative child-parent pair,” and “low communicative 
child-parent pair.” In parent as dominator group, parents tent to narrate story to children. In 
children as dominator group, children had a tendency to operate AR book and engage them. 
Communicative child-parent group’s parents guided their children to find virtual informa-
tion in the book. In low communicative child-parent pair, parents did not continually inter-
act with AR books.

1.2. Using augmented reality in primary education

When analyzed the articles related to using AR in primary education, 11 studies were 
found. Joo-Nagata et al. [45] aimed to design a navigation mobile application in Geography 
field and evaluate effectiveness of the software. Their results revealed that experimental 
group using the mobile application had better learning score than control group. Besides, 
AR technology enhanced the effectiveness of learning process, contributed to student-
content interaction, and increased students’ performance. Gun et al. [46] examined the 
effect of AR technology on elementary students’ spatial ability and academic achieve-
ment and views of students and their teachers. They studied on mathematics education 
and used marker-based material on paper. This study showed that there was a significant 
increase on spatial ability of experimental and control groups. However, there was no sig-
nificant difference between mean scores of spatial ability and academic achievement in 
both groups. Academic achievement scores had an increase in experimental group. Hung 
et al. [47] focused on determining advantages of AR in biology teaching. In addition, they 
examined which material enabled students’ learning the most. They compared AR graphic 
book, a picture book, or physical interactions with each other. Their results showed that AR 
graphic book provided a practical way to examine the lesson. In addition, students enjoyed 
the book and preferred it.

Nadolny [48] studied on over 13,000 data points in two different interactive print activities in 
order to reveal trends and patterns in user engagement. Marker-based material on paper was 
used in mathematics and informal learning field. This study revealed that user interaction was 
impressed by instructional design, pedagogical strategies, and digital interactions. Besides, 
page design, feedback, and cognitive tasks were important elements to engage users. Hsu 
[49] developed two different AR educational game systems (self-directed and task-based) for 
teaching English vocabulary. He evaluated students’ flow experience, English learning anxi-
ety, cognitive load, and learning effectiveness. Students using both game had similar learning 
performance; however, self-directed system provided higher flow experience for them. In 
addition, he stated that a little learning anxiety and mental effort were helpful and important 
factors for learning process.
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Cascales-Martínez et al. [50] used a multi-touch tabletop system for mathematics learning 
with special needs. They focused on feasibility of it and found that this tabletop was feasible, 
attractive, and motivating. In addition, it contributed to improve the knowledge acquired 
and motivation of students. Hwang et al. [51] used an AR mobile game application for biol-
ogy learning to improve students’ academic achievement and attitude. The results showed 
that students’ academic achievement and attitude enhanced with AR game. Chen et al. [52] 
investigated students’ motivation, attitude, and learning outcomes when using concept map 
with AR picture book. Students using concept mapped AR technology were better than other 
students using only AR technology. Besides, they stated that using concept map provided 
them to organize their learning process.

Laine et al. [53] aimed to develop an AR game system called as Leometry in science field. They 
produced a prototype and evaluated its effectiveness. The results revealed that it was feasible and 
had a valuable potential for science learning. In addition, they stated that using AR technology 
in game was important motivator for students. Solak et al. [54] examined current applications in 
literature about AR in education and tested effectiveness of AR application for English teaching. 
They used marker-based material on paper and their results revealed that students using AR 
application had better learning scores than those in control group. They stated that using AR 
technology in English teaching was affective way for improving learning performance. Chang 
et al. [55] tested the effectiveness of ARFlora system, which is marker-based material on paper 
about biology filed. They compared this system with digital video in terms of students’ learning. 
Results revealed that both materials had same effect on students’ learning. However, AR system 
was more effective and useful in terms of retaining knowledge and motivating students.

1.3. Using augmented reality in secondary education

When analyzed the articles related to using AR in secondary education, four studies were 
found. Cai et al. [56] examined the effectiveness of AR-based natural interaction in terms of 
learning performance, attitudes, and deep understanding. They compared it with traditional 
learning tools for physics learning. They used AR-based motion-sensing software and results 
showed that it could increase their learning and attitude. Salmi et al. [57] investigated moti-
vational and cognitive aspects of informal learning while using AR technology in learning 
process and made a SEM path analysis. They focused on science education and found that 
AR was effective especially in lowest achieving group and for girls. They stated that AR was 
a promising method for teaching abstract phenomena.

Huang et al. [58] used AR-based learning system for biology field. They consisted of three 
groups: (1) self-directed AR group, (2) AR system with commenter guidance, and (3) traditional 
group. They compared them in terms of learning outcomes, emotions, and experiential learn-
ing activity. The results showed that AR system with commenter guidance had better learning 
performance than the traditional group. In addition, self-directed AR group has more positive 
emotion than the others do. Hsiao et al. [59] compared to AR technology with multimedia tools 
in inquiry-based learning environment for science education. They developed a manipulative 
AR system and used it in experimental group and control group used multimedia tools for 
learning activities. This study revealed that integrating AR technology in learning activities 
had positive effect on students’ academic achievement and motivation in experimental group.
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1.4. Using augmented reality in high school education

When analyzed the articles related to using AR in high school education, five studies were 
found. Wang [60] investigated the effectiveness of AR-based writing support system for 
Chinese writing education. The results indicated that this system helped students to improve 
their writing performance. Besides, it provided students to start writing quickly their first 
paragraph and to enrich their ideas. Wang [61] compared effectiveness of AR-based material 
and YouTube videos in software editing course. AR-based content provided positive contri-
bution to support blended learning. Besides, it helped to increase students’ interest and made 
them more active in the case that designers take proper content design, information displayed 
on screen, and learning environment into consideration.

Mumtaz et al. [62] focused on students’ learning and motivation. They used AR mobile appli-
cation for science field in blended and traditional classroom learning. Students using AR 
application had better performance and this application affected their learning positively. In 
addition, students’ motivation was high during learning process. Chang et al. [63] compared 
AR technology and interactive simulations in terms of students’ learning and attitude. They 
used a mobile application for AR in science field. They found that there was no significant 
difference between them in learning and attitude. However, there was a significant difference 
in terms of perception in favor of AR technology. Ibáñez et al. [64] used AR-based simulation 
system for science learning. They consisted experimental and control group randomly. While 
experimental group had an extra support, control group had no support for activities. They 
examined students’ behavioral patterns and learning performance in both groups. The results 
showed that experimental group outperformed in learning performance compared with con-
trol group. Students in control group were more willing to search information.

1.5. Using augmented reality in graduate education

When analyzed the articles related to using AR in graduate education, 10 studies were found. 
Redondo Domínguez et al. [65] examined architecture students’ experiences. They formed 
experimental and control groups. Students in experimental group used AR technology with 
a mobile application. Their results showed that using AR technology in course provided stu-
dents to increase their academic performance, motivation, and satisfaction. Montoya et al. [66] 
developed an AR mobile application and they compared effect of static and dynamic content 
on students’ science learning. Their results revealed that using dynamic content in AR appli-
cations helped students to enhance learning perception and performance. Bendicho et al. [67] 
focused on effect of AR technology on engineering students’ academic procrastination. They 
used marker-based material on paper with mobile application. Results showed that using AR 
reduced students’ academic procrastination.

Salinas et al. [68] developed an AR application in mathematics education. According to 
their results, students’ anxiety towards mathematics could be reduced by understanding 
mathematical knowledge. In addition, using AR helped to develop students’ spatial ability. 
Carbonell Carrera et al. [69] examined students’ spatial orientation when using AR technol-
ogy. They used marker-based material on paper in engineering field. Their results revealed 
that using AR enhanced students’ spatial orientation skills. Cheng [70] focused on effects of 
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They used marker-based material on paper and their results revealed that students using AR 
application had better learning scores than those in control group. They stated that using AR 
technology in English teaching was affective way for improving learning performance. Chang 
et al. [55] tested the effectiveness of ARFlora system, which is marker-based material on paper 
about biology filed. They compared this system with digital video in terms of students’ learning. 
Results revealed that both materials had same effect on students’ learning. However, AR system 
was more effective and useful in terms of retaining knowledge and motivating students.

1.3. Using augmented reality in secondary education

When analyzed the articles related to using AR in secondary education, four studies were 
found. Cai et al. [56] examined the effectiveness of AR-based natural interaction in terms of 
learning performance, attitudes, and deep understanding. They compared it with traditional 
learning tools for physics learning. They used AR-based motion-sensing software and results 
showed that it could increase their learning and attitude. Salmi et al. [57] investigated moti-
vational and cognitive aspects of informal learning while using AR technology in learning 
process and made a SEM path analysis. They focused on science education and found that 
AR was effective especially in lowest achieving group and for girls. They stated that AR was 
a promising method for teaching abstract phenomena.

Huang et al. [58] used AR-based learning system for biology field. They consisted of three 
groups: (1) self-directed AR group, (2) AR system with commenter guidance, and (3) traditional 
group. They compared them in terms of learning outcomes, emotions, and experiential learn-
ing activity. The results showed that AR system with commenter guidance had better learning 
performance than the traditional group. In addition, self-directed AR group has more positive 
emotion than the others do. Hsiao et al. [59] compared to AR technology with multimedia tools 
in inquiry-based learning environment for science education. They developed a manipulative 
AR system and used it in experimental group and control group used multimedia tools for 
learning activities. This study revealed that integrating AR technology in learning activities 
had positive effect on students’ academic achievement and motivation in experimental group.
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1.4. Using augmented reality in high school education

When analyzed the articles related to using AR in high school education, five studies were 
found. Wang [60] investigated the effectiveness of AR-based writing support system for 
Chinese writing education. The results indicated that this system helped students to improve 
their writing performance. Besides, it provided students to start writing quickly their first 
paragraph and to enrich their ideas. Wang [61] compared effectiveness of AR-based material 
and YouTube videos in software editing course. AR-based content provided positive contri-
bution to support blended learning. Besides, it helped to increase students’ interest and made 
them more active in the case that designers take proper content design, information displayed 
on screen, and learning environment into consideration.

Mumtaz et al. [62] focused on students’ learning and motivation. They used AR mobile appli-
cation for science field in blended and traditional classroom learning. Students using AR 
application had better performance and this application affected their learning positively. In 
addition, students’ motivation was high during learning process. Chang et al. [63] compared 
AR technology and interactive simulations in terms of students’ learning and attitude. They 
used a mobile application for AR in science field. They found that there was no significant 
difference between them in learning and attitude. However, there was a significant difference 
in terms of perception in favor of AR technology. Ibáñez et al. [64] used AR-based simulation 
system for science learning. They consisted experimental and control group randomly. While 
experimental group had an extra support, control group had no support for activities. They 
examined students’ behavioral patterns and learning performance in both groups. The results 
showed that experimental group outperformed in learning performance compared with con-
trol group. Students in control group were more willing to search information.

1.5. Using augmented reality in graduate education

When analyzed the articles related to using AR in graduate education, 10 studies were found. 
Redondo Domínguez et al. [65] examined architecture students’ experiences. They formed 
experimental and control groups. Students in experimental group used AR technology with 
a mobile application. Their results showed that using AR technology in course provided stu-
dents to increase their academic performance, motivation, and satisfaction. Montoya et al. [66] 
developed an AR mobile application and they compared effect of static and dynamic content 
on students’ science learning. Their results revealed that using dynamic content in AR appli-
cations helped students to enhance learning perception and performance. Bendicho et al. [67] 
focused on effect of AR technology on engineering students’ academic procrastination. They 
used marker-based material on paper with mobile application. Results showed that using AR 
reduced students’ academic procrastination.

Salinas et al. [68] developed an AR application in mathematics education. According to 
their results, students’ anxiety towards mathematics could be reduced by understanding 
mathematical knowledge. In addition, using AR helped to develop students’ spatial ability. 
Carbonell Carrera et al. [69] examined students’ spatial orientation when using AR technol-
ogy. They used marker-based material on paper in engineering field. Their results revealed 
that using AR enhanced students’ spatial orientation skills. Cheng [70] focused on effects of 

Augmented Reality Trends in Education between 2016 and 2017 Years
http://dx.doi.org/10.5772/intechopen.74943

89



using AR books in culture education on students’ cognitive load, motivation, and attitudes. 
He stated that they had low cognitive load, high motivation, and positive attitude when 
using AR book. Juan [71] used a mobile AR application for dental education. According to 
the results, AR application was affective tool to convey knowledge. Participants satisfied this 
application and perceived it as easy to use. In addition, they wanted to use it in future.

Ferrer-Torregrosa et al. [72] compared three tools, which were notes with images, videos, 
and AR (marker-based material on paper) in health education field. They focused on stu-
dents’ time spent, learnings, perception of metacognition, and the prospects of the use 
of AR. Their results showed that AR was the most effective tool among these tools in all 
aspects. Harley et al. [73] explored using AR in history education. They organized a his-
torical tour with mobile AR location-based application and examined students’ emotions 
and learning outcomes. They experienced it in and outside of the laboratory. The results 
revealed that they enjoyed from this experience. In addition, AR application was efficient 
in both environments. Martin-Gonzalez et al. [74] developed an AR system with Kinect 
technology for physics and mathematics education. They evaluated its usability and results 
showed that usability of it was acceptable. In addition, participants had positive attitude 
towards this system.

1.6. Using augmented reality in other target groups

When analyzed the articles related to using AR in other target groups, four studies were 
found. These target groups were primary school teacher, construction workers, special stu-
dents with intellectual disabilities and autism, and adults. Alkhattabi [75] focused on primary 
school teachers’ acceptance of AR technology. In addition, advantages and barriers of AR 
were investigated with e-learning tool. Results showed that teachers accepted this technology 
and would like to use in their lessons. Pejoska et al. [76] used a mobile application for con-
struction workers and analyzed their experiences in informal learning. They suggested some 
design principles for AR app to support informal learning. McMahon et al. [77] studied on 
students with intellectual disabilities and autism. They used marker-based material on paper 
in science education field. The results revealed that these students succeeded in defining new 
science vocabulary terms with AR technology support. Boletsis et al. [78] tested usability 
of AR-based cubes gaming system for adults. This game was developed for cognitive field. 
According to the results, users satisfied to use this game system and gave positive responses.

2. Conclusion

The aim of this chapter is to review literature regarding the use of AR in education articles 
published in between 2016 and 2017 years. Fifty-two articles were reviewed; however, 14 
of them were not included in the study. As a result, 38 articles were examined. The results 
showed that AR technology has been mostly carried out in primary and graduate educa-
tion. “Science education” is the most explored field of education. Reviewed studies have 
generally focused on “mathematic education,” “storytelling,” “foreign language education,”  
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“culture education,” and “health education.” Mobile applications and marker-based mate-
rials on paper have been mostly preferred. Major advantages indicated in the articles are 
“Learning/Academic Achievement,” “Motivation,” and “Attitude.” After all, it can be said 
that AR has been gaining importance and will be popular in educational fields by becoming 
widespread use of this technology in daily life.
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Abstract

In the last decades, the applied approach for the use of virtual reality (VR) and augmented
reality (AR) on clinical and health psychology has grown exponentially. These technolo-
gies have been used to treat several mental disorders, for example, phobias, stress-related
disorders, depression, eating disorders, and chronic pain. The importance of VR/AR for
the mental health field comes from three main concepts: (1) VR/AR as an imaginal tech-
nology, people can feel “as if they are” in a reality that does not exist in external world; (2)
VR/AR as an embodied technology, the experience to feel user’s body inside the virtual
environment; and (3) VR/AR as connectivity technology, the “end of geography’. In this
chapter, we explore the opportunities provided by VR/AR as technologies to improve
people’s quality of life and to discuss new frontiers for their application in mental health
and psychological well-being promotion.

Keywords: virtual reality, augmented reality, cybertherapy, clinical psychology,
advantaged technology

1. Introduction

Clinical psychology is generally perceived as a face-to-face interaction between therapist and
patient. However, thanks to technology developments, this picture has been changed. The mas-
sive innovation of Information and Communication Technologies (ICTs) has brought a revolution
to the view of psychology and also the way how psychotherapists work [1]. Especially, the
application of virtual reality (VR) and augmented reality (AR) has given an important contribu-
tion to mental health.
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In the last decades, a growing number of studies have shown important implications of the use
of ICTs for treating several disorders and promotion of well-being. Initially, most of these
studies have focused on treating anxiety disorders [2], phobias (e.g., specific phobias, social
phobia, agoraphobia) [3], posttraumatic stress disorder (PTSD) [4, 5], eating disorder [6],
addiction to nicotine or alcohol [7, 8], among others. Furthermore, VR and AR have been used
not only for clinical intervention but also for promoting healthy lifestyles or well-being, for
example, the reduction in stress [9], treatment of pain in oncology patients [10], or pain
management for variety of known painful medical procedures [11]. In all these studies, the
use of these ICTs has supported psychotherapists and researchers to reach the best results for
patients. Thanks to the technological advances, it is possible to reproduce virtual environment
where people can move as they are in the real world [12], or having some mobile applications
which can enlarge the world around us and facing specific phobia [13]. But for professionals, it
is not always an easy work because the use of ICTs usually implies that psychologists have to
open their mind and co-work with engineers and other professionals who have different
backgrounds. Psychologists and engineers have to find a way to cooperate and to integrate
their knowledge, a cooperation that till now has changed society exponentially.

In this chapter, we review some of the most important advances in this field and how technol-
ogy can (or could in the future) support clinical psychology. The aim is to explore the oppor-
tunities provided by VR and AR as technologies to improve people’s quality of life and to
discuss new frontiers for their application in mental health and psychological well-being
promotion.

2. What is cybertherapy?

Cybertherapy is the branch of psychology that uses ICTs to induce clinical change [1]. It is also
defined as the use of advanced technologies, such as virtual or augmented reality, as an
adjunct to traditional form of therapy. Cybertherapy is quickly becoming an accepted and
validated method for the treatment of many different health care concerns. It occurs because
technology supporting “cybertherapy” provides visual and auditory stimulus that may be
otherwise difficult to generate, and it can support and motivate performance, as in rehabilita-
tive exercises [14]. Also, other ICTs are becoming increasingly common in clinical psychology.
It is generally agreeing that innovative e-therapy approach is an opportunity for earlier and
better care for the most common mental health problems. E-therapy approach allows the
patient to engage in treatment without having to accommodate the office appointment, often
reducing other limitations in face-to-face treatment [15].

These advances come from the role of telemedicine and e-health. Telemedicine has been defined
as the use of telecommunication technologies to provide medical information and services. The
defining aspect of telemedicine is the use of electronic signals to transfer information from one
site to another. It can be useful for situations in which physical barriers prevent the ready transfer
of information between patients and health care providers, and the availability of information is
the key to proper medical management [16].
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Since 1988, Norwegian Telecom Research has initiated and developed several telemedicine
applications; the applications were adopted to exchange medical results from clinical chemis-
try to interactive radiology consultations. All the applications have a common goal to improve
efficiency and quality of health care. One of the basic ideas of telemedicine can be expressed by
the saying: “Move the information, not the patient” [17]. Indeed, one of the first telemedicine
programs was proposed by rural practitioners who required access to certain type of medical
services [17].

According to Eysenbach, e-health interventions are defined as treatments, typically behavior-
ally based, that are operationalized and transformed for delivery via the Internet [18]. A
branch of e-health is e-mental health, or Internet-based therapy, in which electronic equipment
and therapeutic communication converge. E-mental health can be defined as using ICTs to put
patients and mental health professionals in contact; to conduct diagnosis or treatment; to
disseminate information; or to conduct research studies or any other activity related to mental
health care [19]. The online services include email, discussion lists, chats, or audiovisual
conferencing, but also computerized treatments.

The main advance of online therapy is that it can reach people who might not otherwise seek
therapy, such as disabled people or those who live in remote areas; it also reduces the contact
time between therapist and patient [20]. Today, it is possible to make counseling through
Internet, avoiding the face-to-face communication. It does not mean that human interaction
disappears, and on the contrary, it faces relevant obstacles such as geographical distance,
timetable, and emotive aspects that prevent patients to seek for a psychological therapy [17].

Mohr and colleagues [21] brought the e-health to a forward step. Mohr underlines the “behav-
ioral intervention technologies” where technologies, such as telephone, videoconferencing,
and web-based interventions, are integrated with other advanced technologies such as sensors
for monitoring, social media, VR, and gaming, promoting e-mental-health interventions. From
this perspective, e-mental-health not only provides new delivery media for mental health
treatments, but opens the possibility for entirely new interventions. For example, mobile
technologies can harness sensors and ubiquitous computing to provide continuous monitoring
and/or intervention in the patient’s environment. VR creates simulated environments that
afford a high degree of control in engineering the provision of therapeutic experiences. Gam-
ing may provide teaching methods that are more engaging. These opportunities may also
challenge and expand the limits of the knowledge regarding human behavior processes [18].

After this overview, we can consider cybertherapy as a ramification of e-mental health. It
includes all those kinds of treatment done through interactive and immersive technologies
such as virtual and augmented reality where people get involved in the “digital” environ-
ments. As mentioned, cybertherapy has been used to treat psychological conditions such as
anxiety disorders and phobias, eating disorders, autism, substance abuse and addiction, to
reduce pain and discomfort perceived during unpleasant medical treatments, to manage
stress, to administer exercises for cognitive rehabilitation (e.g., memory and attention disor-
der), and so on [22]. Evidence has shown that cybertherapy outcomes are comparable with
those obtained through therapy protocols that are not supported by technologies [23], with
some additional advantages that maymake cybertherapy a preferable option. The most obvious
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der), and so on [22]. Evidence has shown that cybertherapy outcomes are comparable with
those obtained through therapy protocols that are not supported by technologies [23], with
some additional advantages that maymake cybertherapy a preferable option. The most obvious
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advance is that the mediated environment allows patients to experience situations, to display
stimuli, or to provide feedback of the patient’s action that in vivo would be not controllable
(e.g., crowd behavior), not feasible (e.g., scenario variation to improve transfer of skills), or
unavailable (e.g., an iced world mitigating pain during medical treatment from severe burning)
[22]. In addition, the use of mediated environment minimizes implementation failures because a
mediated environment embeds the administration manual: standard task instruction and expla-
nations, organizations of stimuli into subsequence treatment steps, and setting options for
personalized treatment. As Botella and colleagues have pointed out [22], the use of ICTs in
delivering a psychological therapy allows treatment to reach people in critical conditions, to
improve persistency, ubiquity, anonymity, and multimodality of an intervention, as well as the
ease with which data can be stored, accessed, and manipulated.

Cybertherapy can adopt different formats: from totally self-guided to more blended, including
the presence of the therapist in different graduations, and the protocol can also include other
treatments in addition to the virtual one [24].

In technical terms, hardware and software are combined into cybertherapy to achieve the final
therapeutic goals. The software content embeds and makes concrete abstract scenarios, imag-
ined situations, feared objects, subjective symbols, and meaning. The hardware shapes the way
in which those contests are experienced, whether in isolation from the surrounding or merged
with them and whether involving the body in a natural interaction with the environment or
mediating the interaction with input devices [25].

As we said before, cybertherapy includes different types of technologies. Now, we focus on
two of them: VR and AR.

2.1. Virtual reality in cybertherapy

VR is a collection of technologies that allow people to interact efficiently with 3D computerized
database in real time using their natural sense and skills [26]. In terms of behavioral science,
VR has been described as an advanced form of human-computer interface that allows the user
to interact with and become immersed in a computer-generated environment in a naturalistic
fashion [26]. VR has emerged as a potentially effective way to provide general and specialty
health care services and appears poised to enter mainstream psychotherapy delivery.

Where does the use of VR in cyberpsychology come from? The pioneering work by Watson
demonstrated, contrary to the dominant Freudian theories of psychology, that it was possible
to stimulate phobias in a laboratory environment. The little Albert experiment provided
empirical evidence of classical conditioning in human. Few years later a study was conducted
with the patient named Peter [27]. The therapist treated his rabbit phobia with classical
condition model: a pleasant stimulus (food) was presented simultaneously with the rabbit.
This case illustrated how fear may be eliminated under laboratory conditions. The study was a
pioneer which introduced evidence-based psychological procedures to the field of psycholog-
ical treatment through the application of “exposure therapy” [22].
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The rationale behind VR use to help exposure technique is simple: in VR, the patient can be
intentionally confronted with the feared stimuli while allowing the anxiety to attenuate. What
distinguishes VR from other media or communication systems is the sense of presence. What is
“presence”? Generally, the sense of presence has been defined as a mental state in which a user
feels that he/she is being there, in the computer-mediated environment [28]. These characteris-
tics of VR offer a number of advantages, as we explain below, over in vivo or imaginal
exposure [26].

Since the early 1990s, when Hodges and colleagues [26] reported that the use of virtual
environment can provide to acrophobic patients the feeling of heights in a safe situation, VR
exposure therapy has been proposed as a new medium for exposure therapy [29]. In the past
decade, numerous studies have tested the efficacy of VR. Review and meta-analysis [30]
studies show how VR therapy works more effectively than imaginal therapy (visualization)
and as effectively as in vivo exposure therapy [31].

To give a clearer idea about the intervention trough VR, we explain below the intervention for
people with flying phobia made by Botella and colleagues [32]. The program includes three
virtual scenarios: (1) living room: here, the participant can perform some activities usually
associated with the days or hours before the flight: pack, listen the TV news about the weather,
and take his/her ticket for the check-in; (2) airport: the time before flight is simulated. The
participant can listen and see on the monitor for the announcement of boarding pass, knowing
that his flight is near, and listen to other people talking about the flights. It is also possible to
see and hear planes landing and take-off. At the end, participant can enter into the virtual
airplane scenario; (3) airplane: the participant is sitting on the plane and can experience take-
off, flight, and landing in different conditions (turbulences, storm, etc.) Through the previous
virtual environment description, it is possible to figure out how much VR reflects the reality.

VR offers several advantages as new options to patients who are unable to utilize imaginal
therapy due to difficulties engaging with a situation, or who are resistant to in vivo treatment
due to extreme anxiety. It is recognized that there is a large percentage of population (over
80%) that cannot visualize effectively. In addition, many of those suffering from anxiety do not
feel that they can approach their feared situation in real life [22].

In addition, VR has an advantage to create safe virtual world where the patient can explore
and experience “new realities”; this feeling of safety is essential in therapy, so that the patient
can act without feeling threatened. Moreover, in VR, information can be presented gradually,
in such a way that the patient can progress from easier tasks to more difficult one. This work in
the virtual world helps patients master the strategies need to overcome their fears and limita-
tions in the real world. Furthermore, as VR goes beyond space and time, researchers do not
have to wait for specific events to occur. Rather, they can simulate them whenever appropriate
for the patient and the therapy process [26].

In summary, VR protocols can offer to clinicians and researchers a practical tool to supp-
ort the clinical tasks (assessment and treatment) in ecologically valid, safe, and controllable
environments [33].
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2.2. Augmented reality in cybertherapy

AR is a modification of VR which includes a combination of both real and virtual elements.
The most significance aspect of AR is that the virtual elements add relevant and helpful input
to physical information available in the real world. User can see images that blend both “real-
world elements” and “virtual elements” that have been introduced by the system [13].

As is explained in Table 1, there are differences between AR and VR. The first difference is the
immersion of the user inside the system. VR achieves an involved environment for the user
and perceptive channels such as vision and sound are controlled by the system. Contrarily, the
AR system complements the real world being necessary that the user maintains his/her sense
of presence in that world. AR has a mechanism that combines the real and the virtual scenes
that is not present in VR settings. In the AR system, the virtual objects generated by computer
must be completely fused to the real world, in all of the dimensions.

In few words, while VR immerses fully the user in the entire virtual environment, AR permits
the user to see the real world, with the important difference that virtual object merges with
actual ones in a composite image [34]. According to Milgram and Kishino [35], AR is a form of
mixed reality, that is, a particular subclass of VR-related technologies that, via a single display,
expose the user to electronically merged virtual and nonvirtual elements.

AR has been used in various fields such as education and teaching [36], medicine and surgery
[37]. However, AR applications for psychological treatment are still scarce and address mailing
phobias [33]. Preliminary data show the utility of the system for the treatment of insect phobia
[13]. Below is described a study for cockroach phobia to underline how AR system works in
therapy (Figure 1) [13].

AR-cockroaches system was developed using a proper engineer software. It uses computer
vision techniques in order to obtain the position and orientation of the camera with respect to

Area Virtual reality Augmented reality

Immersion User is completely immersed into the virtual
environment

User can see their own body in context

Point of view Egocentric and allocentric Allocentric

Sense of
presence

Feel inside the virtual world Keep feeling inside the “real” world

Environment Substitutes the existing environment with the
virtual one

Uses virtual elements to build upon the existing
environment

User
experience

Generates new experience Enhancing the experience

Time study Since the beginning of twentieth century Since the last few years

Cost Higher Lower

Table 1. Principal difference between VR and AR in clinical psychology.
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markers. When the camera found a marker in the real world, the program recognized it and
activated the feared virtual environment (cockroach). The virtual insect that virtually appears in
the hands of participants (cockroach in this case) looks real thanks to a peculiar AR technology.
The therapist can watch the virtual stimuli presented to participants during the exposure session
in the monitor and can control the application using computer keys (number of cockroaches,
movement, size, etc.). All of these combined cockroach’s options enable the therapists to apply
the treatment progressively [13]. This aspect put focus on the main advantages of AR as it was
figured out also in VR: the feeling of safety [22]. In AR, it is possible to modify the virtual
elements through the participant consent which reduces their rejection for therapy.

AR offers additional advantages: it can provoke great feeling of presence because the environ-
ments and the tools with which the participants interact are real. In AR, the users can see their
own body in the environment and interact with the fearing stimuli; in addition, the system
allows patients to use real elements and their own hands and body to interact with stimuli.

These pioneer studies show that AR can be a very important alternative treatment for phobia
and might be useful for other psychological disorders.

Figure 1. Cockroach AR system. Labpsitec, Universidad Jaume I, Spain.
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3. The key concepts of virtual and augmented reality for clinical
psychology

The artificial environment generates from virtual and augmented reality is closer to daily life
people. That is why virtual environment can be considered as an “ecological laboratory”
where behaviors, feelings, and human experience can be studied in a controlled and rigorous
way [38].

Virtual and augmented reality can improve some aspects of available treatments [33]. As
mentioned, the ecological validity of the assessment could be even better than “in vivo”
therapy. First, with AR and VR, the therapist has total control over the virtual situations and
elements in the computer program, such as the generation of stimuli, including their order of
appearance and their quantity. Second, they can make patients feel more secure during ther-
apy because outcomes that they fear will happen in the real world cannot happen in AR and
VR (without consent and planning). For example, the therapist can expose a patient to a virtual
elevator and assure him/her that it will not break down, or can expose a patient to a flight with
no turbulence. As the patient progresses, the therapist can plan more difficult exposure tasks.
Third, AR and VR enable easier access to threatening stimuli. This efficacy is significance
because it is not always easy to obtain real elements such as cockroaches or spiders as needed
for therapy [22]. In other works, it could be assumed that VR and AR can have numerous
applications in the field of psychological treatments. According to Riva [26], these advantages
position VR as an “intermediate step between the therapist’s office and the real world.”

We focus the future perspective of VR and AR on three main aspects which contribute to
increase their efficacy and affectivity in clinical psychology. As we described below, VR and
AR could be considered as imaginal technology, embodied technology, and connectedness
technology.

3.1. Imaginal technology

Mental imagery refers to perceptual experience in the absence of sensory input, commonly
described as seeing with the “mind’s eyes” or “hearing with the mind’s ear” [39]. It is different
from perception which occurs when information is directly registered from the senses. Mental
imagery is described also as the simulation or recreation of perceptual experience across
sensory modalities [40]. Pearson [40] has marked two different routes by which mental imag-
ery can be created within consciousness. First of all, an image can be created directly from
immediate perceptual information. For example, someone can look at a picture of a horse,
create a mental image of the picture in their mind, and then maintain this mental image as they
look away or close their eyes. Second, an image can be created from previously stored infor-
mation hand in long-term memory. For example, someone can hear the “horse” and then
create mental imagery based on their previous experience of what a horse look like.

Imagery has been used frequently in psychotherapy, since the interpretation of dreams by
Freud [41]. Today imagination plays a particular role in influencing the key characteristics of
mental disorders [41]. This aspect is present especially in patients with PTSD which suffer of
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intrusive imagines, flashback, or sensory memories about their traumatic events [42]. In PTSD,
the term flashback is used to describe an intense period of dissociation where patient feels that
is reliving a traumatic event [42]. Flashback-type mental images have also been identified in
other psychological disorders such as social phobia [43], agoraphobia [44], bipolar disorder
[45], and also in depression, which is associated with verbal- and imaginative-based process,
such as negative rumination. Actually, 90% of depressed patient report distress intrusive
memories of past experiences [46].

Holmes underlines that mental imagery acts as an amplifier of emotional effects [46]. In fact,
imagery has the power to hijack attention (most obviously by flashbacks) further away from
the external world, making the internal cognitions more believable and associated emotion
more powerful. Amplified anxiety states consequently affect behavior by the avoidance of
anxiety-related triggers, for example, the avoidance of crowded places in agoraphobic anxiety
[44]. Other important aspects are that mental imageries are capable to induce learning and to
promote behaviors. Thanks to mental exposure and its future desensitization, people can face
fear situations and learn positive behaviors [44]. All these characteristics including learning,
emotional responses, changing behavior, and physiological responses could be translated to
VR field. VR can develop simulative environments which are acceptable from the view point
of sensory evidence. In fact, VR can be considered as an advanced imaginal system and an
experiential form of imagery that is as effective as reality in inducing cognitive, emotional, and
behavioral responses [44]. For that reason, VR exposure therapy has been used in contempo-
rary clinical practice with a strong evidence base for treating psychological disorders, such as
described previously in this chapter.

There is an increasing evidence that VR exposure is more efficacious than treatment using
mental imagery simulations. First of all, the imagination usually decays rapidly. The mental
image remains in our mind for approximately 250 ms. [46]. In VR, this risk is not present
because the patient is involved into the environment without the need to evoke any imagina-
tion. Moreover, imagination of previous events needs a good memory and sometimes is not
trustful [22]. For example, during an assessment with PTSD, therapist asks patients to think
about a traumatic event. Sometimes patients fall in this task because memories are not clear. In
VR, patients are already involved into traumatic event, which gives them the possibility to
relive the traumatic experience and to face it.

Another important role of VR is to induce positive emotions through positive virtual environ-
ments [47]. It is common that relaxing imagination is useful to eliminate stress or negative
thoughts from our mind. Thanks to virtual environment, it is possible to involve people into a
specific environment to reduce their level of stress (e.g., virtual island [9]).

To summarize, VR gives an experience that is able to reduce the gap between imagination and
reality and to go over memory limits increasing the efficacy and effectiveness of psychotherapy.

3.2. Embodied technology

As we have seen, most VR applications have been used to simulate external reality [48]. In fact,
in VR it is possible not only to experience synthetic environment as if it is “our surrounding
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Freud [41]. Today imagination plays a particular role in influencing the key characteristics of
mental disorders [41]. This aspect is present especially in patients with PTSD which suffer of
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intrusive imagines, flashback, or sensory memories about their traumatic events [42]. In PTSD,
the term flashback is used to describe an intense period of dissociation where patient feels that
is reliving a traumatic event [42]. Flashback-type mental images have also been identified in
other psychological disorders such as social phobia [43], agoraphobia [44], bipolar disorder
[45], and also in depression, which is associated with verbal- and imaginative-based process,
such as negative rumination. Actually, 90% of depressed patient report distress intrusive
memories of past experiences [46].

Holmes underlines that mental imagery acts as an amplifier of emotional effects [46]. In fact,
imagery has the power to hijack attention (most obviously by flashbacks) further away from
the external world, making the internal cognitions more believable and associated emotion
more powerful. Amplified anxiety states consequently affect behavior by the avoidance of
anxiety-related triggers, for example, the avoidance of crowded places in agoraphobic anxiety
[44]. Other important aspects are that mental imageries are capable to induce learning and to
promote behaviors. Thanks to mental exposure and its future desensitization, people can face
fear situations and learn positive behaviors [44]. All these characteristics including learning,
emotional responses, changing behavior, and physiological responses could be translated to
VR field. VR can develop simulative environments which are acceptable from the view point
of sensory evidence. In fact, VR can be considered as an advanced imaginal system and an
experiential form of imagery that is as effective as reality in inducing cognitive, emotional, and
behavioral responses [44]. For that reason, VR exposure therapy has been used in contempo-
rary clinical practice with a strong evidence base for treating psychological disorders, such as
described previously in this chapter.

There is an increasing evidence that VR exposure is more efficacious than treatment using
mental imagery simulations. First of all, the imagination usually decays rapidly. The mental
image remains in our mind for approximately 250 ms. [46]. In VR, this risk is not present
because the patient is involved into the environment without the need to evoke any imagina-
tion. Moreover, imagination of previous events needs a good memory and sometimes is not
trustful [22]. For example, during an assessment with PTSD, therapist asks patients to think
about a traumatic event. Sometimes patients fall in this task because memories are not clear. In
VR, patients are already involved into traumatic event, which gives them the possibility to
relive the traumatic experience and to face it.

Another important role of VR is to induce positive emotions through positive virtual environ-
ments [47]. It is common that relaxing imagination is useful to eliminate stress or negative
thoughts from our mind. Thanks to virtual environment, it is possible to involve people into a
specific environment to reduce their level of stress (e.g., virtual island [9]).

To summarize, VR gives an experience that is able to reduce the gap between imagination and
reality and to go over memory limits increasing the efficacy and effectiveness of psychotherapy.

3.2. Embodied technology

As we have seen, most VR applications have been used to simulate external reality [48]. In fact,
in VR it is possible not only to experience synthetic environment as if it is “our surrounding
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world,” but also to experience synthetic avatars as if they are “our own body.” VR can be
defined also as an “embodied technology” for “its ability of modifying the feeling of presence”
[49]. People’s representations in the virtual world are usually named avatars, and for the first
time in human history, they could allow us to watch ourselves being others and doing some-
thing they have never done [49].

Following the point, VR as an “embodied technology” can be useful to alter the body’s bounds
and to study the relationship among body (posture, movements, actions) and cognition and
emotions. Moreover, virtual avatars can help to amplify the “modeling” learning, and there-
fore to promote the learning of adaptive behaviors.

For instance, literature points out that [50] the sense of embodiment is principally based on
three main aspects: sense of self-location, sense of agency, and sense of body ownership [50].
Self-location is a determinate volume in space where one feels to be located. Normally self-
location and body-space coincide in the sense that one feels self-located inside physical body.
This collocation can break down when people have an out-of-body experience in which they
perceive themselves outside of their physical body. The sense of agency refers to the sense of
having a global motor control, including the subjective experience of action, control, intention,
motor selection, and the conscious experience of will. The development of agency depends on
the synchronicity of visual motor correlations, for example, the imagination of a tool that
touches my hand and the real touch of the hand. The sense of body ownership refers to one’s
self-attribution of the body. It has been proposed to emerge from a combination of bottom-up
and top-down influences. Bottom-up information refers to the afferent sensory information
that arrives to put brain from our sensory organs; top-down information consists of the
cognitive process that may modulate the processing of sensory stimuli, for example, how
much the avatar in VR is similar to real person (this aspect depends most of the time on the
graphic computer quality). In fact, the illusion of ownership diminishes when the external
object does not resemble or is in a different spatial configuration to the real body [51].

Experimental manipulation of the embodied experience is problematic. However, the use of
VR has unique advantages to control the factors associated with the embodied experience. For
example, VR makes possible in a relatively easy manner the manipulation of the body repre-
sentation in terms of structure, morphology, and size, dissociating the egocentric visual per-
spective from the body, and exploiting the role of multimodal information in spatiotemporal
term for body perception [52].

For instance, Slater’s study embodied participants alternately in two virtual bodies such that
they could have an extended conversation with themselves. In the study, one body represented
themselves and the other represented Dr. Sigmund Freud with whom they would discuss a
personal problem. While embodying their own body (lookalike) representation, they described
the problem. They then transfer to the counselor body and, from that perspective, saw and
heard their lookalike body describing the problem, and then gave some insight into how the
problem might be solved. They would then transfer back to their own lookalike body and look
at and listen to the counselor body giving them the advice, and then respond to it. If they chose
to, they could then once again see and hear this response from the perspective of the counselor
body and again respond to it. This process of switching between the lookalike and counselor
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body continued until the participant decided to stop. Results showed high level of sense of
embodiment [52].

Other recent studies have also proved how changing the perspective, and living experiences
from other bodies, can help us to promote empathy, and even compassion and self-
compassion. For instance, Salter’s group has analyzed how the use of virtual bodies can
promote compassion and self-compassion. They have analyzed the effects of self-identification
with virtual bodies within immersive VR to increase self-compassion in persons with high self-
criticism and depression [53]. The same author and his colleagues investigated also how
embodied, in VR, a black avatar decreases the racial prejudice [54]. Moreover, Bailenson’s
group has studied how embodied an avatar in VR can make us better people. For example,
participants embodied a Superman avatar and the results show that, after the experiment, they
felt more helpful [55]. In other Bailenson study, participants embodied a sea coral and, after the
experiment, they felt more sensible to ocean pollution [51].

Other interesting approaches are based on the development of new immersive technology
named: machine to be another. It is an advantage technology to interchange bodies (the real
body with the avatar) which offers to the users an immersive experience of seeing themselves
in the body of another person. MTBA is a low budget body swapping system, and using a
head-mounted display, participant sees the perspective of another person (performer) that
mimics his/her movements (Figure 2).

The performer’s first-person perspective is captured by a camera controlled by user’s head
movements, revealing torso, legs and arms of the performer’s body. While interacting with the
physical space, participants also perceive realistic tactile stimuli. An audio system plays a

Figure 2. The machine to be another system. Labpsitec, Universidad de Valencia, Spain.
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personal narrative recorded by the performer. The goal of the MTBA is to induce empathy and
compassion to participants as the study of Falconer [53].

To summarize, the potentialities of VR as an “embodied technology” open its use wider than
the only reproduction of real worlds. Thanks to this advanced technology, it is possible to study
behavioral, cognitive, and emotional aspects that were hard to realize so far. And by designing
meaningful embodied activities, VR can enhance therapy and promote significant changes.

3.3. Connectedness technology

Recently, software developers and ICT industries have emphasized that next interesting and
compelling work for VR and AR focuses on helping people to connect with others through
shared experiences. The new developments of VR are changing not only the way people
interact with computers, but also the way individuals interact each other. One of the evident
signs of this change has been the creation of totally new interactive communication environ-
ments like computer-mediated communication (CMC). CMC created a new social space, called
cyberspace [56]. Interaction and connection are the key features of cyberspace, from which a
sense of self can be built. VR, more than other technologies, carries the detachment of interac-
tion from physical interlocutor co-presence to its logical extreme and challenges the very
concept of interlocutor identity. The concept of cyberspace clearly shows that VR is, in fact, a
parallel universe created and maintained by the networks in which people interact.

The CMC brought new challenges to clinical psychology. There are objective barriers that stop
people the seeking for a therapy program (e.g., geographical distance and lack of local skilled
clinicians). To go over all these barriers, new technologies have found some solutions. For
instance, videoconferencing means simulating face-to-face psychotherapy using a clinician at
a site distant from the client [57]. Some clinicians are not agreeing to use videoconference
technology for therapy because they argue that the therapeutic alliance will be impaired [57].
However, other studies have shown that therapeutic alliance is established equally well in
videoconferencing and face-to-face therapy and, in some case, participants prefer the online
therapy (e.g., younger participants, people living in rural and remote areas). Cybertherapy can
go even further over this problem, thanks to its power to cut geographical limit and to reach
people anywhere and anytime [57]. The growing of new technology gives also the opportuni-
ties to interact with people inside the virtual environment. Thanks to this forward step, it is
now possible not just to call a psychotherapist by Skype, but also to interact with the artificial
therapist.

Since several years, virtual environment was populated by avatar, a graphical image that
represents a person, and it can interact with real people, thanks to its artificial intelligence
(AI). This innovative tool addressed numerous issues in clinical research, assessment, and
intervention. The first AI tool was “Eliza” that was designed to imitate a Rogerian therapist.
The system allowed a computer user to interact with a virtual therapist by typing simple
sentence responses to the computerized therapist’s questions. “Eliza” disappeared soon due
its inability to handle complexity questions from the users [58]. A new version of AI thera-
pist was created by the Institute of Creative Technology, Los Angeles (USA). The program
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SimCoach was created to face the urgent need of reducing the stigma of seeking mental
health treatment for veteran population who have a strong PTSD and cutting geographical
barriers. SimCoach allows users to initiate and engage in a dialog about their health care
concerns with an interactive AI therapist. Generally, these intelligent graphical characters
were designed to use speech, gestures, and emotions to introduce the capabilities of the
system, solicit basic anonymous background information about the user’s history and
clinical-psychosocial concerns, provide advice and support, direct the user to relevant online
content, and facilitate the process of seeking appropriate care with a live clinical provider.
The SimCoach project is not conceived to deliver a diagnosis or treatment or serve as a
replacement for human provides and experts, but to support users who are determined to
be in need, to make the decision to take the first step toward initiating psychological or
medical care with a real psychotherapist, who is the best [58].

The connectedness potential of technology seems to be limitless. Thanks to its feature, it was
possible to reach people who were in need and without physical or social resource for seeking
a therapy assessment.

As we discussed, the three features of VR and AR, imagery, embodiment, and connectedness
are fundamental for the efficacy and effectiveness of cybertherapy. Clinical psychology
reached an excellent level in the society, and it contributes to the well-being of community.
These goals were reached easily, thanks to the supply of new technologies, and in few years,
we assist to their potential growth.

4. The future of cybertherapy

The future of VR and AR therapy includes treatment of a wide variety of disorders. Internet
dissemination allows therapists easy access to new virtual environments and provides them
with a broader selection of options for use in therapy. The possibility of offering VR services to
patients, under therapist supervision, at home has already become a reality, but this practice
has yet to become widespread.

Adding to the previous methods, exciting new methods are allowing for the introduction of
real digitized images into the virtual world [22]. This technique was published at the last
Facebook congress by Mark Zuckerberg. He introduced, in the social virtual world, the possi-
bility to show some personal pictures or the own smartphone pictures to increase the sense of
presence [59]. These techniques have the potential to help disorders as attention, social phobia,
public speaking, anxiety disorder, PTSD, and so on. For instance, including photograph of
child’s actual classroom, the therapist can work with them to improve concentration skills
during tests and assignments. In addition, working with the photographs of classmates, co-
workers, or family members can help people to improve their social skills in a safety virtual
world and then can actualize their abilities in the real one [22]. For example, after practicing
with the therapist in a closed system, the client can visit a virtual world populated by other
avatar, initiate conversation, and obtain feedback from other avatars in real time audio.
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Another future perspective for the cybertherapy is the use of the “data glove.” It allows for
tactile interaction in the virtual environment, giving to the users the ability to grasp and
manipulate virtual objects. This technology can be used to increase the sense of presence in
the virtual environment, or to help desensitize patients to disturbing tactile stimuli, or to
distract them for a painful surgery [22].

As technology advances and more disorders are being treated through it, research continues
into ways in which the boundaries of cybertherapy can be expanded. Technology is growing
more and more, and its contribution to clinical psychology will be a crucial issue. Furthermore,
in developing new virtual and augmented reality tools, it is important to keep several concepts
in mind as therapeutic concept and ethic, the practice and the costs of equipment, and the
multidisciplinary teams of experts in particular psychologists and engineers.

5. Conclusion

A technological revolution in mental health care is approaching. As Freeman and colleagues
have stated, at the forefront may be virtual and augmented reality, the powerful tools for
individuals to make new learning for the benefit of their psychological well-being [60].
Cybertherapy is quickly becoming an accepted and validated method for the treatment of
many different mental disorders. In this chapter, we have described the potential of VR and
AR to improve the role of clinic psychology. In Table 2, the advantages and limits of VR and
AR in clinical psychology are summarized.

VR and AR have some differences: in VR people are immersed in virtual environments and
interact with it. The perception to interact with the environment is possible, thanks to the sense
of presence (the feeling to be inside the environment); AR is an extension of the real world,
mixing real and artificial reality where people keeping the opportunity to see their own body,
which is not possible with VR, and to interact with the artificial objects. In the last decades,
many studies have shown that VR and AR are successful tools for therapy with a high level of
efficacy, satisfaction from participants, and decrease in participant’s symptoms.

Imagery, embodiment, and connectedness play the keys roles for understanding VR and AR
and their potentialities in clinical psychology. In virtual environments, people can feel “as if
they are” in a reality that does not exist in external world (imagery technology). VR/AR also

Advantages Limits

More naturalistic or “real-life” environments Cost required

Control of stimulus presentation and response measurement Lack of interoperability of VR applications

Safe virtual situations Different therapist-patient dynamic

Source of information on patient’s performance achievements Basic technological capabilities for therapist and patients

Ecological validity Deficits in sense of presence can influence therapy success

Increased standardization of rehabilitation protocols Cybersickness

Table 2. Advantages and limits of VR and AR in clinical psychology.
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promotes the experience of feeling user’s body inside the virtual environment (embodied
technology). And now, VR/AR could help users to connect with others and to share experi-
ences (connectivity technology). These characteristics have enormous potential for clinical
psychology and to improve psychological treatments. However, several barriers still remain.
The first obstacle refers to the expense, especially of designing and creating virtual environ-
ments [26]. However, the development of technologies has reduced the cost dramatically. Now
is easy to find economic equipment and there are several free online programs to develop
virtual environments. Second, VR software and clinical protocols still lack standardization,
and most VR systems available are not interoperable. These issues force most researchers to
spend a lot of time and money designing and developing “one-off” VR creations. Third, from
therapists’ side, the operation of PC-based VR programs requires basic computer skills. In
addition, there is a different therapist-patient dynamic in VR therapy that also must be taken
into account. Fourth refers to the patient side. The insufficient sense of presence level felt by
patients in the virtual environment could negatively affect the therapy. Other barrier from
patients is cybersickness, and symptoms can include motion sickness, oculomotor problems,
and migraines. One more barrier regards cultural adaptation. VR applications, as other psy-
chological tools, need to be culturally adapted in order to make it compatible with the patients’
experience and with the general therapeutic goal [12].

Overall, the future of VR and AR seems to be limitless. Technology progress is growing
exponentially, and it can generate great and significant changes for clinical psychology. Till
now, cybertherapy made huge steps which contributed to the spread of well-being in the
society, but it is just on the starting point. Clinical researchers are working hard to keep the
relationship between clinical psychology and ICTs in privileged position.
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Another future perspective for the cybertherapy is the use of the “data glove.” It allows for
tactile interaction in the virtual environment, giving to the users the ability to grasp and
manipulate virtual objects. This technology can be used to increase the sense of presence in
the virtual environment, or to help desensitize patients to disturbing tactile stimuli, or to
distract them for a painful surgery [22].

As technology advances and more disorders are being treated through it, research continues
into ways in which the boundaries of cybertherapy can be expanded. Technology is growing
more and more, and its contribution to clinical psychology will be a crucial issue. Furthermore,
in developing new virtual and augmented reality tools, it is important to keep several concepts
in mind as therapeutic concept and ethic, the practice and the costs of equipment, and the
multidisciplinary teams of experts in particular psychologists and engineers.

5. Conclusion

A technological revolution in mental health care is approaching. As Freeman and colleagues
have stated, at the forefront may be virtual and augmented reality, the powerful tools for
individuals to make new learning for the benefit of their psychological well-being [60].
Cybertherapy is quickly becoming an accepted and validated method for the treatment of
many different mental disorders. In this chapter, we have described the potential of VR and
AR to improve the role of clinic psychology. In Table 2, the advantages and limits of VR and
AR in clinical psychology are summarized.

VR and AR have some differences: in VR people are immersed in virtual environments and
interact with it. The perception to interact with the environment is possible, thanks to the sense
of presence (the feeling to be inside the environment); AR is an extension of the real world,
mixing real and artificial reality where people keeping the opportunity to see their own body,
which is not possible with VR, and to interact with the artificial objects. In the last decades,
many studies have shown that VR and AR are successful tools for therapy with a high level of
efficacy, satisfaction from participants, and decrease in participant’s symptoms.

Imagery, embodiment, and connectedness play the keys roles for understanding VR and AR
and their potentialities in clinical psychology. In virtual environments, people can feel “as if
they are” in a reality that does not exist in external world (imagery technology). VR/AR also

Advantages Limits

More naturalistic or “real-life” environments Cost required

Control of stimulus presentation and response measurement Lack of interoperability of VR applications

Safe virtual situations Different therapist-patient dynamic

Source of information on patient’s performance achievements Basic technological capabilities for therapist and patients

Ecological validity Deficits in sense of presence can influence therapy success

Increased standardization of rehabilitation protocols Cybersickness

Table 2. Advantages and limits of VR and AR in clinical psychology.
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promotes the experience of feeling user’s body inside the virtual environment (embodied
technology). And now, VR/AR could help users to connect with others and to share experi-
ences (connectivity technology). These characteristics have enormous potential for clinical
psychology and to improve psychological treatments. However, several barriers still remain.
The first obstacle refers to the expense, especially of designing and creating virtual environ-
ments [26]. However, the development of technologies has reduced the cost dramatically. Now
is easy to find economic equipment and there are several free online programs to develop
virtual environments. Second, VR software and clinical protocols still lack standardization,
and most VR systems available are not interoperable. These issues force most researchers to
spend a lot of time and money designing and developing “one-off” VR creations. Third, from
therapists’ side, the operation of PC-based VR programs requires basic computer skills. In
addition, there is a different therapist-patient dynamic in VR therapy that also must be taken
into account. Fourth refers to the patient side. The insufficient sense of presence level felt by
patients in the virtual environment could negatively affect the therapy. Other barrier from
patients is cybersickness, and symptoms can include motion sickness, oculomotor problems,
and migraines. One more barrier regards cultural adaptation. VR applications, as other psy-
chological tools, need to be culturally adapted in order to make it compatible with the patients’
experience and with the general therapeutic goal [12].

Overall, the future of VR and AR seems to be limitless. Technology progress is growing
exponentially, and it can generate great and significant changes for clinical psychology. Till
now, cybertherapy made huge steps which contributed to the spread of well-being in the
society, but it is just on the starting point. Clinical researchers are working hard to keep the
relationship between clinical psychology and ICTs in privileged position.
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Abstract

Autism spectrum disorders (ASDs) are characterized by a reduced ability to appropri-
ately express social greetings. Studies have indicated that individuals with ASD might 
not recognize the crucial nonverbal cues that usually aid social interaction. This study 
applied augmented reality (AR) with tabletop role-playing game (AR-RPG) to focus on 
the standard nonverbal social cues to teach children with ASD, how to appropriately 
reciprocate when they socially interact with others. The results showed that intervention 
system provides an AR combined with physical manipulatives and presents correspond-
ing specific elements in an AR 3D animation with dialogue; thus, it can be used to help 
them increase their social interaction skills and drive their attention toward the mean-
ing and social value of greeting behavior in specific social situations. We conclude that 
AR-RPG of social situations helped children with ASD recognize and better understand 
these situations and moderately effective in teaching the target greeting responses.

Keywords: autism spectrum disorders, augmented reality, educational technology, 
greeting behavior, physical manipulatives, tabletop role-playing game

1. Introduction

Autism spectrum disorders (ASD) are characterized by social interaction difficulties, commu-
nication challenges, and tendencies to engage in repetitive behaviors [1]. In particular, social 
reciprocity defects are one of the core deficits in social interaction for people with ASD [2]. 
Social reciprocity depends on the ability to empathize with others, to be aware of emotional 
and interpersonal cues, and to respond appropriately [3]. In addition, ASD is characterized 
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by an impaired ability to engage in social relationships and can result in serious deficits in 
the ability to make friends or interact with others [4]. Typical deficits include an absence of 
appropriate greeting behaviors and a failure to acknowledge the presence of a familiar person 
[5]. Such deficits in social greeting appear to be common among individuals with ASD [6]. 
This impairment has far-reaching consequences for social interaction, communication, and 
imagination [7].

In contrast, typically developing (TD) children are socially interacting with people effectively, 
including maintaining eye contact, initiating interactions, responding to the initiations of oth-
ers, sharing enjoyment, reading body language or nonverbal cues of others, and adopting 
the perspective of another person. However, most children with ASD seem to find it difficult 
learning how to engage in the give-and-take process of everyday human social interaction. 
Even in the first few months of life, many children with ASD do not interact, and they avoid 
eye contact [8]. They seem indifferent to other people and often seem to prefer being alone [9].

2. Related works

2.1. Current training methods for social interaction skills

2.1.1. Social stories™

Social Stories™ (http://carolgraysocialstories.com/social-stories/) is a promising strategy that 
has been used to teach social interaction skills for individuals with ASD [10, 11]. A Social 
Stories™ intervention involves creating brief stories that describe social situations, what oth-
ers are thinking or feeling, and how to behave in the specific situation. As part of describing 
how to behave, a good social story would also highlight what social cues the person should 
look for and how to respond to others [12]. Specifically, teaching through the use of a Social 
Stories™ strategy with a storybook is widely used [13–15]. Social Stories™ provides a catalyst 
for change, providing children with other perspectives and options for thoughts, feelings, and 
behaviors [16]. Previous studies examining the effectiveness of Social Stories™ interventions 
have yielded varying results, but overall Social Stories™ appears to have a positive effect  
[11, 17]. Social Stories™ interventions have targeted a range of skills: initiating verbal greet-
ings [10], initiating and responding to interactions [18], and maintaining appropriate social 
engagement [19, 20].

2.1.2. Video modeling

In addition, another strategy that has been used to teach social skills to people with ASD is 
video modeling (VM) [21]. VM entails showing the participant a video segment that demon-
strates how to perform a task or behavior. The participant is expected to learn by observing 
the instructional video segment and repeating the modeled behavior [22, 23]. VM has been 
effective for teaching a variety of social skills: social initiation [24], social language in play 
situations [25], social engagement [22], and expressive behaviors, such as intonation and facial 
expressions [26]. Therefore, some studies combine Social Stories™ and VM [27]. This strategy 
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can effectively enhance the child with ASD to recognize and understand emotions in them-
selves and to generalize them to other situations. Social Stories™ can increase awareness and 
understanding of social situations; simultaneously, VM can also provide the video for children 
with ASD to mimic and pretend character’s gesture [28]. In addition, VM has been therapeuti-
cally effective for teaching functional, social, and behavioral skills to children with ASD [22, 
29, 30]. That is why many experiments adopt this strategy to teach their students with ASD.

2.2. Primary problem with current training

However, most studies in Social Stories™ combined with VM have only a unidirectional way 
to teach children with ASD to mimic behaviors that they see, but they cannot directly trigger 
spontaneous social events because children only watch videos and do not directly interact 
with others. Moreover, most VM presents all flat displays, and children with ASD can only 
imitate actions presented on single-perspective 2D views of scenarios to understand every-
thing that is going on in the scene; nor do they understand three-dimensional (3D) facial 
expressions and body movements or how to reciprocate [31]. In addition, although VM is 
advantageous for promoting the motivation of children with ASD to learn, children still have 
difficulty dynamically adjusting the size of their attentional focus and switching the locus of 
their attention [32–34], especially in patterns that include dynamic, repetitive, or social stimuli 
[8]; however, that decreased multiple object tracking (MOT) performance is not due to deficits 
in dynamic attention but to a diminished capacity to select and maintain attention on multiple 
targets. Therefore, several problems that may occur, such as a lack of progress, could be due 
to a lack of reinforcement of sustained attention, poor video content, or a lack of prerequisites 
[35], while children with ASD may engage in pretense when instructed to do so, and they still 
find it difficult to develop creative extensions [36].

2.3. Benefits of AR combined with physical manipulatives

Fortunately, there are other assistant tools to help children with ASD promote their social 
skills and also help focus children’s attention on specific target social cues. In some specific 
cases, AR technology has been proven effective for teaching social interaction skills. For exam-
ple, AR was effective for helping people select and maintain their focus on the 3D model and 
helping them better judge the correct mental task [37]. In addition, AR can effectively reduce 
cognitive load and increase participants’ interest in training [38]. Other studies also indicate 
that physical object manipulatives can support children with ASD to collaborate and com-
municate in new ways [39]. Additionally, AR with physical manipulatives provides physical 
behaviors and aids children’s active learning [40]. Foundational evidence from LeGoff [41] 
suggests that interaction with physical manipulatives supported children with ASD to col-
laborate for extended periods of time by helping channel children’s attention and providing 
a common context for sharing objects and ideas [42]. Physical manipulatives might be par-
ticularly well suited to children with ASD because they take advantage of children as active 
learners, whose experience is grounded in the body and improved through sensory aware-
ness. The kinesthetic learning experience might be ideal for the development of social skills 
because tangible interface offers expressive activity, programmability, and the construction  
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of moving objects with structural integrity [43]. Hence, most AR combined with physical 
manipulatives can bring beneficial opportunities that children can simply imitate and as 
they pretend to do the modeled behaviors, without actually facing the conflict activity in a 
real situation. For example, Chen et al. [31] used AR technology with tangible facial masks 
as physical manipulatives to enable three adolescents with ASD to become aware of facial 
expressions observed in situations in a simulated school setting. They provided 3D anima-
tions of six basic facial expressions overlaid on participant faces to facilitate practicing and 
to pretend emotional status and social skills. They indicated that AR technology can allow 
children with ASD to pretend their own facial expression correspond to occurring events and 
can also let the children with ASD pay attention focused on this specific facial part of social 
cues. Moreover, a physical manipulative interface also enables people with ASD to control 
the system in an intuitive way and provide immediate haptic feedback during social interac-
tion, and this helps develop social and language skills [44]. In addition, AR environments can 
emphasize learners’ participation in different roles and can improve the sense of presence, 
immediacy, and immersion [45].

2.4. The gaps in these studies

In this study, we used AR technology combined with the tabletop role-playing game (AR-RPG) 
as training platform that focused on social greetings. This system encourages imaginative 
social activities and allows children with ASD to interact directly with physical role props, as 
they do in natural circumstance. An AR system can guide children with ASD to express what 
they understand and feel in an easy and interesting way. We summarized some differences 
between our research and that of previous studies. First, we focused on social reciprocity 
behavior training (i.e., greeting behavior), not on work skills or basic daily life skills (e.g., 
washing dishes, eating food, getting dressed) [46]. Second, our training materials were created 
using the Social Stories™ strategy and related to each child’s daily life situations at home, in 
school, and in the community, whereas previous studies created their materials using text-
books or treatment manuals without Social Stories™ strategy. Third, our research focused on 
children with ASD, not on TD children; most previous studies [47] used AR for children with-
out ASD. Fourth, our AR system was based on markerless 3D tracking technology that uses 
Qualcomm’s Vuforia to increase its realism. This allowed children with ASD to directly sense 
which marker is their role-play photo image, which reduces the confusion that many different 
role-play markers produce. Fifth, our AR system had more advantages than traditional VM 
and conventional AR systems do (see Table 1). Sixth, our study focused on greeting gestures 
and related social interaction, not only on facial expression pretend training [31].

2.5. Developing the AR-RPG system

AR is a live direct or indirect view of a physical, real-world environment whose elements are 
augmented (or supplemented) by computer-generated sensory input such as sound, video, or 
2D and 3D graphics; thus, AR enhances one’s current perception of reality [48]. It is for devel-
oping instructional content that needs to present augmented spatial information to reference 
and other parts of its features. AR creates mediated space that exists between the mind and 
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physical space by overlaying real space with flexible virtual objects. AR-RPG system is like 
a “miniature theater” in which children with ASD pretend, using role-play, to participate in 
specific social events. This role-playing game platform uses a small 3D space where virtual 
and real spaces are tightly linked together and can accommodate single or multiple users (see 
Figure 1). We used several settings, a living room, a classroom, and a community (see Figure 2),  
all of which are familiar places to our participants. We also included virtual furniture or some 
other objects to make the space more realistic.

The AR-RPG takes a series of scenario stories created as training materials that portray the 
participants’ everyday life activities to focus on training their greeting behavior as it might 
happen in school, home, and community. For example, we got some information from their 

Conventional VM AR-RPG system

1. 2D flat image and video; user can watch content only on 
monitor; few direct interactions

2. Content is fixed and cannot change in real time

3. Primarily single-user based to watch; no interaction

4. Lack of real manipulation can help facilitate mental 
skills such as pretend play skills

5. Most video has single development context; lacks 
concept of visualization network; and cannot enhance 
learning experience incentive or motivation

6. Provides only single view angle from the video; multiple 
viewing angles are not allowed

7. User cannot obtain additional spatial information from 
their surrounding environment to help users recognize the 
setting

1. Realistic full 3D virtual objects with tangible 
manipulation controller; user can directly manipulate and 
interact with setting

2. Content is not fixed but can change in real time

3. Multiple-user based; makes learning interesting

4. Rich entity operability can increase users’ 
understanding of the relationship between roles and help 
them to pretend play.

5. AR with Social Stories™ can establish their social 
network concept map and also enhance children’s 
learning incentive and motivation

6. Multiple viewing angles are allowed; users can see 
gestures and facial expressions from different angles

7. Gives extra real spatial information as a reference to 
help users recognize the setting

Table 1. Comparison of conventional video modeling (VM) and augmented reality (AR) tabletop role-playing game 
(AR-RPG) system.

Figure 1. The therapist taught the children how to use the AR-RPG system and how to manipulate the cardboard avatar 
to observe and pretend (role play) the avatar’s situation.
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of moving objects with structural integrity [43]. Hence, most AR combined with physical 
manipulatives can bring beneficial opportunities that children can simply imitate and as 
they pretend to do the modeled behaviors, without actually facing the conflict activity in a 
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physical space by overlaying real space with flexible virtual objects. AR-RPG system is like 
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and real spaces are tightly linked together and can accommodate single or multiple users (see 
Figure 1). We used several settings, a living room, a classroom, and a community (see Figure 2),  
all of which are familiar places to our participants. We also included virtual furniture or some 
other objects to make the space more realistic.

The AR-RPG takes a series of scenario stories created as training materials that portray the 
participants’ everyday life activities to focus on training their greeting behavior as it might 
happen in school, home, and community. For example, we got some information from their 
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6. Provides only single view angle from the video; multiple 
viewing angles are not allowed

7. User cannot obtain additional spatial information from 
their surrounding environment to help users recognize the 
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1. Realistic full 3D virtual objects with tangible 
manipulation controller; user can directly manipulate and 
interact with setting

2. Content is not fixed but can change in real time

3. Multiple-user based; makes learning interesting

4. Rich entity operability can increase users’ 
understanding of the relationship between roles and help 
them to pretend play.

5. AR with Social Stories™ can establish their social 
network concept map and also enhance children’s 
learning incentive and motivation

6. Multiple viewing angles are allowed; users can see 
gestures and facial expressions from different angles

7. Gives extra real spatial information as a reference to 
help users recognize the setting

Table 1. Comparison of conventional video modeling (VM) and augmented reality (AR) tabletop role-playing game 
(AR-RPG) system.

Figure 1. The therapist taught the children how to use the AR-RPG system and how to manipulate the cardboard avatar 
to observe and pretend (role play) the avatar’s situation.
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daily experience: (e.g., greeting parents, greeting friends, and greeting strangers). Those 
scenes are useful for children with ASD to be trained while pretending to make appropriate 
responses to greetings. In addition, we focus on teaching the six types of greeting behav-
iors of social etiquette, including (1) nodded head and tiny smile, (2) handshakes, (3) waved 
hand and said hello, (4) kisses their head or face, (5) hugs, and (6) shrug your shoulders; 
this greeting is often seen in Taiwan’s daily life and also useful to train children with ASD 
social interaction skill. Beyond the greeting, which may involve a verbal acknowledgment 
and sometimes a facial expression, gestures, body language, and eye contact can all signal 
what type of greeting is expected. Therefore, we also add the social story and dialog contents 
with text description within our greeting scenario, to let the specific greeting behavior situa-
tion present more closely to the real status.

2.6. Operational settings and facilities

The researcher created 20 scenario stories after discussing suitable scenes and scripts with 
each participant’s parents and special education teacher. We designed those stories based on 
the child who would do the role-play, the greeting response to be learned, the conversation 
content, the role’s intention, and its emotional status. We let them read the script or watch 
the scene, and we ask participants to mimic and role-play with therapist, who would help 
them comprehend. We used AR to construct our tabletop role-play game platform because it 
allowed us to quickly and easily change scenes. The AR-RPG system has two functions: (a) 
it is a tangible scene simulator with a physical manipulative function, and (b) it is a vehicle 
for providing virtual content. In addition, we created each child’s pattern printed on tangible 
cardboard as avatars to represent each one’s identification (ID) (see Figure 3). Children with 
ASD can directly handle their own cardboard avatar when they interact with others (e.g., 
peers, parents, or other characters) or when different characters contact each other at the dif-
ferent situations (e.g., home, school, or park). Our system will trigger the event’s related AR 
3D greeting animation based on the background scene (see Figure 2). For example, when a 
role-playing child sees a neighbor appeared on the street corner, he will say “Hi! How are 

Figure 2. Different scenes with corresponding scenario events (classroom and playground in the community).
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you?”, wave at the neighbor, smile, etc. By providing a wide range of scenarios that reflect 
their everyday life and analyzing stories suitable for them, therapists might better understand 
what actually happens in the lives of their child clients and how the children feel about it.

3. Method

3.1. Participants

We recruited three participants. The three children with ASD (two boys and one girl (Oliver, 
Peter, and Jane), all pseudonyms to guarantee anonymity) (mean age = 7.73 years old; age 
range 7–9 years; intelligence quotient (IQ) scores: (a) full scale IQ (FIQ) = 100.67±3.79, (b) verbal 
IQ (VIQ) = 100.33±4.04, and (c) performance IQ (PIQ) = 101.33±2.08) were enrolled in the main-
stream school with other TD students (see Table 2). The inclusion criteria for this study were 
(1) a clinical diagnosis of ASD based on DSM-IV-TR criteria, (2) no other specific disabilities,  
(3) not taking medications, (4) no physician-diagnosed comorbidities, (5) not undergoing any 
other interventions at the time of the testing, and (6) no intellectual disability (a full scale 
IQ > 70). Oliver, Peter, and Jane had additional assistance from a teacher’s aide in general les-
sons. Once a week, an occupational therapist provides educational services to their class. The 
teachers reported that the three students with ASD did not greet or acknowledge the teach-
ing staff or other adults at the school. The parents also said that their children did not greet 
or acknowledge others across different contexts. Their teacher and therapists believed that it 

Figure 3. Operational scenario and facilities (different cards represent different pattern IDs, e.g., the role itself and others 
people’s cards, decision about which greeting behavior card, and scenario card to choose).
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daily experience: (e.g., greeting parents, greeting friends, and greeting strangers). Those 
scenes are useful for children with ASD to be trained while pretending to make appropriate 
responses to greetings. In addition, we focus on teaching the six types of greeting behav-
iors of social etiquette, including (1) nodded head and tiny smile, (2) handshakes, (3) waved 
hand and said hello, (4) kisses their head or face, (5) hugs, and (6) shrug your shoulders; 
this greeting is often seen in Taiwan’s daily life and also useful to train children with ASD 
social interaction skill. Beyond the greeting, which may involve a verbal acknowledgment 
and sometimes a facial expression, gestures, body language, and eye contact can all signal 
what type of greeting is expected. Therefore, we also add the social story and dialog contents 
with text description within our greeting scenario, to let the specific greeting behavior situa-
tion present more closely to the real status.

2.6. Operational settings and facilities

The researcher created 20 scenario stories after discussing suitable scenes and scripts with 
each participant’s parents and special education teacher. We designed those stories based on 
the child who would do the role-play, the greeting response to be learned, the conversation 
content, the role’s intention, and its emotional status. We let them read the script or watch 
the scene, and we ask participants to mimic and role-play with therapist, who would help 
them comprehend. We used AR to construct our tabletop role-play game platform because it 
allowed us to quickly and easily change scenes. The AR-RPG system has two functions: (a) 
it is a tangible scene simulator with a physical manipulative function, and (b) it is a vehicle 
for providing virtual content. In addition, we created each child’s pattern printed on tangible 
cardboard as avatars to represent each one’s identification (ID) (see Figure 3). Children with 
ASD can directly handle their own cardboard avatar when they interact with others (e.g., 
peers, parents, or other characters) or when different characters contact each other at the dif-
ferent situations (e.g., home, school, or park). Our system will trigger the event’s related AR 
3D greeting animation based on the background scene (see Figure 2). For example, when a 
role-playing child sees a neighbor appeared on the street corner, he will say “Hi! How are 

Figure 2. Different scenes with corresponding scenario events (classroom and playground in the community).
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you?”, wave at the neighbor, smile, etc. By providing a wide range of scenarios that reflect 
their everyday life and analyzing stories suitable for them, therapists might better understand 
what actually happens in the lives of their child clients and how the children feel about it.

3. Method

3.1. Participants

We recruited three participants. The three children with ASD (two boys and one girl (Oliver, 
Peter, and Jane), all pseudonyms to guarantee anonymity) (mean age = 7.73 years old; age 
range 7–9 years; intelligence quotient (IQ) scores: (a) full scale IQ (FIQ) = 100.67±3.79, (b) verbal 
IQ (VIQ) = 100.33±4.04, and (c) performance IQ (PIQ) = 101.33±2.08) were enrolled in the main-
stream school with other TD students (see Table 2). The inclusion criteria for this study were 
(1) a clinical diagnosis of ASD based on DSM-IV-TR criteria, (2) no other specific disabilities,  
(3) not taking medications, (4) no physician-diagnosed comorbidities, (5) not undergoing any 
other interventions at the time of the testing, and (6) no intellectual disability (a full scale 
IQ > 70). Oliver, Peter, and Jane had additional assistance from a teacher’s aide in general les-
sons. Once a week, an occupational therapist provides educational services to their class. The 
teachers reported that the three students with ASD did not greet or acknowledge the teach-
ing staff or other adults at the school. The parents also said that their children did not greet 
or acknowledge others across different contexts. Their teacher and therapists believed that it 

Figure 3. Operational scenario and facilities (different cards represent different pattern IDs, e.g., the role itself and others 
people’s cards, decision about which greeting behavior card, and scenario card to choose).
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would be appropriate and desirable for them to learn how to greet familiar people at school 
in order to promote greater socialization and improve their communication skills. The par-
ticipants’ sensory abilities were within the normal range; however, their parents also reported 
that they usually engaged in unusual responses to greetings: hand-wringing, slapping their 
own face, hand tapping, or rubbing, especially when their parents force them to greet others. 
For example, they do not understand why some of their relatives greet them by hugging and 
kissing them. Those behaviors make them feel awkward and confused.

3.2. Instruments

Data on the participants’ intelligence, sensory abilities, and social and communication skills 
are based on multiple information sources: parental interviews, teachers’ reports, verbal IQ 
scores (Wechsler Intelligence Scale for Children), and levels of functional language and social 
adaptation levels (based on clinical observations or behavior and adaptation scales). All par-
ticipants had a disability identification card issued by a medical institution in Taiwan and had 
been counseled in special education schools and institutes in Taiwan. The relevant university 
ethics committee approved the study, and parental consent was obtained for the students’ 
participation. We used Social Stories™ ([49, 50]) to create the Social Story trial (SSTs) tests to 
evaluate the AR-RPG training effect: pre- and post-intervention scores were compared using 
Kolmogorov–Smirnov test (KS test) to determine whether a particular intervention method 
improved their social greeting skills. Each scenario was associated with a different event, 
but each was consistent in length and at a similar level of difficulty. The entire scenario sto-
ries pretend that the process that was used followed the same rules for content creation and 
discussion with a special education expert and their teacher. The SST used for the interven-
tion phase was different from those used for the baseline and maintenance phases; they were 
counterbalanced to reduce bias.

3.2.1. SST tests

Social Stories™ provides a standard strategy that has been used to teach social interaction 
skills to people with ASD [11, 51]. A Social Stories™ intervention involves creating brief sto-
ries that describe social situations and what others are thinking or feeling and how to behave 
in a specific situation. We created the SSTs using the rules dictated by Baker [49, 50]) for dif-
ferent phases (baseline and maintenance phases). A good scenario not only describes how 

Information

Participants Age FIQ VIQ PIQ Diagnosis

Oliver 7.2 98 104 99 ASD

Peter 7.6 105 96 102 ASD

Jane 8.4 99 101 103 ASD

Mean 7.73 100.67 100.33 101.33

Table 2. Summarized demographic information of the participants.
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people behave, but it also highlights what social cues the person should look for and how to 
respond to others [12]. Those SSTs were created by the school’s ASD therapist and reviewed 
by two other experts with experience in implementing Social Stories™ interventions. Social 
Stories™ provides a catalyst for change and provides children with other perspectives and 
options for thoughts, feelings, and behaviors ([16]). Therefore, we had all our participants 
take the standard SSTs in the different phases according to multiple baselines across par-
ticipants’ design. We arranged 20 SSTs to occur at random in our SSTs to reduce boredom. 
Each question was different, but they were all at the same level of difficulty to reduce the 
test–retest effect.

3.2.2. Test evaluation

The SSTs used for the intervention phase were different from those used for the baseline and 
maintenance phases; they were counterbalanced to reduce bias. One test question was asked 
per short scenario script, and there was no prompting for answers in any session. We provide 
the six basic fundamental greeting behavior answer options that most happen in Taiwan’s 
daily life for them to choose, including the (1) nodded head and tiny smile, (2) handshakes, 
(3) waved hand and said hello, (4) kisses their head or face, (5) hugs, and (6) shrug your shoul-
ders; those behaviors presented in AR animation also add with the dialog and extra detail 
information (e.g., facial expressions, communication, and dialog’s tone tone); yet, in the chan-
nel choice, we use the physical paper card (it also used as the AR marker for camera to detect 
their choice) with text description for them to choose. In each session of the experimental, 20 
SSTs were given in three phases. After the test, we recorded the answer to determine the cor-
rect response rate. For example, if a participant got 10 correct answers in 20 SSTs, their correct 
response rate was 50%. The answers were checked by therapists and researchers who tested 
for normative answers.

3.2.3. Role-play evaluation

All of the participants role-played the greeting behavior after each SST question in each ses-
sion with the therapist and their special education teacher. The therapist evaluated their 
greeting behavior feedback to evaluate their learning performance. The therapist evalu-
ated performance on a 5-point Likert scale (5—Strongly Agree, 4—Agree, 3—Undecided, 
2— Disagree, 1—Strongly Disagree) to evaluate the children’s role-playing performance. 
Performance included (1) gestures, (2) emotional responses, (3) interactive methods, (4) inten-
tion emotion, and (5) conversation. These separate channels were evaluated by the therapist 
and two social behavior experts’ score for expert assessment to ensure that each evaluation of 
role-play is accurate.

3.3. Intervention program

3.3.1. Procedure

In this study, we focus on teaching children with ASD how to appropriately reciprocate when 
they socially interact with others. Therefore, we arrange the different scenarios for them to 
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would be appropriate and desirable for them to learn how to greet familiar people at school 
in order to promote greater socialization and improve their communication skills. The par-
ticipants’ sensory abilities were within the normal range; however, their parents also reported 
that they usually engaged in unusual responses to greetings: hand-wringing, slapping their 
own face, hand tapping, or rubbing, especially when their parents force them to greet others. 
For example, they do not understand why some of their relatives greet them by hugging and 
kissing them. Those behaviors make them feel awkward and confused.

3.2. Instruments
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are based on multiple information sources: parental interviews, teachers’ reports, verbal IQ 
scores (Wechsler Intelligence Scale for Children), and levels of functional language and social 
adaptation levels (based on clinical observations or behavior and adaptation scales). All par-
ticipants had a disability identification card issued by a medical institution in Taiwan and had 
been counseled in special education schools and institutes in Taiwan. The relevant university 
ethics committee approved the study, and parental consent was obtained for the students’ 
participation. We used Social Stories™ ([49, 50]) to create the Social Story trial (SSTs) tests to 
evaluate the AR-RPG training effect: pre- and post-intervention scores were compared using 
Kolmogorov–Smirnov test (KS test) to determine whether a particular intervention method 
improved their social greeting skills. Each scenario was associated with a different event, 
but each was consistent in length and at a similar level of difficulty. The entire scenario sto-
ries pretend that the process that was used followed the same rules for content creation and 
discussion with a special education expert and their teacher. The SST used for the interven-
tion phase was different from those used for the baseline and maintenance phases; they were 
counterbalanced to reduce bias.

3.2.1. SST tests

Social Stories™ provides a standard strategy that has been used to teach social interaction 
skills to people with ASD [11, 51]. A Social Stories™ intervention involves creating brief sto-
ries that describe social situations and what others are thinking or feeling and how to behave 
in a specific situation. We created the SSTs using the rules dictated by Baker [49, 50]) for dif-
ferent phases (baseline and maintenance phases). A good scenario not only describes how 
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Table 2. Summarized demographic information of the participants.
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people behave, but it also highlights what social cues the person should look for and how to 
respond to others [12]. Those SSTs were created by the school’s ASD therapist and reviewed 
by two other experts with experience in implementing Social Stories™ interventions. Social 
Stories™ provides a catalyst for change and provides children with other perspectives and 
options for thoughts, feelings, and behaviors ([16]). Therefore, we had all our participants 
take the standard SSTs in the different phases according to multiple baselines across par-
ticipants’ design. We arranged 20 SSTs to occur at random in our SSTs to reduce boredom. 
Each question was different, but they were all at the same level of difficulty to reduce the 
test–retest effect.

3.2.2. Test evaluation

The SSTs used for the intervention phase were different from those used for the baseline and 
maintenance phases; they were counterbalanced to reduce bias. One test question was asked 
per short scenario script, and there was no prompting for answers in any session. We provide 
the six basic fundamental greeting behavior answer options that most happen in Taiwan’s 
daily life for them to choose, including the (1) nodded head and tiny smile, (2) handshakes, 
(3) waved hand and said hello, (4) kisses their head or face, (5) hugs, and (6) shrug your shoul-
ders; those behaviors presented in AR animation also add with the dialog and extra detail 
information (e.g., facial expressions, communication, and dialog’s tone tone); yet, in the chan-
nel choice, we use the physical paper card (it also used as the AR marker for camera to detect 
their choice) with text description for them to choose. In each session of the experimental, 20 
SSTs were given in three phases. After the test, we recorded the answer to determine the cor-
rect response rate. For example, if a participant got 10 correct answers in 20 SSTs, their correct 
response rate was 50%. The answers were checked by therapists and researchers who tested 
for normative answers.

3.2.3. Role-play evaluation

All of the participants role-played the greeting behavior after each SST question in each ses-
sion with the therapist and their special education teacher. The therapist evaluated their 
greeting behavior feedback to evaluate their learning performance. The therapist evalu-
ated performance on a 5-point Likert scale (5—Strongly Agree, 4—Agree, 3—Undecided, 
2— Disagree, 1—Strongly Disagree) to evaluate the children’s role-playing performance. 
Performance included (1) gestures, (2) emotional responses, (3) interactive methods, (4) inten-
tion emotion, and (5) conversation. These separate channels were evaluated by the therapist 
and two social behavior experts’ score for expert assessment to ensure that each evaluation of 
role-play is accurate.

3.3. Intervention program

3.3.1. Procedure

In this study, we focus on teaching children with ASD how to appropriately reciprocate when 
they socially interact with others. Therefore, we arrange the different scenarios for them to 
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judge and ask them to consider appropriate reciprocate in each scenario, and they need to 
imagine role’s situation and did the appropriate reciprocate judgment (choice one of the six 
greeting behaviors with facial expression and dialog). And, after the judgment, they watch the 
3D animation, and then they need to role-play and mimic the character’s status; our therapist 
will evaluate their learning performance.

3.3.2. Experimental conditions

One certified occupational therapist with more than 7 years of experience working with chil-
dren with ASD conducted all the sessions and taught all the children how to use the AR-RPG 
system. The experiment consisted of three phases: (a) the baseline phase, in which baseline 
information on the children was collected; (b) the intervention phase, in which the AR-RPG 
system was used to obtain the performance data for assessment; and (c) the maintenance 
phase, done 6 weeks after the intervention had been completed, in which the performance of 
the children was assessed. During the intervention phase, the AR-RPG system was used twice 
a week for 1–1.5 months to train all of the children in social greeting skills. The three children 
in our study group had a congenital condition that manifested differently in each; therefore, 
we used a single subject in a multiple baseline across subject design [52] to confirm whether 
the intervention was effective in single participants, despite their being ostensibly members of 
a group of similar participants. This is regarded as a standard and evidence-based method in 
many computer-based treatments used in special education. It is a fundamental experimental 
method for research in the field, and, in actual practice, it does not require control groups 
or many participants. The multiple baseline design is a style of research that involves care-
fully measuring multiple persons, traits, or settings, both before and after a treatment. This 
design is used in medical, psychological, and biological research and is especially relevant for 
ASD studies [53–55]. Because the manifestations of ASD are different in each individual, the 
purposes of the research were to see whether the intervention was effective by documenting 
whether and how each individual had improved.

3.3.2.1. Baseline phase

In the baseline phase, the therapist (a) first explained to the children the meanings of the 
greeting behavior that they would be asked about. (b) The ASD therapist and the children’s 
special education teacher created the series of greeting behavior scenarios into the SSTs, 
which were reviewed by two other experts with experience in implementing Social Stories™ 
interventions. (c) The scenarios were presented on the treatment room’s computer. (d) The 
therapist then asked the children some questions about the scenarios. (e) After the children 
had completed the scenarios, the therapist showed them a picture of six real greeting situa-
tions and asked them to determine the proper response to each. (f) The children chose one of 
the six greeting behavior pictures from the target pictures that they thought best reflected the 
correct response in this scenario. (g) Then the therapist asked them to role-play the scenario 
with appropriate gestures, conversation, intention, and facial expressions of emotion. Correct 
answers prompted the therapist to guide them to the next scenario. Correct and incorrect 
answers were identified and recorded, and the rate of correct answers was determined.
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3.3.2.2. Intervention phase

In the intervention phase, the children were required to use the AR-RPG system to activate 
their understanding of the social reciprocity contexts and judge the questions about greeting 
behavior. (a) In the first session of the intervention phase, the children were instructed by 
the therapist on how to operate the AR-RPG system and how to perceive cues, to ensure that 
they felt comfortable using the AR technology. The instruction time was 40–45 min. (b) The 
children began the experimental sessions by following the therapist’s instructions to use the 
AR-RPG system. (c) In each scenario, the therapist shows the SST questions to ask the children 
with ASD. (d) After the SST questions, the children had to choose the appropriate greeting 
behavior card. (e) When the choice was correct, the AR-RPG system showed the avatar’s 3D 
greeting behavior animation and triggered the “Correct!” sound signal. When the choice was 
incorrect, the system showed the error signal and triggered the “Incorrect!” sound. (f) Then 
the therapist asked them to role-play the scenario with appropriate gestures, conversation, 
intention, and facial expressions of emotion. (g) After the children had completed this part 
of the training, the therapist taught them the correct response and reconstructed their greet-
ing behavior map. In the intervention process, each child was given the same training by the 
same therapist, but each was separately trained for different durations, as required by the 
individual child.

3.3.2.3. Maintenance phase

Between the intervention and maintenance phases, there was a 6-week hiatus to reduce recall 
interference in order to determine, using the baseline phase procedure, but not the AR-RPG 
system intervention materials, whether the children had maintained the skills that they had 
acquired.

3.4. Experimental setting

All sessions were conducted in a quiet 3.5 m × 6 m room of the day treatment center at 
the school. The room contained a table and chairs, an Intel Core i7 laptop computer, a 
web camera, several tangible role-play markers with avatars, and a 37-inch LCD display 
set up in front of the children. The therapist sat on the right of the participant and guided 
the training process; the researcher operated the computer, set up the environment, and 
helped the children use the AR-RPG system (see Figure 2). To begin the intervention test, 
the therapist showed the test sample to the children, taught them how to use the AR-RPG 
system, and ensured that they felt comfortable using the AR technology. The children 
started controlling each step of the test after the first trial task was presented. During the 
test, they used their hands to control the cardboard avatars to make interact with other 
avatars that appeared in the scene. After they had chosen the appropriate greeting, the 
next task trial was presented. The system ran the AR application in the background and 
showed the image on the LCD screen. The children were able to practice pretend play and 
mimic the greetings with their therapist, which allowed them to feel comfortable doing 
this experiment.
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Figure 4. The error rates of the participants during three phases.

4. Results and discussion

Oliver, Peter, and Jane could perform tasks when supervised. Results from the Vineland II 
Adaptive Behavior Scales [56] indicated a moderately medium adaptive level. They all could 
engage in typical conversations about daily activities and things they liked. However, they had 
few friends, and they were reported to interact appropriately only with their parents or rela-
tives. The researcher who examined the procedural reliability of this study was the same certi-
fied occupational therapist who conducted all of the tests. We followed the related experimental 
methods used in other studies [57] to train and test the participants’ ability to identify the correct 
greeting behavior response. Those separate channels were evaluated by occupational therapists 
and special educational experts. We used a checklist in the test procedure to follow standard 
operating procedures for a therapist to ensure consistency in the processes and related controls. 
We also used the same AR role-playing strategy and context design to control the consistency of 
each story event to ensure that there were no unclear or emotionally confusing parts.

4.1. Training effects of AR-RPG system

The purpose of this experiment was to examine the differences in answers and greeting behav-
ior responses between baseline and maintenance. We used a multiple baseline design across 
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single subjects. The baseline phase consisted of four sessions for Oliver, six for Peter, and 
eight for Jane. The intervention phase consisted of eight sessions for each. The maintenance 
phase consisted of eight sessions for Oliver, six for Peter, and four for Jane (see Figure 4).  
All three children started with low scores (error rate range, 66.88–70%) during the baseline 
phase (see Table 3). All three scores rose significantly (p < .05) and dramatically (error rate 
range, 26.88–29.38%) during the intervention phase and remained significantly higher than at 
baseline (error rate range, 18.75–25.63%). The most dramatic error reduce rate was for Jane, 
who started with 66.88% and ended with 18.75% (p < .05).

The three curves in Figure 4 indicate that the correct assessment rates of all the children sig-
nificantly improved (p < .05) (Kolmogorov–Smirnov test) after training and that the children 
retained in the maintenance phase the social expression and social skills that they had learned 
in the intervention phase. In addition, the mean difference in the performance level between 
the baseline and maintenance phases was significant (p < .05).

4.2. Their overall expression performances of role-playing

The training effect was also evaluated by the therapist using a 5-point Likert scale (see Table 4).  
The means of each phase of the score were recorded. All three children started with low scores 
(mean range, 1.5–1.75) during the baseline phase. All three scores rose significantly (p < .05), 
dramatically (mean range, 3.43–3.73) during the intervention phase, and remained signifi-
cantly higher than at baseline (mean range, 3.57–4.18).

After the training, the curves indicate that the overall role-playing score was significantly 
(p < 0.05) higher in the maintenance phase than in the baseline phase.

Data collection and test reliability.

Training effects of AR-RPG system (error rate)

Participants Baseline Intervention Maintenance

Oliver 70.00% 29.38% 25.63%

Peter 68.33% 26.88% 20.00%

Jane 66.88% 27.50% 18.75%

Mean 66.40% 27.92% 21.46%

Table 3. Summarized results for the participants.

Role-playing performance

Participants Baseline Intervention Maintenance

Oliver 1.75 3.73 4.18

Peter 1.53 3.43 3.57

Jane 1.50 3.48 3.70

Mean 1.59 3.55 3.82

Table 4. Summarized results for the participants.
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5. Conclusions

The present study’s findings provide new insights into the innovations and technologies that 
promote social greeting behaviors for children with ASD. Children with ASD who partici-
pated in the study improved significantly. We found that, when closely monitored by an 
experienced therapist, our AR-RPG system was useful for teaching children with ASD how to 
recognize and understand the social greetings of others and how to appropriately respond. 
AR was important for helping the children learn how to properly greet people.

There are a few possible reasons for this. First, AR uses 3D virtual animation to show social 
behavior and real-time interactive scenarios. AR holds unique and promising potential to 
bridge between real-world activities and digital experiences, allowing users to engage their 
imagination and boost their creativity. Traditional VM cannot do this. Second, AR combined 
the cardboard and 3D avatars to help the children understand the scenarios, and the multisen-
sory methods can help integrate the senses, such as focused attention, understanding situa-
tion boundaries, kinesthetic learning experience, and watch change. Third, using the physical 
manipulative avatar increased the children’s learning motivation and comprehension because 
they could directly manipulate and observe the scenario’s interactions. Fourth, AR and the 
related environment setup can help children with ASD quickly understand the situation in 
a specific place that is happening in a living room, classroom, park, or supermarket. This 
process can foster the development of more direct communication by employing techniques 
such as shared role-play situations than only reading a text description or watching a video.

In addition, many studies [58–60] support our perspectives that 3D animation with real spa-
tial information in scenarios helps facilitate children’s mental skills because they can directly 
see the characters’ gestures and imitate them their feeling and action, and it does not require 
the user to image the scenario from 2D flat image [31]. What is most important, however, is 
that AR reduces a learner’s cognitive load and increases their interest in being trained because 
they can directly see the scenario [38, 61, 62]. AR has other advantages. For example, AR 
interfaces can directly provide real-time 3D visual support and promote spatial visualization, 
which is related to cognitive ability [63]. We designed an AR platform that combined real 
avatars that used their real facial expressions. It allows users to manipulate a real tangible 
object to trigger different events in the setting. It is easy to change the scene and add some real 
tangible object such as a table, chair, etc., inside the AR system to enhance the user’s immer-
sion experience and motivation.

5.1. Feedback from participants

We also found clear changes in the social behavior of the three children before and after the 
training. Our therapist reported that, when children with ASD encounter a new situation and 
an unexpected greeting scenario, they first shrink back and look around for help or they focus 
on noncritical clues like clothing decoration patterns and other things that they are inter-
ested in. After they had been taught and trained using the AR-RPG system and 3D anima-
tion, they began to observe gestures and facial expressions. For example, when they used the 
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AR-RPG system, they seemed quite excited that the content was a 3D animation that brought 
the scenario “to life,” and they began, without prompting, to ask the therapist a series of 
questions about the characters’ facial expressions, gestures, and related social greeting activi-
ties. In addition, when students in their class were noisy, the teacher put a hand in front of 
his mouth to ask them to be quiet. Or, when classmates shrug their shoulders, it might have 
meant “I have no idea,” “I can’t help you,” or “I don’t care”; their teacher found those partici-
pants actively trying to observe those people’s behavior differently by noticing target char-
acter’s gesture, dialog’s tone, and background situation to understand their body language. 
Although we cannot say that children with ASD easily learn to understand social situations, 
sometimes they still make wrong judgment. However, we can say that they learned to imitate 
social etiquette that they had been taught.

The children’s parents also said this on their questionnaires and in interview feedback reports. 
They said that when their children met their teacher or other people at school, and when they 
met their neighbors or other adults in the community, they would more frequently respond 
appropriately. Sometimes, they would ask why some people did not wave or say goodbye 
or why some would cry and cover their face with their hand. When unexpected situations 
occurred, the children were unable to respond in real time to response, but they were trying 
to notice the social clues that they had learned. Furthermore, therapist also found that our 
AR-RPG system gives them a chance to not only pretend different role situations but also 
cause their pretend play habit frequency to increase, and the therapist said that their students 
with ASD always want to pretend they are different roles (e.g., pretend they are teacher) and 
sometimes will disturb their peer or other people. For example, they will pretend some situ-
ation that they learn some specific situation from our system and repeat to do this with their 
teacher or classmates (e.g., hugs to their teacher); they feel that different responses from those 
people are fun and ridiculous. However, this behavior might bore others, but, in a positive 
perspective, AR-RPG system takes advantage of children as active learners to social interac-
tion with others.

5.2. Limitation

This study has some limitations. First, because this is a fairly new intervention strategy for 
children with ASD, it was difficult to recruit participants to join the study; moreover, the par-
ticipants had limited time for the tests because many had their routine school’s homework or 
family gatherings to take part in. Thus, it would be advantageous to recruit and enroll larger 
samples and extend the experiment period to provide stronger evidence. Second, it was dif-
ficult to determine whether the social skills of our participants had actually improved because 
it included many complex reciprocal social behaviors (e.g., effective modulation of eye contact, 
sharing affect, nonverbal reciprocity), not easily to separately measure each part of whole social 
behavior. Our positive findings indicate that children with ASD might change their behavior 
when they are aware of being observed; however, this will require a great deal of prospective 
observation and a long-term study. Third, we focused on the improvement of the greeting 
behavior as a whole. Future research might also take into account individual differences, e.g., 
eye contact and facial expressions, and how each individual uses the AR technology.
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5.3. Future work

AR-RPG system made the way we children with ASD interesting and fun for them and, there-
fore, more efficacious than traditional methods. Our intervention system was effective for 
helping the three children with ASD maintain their focus on greeting behavior clues. It trig-
gered the children’s learning incentive, encouraged them to observe nonverbal social signals, 
and improved their social interaction skills. In future studies, experiments involving more 
participants of all ages with ASD and AR technology should be included to spur research in 
this area. In addition, training materials for ASD need to be more complete and more reflec-
tive of real life. Finally, we hope that our findings will encourage new research projects on 
how to reinvent visual media to increase in adolescents and others with ASD the recognition 
of nonverbal social reciprocity cues in social situations.
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5.3. Future work

AR-RPG system made the way we children with ASD interesting and fun for them and, there-
fore, more efficacious than traditional methods. Our intervention system was effective for 
helping the three children with ASD maintain their focus on greeting behavior clues. It trig-
gered the children’s learning incentive, encouraged them to observe nonverbal social signals, 
and improved their social interaction skills. In future studies, experiments involving more 
participants of all ages with ASD and AR technology should be included to spur research in 
this area. In addition, training materials for ASD need to be more complete and more reflec-
tive of real life. Finally, we hope that our findings will encourage new research projects on 
how to reinvent visual media to increase in adolescents and others with ASD the recognition 
of nonverbal social reciprocity cues in social situations.
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