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Preface

This book is a self-contained collection of scholarly papers targeting the audience of practic‐
ing researchers, academics, postgraduate students and other scientists whose work relates to
waveguide researches and waveguide technologies. This book intends to provide the read‐
ers with a comprehensive overview of the current state of the art in waveguide technologies.
It is divided into three sections with a total of 19 chapters. These chapters are written by
several authors: researchers, scientists and experts in specific research fields related to radio‐
frequency (RF)/microwave, photonic and optical engineering. The editor would like to take
this opportunity to thank all the authors for their valuable contributions. In fact, each chap‐
ter provides an introduction on the specific waveguide technologies as well as a detailed
explanation of the methodology on how to solve the raised issues, which include both aca‐
demic and industry aspects.

The first section contains five chapters related to RF and microwave waveguide technolo‐
gies. The second section consists of ten chapters that focus on photonic and optical wave‐
guide technologies. Recently, the rapid development of waveguides has had a significant
impact on the current industrial, electrical/electronic, clinical, and communication fields.
The products of waveguide contributions are high-speed circuits, real-time and wireless
control systems, high-quality information and communication (IC) components, low-attenu‐
ation transmission lines, nanoantennas, micro/nanoelectronic devices, and so on. In addi‐
tion, waveguides are also used as biological and chemical sensory devices.

The third section includes four chapters on waveguide analytical solutions. Analytical anal‐
ysis has played a very important role in the academic microwave engineering and associat‐
ed industries. Engineers in the microwave field will be able to understand the operating
background of waveguide devices through analytical analysis because this is the fundamen‐
tal knowledge of waveguide designs before entering into further applications. Based on the
analytical models, the time spent on waveguide (antennas, communication components,
sensors, etc.) design and measurement setup can be shortened.

Kok Yeow You, Editor
Communication Engineering Department

Faculty of Electrical Engineering
Universiti Teknologi Malaysia

Malaysia
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Abstract

This chapter describes the design and development of broadband slotted waveguide 
array (SWA) antenna. Conventional SWA antenna offers a few percentages of band-
width, which can be enhanced using proposed novel differential feeding technique 
which electrically divides large resonating SWA into wideband subarrays by creating 
virtual shorts. This chapter discusses concepts to achieve broadband nature of SWA 
antennas, design, development, and characterization of edge fed slotted waveguide 
array antenna, coupling slot fed SWA antenna, and high efficiency broadband slotted 
waveguide array. The developed SWA antennas are characterized and their measured 
results are presented. The developed prototype of proposed SWA antenna demonstrates 
measured return loss better than −17 dB over 7.6% bandwidth and achieves 90.2% 
antenna efficiency. This chapter also briefs about planar broadband SWA antenna and 
its prototype development and characterization.

Keywords: slotted waveguide array, broadband antenna, array antenna, high efficiency 
antenna, virtual short, coupling slot

1. Introduction

Slotted waveguide array (SWA) antenna technology has been utilized by many spaceborne 
missions such as Radarsat-1, SIR-X, ERS-1/2, and Sentinel-1, because SWA technology has 
several advantages like high efficiency, good mechanical strength, high power handling 
capacity, and manufacturing ease. However, the main drawback of this technology is narrow 
impedance bandwidth, which limits its applications to support high resolution SAR systems 
for civil and military applications. Moreover, the traveling wave type SWA provides wide 
bandwidth, but its efficiency is very low.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Various bandwidth improvement techniques have been explored and reported in the litera-
ture, which includes reducing waveguide wall thickness, reducing waveguide cross section, 
widening slot width, and modifying slot shapes, e.g., dumbbell shape and elliptical shape 
[1–4]. When SWA is targeted for space applications, the reduction in wall thickness may not 
be suitable as it has to survive severe vibration and thermal loads. When SWA is targeted for 
high power and low attenuation systems, the reduction in waveguide cross section shows 
inferior performance. Moreover, slot widening and slot shaping affect the cross-polarization 
performance. SWA with modified slot shapes also needs high manufacturing accuracy. 
Although these techniques provide bandwidth improvement, other antenna parameters are 
compromised due to the constraints of respective techniques.

Sub-arraying technique is widely used and considered as most effective to broaden the band-
width of conventional SWA. In this technique, SWA is divided into subarrays [3], so that 
better control over variation of normalize impedance (z) or admittance (y) with frequency 
is achieved. Generally, coupling slots are used to feed these subarrays. Being the resonating 
structure, coupling slot restricts the bandwidth performance. Therefore, a novel differential 
feedingave technique has been presented to remove the constraints introduced by coupling 
slots. WR-90 (22.86 mm × 10.16 mm in cross section) waveguide has been selected and the 
design of broadband SWA has been carried out at 9.65 GHz center frequency. Design and 
demonstration of SWA with conventional feeding techniques, i.e., edge feeding and coupling 
slot feeding have also been discussed and compared with proposed broadband SWA design.

In this chapter, Section 2 discusses the conventional bandwidth enhancement approach and 
various feeding mechanisms of subarrays are followed in Section 3. Mathematical proof of 
the presence of virtual short created due to the proposed differential feeding technique has 
been discussed in Section 4. Design and simulation of 10 elements linear SWAs is outlined in 
Section 5. Design of linear array is extended to planar array and it is presented in Section 6. 
The measured results of developed prototypes are provided in Section 7 with brief discussion.

2. Subarray: conventional technique for bandwidth enhancement

Many techniques have been discussed in the literature to enhance the bandwidth of tradi-
tional slotted waveguide array antenna. As it has been discussed in the previous section, the 
use of thin wall waveguides, reduced cross sectional waveguide, wide slots, and modified slot 
shapes are the reported techniques to improve the bandwidth. However, these techniques 
are capable to improve few percent of bandwidth. Hence, they are not suitable to achieve 
expected wideband performance.

Fundamentally, the bandwidth enhancement can be achieved by reducing the reactive effects 
of the input admittance over the frequency band of interest. By proper selection of number 
of slot elements in the edge fed linear SWA antenna for the required bandwidth, nearly zero 
reactive part of input admittance can be obtained for the desired frequency band, which subse-
quently results in wide bandwidth performance. Figure 1(a) shows the case study of variation 
of reactive part of input admittance with frequency for different number of slots in a single 
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branch of WR-90 waveguide. From Figure 1(a), it can be observed that reactive part is very high 
and crosses zero at 9.65 GHz. The frequency at which zero crossing occurs is the resonance fre-
quency of slot. When the number of slots reaches up to 6, the variation of reactive part of input 
admittance tends to zero over the frequency band of interest, which confirms the realizability of 
wideband SWA. When the number of slots is further increased, the reactive part of admittance 
starts to destabilize near zero and eventually provides strong resonant behavior. This phe-
nomenon is also validated by plotting the impedance variation for different number of slots on 
smith chart, as shown in Figure 1(b). It can be observed that varying the number of slots results 
in variation in impedance loop. By adjusting this impedance loop near normalized impedance 
of 1 by proper selection of number of slots, the antenna bandwidth can be improved.

Figure 1. (a) Variation of reactive component of input admittance for different number of longitudinal slots and (b) 
variations of different number of longitudinal slots using smith chart.
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The optimum number of radiating slots is selected by properly adjusting the size of impedance 
loop in smith chart. However, the bandwidth enhancement is not achieved by only size adjust-
ment. Once the size of the impedance loop is adjusted which indicates the optimum number 
of radiating slots are selected, the impedance loop is moved to normalized impedance of 1 by 
using the impedance matching section. The impedance matching section maintains the varia-
tion of reflection coefficient below desired value, resulting in wide bandwidth performance. 
The discussed concept has been verified using circuit simulation in Advanced Design Studio 
(ADS). In this simulation, slotted waveguide array antenna having three longitudinal slots 
has been modeled using three parallel RLC network and inbuilt waveguide transmission line 
component. The circuit equivalent of three elements resonant SWAs is shown in Figure 2(a). 
Here, slots are modeled as parallel R, L and C and they are connected by transmission line 
section having Z0 and β equivalent to WR-90 waveguide at 9.6 GHz. The values of L and C 
have been selected such that LC network resonates at center frequency of 9.6 GHz. The value 
of R has been selected to provide normalized admittance of 1 at the input of the array. The 
circuit schematic in ADS is shown in Figure 2(c). Here, separate extra impedance matching 
section has been added to adjust the location of impedance loop in smith chart. The return loss 
plot and impedance on smith chart with/without impedance matching section are presented 
in Figure 3. It can be observed that, without matching section at the input, the circuit shows 
highly resonating behavior. After adding matching section, the impedance loop has been 
shifter around the normalized impedance of 1, which results in wider impedance bandwidth.

Figure 2. (a) Equivalent circuit representation of three elements resonant SWAs, (b) admittance modeling as parallel 
RLC, and (c) circuit layout of SWA in ADS.
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In the case of slotted waveguide array antenna, the concept of impedance overloading of slots can 
be used as impedance matching technique to shift the impedance loop in smith chart, in place of 
adding extra impedance matching section. To validate the concept, five elements linear slotted 
waveguide array antenna has been designed as shown in Figure 4(a). From Figure 4(b), it can 
be observed that the selection of five radiating slots for the array provides optimum bandwidth. 

Figure 3. Simulation results of circuit layout.
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The optimum number of radiating slots is selected by properly adjusting the size of impedance 
loop in smith chart. However, the bandwidth enhancement is not achieved by only size adjust-
ment. Once the size of the impedance loop is adjusted which indicates the optimum number 
of radiating slots are selected, the impedance loop is moved to normalized impedance of 1 by 
using the impedance matching section. The impedance matching section maintains the varia-
tion of reflection coefficient below desired value, resulting in wide bandwidth performance. 
The discussed concept has been verified using circuit simulation in Advanced Design Studio 
(ADS). In this simulation, slotted waveguide array antenna having three longitudinal slots 
has been modeled using three parallel RLC network and inbuilt waveguide transmission line 
component. The circuit equivalent of three elements resonant SWAs is shown in Figure 2(a). 
Here, slots are modeled as parallel R, L and C and they are connected by transmission line 
section having Z0 and β equivalent to WR-90 waveguide at 9.6 GHz. The values of L and C 
have been selected such that LC network resonates at center frequency of 9.6 GHz. The value 
of R has been selected to provide normalized admittance of 1 at the input of the array. The 
circuit schematic in ADS is shown in Figure 2(c). Here, separate extra impedance matching 
section has been added to adjust the location of impedance loop in smith chart. The return loss 
plot and impedance on smith chart with/without impedance matching section are presented 
in Figure 3. It can be observed that, without matching section at the input, the circuit shows 
highly resonating behavior. After adding matching section, the impedance loop has been 
shifter around the normalized impedance of 1, which results in wider impedance bandwidth.

Figure 2. (a) Equivalent circuit representation of three elements resonant SWAs, (b) admittance modeling as parallel 
RLC, and (c) circuit layout of SWA in ADS.
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Mutual coupling between the elements may be neglected due to considerably small array size. 
Therefore, Stevenson’s formula can be used to compute slot lengths and offsets. Stevenson’s for-
mula provides the slot parameters for designed frequency only. Hence, the design of SWA with 
the computed slot parameters shows highly resonating nature, as shown in Figure 4(b). It can 
be observed that the achieved return loss bandwidth is 2%. As it has been discussed earlier, the 
bandwidth of slotted waveguide array antenna can be improved using impedance overload-
ing. To implement impedance over loading, slot length and offsets are tuned so that resultant 
admittance value slightly deviates from normalized value 1. For small SWA, this process can 
be carried out manually. Table 1 lists slot admittance and their physical parameters for imped-
ance overloading and non-overloading cases. Figure 4(b) shows the return loss performance of 
slotted waveguide array antenna incorporated with impedance overloading concept. It can be 
observed that the achieved return loss bandwidth is 15%, which is noteworthy improvement. 
Moreover, more detail about impedance overloading is explained in [4].

Furthermore, the linear array of five slots does not provide required gain, beamwidth, and 
desired gain ripples, if the pattern is shaped. Therefore, most effective approach to achieve 
overall performance of slotted waveguide array antenna is subarray approach. This technique 
exploits the advantages provided by dividing the large narrowband array into small wide-
band array (“Subarray”). The concept of subarray and its related theoretical studies have been 
published in the literature. But, the physical process of bandwidth broadening using subarray 
is not explained in detail.

3. Feeding mechanisms for subarray

The feeding mechanism of subarrays of the slotted waveguide array antenna plays a crucial 
role in limiting its bandwidth performance. Conventionally, the power to each subarray 
branch is delivered using feeding waveguide connected with subarrays by means of cou-
pling slots. Figure 5 shows the geometry of the 10-element slotted waveguide array antenna 
excited using coupling slots. Being the resonating element, coupling slots have their own 
resonant behavior and hence, the variation of reactive part of input admittance with fre-
quency. Overall antenna resulting input admittance behavior is governed by the combined 
effect of radiating slots and coupling slots. Therefore, inherent wide bandwidth behavior of 
radiation slots, achieved using sub-array technique is degraded. Furthermore, coupling slots 
are used in feeding section of SWA which has to handle larger power than radiation branch 
of waveguide. Multipaction margin is also affected as narrow gap structures (i.e., coupling 

Without admittance overloading With admittance overloading

Slot admittance 0.1945 − j*0.016 0.2291 − j*0.016

Slot length 15.37 15.40

Slot offset 3.28 3.60

Table 1. Slot parameters.
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slots) which are added in the path of high power signal. These factors are the major causes 
to limit the use of coupling slot feeding technique for large wideband SWAs. The design and 
simulation of 10 elements linear SWAs excited with coupling slot has been carried out and 
discussed in subsequent sections.

Figure 5. Geometry of 10 elements slotted waveguide array antenna fed coupling slots.

Figure 6. (a) Geometry of 10 elements slotted waveguide array antenna excited using differential feeding technique and 
(b) presence of virtual short.
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Bandwidth and power handling performance of SWA can be preserved by eliminating 
resonating components from waveguide feed network design. This chapter describes the 
differential feeding technique which does not add any resonating structure in waveguide 
feeder network and maintains the effective bandwidth of subarray. Figure 6(a) shows the 
geometry of the proposed technique. Here, the edges of SWA are fed with 180° out of phase 
signal, which creates virtual short in the center of SWA. Presence of virtual short bifurcates 
the linear array and hence, effectively preserves the bandwidth achieved by subarraying. The 
presence of virtual short can be substantiated by observing current distribution on differen-
tially excited waveguide, as shown in Figure 6(b). The mathematical proof to validate the 
theory of virtual short is also detailed in Section 4. Moreover, two edges can be fed using 
E-plane T-junction which has inherent characteristics to provide 180° out of phase signals, 
irrespective of frequency of operation [5]. Therefore, the compensation of 180° phase over 
broadband of frequency can be achieved. Furthermore, the feeding network does not contain 
any resonating structures like coupling slots, to limit power handling capacity. The design 
and simulation results of 10 elements linear slotted waveguide array antenna incorporating 
the differential feeding technique is discussed in Section 5.

4. Theory of virtual short

Circuit theory has been applied to establish the virtual short theory in SWA. A branch in a cir-
cuit can be considered as short when the potential difference between two nodes of a branch 
is zero and the current flow is high in that branch. The presence of virtual short can be proved 
using similar concept in waveguide. In waveguide, E-field and H-field are used to derive the 
short circuit condition. The cross section of waveguide along length direction is shown in 
Figure 7. Here, operating frequency of 9.65 GHz has been selected. As WR-90 waveguide hav-
ing cross sectional dimension of (Wa = 22.86 mm) × (Wb = 10.16 mm) is used, only TE10 mode is 
supported at these frequency. As it can be seen in Figure 7, Z = 0 end is excited with 1 < 0° and 
Z = Zl is excited with 1 < 180°. Therefore, Ey component of the signals is canceled and Hx com-
ponents of it are added at the center of waveguide, which satisfy the short circuit condition. 
Here, there is no conductor at the center of waveguide. However, the short circuit condition is 
fulfilled, which substantiate the presence of virtual short at the center of waveguide.

Figure 7. Cross section of WR-90 waveguide along length direction.
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Hence,
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This fulfills the condition of short circuit node.

5. Design and simulation of linear slotted waveguide array antenna

Elliot’s design technique has been applied to design SWA [6–8]. Elliot’s design technique 
synthesizes slot lengths and offsets and incorporate mutual coupling between slots. This 
technique uses admittance variation of isolated shunt slot as a function of slot lengths and 
resonant length and the offset from center. Ansys HFSS 2014 has been used to compute the 
admittance variation and the real and imaginary part of admittance is plotted in Figure 8(b) 
and (c). These plots are fed as input to Elliot’s design technique and slot lengths and offsets 
are synthesized such that normalized input admittance (y) obtains value ‘1’ at center fre-
quency 9.65 GHz. Ten-element conventional edge fed SWA using synthesized slot lengths and 
offsets has been designed and shown in Figure 9.

3D simulation of conventional edge fed SWA has been carried out and the results are pre-
sented in Section 7. Simulation shows 2.8% 17-dB impedance bandwidth which does not 
cater to current need of bandwidth for communication and remote sensing applications. As it 
has been discussed in previous sections, 10 elements array can be split into two five element 
arrays, which will considerably increase the return loss bandwidth. Here, five element arrays 
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are combined in parallel. Therefore, slot lengths and offsets are to be adjusted so that normal-
ized input impedance of each subarray becomes value ‘2’. Consequently, parallel combina-
tion of five element array results normalized admittance of 1 at input.

Subarrays can be excited by proper waveguide plumbing incorporated with coupling slots 
and waveguide tees. Such feeding network effectively governs the impedance bandwidth of 
SWA. In Section 3, the conventional coupling slot-based excitation technique and proposed 
differential feeding technique have been broadly detailed. To compare these techniques, 
10-elements linear SWAs have been designed and optimized to achieve maximum bandwidth 

Figure 8. (a) Dimensional details of isolated shunt slot, variations of (b) real part of slot admittance, and (c) imaginary 
part of slot admittance functions of slot length and slot offset.

Figure 9. Geometry of conventional SWA with 15 mm slot length and 3.5 mm slot offset.
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Figure 10. Comparison of total antenna efficiency between edge fed, coupling slot fed, and differential fed SWA.

for both type of feeding techniques. The simulated and their measured performances are com-
pared and discussed in Section 7. When SWA is excited with coupling slots, 4.6% 17-dB RL 
bandwidth has been achieved, which is considerably less as compared to the expected band-
width from subarray technique. The reduction in bandwidth can be ascribed to the addition 
of admittance variation of resonating coupling slots to the admittance variation of subarrays.

The chapter discusses the differential feeding technique which does not require resonating 
elements and hence, maintains the impedance bandwidth of subarray. After proper design 
and optimization of 10-elements linear SWAs with proposed feeding technique, 7.5% 17-dB 
RL bandwidth has been achieved, which is significantly large as compared to the RL band-
width achieved when subarrays are fed using coupling slots. However, the achieved return 
loss bandwidth is not same as the RL bandwidth provided by a single subarray because of 
frequency sensitive nature of waveguide bends and E plane T junction.

Antenna efficiency is one of the important factors and it is the function of the reflection coef-
ficient while considering other parameters constant. Therefore, if the variation of reflection 
coefficient with frequency is maintained below certain desired level (here, it is −17 dB), the 
antenna efficiency remains the same over the band of interest. Total antenna efficiency variation 

Figure 11. Comparison of realized antenna gain between edge fed, coupling slot fed, and differential fed SWA.

Emerging Waveguide Technology14

with frequency for various designed SWAs is shown in Figure 10. As it can be observed from 
Figure 10, ~90% efficiency is achieved over the band of interest for the proposed broadband 
SWA. Furthermore, SWA fed using coupling slots shows lowest efficiency, which can be attrib-
uted to high insertion loss added by coupling slots. Figure 11 shows the plot of variation of 
realized gain with frequency for the presented SWAs. As it can be observed, the behaviors 
of realized gain and antenna efficiency with frequency are same. Moreover, gain flatness of 
proposer SWA has significant improvement as compared to conventional edge fed SWA and 
coupling slot fed SWA.

6. Design and simulation of planar slotted waveguide array antenna

In SWA, resonant slots are cut on the broadwall of the waveguide. Therefore, when any radiat-
ing structure working on the same band of interest is placed near these resonant slots, strong 
coupling between the resonant slots on waveguide and radiating structure occurs and reduces 
the impedance bandwidth of the SWA. This effect has been examined for the proposed broad-
band SWA by designing 2 × 10 planar broadband SWA using proposed differential feeding 
technique. Figure 12 shows the design model of planar SWA. Here, two linear broadband 
SWAs are placed in proximity and combined using 1:2 waveguide feeder network employed 
with E- and H-plane tees. As it has been discussed, coupling between two linear SWAs should 
degrade the impedance bandwidth of planar SWA. However, proper optimization of feeder 
network can cancel the coupled energy, subsequently preserving the bandwidth of planar 
broadband SWA. About 7.8% 17-dB return loss bandwidth has been achieved in simulation. 
Section 7 shows the plots of simulated RL and far field patterns.

7. Prototype fabrication and measurement

The presented antenna designs are fabricated and characterized for experimental validation 
of proposed technique. The realized prototypes of conventional SWA, SWA excited with 
coupling slots, and SWA with differential feeding technique are shown in Figure 13. Agilent 
E8363B microwave network analyzer with SOLT WR-09 calibration kit has been used to 
measure the return loss performance of these prototypes. Figure 14 shows the comparison 

Figure 12. Geometry of 2 × 10 planar broadband SWA antenna with differential feeding mechanism.
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Figure 11. Comparison of realized antenna gain between edge fed, coupling slot fed, and differential fed SWA.
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with frequency for various designed SWAs is shown in Figure 10. As it can be observed from 
Figure 10, ~90% efficiency is achieved over the band of interest for the proposed broadband 
SWA. Furthermore, SWA fed using coupling slots shows lowest efficiency, which can be attrib-
uted to high insertion loss added by coupling slots. Figure 11 shows the plot of variation of 
realized gain with frequency for the presented SWAs. As it can be observed, the behaviors 
of realized gain and antenna efficiency with frequency are same. Moreover, gain flatness of 
proposer SWA has significant improvement as compared to conventional edge fed SWA and 
coupling slot fed SWA.

6. Design and simulation of planar slotted waveguide array antenna
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ing structure working on the same band of interest is placed near these resonant slots, strong 
coupling between the resonant slots on waveguide and radiating structure occurs and reduces 
the impedance bandwidth of the SWA. This effect has been examined for the proposed broad-
band SWA by designing 2 × 10 planar broadband SWA using proposed differential feeding 
technique. Figure 12 shows the design model of planar SWA. Here, two linear broadband 
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broadband SWA. About 7.8% 17-dB return loss bandwidth has been achieved in simulation. 
Section 7 shows the plots of simulated RL and far field patterns.

7. Prototype fabrication and measurement

The presented antenna designs are fabricated and characterized for experimental validation 
of proposed technique. The realized prototypes of conventional SWA, SWA excited with 
coupling slots, and SWA with differential feeding technique are shown in Figure 13. Agilent 
E8363B microwave network analyzer with SOLT WR-09 calibration kit has been used to 
measure the return loss performance of these prototypes. Figure 14 shows the comparison 

Figure 12. Geometry of 2 × 10 planar broadband SWA antenna with differential feeding mechanism.

Broadband Slotted Waveguide Array Antenna
http://dx.doi.org/10.5772/intechopen.78308

15



between measured and simulated return loss performance and Table 3 lists the simulated 
and measured percentage bandwidth of each prototype. From Figure 14, it can be said that 
the simulated and measured results are in close agreement. Moreover, Table 2 also compares 
the size of the fabricated SWA structure. The fabricated structures include the baseplates and 
interface plates which are not actual part of the antenna. They are connected with structure to 
perform S-parameter and far field characterization.

To validate the theory of virtual short in SWA, analysis has been carried out by placing physi-
cal short in the location of virtual short and its return loss performance is shown in Figure 15. 
No deviation from return loss performance of SWA with virtual short can be observed.

Figure 13. Fabricated structures (a) conventional slotted waveguide array, (b) slotted waveguide array antenna using 
coupling slots, and (c) SWA using differential feeding mechanism.

Figure 14. Simulated and measured return loss performance of (a) conventional slotted waveguide array, (b) slotted 
waveguide array antenna using coupling slots, and (c) SWA using differential feeding mechanism.
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The radiation pattern and gain measurement of each fabricated prototype has also been car-
ried out at in-house anechoic chamber. Figure 16 shows proposed SWA antenna mounted on 
device under test (DUT) unit at anechoic chamber for far field measurement. Measured radia-
tion patterns at 9.65 GHz for each prototype are shown in Figure 17. To obtain the gain of the 
array under test, the received power level difference between array under test and a standard 
gain horn has been measured and the results are presented in Table 3 with their simulated 
performance. Good correlation between simulated and measurement of far-field parameters 
is obtained. Moreover, Figure 18 shows the variation of measured gain with frequency of 

Figure 15. Simulated return loss performance of SWA with physical short and virtual short.

Figure 16. SWA using differential feeding mechanism mounted on DUT of anechoic chamber.

Length (mm) Height (mm) Width (mm)

Conventional slotted waveguide array 36 14 50

Slotted waveguide array antenna using coupling slots 36 14 9.5

SWA using differential feeding mechanism 35 17 50

Table 2. Dimensions of fabricated SWA structures.
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SWA with differential feeding mechanism. 0.88 dB gain variation over 800 MHz frequency 
range has been achieved.

Moreover, another most important mechanical aspects are antenna mass and its fabrica-
tion. Although the proposed SWA has high mass as compared to conventional SWAs, it can 
be reduced by the optimization of waveguide feeder network while incorporating mass as 
important factor in cost function and by using CFR- (Carbon Fiber Reinforced Plastic) based 
waveguides. In addition, the proposed SWA is complex to fabricate as compared to conven-
tional SWAs. But, the recent evolution in mechanical fabrication processes has expanded the 
scope of fabricating complex waveguide structure within desired mass.

Figure 17. Simulated and measured radiation pattern of (a) conventional slotted waveguide array, (b) slotted waveguide 
array antenna using coupling slots, and (c) SWA using differential feeding mechanism.

9.65 GHz Simulated BW 
(%)

Measured BW 
(%)

Simulated gain 
(dB)

Measured gain 
(dB)

Edge fed SWA 2.8 2.7 16.60 16.35

SWA fed by coupling slot 4.6 4.8 16.61 16.21

SWA fed by differential feeding 
mechanism

7.5 7.6 16.62 16.32

Table 3. Measured bandwidth.
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A prototype of 2 × 10 planar SWA antenna has also been realized and characterized to verify 
the simulation data. The developed prototype model is shown in Figure 19 and its measured 
RL performance and far field pattern with their simulation data is plotted in Figures 20 and 21. 

Figure 18. Variation of measured gain with frequency for SWA with differential feeding mechanism.

Figure 19. Fabricated structures of 2 × 10 planar SWA using differential feeding mechanism.

Figure 20. Simulated and measured return loss performance of 2 × 10 planar SWA using differential feeding mechanism.
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A prototype of 2 × 10 planar SWA antenna has also been realized and characterized to verify 
the simulation data. The developed prototype model is shown in Figure 19 and its measured 
RL performance and far field pattern with their simulation data is plotted in Figures 20 and 21. 
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Figure 19. Fabricated structures of 2 × 10 planar SWA using differential feeding mechanism.

Figure 20. Simulated and measured return loss performance of 2 × 10 planar SWA using differential feeding mechanism.
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From Figure 20, it can be concluded that the planar array preserves the RL bandwidth of single 
linear array and the measured and simulated performances are in close match.

8. Conclusion

In this chapter, high efficiency broadband 10-element linear SWA integrated with differential 
feeding technique has been discussed in detail and also compared with conventional SWAs. 
The differential feeding technique has been proposed to eliminate the drawbacks of conven-
tional SWAs excited with edge feeding and/or coupling slots. Mathematical justification of 
virtual short transpired due to differential feeding has also been presented and validated.

Ten-element linear SWAs employed with edge feeding, coupling slot feeding, and differential 
feeding have designed and simulated. The simulated results are also compared to validate 
the proposed advantages of differential feeding. About 7.5% return loss bandwidth has been 
achieved using differential feeding. Moreover, antenna efficiency and gain flatness perfor-
mances are superior in the case of differential feeding. Presented designs of SWA are fabri-
cated and characterized. In addition, 2 × 10 planar broadband SWA has also been designed, 
developed, and characterized. About 7.8% return loss bandwidth has been achieved in simu-
lation. The measured performance of planar broadband SWA is also compared with simu-
lated performance and good agreement has been achieved between them.

Furthermore, the proposed differential feeding techniques have shown many advantages 
like broad bandwidth, high power handling capacity, and the requirement of low fabrication 
tolerances. Therefore, this technique is the best suitable for SWA designs at millimeter wave 
and sub-millimeter wave.
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Abstract

The original results of theoretical and experimental studies and the properties of micro-
wave one-dimensional waveguide photonic crystals have been generalized. Methods
for describing the electrodynamic characteristics of photonic crystals and their relation-
ship with the parameters of periodic structures filling the waveguides have been
presented. The results of an investigation on the characteristics of microwave wave-
guide photonic crystals made in the form of dielectric matrices with air inclusions have
been presented. The model of effective dielectric permittivity has been proposed for
describing the characteristics of the investigated photonic crystals containing layers
with a large number of air inclusions. New types of microwave low-dimensional wave-
guide photonic crystals containing periodically alternating elements that are sources of
higher type waves have been described. The possibility of effective control of the ampli-
tude-frequency characteristics of microwave photonic crystals by means of electric and
magnetic fields has been analyzed. Examples of new applications of waveguide pho-
tonic crystals in the microwave range have been given: the measuring parameters of the
materials and semiconductor nanostructures that play the role of the microwave pho-
tonic crystals' periodicity defect; the resonators of near-field microwave microscopes;
small-sized matched loads for centimeter and millimeter wavelength ranges on the basis
of microwave photonic crystals.

Keywords: microwave photonic crystals, forbidden bands, defect mode, electrically
controlled characteristics, measurement of micro- and nanostructures, microwave
matched loads, low-dimensional photonic crystal

1. Introduction

The idea of the possibility of a continuous spectrum of electron energies decay into a set of
alternating allowed and forbidden bands in the direction of electron motion and wave
propagation in the presence of spatial periodicity of the deformation field was for the first
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time proposed by Keldysh [1]. Periodic semiconductor structures with predetermined
parameters of layers were called semiconductor superlattices. The wide interest to the prob-
lem of their creation appeared after the article was published in 1970 by Esaki and Tsu, who
proposed to make such structures by changing the doping or composition of the layers [2].
The periods in such structures had values from 5 to 20 nm. The number of layers reached
several hundred.

The author [3] gave the definition of photonic crystals as materials whose crystal lattice has a
periodicity of the permittivity leading to the appearance of the “forbidden” frequencies range,
called the photonic band gap. Yablonovich [4] and John [5] proposed to create structures with
a photonic band gap, which can be considered as an optical analog of the band gap in semi-
conductors. In this case, the forbidden band is the frequency range in which the existence of
light in the inner part of the crystal is forbidden. The type of defect or disturbance of period-
icity in this instance can be different. Such structures have to be created artificially in contrast
to natural crystals. In this case, the size of the basic unit element of a photonic crystal should be
comparable with the light wavelength. The manufacturing of such structures involves the use
of electron-beam and X-ray lithography [6].

As the advantage of such photonic crystals, the author [3] notes the possibility of an exact
description of their properties that coincide with the experiment, in contrast to superlattices.

Structures with spatial periodicity of elements were also used in the microwave range to
reduce the phase velocity of the wave in comparison with the speed of light in special wave-
guides, called delay-line structures [7]. The authors of [7] called them “a kind of artificial
crystals, the cells of which have large sizes.”

Delay-line structures are used in various types of vacuum microwave electronics devices. The
specificity of the delay-line systems is the choice of their basic elements from metals and the
need to take into account in the design the possibility of passing the electron beam interacting
with the field. Examples of periodic structures used in delay-line systems are “meander,”
“counterpins,” systems with alternating diaphragms, and so on.

In the microwave range, the photonic crystal can be realized both on waveguides with
dielectric filling [8, 9] and on flat transmission lines with periodically changing stripe struc-
ture [10]. There are examples of the creation of photonic crystals in the optical, infrared,
ultraviolet, microwave ranges. Creating a photonic crystal for the microwave range is the
simplest. It should be noted that in the theoretical description of the properties of such
structures, unlike, for example, from superlattices, it is not necessary to take into account
the properties of transition layers, quantum size effects, the specificity of technological
processes. This opens the possibility to more accurately examine the properties of photonic
crystals associated with periodicity and, in particular, to use the results of a theoretical
description to measure the parameters of their layers as a result of solving the corresponding
inverse problem.

Materials with the properties of photonic crystals are also known in nature. They include,
for example, noble opal [11], spicules of natural biomineral crystals, the basal spicules of
glass sea sponges [12]. The time-varying forbidden band for the frequency region in the
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vicinity of 6 GHz was observed in a solution with a chemical self-oscillating Briggs-
Rauscher reaction characterized by the presence of periodically located regions with differ-
ent permittivities [13].

2. One-dimensional microwave photonic crystals based on rectangular
waveguides

2.1. Microwave photonic crystals: structures with forbidden bands

The results of theoretical analysis on the characteristics of one-dimensional microwave pho-
tonic crystals made on the basis of a rectangular waveguide and their experimental investiga-
tion are given, for example, in [14]. The one dimensionality of the crystal means that the
dielectric structure that fills the waveguide has a periodicity of dielectric permittivity in one
direction (along the wave propagation direction, along the Z axis). The authors of [14] studied
structures in the form of alternating layers with high dielectric permittivity h and low l (hl-
pairs) and layers of the h1lh2 type (h1 and h2 are dielectrics with different permittivities). In the
theoretical description, the scattering matrix method was used. The arrangement of the dielec-
tric layers in the waveguide can be characterized by the following relationships:

ε x; y; zþ dð Þ ¼ ε x; y; zð Þ, 0 ≤ x ≤ a, 0 ≤ y ≤ b, z < ∞, (1)

ε x; y; zþ dð Þ ¼ ε1 ¼ ε0εr1 for � w ≤ z ≤ 0
ε2 ¼ ε0εr2 for 0 ≤ z ≤ v

:

�
(2)

Here εr1 and εr2 are the relative permittivities of the two materials and ε0 is the dielectric
constant of the vacuum, d ¼ vþ w.

When continuity conditions are used on surfaces z ¼ 0, z ¼ v and z ¼ �w for tangential field
components, the equation for finding the wave number γ is obtained:

γ ¼ 1
vþ w

arccos LTEz
10

� �
, (3)

where

LTEz
10
¼ cos β1w

� �
cos β2v

� �� β21þβ22
2β1β2

sin β1w
� �

sin β2v
� �

, β21,2 ¼ ω2μ0ε1,2 þ k2, k2 ¼ π=að Þ2.

The authors of [14] proposed to obtain reflection and transmission coefficients using the
generalized scattering matrix, which is a result of the application of continuity conditions on
media boundaries. The results of measurements and calculation of the transmission coefficient
(S21), characterized by the presence of a forbidden band for microwave photonic crystals
consisting of 10 and 20 separate two-layer elements, are presented in [14]. The authors of [14]
refer some of the differences between experiment and theory [14] to the imperfection of the
waveguide walls.
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guides, called delay-line structures [7]. The authors of [7] called them “a kind of artificial
crystals, the cells of which have large sizes.”

Delay-line structures are used in various types of vacuum microwave electronics devices. The
specificity of the delay-line systems is the choice of their basic elements from metals and the
need to take into account in the design the possibility of passing the electron beam interacting
with the field. Examples of periodic structures used in delay-line systems are “meander,”
“counterpins,” systems with alternating diaphragms, and so on.

In the microwave range, the photonic crystal can be realized both on waveguides with
dielectric filling [8, 9] and on flat transmission lines with periodically changing stripe struc-
ture [10]. There are examples of the creation of photonic crystals in the optical, infrared,
ultraviolet, microwave ranges. Creating a photonic crystal for the microwave range is the
simplest. It should be noted that in the theoretical description of the properties of such
structures, unlike, for example, from superlattices, it is not necessary to take into account
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Materials with the properties of photonic crystals are also known in nature. They include,
for example, noble opal [11], spicules of natural biomineral crystals, the basal spicules of
glass sea sponges [12]. The time-varying forbidden band for the frequency region in the
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vicinity of 6 GHz was observed in a solution with a chemical self-oscillating Briggs-
Rauscher reaction characterized by the presence of periodically located regions with differ-
ent permittivities [13].

2. One-dimensional microwave photonic crystals based on rectangular
waveguides

2.1. Microwave photonic crystals: structures with forbidden bands

The results of theoretical analysis on the characteristics of one-dimensional microwave pho-
tonic crystals made on the basis of a rectangular waveguide and their experimental investiga-
tion are given, for example, in [14]. The one dimensionality of the crystal means that the
dielectric structure that fills the waveguide has a periodicity of dielectric permittivity in one
direction (along the wave propagation direction, along the Z axis). The authors of [14] studied
structures in the form of alternating layers with high dielectric permittivity h and low l (hl-
pairs) and layers of the h1lh2 type (h1 and h2 are dielectrics with different permittivities). In the
theoretical description, the scattering matrix method was used. The arrangement of the dielec-
tric layers in the waveguide can be characterized by the following relationships:

ε x; y; zþ dð Þ ¼ ε x; y; zð Þ, 0 ≤ x ≤ a, 0 ≤ y ≤ b, z < ∞, (1)

ε x; y; zþ dð Þ ¼ ε1 ¼ ε0εr1 for � w ≤ z ≤ 0
ε2 ¼ ε0εr2 for 0 ≤ z ≤ v

:

�
(2)

Here εr1 and εr2 are the relative permittivities of the two materials and ε0 is the dielectric
constant of the vacuum, d ¼ vþ w.

When continuity conditions are used on surfaces z ¼ 0, z ¼ v and z ¼ �w for tangential field
components, the equation for finding the wave number γ is obtained:

γ ¼ 1
vþ w

arccos LTEz
10

� �
, (3)

where

LTEz
10
¼ cos β1w

� �
cos β2v

� �� β21þβ22
2β1β2

sin β1w
� �

sin β2v
� �

, β21,2 ¼ ω2μ0ε1,2 þ k2, k2 ¼ π=að Þ2.

The authors of [14] proposed to obtain reflection and transmission coefficients using the
generalized scattering matrix, which is a result of the application of continuity conditions on
media boundaries. The results of measurements and calculation of the transmission coefficient
(S21), characterized by the presence of a forbidden band for microwave photonic crystals
consisting of 10 and 20 separate two-layer elements, are presented in [14]. The authors of [14]
refer some of the differences between experiment and theory [14] to the imperfection of the
waveguide walls.
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To calculate the reflection S11 and the transmission S21, coefficients of the electromagnetic wave
at its normal incidence on an N layer structure, a matrix of wave transfer between regions with
different values of wave propagation constants, can be used, similar to [15–17]:

T zj, jþ1
� � ¼

γjþ1 þ γj

2γjþ1
e γjþ1�γjð Þzj, jþ1

γjþ1 � γj

2γjþ1
e γjþ1þγjð Þzj, jþ1

γjþ1 � γj

2γjþ1
e� γjþ1þγjð Þzj, jþ1

γjþ1 þ γj

2γjþ1
e� γjþ1�γjð Þzj, jþ1

0
BBB@

1
CCCA, (4)

which connects the coefficients Aj, Bj and Ajþ1, Bjþ1, which determine the amplitudes of the
incident and reflected waves on both sides of the boundary zj, jþ1, by the relation:

Ajþ1

Bjþ1

� �
¼ T zj, jþ1

� � � Aj

Bj

� �
: (5)

The coefficients ANþ1 and B0, which determine the amplitudes of the wave transmitted
through the multilayer structure (Figure 1) and the wave reflected from it, are connected
to the coefficient A0, determining the amplitude of the incident wave, by the following
relation:

ANþ1

0

� �
¼ TN � A0

B0

� �
, (6)

where

TN ¼ TN 1; 1½ � TN 1; 2½ �
TN 2; 1½ � TN 2; 2½ �

� �
¼
Y0

j¼N

Tj, jþ1ð Þ ¼ T zN,Nþ1ð Þ � T zN�1,Nð Þ…T z1,2ð Þ � T z0,1ð Þ (7)

a transmission matrix of an N layer structure.

The reflection S11 ¼ B0
А0

and transmission S21 ¼ ANþ1
А0

coefficients of an electromagnetic wave

interacting with a layered structure are determined by the following relationships:

S11 ¼ �TN 2; 1½ �
TN 2; 2½ � , S21 ¼

TN 1; 1½ � � TN 2; 2½ � � TN 1; 2½ � � TN 2; 1½ �
TN 2; 2½ � : (8)

When calculating S11 and S21, we used the matrixes of wave transfer between regions with
different values of wave propagation constants γj and γjþ1.

The following expressions are used to calculate the reflection |S11|
2 | and transmission |S12|

2

coefficients of the electromagnetic wave expressed in terms of power (in dB unit):

S11j j2 ¼ 10 log S11j j2, S21j j2 ¼ 10 log S21j j2 (9)
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The results of the theoretical and experimental investigation of the resonant features that
appear in the allowed and forbidden bands of microwave photonic crystal in the case of
creating periodicity disturbance are given in [18]. As a waveguide photonic crystal, a wave-
guide section with a structure that is periodically alternating layers of two types of dielectrics
with different values of thickness and permittivity was used. The dimensions and materials of
the layers were chosen in such a way that in the frequency range 8–12 GHz, two allowed and
one forbidden band were observed for the propagation of electromagnetic waves. The param-
eters of the first and the last layers of the photonic crystal were the same. The results of
calculating the power transmission coefficient |S12|

2 of an electromagnetic wave using the
abovementioned relationships for the 11-layer photonic crystal without disturbances in the
case of H10 wave propagation are shown in Figure 2 (curve 1).

From the results of the calculation presented in Figure 3, it follows that an increase of layers in
number causes the decrease of the width of the first band gap completely located within the
3 cm wavelength range and the increase in the width of both the left and right allowed bands
in this wavelength range. With a number of layers larger than 27, these changes are less than
10 MHz. This behavior of the characteristics of an electromagnetic propagation through a
photonic crystal is due to the following circumstance. The allowed band has a “dissected”
frequency response and consists of a set of resonances, the number of which is determined by
the number of identical elements that form the photonic crystal. Therefore, the increase of the
number of photon crystal layers causes the increase of the number of resonances determining
the width of the allowed band and, consequently, its width increases. At the same time, the

Figure 2. The results of calculating the square of the modulus of the transmission coefficient of an electromagnetic wave
through the 11-layer structure without disturbance (curve 1) and with the disturbed central layer (curve 2).

Figure 1. Structure consisting of N layers.
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To calculate the reflection S11 and the transmission S21, coefficients of the electromagnetic wave
at its normal incidence on an N layer structure, a matrix of wave transfer between regions with
different values of wave propagation constants, can be used, similar to [15–17]:
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The coefficients ANþ1 and B0, which determine the amplitudes of the wave transmitted
through the multilayer structure (Figure 1) and the wave reflected from it, are connected
to the coefficient A0, determining the amplitude of the incident wave, by the following
relation:
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a transmission matrix of an N layer structure.

The reflection S11 ¼ B0
А0

and transmission S21 ¼ ANþ1
А0

coefficients of an electromagnetic wave

interacting with a layered structure are determined by the following relationships:

S11 ¼ �TN 2; 1½ �
TN 2; 2½ � , S21 ¼

TN 1; 1½ � � TN 2; 2½ � � TN 1; 2½ � � TN 2; 1½ �
TN 2; 2½ � : (8)

When calculating S11 and S21, we used the matrixes of wave transfer between regions with
different values of wave propagation constants γj and γjþ1.

The following expressions are used to calculate the reflection |S11|
2 | and transmission |S12|

2

coefficients of the electromagnetic wave expressed in terms of power (in dB unit):

S11j j2 ¼ 10 log S11j j2, S21j j2 ¼ 10 log S21j j2 (9)
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The results of the theoretical and experimental investigation of the resonant features that
appear in the allowed and forbidden bands of microwave photonic crystal in the case of
creating periodicity disturbance are given in [18]. As a waveguide photonic crystal, a wave-
guide section with a structure that is periodically alternating layers of two types of dielectrics
with different values of thickness and permittivity was used. The dimensions and materials of
the layers were chosen in such a way that in the frequency range 8–12 GHz, two allowed and
one forbidden band were observed for the propagation of electromagnetic waves. The param-
eters of the first and the last layers of the photonic crystal were the same. The results of
calculating the power transmission coefficient |S12|

2 of an electromagnetic wave using the
abovementioned relationships for the 11-layer photonic crystal without disturbances in the
case of H10 wave propagation are shown in Figure 2 (curve 1).

From the results of the calculation presented in Figure 3, it follows that an increase of layers in
number causes the decrease of the width of the first band gap completely located within the
3 cm wavelength range and the increase in the width of both the left and right allowed bands
in this wavelength range. With a number of layers larger than 27, these changes are less than
10 MHz. This behavior of the characteristics of an electromagnetic propagation through a
photonic crystal is due to the following circumstance. The allowed band has a “dissected”
frequency response and consists of a set of resonances, the number of which is determined by
the number of identical elements that form the photonic crystal. Therefore, the increase of the
number of photon crystal layers causes the increase of the number of resonances determining
the width of the allowed band and, consequently, its width increases. At the same time, the

Figure 2. The results of calculating the square of the modulus of the transmission coefficient of an electromagnetic wave
through the 11-layer structure without disturbance (curve 1) and with the disturbed central layer (curve 2).

Figure 1. Structure consisting of N layers.
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width of the forbidden band decreases. The Q-value of the resonances that form the allowed
band, the so-called “allowed levels,” as follows from the results of calculations and experi-
ments, is maximum near the lower and upper boundaries of the allowed band.

Figure 2 (curve 2) shows the calculations results of the frequency dependences of the square of
the modulus of the electromagnetic wave transmission coefficient S21 in the presence of a
disturbance in the photonic crystal in the form of, for example, a central layer of smaller
thickness d6. In this case, a resonance feature with a transmission coefficient close to unit
appears in the band gap. This feature is an impurity mode resonance whose location can be
controlled by varying the dielectric layer thickness. The disturbance in a photonic crystal, as
shown in [5], also leads to a change in the number of resonances formed in the allowed band
and their positions on the frequency axis. When disturbance in the form of a central layer of a
smaller thickness is created in a photonic crystal, the number of resonances in the allowed
band decreases by one in comparison with the photonic crystal without disturbance, and the
width of the forbidden band containing the impurity mode resonance increases substantially
(Figure 2, curve 2). This effect is especially evident for a small number of photonic crystal
periods. It should be noted that the width of the forbidden band containing an impurity mode
resonance with a number of layers tending to infinity turns out to be approximately equal to
the width of the forbidden band of a photonic crystal without disturbances.

The one-dimensional waveguide photonic crystals consisting of 7 and 11 layers completely filling
a cross-section of rectangular waveguide of a 3-cm wavelength were used in the experiments.
The odd layers were made of Al2O3 ceramics (εr ¼ 9:6), and the even ones were made of Teflon
(εr ¼ 2:1). The length of odd segments is 1 mm and the length of even segments is 44 mm. The
disturbance was created by changing the length of the central layer, which led to the appearance
of an impurity mode resonance in the forbidden band of a photonic crystal. The length of the
central disturbed (Teflon) layer was chosen equal to 14 mm. The frequency dependences of the
reflection and transmission coefficients of microwave radiation interacting with a photonic

Figure 3. Dependences of the width of the forbidden and left allowed bands on the number of layers of a photonic crystal
without disturbance: □, ●—theoretical and experimental values of the width of the left-allowed band, ◊, ▲—theoretical
and experimental values of the band gap width.
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crystal were measured with the Agilent PNA-L Network Analyzer N5230A. A comparison of the
results of calculation and experiment shows their good quantitative coincidence.

In [19], the results of an investigation on the characteristics of a waveguide microwave photonic
crystal made in the form of dielectric matrices with air inclusions are presented. Ceramics (Al2O3)
with a large number of air inclusions and polystyrene were used as materials of dielectric layers. A
waveguide photonic crystal consisting of 11 layers was studied in the frequency range 8–12 GHz
(Figure 4a). Odd layers were made of Al2O3 ceramics (εr ¼ 9:6), even layers were made of
polystyrene (εr ¼ 1:05). Thickness of odd lengths was dAl2O3 ¼ 1:0mm, even dfoam ¼ 13:0 mm.
The layers completely filled the cross-section of the waveguide. In ceramic layers, a large number
of air inclusions were created in the form of square-through holes, which form a periodic structure
in the plane of the layer (Figure 4b).

On the basis of numerical modeling using the finite element method in the CAD ANSYS HFSS,
the influence of the volume fraction of air inclusions on the amplitude-frequency characteris-
tics of the transmission coefficient of a photonic crystal was studied. The volume fraction of air
inclusions was controlled by changing the size of the holes ahole in the ceramics plates with a
fixed amount of 36 in each of the plates. The simulation was carried out for three sizes of holes,
equal to 0.75, 1.2 and 1.65 mm, which corresponds to a volume fraction of air inclusions equal
to 8.5, 23 and 43%, respectively. The disturbance of the periodicity of the photonic structure
was created by changing the thickness of the central (sixth) polystyrene layer. The thickness of
the sixth modified (disturbed) polystyrene layer was 2.25, 2.75, 3.49 and 6.0 mm.

As follows from the results of numerical calculation of the amplitude-frequency characteristics
of the transmission coefficient of a photonic crystal by the finite-element method in the absence
of the periodicity disturbance in the photonic structure, the increase in the volume fraction of
air inclusions in the ceramic layers leads to the shift of the forbidden band of the photonic
crystal toward shorter wavelengths and to the decrease of its depth. The results of the calcula-
tion of the photonic crystal amplitude-frequency characteristics by the finite element method
in the presence of the disturbance of the photonic structure periodicity in the form of a central
polystyrene layer of different thickness are shown in Figure 5 (solid curves).

The presence of the disturbance of the photonic structure periodicity in the form of the change
of the thickness of the central (sixth) polystyrene layer led to the appearance of a transmission

Figure 4. Model of the photonic crystal: 1—layers of ceramics with square through holes, 2—polystyrene layers, 3—
disturbance in the form of a polystyrene layer with changed thickness (a). The ceramics layer with square through holes (b).
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width of the forbidden band decreases. The Q-value of the resonances that form the allowed
band, the so-called “allowed levels,” as follows from the results of calculations and experi-
ments, is maximum near the lower and upper boundaries of the allowed band.

Figure 2 (curve 2) shows the calculations results of the frequency dependences of the square of
the modulus of the electromagnetic wave transmission coefficient S21 in the presence of a
disturbance in the photonic crystal in the form of, for example, a central layer of smaller
thickness d6. In this case, a resonance feature with a transmission coefficient close to unit
appears in the band gap. This feature is an impurity mode resonance whose location can be
controlled by varying the dielectric layer thickness. The disturbance in a photonic crystal, as
shown in [5], also leads to a change in the number of resonances formed in the allowed band
and their positions on the frequency axis. When disturbance in the form of a central layer of a
smaller thickness is created in a photonic crystal, the number of resonances in the allowed
band decreases by one in comparison with the photonic crystal without disturbance, and the
width of the forbidden band containing the impurity mode resonance increases substantially
(Figure 2, curve 2). This effect is especially evident for a small number of photonic crystal
periods. It should be noted that the width of the forbidden band containing an impurity mode
resonance with a number of layers tending to infinity turns out to be approximately equal to
the width of the forbidden band of a photonic crystal without disturbances.

The one-dimensional waveguide photonic crystals consisting of 7 and 11 layers completely filling
a cross-section of rectangular waveguide of a 3-cm wavelength were used in the experiments.
The odd layers were made of Al2O3 ceramics (εr ¼ 9:6), and the even ones were made of Teflon
(εr ¼ 2:1). The length of odd segments is 1 mm and the length of even segments is 44 mm. The
disturbance was created by changing the length of the central layer, which led to the appearance
of an impurity mode resonance in the forbidden band of a photonic crystal. The length of the
central disturbed (Teflon) layer was chosen equal to 14 mm. The frequency dependences of the
reflection and transmission coefficients of microwave radiation interacting with a photonic

Figure 3. Dependences of the width of the forbidden and left allowed bands on the number of layers of a photonic crystal
without disturbance: □, ●—theoretical and experimental values of the width of the left-allowed band, ◊, ▲—theoretical
and experimental values of the band gap width.
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crystal were measured with the Agilent PNA-L Network Analyzer N5230A. A comparison of the
results of calculation and experiment shows their good quantitative coincidence.

In [19], the results of an investigation on the characteristics of a waveguide microwave photonic
crystal made in the form of dielectric matrices with air inclusions are presented. Ceramics (Al2O3)
with a large number of air inclusions and polystyrene were used as materials of dielectric layers. A
waveguide photonic crystal consisting of 11 layers was studied in the frequency range 8–12 GHz
(Figure 4a). Odd layers were made of Al2O3 ceramics (εr ¼ 9:6), even layers were made of
polystyrene (εr ¼ 1:05). Thickness of odd lengths was dAl2O3 ¼ 1:0mm, even dfoam ¼ 13:0 mm.
The layers completely filled the cross-section of the waveguide. In ceramic layers, a large number
of air inclusions were created in the form of square-through holes, which form a periodic structure
in the plane of the layer (Figure 4b).

On the basis of numerical modeling using the finite element method in the CAD ANSYS HFSS,
the influence of the volume fraction of air inclusions on the amplitude-frequency characteris-
tics of the transmission coefficient of a photonic crystal was studied. The volume fraction of air
inclusions was controlled by changing the size of the holes ahole in the ceramics plates with a
fixed amount of 36 in each of the plates. The simulation was carried out for three sizes of holes,
equal to 0.75, 1.2 and 1.65 mm, which corresponds to a volume fraction of air inclusions equal
to 8.5, 23 and 43%, respectively. The disturbance of the periodicity of the photonic structure
was created by changing the thickness of the central (sixth) polystyrene layer. The thickness of
the sixth modified (disturbed) polystyrene layer was 2.25, 2.75, 3.49 and 6.0 mm.

As follows from the results of numerical calculation of the amplitude-frequency characteristics
of the transmission coefficient of a photonic crystal by the finite-element method in the absence
of the periodicity disturbance in the photonic structure, the increase in the volume fraction of
air inclusions in the ceramic layers leads to the shift of the forbidden band of the photonic
crystal toward shorter wavelengths and to the decrease of its depth. The results of the calcula-
tion of the photonic crystal amplitude-frequency characteristics by the finite element method
in the presence of the disturbance of the photonic structure periodicity in the form of a central
polystyrene layer of different thickness are shown in Figure 5 (solid curves).

The presence of the disturbance of the photonic structure periodicity in the form of the change
of the thickness of the central (sixth) polystyrene layer led to the appearance of a transmission

Figure 4. Model of the photonic crystal: 1—layers of ceramics with square through holes, 2—polystyrene layers, 3—
disturbance in the form of a polystyrene layer with changed thickness (a). The ceramics layer with square through holes (b).
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peak in the forbidden band of the photonic crystal, the position of which is determined by the
size of this disturbance.

Measurement of the amplitude-frequency characteristic of the transmittance of the investi-
gated photonic crystal in the 3 cm wavelength range was carried out using the Agilent PNA-
L Network Analyzer N5230A. The results of experimental studies of the amplitude-frequency
characteristics of the transmittance of a photonic crystal without disturbance and for different
thicknesses of the disturbed polystyrene layer d6foam are shown in Figure 5 (discrete curves).
Comparison of the calculation and the experiment results indicates their good agreement.

The layers of investigated photonic crystals containing a large number of air inclusions can be
considered as composite materials, which are dielectric matrices based on ceramics with fillers
in the form of air inclusions. It is known that the dielectric properties of composite materials
can be characterized by the value of the effective permittivity εef determined by the dielectric
permittivities of the matrix ε1 and filler ε2 and their volume fractions. The results of the
investigation on the possibility of describing the amplitude-frequency characteristics of the
transmission coefficient of the investigated photonic crystal, using the model of the “effective”
medium [20–22], are given in [19]. The photonic crystal consists of alternating homogeneous
layers with effective dielectric permittivity and polystyrene. Its amplitude-frequency charac-
teristic was calculated using a wave transfer matrix between regions with different values of
the propagation constant of the electromagnetic wave, determined by the effective permittivity
of the ceramic layers with air inclusions and the dielectric permittivity of the polystyrene.

To determine the effective permittivity εef, it is necessary to solve the inverse problem [16].
According to the frequency dependences of the transmittance of a photonic crystal consisting
of periodically alternating polystyrene and ceramic layers with air inclusions, the inverse
problem was solved using the least squares method.

Figure 6 shows the frequency dependences of the power transmission coefficient of the pho-
tonic crystal with a different fraction of air inclusion in ceramic layers with the disturbed sixth
polystyrene layer of thickness d6foam ¼ 6:0 mm (circles) calculated using the finite element method
in the CAD ANSYS HFSS and the frequency dependences of the transmission coefficients of a

Figure 5. Calculated (continuous curves) and experimental (discrete curves) amplitude-frequency characteristics of the
transmittance of a photonic crystal for various volume fractions of air inclusions with disturbed sixth polystyrene layer of
6.0 mm. The volume fraction of inclusions: 1–0, 2–8.5, 3–23.0 and 4–43.0%.
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photonic crystal (curves) calculated at the values of the effective permittivity εef found from the
inverse problem solution.

The dependence of the effective permittivity of the layers on the volume fraction of air inclu-
sions, calculated from the solution of the inverse problem, coincides with the dependence
described by Maxwell-Garnett ratio [20] with the error of 7.47%, the Bruggeman ratio [21] with
the error of 4.50% and the Lichteneker ratio [22] with the error of 24.02%.

A distinctive feature of microwave photonic crystals is the ability to provide various functions
necessary for the operation of microwave circuits [23–26] with a relatively small number of
elements that make up a photonic crystal. A small number of elements forming microwave
photonic crystals is associated with the need for compactness of the devices created on their
basis. It is of scientific and practical interest to create multielement microwave photonic
crystals characterized by small dimensions. To solve this kind of problem, it is possible to use
as a photonic crystal the structure that excites higher type waves whose wavelengths are
substantially shorter than the wavelength in the waveguide of the main type, as suggested by
the authors in [27]. Therefore, the dimensions of devices at higher type waves become signif-
icantly smaller than similar devices on the main type of the wave. In this regard, they can be
called low dimensional. The results of studies of waveguide photonic crystals in the form of
alternating dielectric layers (even elements) of a photonic crystal and thin metal plates (odd
elements) partially overlapping the waveguide cross-section are presented in [27]. Between the
plates and the wide walls of the waveguide, there were gaps. Each of the plates created gap of
the same width along the entire length of the plate. The gaps between the odd metal plates and
the waveguide were created at one of the wide walls of the waveguide and the gaps between
the even metal plates and the waveguide at the opposite wide wall of the waveguide. In this
case, the gap is a source of higher type waves, forming in its vicinity the so-called near field.
The structure of the investigated low-dimensional waveguide microwave photonic crystal is
shown in Figure 7. The following materials were used as the dielectric material: polystyrene
(εr ¼ 1:02) and teflon (εr ¼ 2:1). The dielectric layers completely filled the cross section
(23 � 10 mm) of the waveguide. The metal plates 50 μm thick were made of aluminum. The
width of the gap S did not exceed one-tenth of the size of the waveguide narrow wall.

Figure 6. Amplitude-frequency characteristics of the transmission coefficients of a photonic crystal calculated using the
values of the effective permittivity εef, found from the inverse problem solution, of ceramics layers with different fraction
of air inclusions with the disturbed sixth layer of 6.0 mm, εef , rel. units: 1–9.6 (x1 ¼ 0%), 2–8.44 (x1 ¼ 8:5%), 3–6.78
(x1 ¼ 23:0%), 4–4.82 (x1 ¼ 43:0%).
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peak in the forbidden band of the photonic crystal, the position of which is determined by the
size of this disturbance.

Measurement of the amplitude-frequency characteristic of the transmittance of the investi-
gated photonic crystal in the 3 cm wavelength range was carried out using the Agilent PNA-
L Network Analyzer N5230A. The results of experimental studies of the amplitude-frequency
characteristics of the transmittance of a photonic crystal without disturbance and for different
thicknesses of the disturbed polystyrene layer d6foam are shown in Figure 5 (discrete curves).
Comparison of the calculation and the experiment results indicates their good agreement.

The layers of investigated photonic crystals containing a large number of air inclusions can be
considered as composite materials, which are dielectric matrices based on ceramics with fillers
in the form of air inclusions. It is known that the dielectric properties of composite materials
can be characterized by the value of the effective permittivity εef determined by the dielectric
permittivities of the matrix ε1 and filler ε2 and their volume fractions. The results of the
investigation on the possibility of describing the amplitude-frequency characteristics of the
transmission coefficient of the investigated photonic crystal, using the model of the “effective”
medium [20–22], are given in [19]. The photonic crystal consists of alternating homogeneous
layers with effective dielectric permittivity and polystyrene. Its amplitude-frequency charac-
teristic was calculated using a wave transfer matrix between regions with different values of
the propagation constant of the electromagnetic wave, determined by the effective permittivity
of the ceramic layers with air inclusions and the dielectric permittivity of the polystyrene.

To determine the effective permittivity εef, it is necessary to solve the inverse problem [16].
According to the frequency dependences of the transmittance of a photonic crystal consisting
of periodically alternating polystyrene and ceramic layers with air inclusions, the inverse
problem was solved using the least squares method.

Figure 6 shows the frequency dependences of the power transmission coefficient of the pho-
tonic crystal with a different fraction of air inclusion in ceramic layers with the disturbed sixth
polystyrene layer of thickness d6foam ¼ 6:0 mm (circles) calculated using the finite element method
in the CAD ANSYS HFSS and the frequency dependences of the transmission coefficients of a

Figure 5. Calculated (continuous curves) and experimental (discrete curves) amplitude-frequency characteristics of the
transmittance of a photonic crystal for various volume fractions of air inclusions with disturbed sixth polystyrene layer of
6.0 mm. The volume fraction of inclusions: 1–0, 2–8.5, 3–23.0 and 4–43.0%.
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photonic crystal (curves) calculated at the values of the effective permittivity εef found from the
inverse problem solution.

The dependence of the effective permittivity of the layers on the volume fraction of air inclu-
sions, calculated from the solution of the inverse problem, coincides with the dependence
described by Maxwell-Garnett ratio [20] with the error of 7.47%, the Bruggeman ratio [21] with
the error of 4.50% and the Lichteneker ratio [22] with the error of 24.02%.

A distinctive feature of microwave photonic crystals is the ability to provide various functions
necessary for the operation of microwave circuits [23–26] with a relatively small number of
elements that make up a photonic crystal. A small number of elements forming microwave
photonic crystals is associated with the need for compactness of the devices created on their
basis. It is of scientific and practical interest to create multielement microwave photonic
crystals characterized by small dimensions. To solve this kind of problem, it is possible to use
as a photonic crystal the structure that excites higher type waves whose wavelengths are
substantially shorter than the wavelength in the waveguide of the main type, as suggested by
the authors in [27]. Therefore, the dimensions of devices at higher type waves become signif-
icantly smaller than similar devices on the main type of the wave. In this regard, they can be
called low dimensional. The results of studies of waveguide photonic crystals in the form of
alternating dielectric layers (even elements) of a photonic crystal and thin metal plates (odd
elements) partially overlapping the waveguide cross-section are presented in [27]. Between the
plates and the wide walls of the waveguide, there were gaps. Each of the plates created gap of
the same width along the entire length of the plate. The gaps between the odd metal plates and
the waveguide were created at one of the wide walls of the waveguide and the gaps between
the even metal plates and the waveguide at the opposite wide wall of the waveguide. In this
case, the gap is a source of higher type waves, forming in its vicinity the so-called near field.
The structure of the investigated low-dimensional waveguide microwave photonic crystal is
shown in Figure 7. The following materials were used as the dielectric material: polystyrene
(εr ¼ 1:02) and teflon (εr ¼ 2:1). The dielectric layers completely filled the cross section
(23 � 10 mm) of the waveguide. The metal plates 50 μm thick were made of aluminum. The
width of the gap S did not exceed one-tenth of the size of the waveguide narrow wall.

Figure 6. Amplitude-frequency characteristics of the transmission coefficients of a photonic crystal calculated using the
values of the effective permittivity εef, found from the inverse problem solution, of ceramics layers with different fraction
of air inclusions with the disturbed sixth layer of 6.0 mm, εef , rel. units: 1–9.6 (x1 ¼ 0%), 2–8.44 (x1 ¼ 8:5%), 3–6.78
(x1 ¼ 23:0%), 4–4.82 (x1 ¼ 43:0%).
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Based on numerical simulation, using the finite element method in the CAD ANSYS HFSS, the
influence of the thickness of dielectric layers, the gap width and the number of layers of the
photonic crystal structure on the amplitude-frequency characteristics of the transmission and
reflection coefficients of a photonic crystal was investigated.

The finite-element method was used to calculate the amplitude-frequency characteristic of the
transmission S12 and the reflection S11 coefficients of a nine-layer photonic crystal consisting of
five consistently alternating metal plates with gaps and four dielectric layers for different
thicknesses of the dielectric layers h. It follows from the calculation results that the amplitude-
frequency characteristic of the transmittance S12 of the structure under study has a “band”
character. The amplitude-frequency characteristic of such a photonic crystal consists of specific
alternating “allowed” and “forbidden” bands. The frequency position of the resonance peaks
of the coefficient S11 corresponds to the position of the peaks of the coefficient S12. The decrease
in the thickness h of the dielectric layers of the structure, as well as the increase in the width of
the gap S, led to a shift in the amplitude-frequency characteristic of the photonic crystal toward
shorter wavelengths and the increase in the width of the “allowed” band. At the same time, the
width and depth of the “forbidden” band decreased. It was found that with the number of
metal plates in the photonic crystal structure equal to m, the number of resonances on its
amplitude-frequency characteristic is m�1.

Comparison of the results of calculations and experimental studies of a photonic crystal created
in accordance with the model described above indicates their good qualitative agreement.

The use of metal plates with gaps in the structure of a photonic crystal has made it possible to
substantially reduce its longitudinal dimension to 12.25 mm, which is approximately five
times smaller than the longitudinal dimension of a photonic crystal created on elements made
of alternating layers of dielectrics with different permittivity.

The disturbance of periodicity in a low-dimensional microwave photonic crystal, as well as in
the ordinary one, should lead to the appearance of a defect (impurity) mode resonance. The
theoretical definition of the conditions for its appearance and their experimental realization

Figure 7. Model of a photonic crystal: 1—rectangular waveguide segment, 2—dielectric layers, 3—thin metal plates, S—gap
width, h—dielectric layer thickness.
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was described in [28]. A violation of the periodicity of a photonic crystal can be a different size of
the central dielectric layer or a modified size of the capacitive gap of the diaphragm adjacent to
the disturbed layer. In [28], the results of studies of the low-dimensional photonic crystals
described above (the inset to Figure 8) are presented. The diaphragms of 50 μm thick were made
of aluminum. The thickness of each dielectric layer in the photonic crystal without “distur-
bances” was 3 mm. Thus, the total longitudinal dimension of the crystal without breaking the
periodicity was ~15 mm. Figure 8 shows the experimental and calculated using the ANSYS
HFSS CAD the transmission coefficient S21 of an eleven-layer photonic crystal without distur-
bance (curves 3, 4) and with disturbance (curves 1, 2) as a central dielectric (teflon, εr ¼ 2:1) layer
with thickness reduced to 1 mm, with a fixed value of the gap S = 1 mm.

The measurements were carried out using the Agilent PNA-L Network Analyzer N5230A.
Comparison of the calculations and measurements results indicates their qualitative agree-
ment. The existing difference may be due to ignoring the attenuation in the waveguide walls,
which is essential for higher types of waves.

As follows from the results shown in Figure 8, the introduction of the disturbance in the form
of a changed size of the central dielectric layer led to the appearance of a defect mode
resonance and a significant change in the width and depth of the “forbidden” band. At the
same time, the position of the defect mode on the frequency scale essentially depends not only
on the thickness of the “disturbed” dielectric layer but also on the value of the capacitive gap of
the diaphragms.

Periodic structures based on resonators as retarding systems for vacuum microwave devices
and microwave filters have been described as early as in the 1960s [28, 29]. They were intended

Figure 8. Calculated (dashed and doted curves) and experimental (solid curves) amplitude-frequency characteristics of
transmittance S12 of 11-layer low-dimensional photonic crystal: curves 1, 2—with “disturbed” sixth central teflon layer of
1 mm; curves 3 and 4—without the periodicity disturbance. On the inset: a photonic crystal model: 5—rectangular
waveguide segment, 6—dielectric layers, 7—capacitive diaphragms.
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Based on numerical simulation, using the finite element method in the CAD ANSYS HFSS, the
influence of the thickness of dielectric layers, the gap width and the number of layers of the
photonic crystal structure on the amplitude-frequency characteristics of the transmission and
reflection coefficients of a photonic crystal was investigated.

The finite-element method was used to calculate the amplitude-frequency characteristic of the
transmission S12 and the reflection S11 coefficients of a nine-layer photonic crystal consisting of
five consistently alternating metal plates with gaps and four dielectric layers for different
thicknesses of the dielectric layers h. It follows from the calculation results that the amplitude-
frequency characteristic of the transmittance S12 of the structure under study has a “band”
character. The amplitude-frequency characteristic of such a photonic crystal consists of specific
alternating “allowed” and “forbidden” bands. The frequency position of the resonance peaks
of the coefficient S11 corresponds to the position of the peaks of the coefficient S12. The decrease
in the thickness h of the dielectric layers of the structure, as well as the increase in the width of
the gap S, led to a shift in the amplitude-frequency characteristic of the photonic crystal toward
shorter wavelengths and the increase in the width of the “allowed” band. At the same time, the
width and depth of the “forbidden” band decreased. It was found that with the number of
metal plates in the photonic crystal structure equal to m, the number of resonances on its
amplitude-frequency characteristic is m�1.

Comparison of the results of calculations and experimental studies of a photonic crystal created
in accordance with the model described above indicates their good qualitative agreement.

The use of metal plates with gaps in the structure of a photonic crystal has made it possible to
substantially reduce its longitudinal dimension to 12.25 mm, which is approximately five
times smaller than the longitudinal dimension of a photonic crystal created on elements made
of alternating layers of dielectrics with different permittivity.

The disturbance of periodicity in a low-dimensional microwave photonic crystal, as well as in
the ordinary one, should lead to the appearance of a defect (impurity) mode resonance. The
theoretical definition of the conditions for its appearance and their experimental realization
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width, h—dielectric layer thickness.
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was described in [28]. A violation of the periodicity of a photonic crystal can be a different size of
the central dielectric layer or a modified size of the capacitive gap of the diaphragm adjacent to
the disturbed layer. In [28], the results of studies of the low-dimensional photonic crystals
described above (the inset to Figure 8) are presented. The diaphragms of 50 μm thick were made
of aluminum. The thickness of each dielectric layer in the photonic crystal without “distur-
bances” was 3 mm. Thus, the total longitudinal dimension of the crystal without breaking the
periodicity was ~15 mm. Figure 8 shows the experimental and calculated using the ANSYS
HFSS CAD the transmission coefficient S21 of an eleven-layer photonic crystal without distur-
bance (curves 3, 4) and with disturbance (curves 1, 2) as a central dielectric (teflon, εr ¼ 2:1) layer
with thickness reduced to 1 mm, with a fixed value of the gap S = 1 mm.

The measurements were carried out using the Agilent PNA-L Network Analyzer N5230A.
Comparison of the calculations and measurements results indicates their qualitative agree-
ment. The existing difference may be due to ignoring the attenuation in the waveguide walls,
which is essential for higher types of waves.

As follows from the results shown in Figure 8, the introduction of the disturbance in the form
of a changed size of the central dielectric layer led to the appearance of a defect mode
resonance and a significant change in the width and depth of the “forbidden” band. At the
same time, the position of the defect mode on the frequency scale essentially depends not only
on the thickness of the “disturbed” dielectric layer but also on the value of the capacitive gap of
the diaphragms.

Periodic structures based on resonators as retarding systems for vacuum microwave devices
and microwave filters have been described as early as in the 1960s [28, 29]. They were intended

Figure 8. Calculated (dashed and doted curves) and experimental (solid curves) amplitude-frequency characteristics of
transmittance S12 of 11-layer low-dimensional photonic crystal: curves 1, 2—with “disturbed” sixth central teflon layer of
1 mm; curves 3 and 4—without the periodicity disturbance. On the inset: a photonic crystal model: 5—rectangular
waveguide segment, 6—dielectric layers, 7—capacitive diaphragms.
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to be used as delay-line structures in these devices, providing the optimal interaction of the
electron beam with the electromagnetic wave. The investigated structure consists of periodi-
cally located metal resonant diaphragms at a distance l from each other, deposited to a
dielectric substrate (Figure 9) [30].

On the basis of numerical simulation using the finite element method in the CAD ANSYS
HFSS, the influence of substrates with different dielectric permittivity on the microwave
reflection and transmission coefficients of the structure was investigated. The amplitude-
frequency characteristics of a photonic crystal made up of metal diaphragms deposited on a
dielectric substrate with a through aperture for different widths of the aperture and the
amplitude-frequency characteristics of a photonic crystal made up of diaphragms on dielectric
substrates with apertures filled with a material with the permittivity ε2 were analyzed. The
increase in the width of the aperture, for a fixed permittivity of the substrate, causes the
increase in the width and depth of the band gap. Moreover, the low-frequency edge of the
band remains stationary around 9 GHz, and the extension occurs due to the shift from the
high-frequency edge of the forbidden band to the high-frequency region. The same tendency is
observed when the permittivity of insulator within the aperture increases.

The photonic crystal based on diaphragms without dielectric substrates consisted of 6 alumi-
num diaphragms of 10 μm fixed between two layers of 2 mm polystyrene placed in a rectan-
gular waveguide. The width and height of the apertures of the diaphragms of the photonic
crystal were chosen equal to 14 and 1 mm, respectively. This provided the appearance on the
frequency dependences of the transmission and reflection coefficients (the dashed curves in
Figure 10a and b, respectively) in the frequency range 8–12 GHz of one allowed and one
forbidden bands. The same figures show the results of measurements of the amplitude-
frequency characteristics of a photonic crystal with a disturbance of periodicity (solid curves)
in the form of a modified distance L between the central diaphragms.

Figure 9. The scheme of the microwave photonic crystal, where l is the distance between the diaphragms.
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A comparison of the experimental dependences presented in Figure 10 with the results of the
calculation of the amplitude-frequency characteristics of the photonic crystal based on dia-
phragms without dielectric substrates in the case of the disturbance presence and the distur-
bance absence with parameters corresponding to the experimental sample described above
indicates good qualitative and quantitative agreement.

2.2. Control of the characteristics of microwave photonic crystals

The ability to control the amplitude-frequency characteristics of microwave photonic crystals
opens the prospect of expanding their field of application. This possibility was considered, in
particular, in [31]. The authors of [31] took the design of the microwave photonic crystal used
in [32] as a filter. Polystyrene, ceramics Al2O3 (thickness of 1 mm) and polycrystalline yttrium-
iron garnet (YIG) (thickness of 1 mm) were used as the material forming the photonic crystal
layer. The control of the amplitude-frequency characteristics of the investigated structures by
magnetic field is provided by the increase in the real part of the ferrite magnetic susceptibility
under increasing magnetic field. This leads to the increase in the microwave field concentration
in the ferrite and to the increase in the phase shift of the wave as it passes through the ferrite
plate and, as a consequence, to the shift of the amplitude-frequency characteristic.

In [33], the possibility of creating the waveguide photonic crystal with a tunable frequency
position of a transparency window associated with the periodicity disturbance in the photonic
crystal and with attenuation in this window controlled by p-i-n diodes was shown. The 11-
layer microwave photonic crystal designed for operation in a 3-cm wavelength range was
created, consisting of 11 alternating layers of ceramics Al2O3 (εr ¼ 9:6, thickness of 1 mm) and
polystyrene (εr ¼ 1:1, thickness of 1 mm). The disturbance of periodicity was provided by
using polystyrene plate as the sixth layer. To provide control of the transmittance in the
transparency band the p-i-n-diode array was used, which was placed into the waveguide in
conjunction with the photonic crystal (Figure 11).

Figure 10. Experimental amplitude-frequency characteristics of the transmission coefficient (a) and reflection (b) of a
photonic crystal based on diaphragms without dielectric substrates in the case of the disturbance absence (curve 1) and
the disturbance presence (curve 2). Distance between diaphragms l ¼ 27 mm, length of slots a1 ¼ 14 mm, size of distur-
bance in the central layer L ¼ 20 mm.
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to be used as delay-line structures in these devices, providing the optimal interaction of the
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dielectric substrate (Figure 9) [30].
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forbidden bands. The same figures show the results of measurements of the amplitude-
frequency characteristics of a photonic crystal with a disturbance of periodicity (solid curves)
in the form of a modified distance L between the central diaphragms.

Figure 9. The scheme of the microwave photonic crystal, where l is the distance between the diaphragms.
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A comparison of the experimental dependences presented in Figure 10 with the results of the
calculation of the amplitude-frequency characteristics of the photonic crystal based on dia-
phragms without dielectric substrates in the case of the disturbance presence and the distur-
bance absence with parameters corresponding to the experimental sample described above
indicates good qualitative and quantitative agreement.

2.2. Control of the characteristics of microwave photonic crystals

The ability to control the amplitude-frequency characteristics of microwave photonic crystals
opens the prospect of expanding their field of application. This possibility was considered, in
particular, in [31]. The authors of [31] took the design of the microwave photonic crystal used
in [32] as a filter. Polystyrene, ceramics Al2O3 (thickness of 1 mm) and polycrystalline yttrium-
iron garnet (YIG) (thickness of 1 mm) were used as the material forming the photonic crystal
layer. The control of the amplitude-frequency characteristics of the investigated structures by
magnetic field is provided by the increase in the real part of the ferrite magnetic susceptibility
under increasing magnetic field. This leads to the increase in the microwave field concentration
in the ferrite and to the increase in the phase shift of the wave as it passes through the ferrite
plate and, as a consequence, to the shift of the amplitude-frequency characteristic.

In [33], the possibility of creating the waveguide photonic crystal with a tunable frequency
position of a transparency window associated with the periodicity disturbance in the photonic
crystal and with attenuation in this window controlled by p-i-n diodes was shown. The 11-
layer microwave photonic crystal designed for operation in a 3-cm wavelength range was
created, consisting of 11 alternating layers of ceramics Al2O3 (εr ¼ 9:6, thickness of 1 mm) and
polystyrene (εr ¼ 1:1, thickness of 1 mm). The disturbance of periodicity was provided by
using polystyrene plate as the sixth layer. To provide control of the transmittance in the
transparency band the p-i-n-diode array was used, which was placed into the waveguide in
conjunction with the photonic crystal (Figure 11).

Figure 10. Experimental amplitude-frequency characteristics of the transmission coefficient (a) and reflection (b) of a
photonic crystal based on diaphragms without dielectric substrates in the case of the disturbance absence (curve 1) and
the disturbance presence (curve 2). Distance between diaphragms l ¼ 27 mm, length of slots a1 ¼ 14 mm, size of distur-
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The control voltage regulated in the range 0–700 mV was applied to the p-i-n-diodes matrix.
The matrix of p-i-n-diodes, in the absence of bias voltage, introduces a weak perturbation into
the photonic crystal, and its characteristics remain practically unchanged. With increasing bias
voltage, this perturbation increases due to the enrichment of the i-region by the charge carriers,
and specificity for the photonic crystal resonant transmission decreases. The experimental
frequency dependences |S12|

2, arg S12 and |S11|
2, arg S11 are shown in Figure 12 for different

bias voltage values on the p-i-n-diode with the thickness of the disturbed layer d6 ¼ 5 mm. As
it follows from the results in this figure, the use of the microwave photonic crystal makes it
possible to create the microwave switch with electrically adjustable characteristics from�1.5 to
�25 dB when the bias voltage on p-i-n diodes varies from 0 to 700 mV.

It is known that the ring-type structures demonstrate properties of a photonic crystal, such as
the presence of forbidden and allowed bands. The band nature of the spectrum in such
structures is provided due to multiple reflections from the inhomogeneity in the structure.
Such devices in microstrip design are given in [34, 35]. The characteristics of such structures in
waveguide design are given in [36]. The element of the type “metal pin with a gap” is used in
them as inhomogeneity. This inhomogeneity provides the appearance of a resonant feature in
the forbidden band of the system under investigation, called the defect mode resonance or
“transparency window.” Accordingly, the blocking peak may appear in the allowed band
(passband). Figure 13 shows the design of a microwave element based on diaphragm, the
system of coupled frame elements with “pin with a gap” type inhomogeneity located 20 mm to
the right of the diaphragm and the semiconductor n-i-p-i-n-structure located in the gap
between the pin and the frame element.

As it follows from the calculation results, the change in the conductivity of the control element
from 10�3 to 105 S/m leads to a change in the transmission coefficient at 9.44 GHz, corresponding
to the blocking peak, in the range �36.79 to �1.01 dB. The system whose construction was
described above was investigated experimentally. The bias voltage applied to the n-i-p-i-n struc-
ture in the 0–9 V range resulted in the change of the transmission coefficient from�25 to�1.5 dB
at 9.644 GHz.

Figure 11. The arrangement of the photonic crystal and the p-i-n-diode array.
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2.3. Application of microwave photonic crystals

Different directions of practical use of the unique characteristics of microwave photonic crys-
tals were considered in [25]. One of the common names of microwave photonic crystals is
structures with a forbidden band. At the same time, it is known that, in addition to the
forbidden band (an analog of the band gap in semiconductors), microwave photonic crystals
demonstrated the frequency band in which the wave propagates, practically without attenua-
tion. The authors of [37] proposed to use this property to create waveguide broadband

Figure 12. Experimental dependences of the square of the modulus (a, b) and phase (b, d) of the transmission (a, b) and
the reflection (c, d) coefficients of electromagnetic radiation in the region of the transparency window of a photonic crystal
for different values of the voltage on the p-i-n-diode, d6 ¼ 5:5 mm.
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matched loads. The problem of constructing such loads remains one of the topical problems in
microwave radioelectronics at the present time. Matched microwave loads are widely used
both independently and as elements of complex functional devices: directional couplers,
summators, power meters, measuring bridges, microwave filters, and so on [38, 39].

The results of studies of frequency dependences of the reflection coefficients of electromagnetic
radiation from one-dimensional photonic crystals containing, along with periodically chang-
ing dielectric filling, nanometer metal layers are presented in [9, 10]. Computer simulations
were carried to determine the possibility of using one-dimensional photonic crystals for creat-
ing matched loads. When calculating the reflection S11 and the propagation S21 coefficients of
an electromagnetic wave, the matrix of wave transfer between regions with different values of
the propagation constant of the electromagnetic wave was used, as was described in detail in
[10, 16, 17]. During computer simulation in [2], the possibility of creating waveguide matched
loads in an 8- and 3-cm wavelength bands was demonstrated.

The authors of [40] showed, as a result of solving the optimization problem, including the
choice of the surface resistance of a nanometer metal film, that it was possible to create the
matched load of the described above type with the voltage standing wave ratio (VSWR) not
more than 1.1 in the frequency bands 8.15–12.05, 12.05–17.44 and 17.44–25.95 GHz. The
longitudinal dimensions of the loads were less than 14.5, 10.0, 9.0 mm, respectively. For the
frequency range 25.95–37.50 GHz (Figure 14), the VSWR of the created load was less than 1.15
with a longitudinal dimension of 6.5 mm.

It is known that reflection and transmission spectra of electromagnetic radiation can be used to
measure the thickness and electrical conductivity of a semiconductor in metal-semiconductor
structures [15–17]. The sensitivity of these methods depends significantly on how much these
spectra are changed under changing the values of the semiconductor parameters. The determi-
nation of these parameters from the results of measurements of spectral dependences is called
the solution of the inverse problem. The authors of [41] proposed to use for measurements of the
parameters of nanometer metal layers on insulating substrates waveguide photonic structures in

Figure 13. Model of the microwave element based on the diaphragm and the system of coupled frame elements
containing inhomogeneity in the form of “pin with a gap” designs: 1—waveguide, 2—diaphragm, 3—aperture, 4—frame
element, 5–7—inhomogeneities of “pin with a gap” type.
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which the metal-dielectric structure was placed in a segment of a microwave photonic crystal
that disturbed its periodicity. In the “forbidden” band of the photonic crystal, the transparency
“window,” that is sensitive to the sought parameters of the metal-dielectric structure, is seen.

One of the most successful and promising methods for diagnosing materials and structures
that allow measurements with high spatial resolution is near-field microwave microscopy
[42–44]. A key element of the near-field microwave microscope is a probe with an aperture
size much smaller than the wavelength of the microwave radiation. In near-field microwave
microscopes, the field of a non-propagating wave type is used as a probing source [16, 42, 43].
This field that is formed if the central conductor of the coaxial line goes beyond the outer
conductor [15]. The authors [13] called the microwave resonator connected to the probe as the
main element of the near-field microwave microscope, which provides to a greater extent its
high sensitivity and resolution.

The increase in the sensitivity of the resonator to the perturbation introduced into it through
the probe causes the increase in the sensitivity and resolution of the microwave microscope as
a whole.

The design of the resonator in conjunction with the probe element for a near-field microwave
microscope is described in [45]. In [46], the results of studying the possibility of using the one-
dimensional photonic crystal in which a tunable resonator, serving as a load, allows to control
the resonance features in the reflection spectrum of a near-field microwave microscope probe
were presented. As such a load, the authors of [46] chose the cylindrical resonator with the
coupling element extending beyond the cavity, the end of which is used as a probe of a near-
field microscope to monitor the parameters of the dielectric plate with different values of the
permittivity and the thickness of nanometer metal layers deposited on dielectric plates.

The general view of the probe of a near-field microwave microscope on the basis of a cylindri-
cal microwave resonator with the coupling frame element and the one-dimensional photonic
crystal is shown in Figure 15.

The probe based on the cylindrical resonator with a coupling frame element was connected to
a segment of the waveguide photonic crystal 9 with the disturbance of the periodicity. The

Figure 14. Experimental frequency dependence of VSWR in the range 25.95–37.50 GHz.
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matched loads. The problem of constructing such loads remains one of the topical problems in
microwave radioelectronics at the present time. Matched microwave loads are widely used
both independently and as elements of complex functional devices: directional couplers,
summators, power meters, measuring bridges, microwave filters, and so on [38, 39].
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with a longitudinal dimension of 6.5 mm.
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nation of these parameters from the results of measurements of spectral dependences is called
the solution of the inverse problem. The authors of [41] proposed to use for measurements of the
parameters of nanometer metal layers on insulating substrates waveguide photonic structures in

Figure 13. Model of the microwave element based on the diaphragm and the system of coupled frame elements
containing inhomogeneity in the form of “pin with a gap” designs: 1—waveguide, 2—diaphragm, 3—aperture, 4—frame
element, 5–7—inhomogeneities of “pin with a gap” type.
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conductor [15]. The authors [13] called the microwave resonator connected to the probe as the
main element of the near-field microwave microscope, which provides to a greater extent its
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permittivity and the thickness of nanometer metal layers deposited on dielectric plates.
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a segment of the waveguide photonic crystal 9 with the disturbance of the periodicity. The
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one-dimensional waveguide photonic crystal consisting of 11 layers was used in the frequency
range 8–12 GHz. The odd layers were made of ceramics Al2O3 (εr ¼ 9:6), even layers were
made of teflon (εr ¼ 2:1). The length of odd segments was 1 mm, of even segments varied in
the range from 7 to 14 mm. The disturbance of periodicity was created by changing the length
of the sixth central layer. The length of the disturbed sixth (teflon) layer varied in the range
from 3 to 4 mm.

The tip of the probe approaching to the sample caused abrupt change in the input impedance
of the probe and the reflection coefficient of the microwave wave from the probe. The magni-
tude of its change depends on the parameters of the test sample, such as electrical conductivity,
permittivity, thickness.

Figure 16 shows the results of measurements of the frequency dependence of the microwave
reflection coefficient in the vicinity of the resonant frequency at a fixed gap (18 μm) between
the probe and the samples under study with different dielectric permittivity. Figure 16 shows
the dependences of the microwave reflection coefficient measured at various fixed frequencies
in the vicinity of the reflection coefficient minimum on the dielectric permittivity of the
samples placed at a fixed distance near the tip of the probe.

The investigated resonance system can also be used to measure samples in the form of
dielectric plates with nanometer metal layers of different thicknesses. Figure 17 shows the
results of measurements of the frequency dependences of the microwave reflection coefficient
in the vicinity of the resonance frequency at a fixed gap (18 μm) between the probe and the
samples under study with different thicknesses of the nanometer metal layer (Cr) in the metal-
insulator structure. The thickness of the deposited nanometer metal layers was measured
using the Agilent Technologies AFM5600 atomic force microscope.

Figure 15. Probe of a near-field microwave microscope based on a cylindrical microwave cavity 1 with a communication
coupler 6 and a one-dimensional photonic crystal 9. Insert A is the frame coupling element. Insert B is the cylindrical
microwave resonator with the coupling frame element and the measured sample 10.
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The inset of Figure 17 shows the dependences of the microwave reflection coefficient mea-
sured at various fixed frequencies (10.77908, 10.77895 and 10.77850 GHz) in the vicinity of the
reflection coefficient minimum on the thickness of the nanometer metal layer on ceramics
Al2O3 plates placed at a fixed distance near the tip of the probe.

In [47], it is proposed to implement a method for simultaneous measurement of the substrate
thickness of a semiconductor structure, the thickness and conductivity of a heavily doped
epitaxial layer, the mobility of free charge carriers in this layer using a one-dimensional
microwave photonic crystal. The one-dimensional waveguide photonic crystal consisted of 11
layers, forming a structure of periodically alternating elements, each of which included two

Figure 16. Frequency dependences of the microwave reflection coefficient in the vicinity of the resonance frequency at a
fixed gap equal to 18 μm between the probe and samples with different dielectric permittivity. Curve 1 corresponds to the
absence of the measured sample (εr ¼ 1), 2—teflon (εr ¼ 2:0), 3—paper-based laminate (εr ¼ 2:5), 4—textolite; (εr ¼ 3:4),
5—ceramics Al2O3 (εr ¼ 9:6), 6—silicon (εr ¼ 11:7).

Figure 17. Frequency dependences of the microwave reflection coefficient in the vicinity of the resonance frequency at a fixed
gap equal to 18 μm between the probe and the samples under study with different thicknesses of the nanometer metal layer
Cr: (1) without metallization, (2) d ¼ 3 nm, (3) d ¼ 7 nm, (4) d ¼ 9 nm, (5) d ¼ 13 nm, (6) d ¼ 30 nm, and (7) d ¼ 180 nm.
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coupler 6 and a one-dimensional photonic crystal 9. Insert A is the frame coupling element. Insert B is the cylindrical
microwave resonator with the coupling frame element and the measured sample 10.

Emerging Waveguide Technology40

The inset of Figure 17 shows the dependences of the microwave reflection coefficient mea-
sured at various fixed frequencies (10.77908, 10.77895 and 10.77850 GHz) in the vicinity of the
reflection coefficient minimum on the thickness of the nanometer metal layer on ceramics
Al2O3 plates placed at a fixed distance near the tip of the probe.

In [47], it is proposed to implement a method for simultaneous measurement of the substrate
thickness of a semiconductor structure, the thickness and conductivity of a heavily doped
epitaxial layer, the mobility of free charge carriers in this layer using a one-dimensional
microwave photonic crystal. The one-dimensional waveguide photonic crystal consisted of 11
layers, forming a structure of periodically alternating elements, each of which included two

Figure 16. Frequency dependences of the microwave reflection coefficient in the vicinity of the resonance frequency at a
fixed gap equal to 18 μm between the probe and samples with different dielectric permittivity. Curve 1 corresponds to the
absence of the measured sample (εr ¼ 1), 2—teflon (εr ¼ 2:0), 3—paper-based laminate (εr ¼ 2:5), 4—textolite; (εr ¼ 3:4),
5—ceramics Al2O3 (εr ¼ 9:6), 6—silicon (εr ¼ 11:7).

Figure 17. Frequency dependences of the microwave reflection coefficient in the vicinity of the resonance frequency at a fixed
gap equal to 18 μm between the probe and the samples under study with different thicknesses of the nanometer metal layer
Cr: (1) without metallization, (2) d ¼ 3 nm, (3) d ¼ 7 nm, (4) d ¼ 9 nm, (5) d ¼ 13 nm, (6) d ¼ 30 nm, and (7) d ¼ 180 nm.
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layers, was considered. The measured structure, placed on the boundary of the disturbed
central teflon layer and the next ceramics Al2O3 layer, was oriented in two ways relative to
the direction of the electromagnetic wave propagation. The location of the sample inside the
disturbed layer and its orientation relative to the disturbed layer in the photonic crystal are
shown in Figure 18 (configuration 1 and 2).

The investigated samples were epitaxial arsenide-gallium structures of thickness ts ¼ tþ tsub
consisting of an epitaxial layer with a thickness t and electrical conductivity σ and a semi-
insulating substrate with thickness tsub. The sought values of the investigated sample param-
eters are determined by the numerical method as a result of solving the system of equations:

∂S tsub; t; σð Þ
∂t

¼ 0;
∂S tsub; t; σð Þ

∂tsub
¼ 0;

∂S tsub; t; σð Þ
∂σ

¼ 0 (10)

The residual function S tsub; t; σð Þ defined by expression.
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for the case when the thickness of the heavily doped GaAs layer was 13.14 μm, its electrical
conductivity σ ¼ 71:73 Om�1 m�1, and the thickness of the substrate tsub ¼ 480:3 μm, has a

Figure 18. Arrangement of the semiconductor structure relative to the disturbed layer in the waveguide microwave 8
photonic crystal: (1) heavily doped semiconductor layer, (2) high-resistance substrate, (3) disturbed central layer, (4) and
(5) periodically alternating layers with different values of permittivity.

Emerging Waveguide Technology42

global minimum in the coordinate space tsub; t; σ; S t; σð Þð Þ, and the contour maps (Figure 19)
are characterized by the presence of closed trajectories near the minimum. This fact determines
possibility to obtain the thickness and electrical conductivity of the semiconductor layer from
the solution of the system of equations (Eq. (9)).

Figure 19. The form of the residual function in space and the contour maps in the planes of the sought parameters a), b)
— tsub; σð Þ for the gallium arsenide sample with an epitaxial layer of thickness t ¼ 13:14 μm and electrical conductivity
σ ¼ 71:73 Om�1 m�1 grown on a high-resistivity substrate of thickness tsub ¼ 480:3 μm.

Figure 20. Arrangement of the photonic crystal and epitaxial semiconductor structure in the waveguide. 1—ceramics
Al2O3 layer, 2—teflon layer, 3—disturbed teflon layer, 4—tested gallium arsenide structure, which includes: 5—high-
resistance substrate, 6—heavily doped semiconductor layer. N and S are poles of the electromagnet.
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for the case when the thickness of the heavily doped GaAs layer was 13.14 μm, its electrical
conductivity σ ¼ 71:73 Om�1 m�1, and the thickness of the substrate tsub ¼ 480:3 μm, has a

Figure 18. Arrangement of the semiconductor structure relative to the disturbed layer in the waveguide microwave 8
photonic crystal: (1) heavily doped semiconductor layer, (2) high-resistance substrate, (3) disturbed central layer, (4) and
(5) periodically alternating layers with different values of permittivity.
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global minimum in the coordinate space tsub; t; σ; S t; σð Þð Þ, and the contour maps (Figure 19)
are characterized by the presence of closed trajectories near the minimum. This fact determines
possibility to obtain the thickness and electrical conductivity of the semiconductor layer from
the solution of the system of equations (Eq. (9)).

Figure 19. The form of the residual function in space and the contour maps in the planes of the sought parameters a), b)
— tsub; σð Þ for the gallium arsenide sample with an epitaxial layer of thickness t ¼ 13:14 μm and electrical conductivity
σ ¼ 71:73 Om�1 m�1 grown on a high-resistivity substrate of thickness tsub ¼ 480:3 μm.

Figure 20. Arrangement of the photonic crystal and epitaxial semiconductor structure in the waveguide. 1—ceramics
Al2O3 layer, 2—teflon layer, 3—disturbed teflon layer, 4—tested gallium arsenide structure, which includes: 5—high-
resistance substrate, 6—heavily doped semiconductor layer. N and S are poles of the electromagnet.
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To determine the mobility of free charge carriers of semiconductor heavily doped layers, the
investigated epitaxial semiconductor structure was placed in the E plane at the center of the
cross section of a rectangular waveguide after a waveguide photonic crystal. The magnetic

induction vector of the magnetic field B
!
was directed perpendicular to the narrow walls of the

waveguide (Figure 20).

To find the mobility of free charge carriers by frequency dependences S21 ωð Þ and S11 ωð Þ, the
least squares method was used, in which the mobility value μ corresponding to the minimum

value of the sum of the squares of the differences between the calculated S21 ω;μ
� ��� ��2 and

S11 ω;μ
� ��� ��2 and the experimental S21exp

���
���
2
and S11exp

�� ��2 values of the squares of the modules of

the transmission and reflection coefficients measured under the influence of the magnetic field
and without it. The sought mobility values for two measured structures with thicknesses of
heavily doped semiconductor layers of t ¼ 2:17 and 13:14 μm were determined numerically
and amounted to 0.591 m2/(V*s) and 0.72 m2/(V*s), respectively.

3. Conclusions

This chapter presents the results of theoretical and experimental studies of one-dimensional
microwave photonic crystals based on rectangular waveguides characterized by the presence
of forbidden and allowed bands for the propagation of electromagnetic waves. Methods for
describing the electrodynamic characteristics of photonic crystals and their relationship with
the parameters of periodic structures filling the waveguides have been presented. The change
in the width of the allowed and forbidden bands of a photonic crystal has been described when
a defect mode occurs because of the creation of the disturbance of the periodicity of the
photonic crystal structure. The change in the amplitude-frequency characteristics of micro-
wave photonic crystals has been considered. The types of disturbances and defect modes have
been described. The results of the investigation on the characteristics of waveguide microwave
photonic crystals created in the form of dielectric matrices with air inclusions have been
presented. It has been shown that the layers of the investigated photonic crystals containing a
large number of air inclusions can be considered as composite materials. New types of low-
dimensional microwave waveguide photonic crystals containing periodically alternating ele-
ments that are the source of higher type waves have been described. The possibility of effective
control of the amplitude-frequency characteristics of microwave photonic crystals by electric
and magnetic fields has been analyzed. The examples of applications of waveguide microwave
photonic crystals such as methods for measuring the parameters of materials and semiconduc-
tor nanostructures that play the role of periodicity disturbance of the microwave photonic
crystals; resonators of near-field microwave microscopes; small-sized broadband matched
loads of centimeter and millimeter wavelengths ranges based on microwave photonic crystals
have been given.
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Abstract

A high-gain amplifier module with integrated waveguide (WG) has been presented for 
millimeter wave applications. In order to improve the isolation between the amplification 
stages in the multi-stage amplifier module, an isolated WG is integrated into the module 
case. It is possible to effectively suppress the oscillation occurring in the high gain stage. 
Microstrip line (MSL)-to-WG transitions are designed and fabricated on a 5 mil thick 
RT5880 substrate for interconnection of the isolated WG, input/output WG and amplifier 
PCB in a cascaded two-stage high gain amplifier module. The transition loss of −0.44 dB is 
obtained at 40 GHz and return-loss (S11) bandwidth below −10 dB is from 34.1 to 50 GHz. 
The fabricated high-gain amplifier module shows a high gain over 39.7 dB from 38 to 
41 GHz. At 38.7 GHz, its maximum gain of 44.25 dB is achieved.

Keywords: waveguide, isolation, microstrip-to-waveguide transition, amplifier module

1. Introduction

Recently, millimeter-wave (mm-wave) frequency bands have attracted attention as various 
applications such as radar sensors [1–3] as well as wireless communication. In particular, due 
to very widely available bandwidth, frequency bands for a variety of wireless communication 
applications such as point-to-point wireless communications, radio-on-fiber (RoF) links [4], 
5G cellular wireless networks [5], etc. are shifting to the mm-wave frequency band.

One of the key issues for the commercialization of mm-wave systems is reproducible and 
inexpensive packaging technology in addition to active integrated circuit (IC) technology. 
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A high-gain amplifier module with integrated waveguide (WG) has been presented for 
millimeter wave applications. In order to improve the isolation between the amplification 
stages in the multi-stage amplifier module, an isolated WG is integrated into the module 
case. It is possible to effectively suppress the oscillation occurring in the high gain stage. 
Microstrip line (MSL)-to-WG transitions are designed and fabricated on a 5 mil thick 
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1. Introduction

Recently, millimeter-wave (mm-wave) frequency bands have attracted attention as various 
applications such as radar sensors [1–3] as well as wireless communication. In particular, due 
to very widely available bandwidth, frequency bands for a variety of wireless communication 
applications such as point-to-point wireless communications, radio-on-fiber (RoF) links [4], 
5G cellular wireless networks [5], etc. are shifting to the mm-wave frequency band.

One of the key issues for the commercialization of mm-wave systems is reproducible and 
inexpensive packaging technology in addition to active integrated circuit (IC) technology. 
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Typically, active IC chips are assembled into metal or dielectric substrate carriers using wire-
bonding or flip-chip [6] interconnect and eventually encapsulated in plastic packages or metal 
housings. Due to the integration of various materials and structures in a compact, limited pack-
aging space, unwanted substrate modes [6], cavity resonance [7], feedback, or crosstalk [8, 9] 
occur within the packaging module. In the previous papers [6–9], this phenomenon was well 
analyzed and the causes were identified and design rules or various methods for suppressing 
them were presented. For example, the resistivity [6] of the flip chip carrier, the resonance con-
dition of the cavity [7], the chip mounting design rule [8], and the resistance coating of the lid 
[10] were investigated. Several modules [1, 2, 6, 11] have been successfully developed to reflect 
these attempts. However, in the case of a high-gain amplification block requiring a gain of 
30 dB or more, the stability problem is caused by the feedback effect [8, 9] of the reflected signal 
due to structural discontinuities in the packaging. That is, the radiated signals are reflected by 
the surrounding structures, enter the input stage of the amplification block, and are amplified, 
so that the entire module oscillates. Therefore, to eliminate the oscillation of the amplification 
block, small and medium gain amplifier modules [2, 12, 13] are connected in series using an 
external WG until the required gain is satisfied. An attenuator or filter is inserted between the 
amplifier modules to adjust the gain or remove unwanted waves [14]. However, these methods 
lead to bulky and expensive mm-wave radio system due to expensive additional components.

In this work, a 40 dB high-gain amplifier module integrating the isolation WG has been dem-
onstrated for 40 GHz radio system applications. Because of the isolation WG as well as input 
and output WG into the metal case of the amplifier module, a low-loss and wideband MSL-
to-WG transition is designed on the 5-mil thick RT5880 substrate to interconnect the ampli-
fier IC mounted PCB with integrated WG. The simulated and tested results of the transition 
have been presented. The high-gain amplifier module was fabricated and its measured per-
formance is analyzed.

2. Metal case integrating an isolation WG for high-gain amplifier 
module

In general, a proactive approach to suppressing this feedback effect is to effectively isolate 
the two adjacent amplification stages. Figure 1 shows the metal case inserting a 15.7 mm 
long isolation WG between two cavities for high-gain amplifier module applications [15]. This 
method allows high-gain amplification without oscillation because of good isolation between 
two enclosed cavities in the metal case. In the each cavity, the PCB mounting an amplifier IC is 
assembled. Because signals radiated due to discontinuities in the metal case or PCB assembly 
are confined within each cavity, the amplifier IC assembled in another cavity is protected. 
In this work, the MSL-to-WG transition in the isolation WG as well as an input and output 
WG port should be designed. The WG is based on WR22 WG, whose size is 2.84 × 5.68 mm2. 
Two commercial amplifier ICs [16] are used for high-gain amplification block with the gain of 
40 dB. The signal line on the PCB is the 50 Ω microstrip line (MSL). Considering the inserted 
isolation WG and port WGs, four MSL-to-WG transitions are needed. The main key design 
issue is the low-loss and wide-band transition.
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3. Design and measurement of the low-loss and wideband MSL-to-WG 
transition

Figure 2 presents a configuration of the MSL probe transition, transition module for measure-
ment, and opening in the WG side to insert the transition. For this MSL-to-WG transition, a 
simple electric (E)-plane transition [17, 18] is used because of easy and simple design. In this 
transition, a TE10-mode energy in the WG couples to quasi-TEM-mode one in the MSL. The 
MSL transition consists of an E-plane probe, impedance transformer, and 50-Ω MSL. They are 
printed on a 5 mil thick substrate with a permittivity of 2.2 [19]. The size of the E-probe is 383 ×  
1465 μm2. The simple high-impedance matching line with is designed for easy design and 
optimization. Its size is 295 μm × 1000 μm. The 363 μm wide MSL is designed for the 50-Ω 
impedance and its length between two transitions is 18.0 mm considering the cavity size in 
the metal case as shown in Figure 2(b). A back-to-back structure is required for measurement 
of the fabricated MSL-to-WG transition. Two sets of the back-to-back structured transition are 
required to apply to the metal case as shown in Figure 2(b). The E-probe of the transition is 

Figure 1. The metal case integrating an isolation WG for high-gain amplifier module applications.
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amplifier modules to adjust the gain or remove unwanted waves [14]. However, these methods 
lead to bulky and expensive mm-wave radio system due to expensive additional components.

In this work, a 40 dB high-gain amplifier module integrating the isolation WG has been dem-
onstrated for 40 GHz radio system applications. Because of the isolation WG as well as input 
and output WG into the metal case of the amplifier module, a low-loss and wideband MSL-
to-WG transition is designed on the 5-mil thick RT5880 substrate to interconnect the ampli-
fier IC mounted PCB with integrated WG. The simulated and tested results of the transition 
have been presented. The high-gain amplifier module was fabricated and its measured per-
formance is analyzed.

2. Metal case integrating an isolation WG for high-gain amplifier 
module

In general, a proactive approach to suppressing this feedback effect is to effectively isolate 
the two adjacent amplification stages. Figure 1 shows the metal case inserting a 15.7 mm 
long isolation WG between two cavities for high-gain amplifier module applications [15]. This 
method allows high-gain amplification without oscillation because of good isolation between 
two enclosed cavities in the metal case. In the each cavity, the PCB mounting an amplifier IC is 
assembled. Because signals radiated due to discontinuities in the metal case or PCB assembly 
are confined within each cavity, the amplifier IC assembled in another cavity is protected. 
In this work, the MSL-to-WG transition in the isolation WG as well as an input and output 
WG port should be designed. The WG is based on WR22 WG, whose size is 2.84 × 5.68 mm2. 
Two commercial amplifier ICs [16] are used for high-gain amplification block with the gain of 
40 dB. The signal line on the PCB is the 50 Ω microstrip line (MSL). Considering the inserted 
isolation WG and port WGs, four MSL-to-WG transitions are needed. The main key design 
issue is the low-loss and wide-band transition.
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3. Design and measurement of the low-loss and wideband MSL-to-WG 
transition

Figure 2 presents a configuration of the MSL probe transition, transition module for measure-
ment, and opening in the WG side to insert the transition. For this MSL-to-WG transition, a 
simple electric (E)-plane transition [17, 18] is used because of easy and simple design. In this 
transition, a TE10-mode energy in the WG couples to quasi-TEM-mode one in the MSL. The 
MSL transition consists of an E-plane probe, impedance transformer, and 50-Ω MSL. They are 
printed on a 5 mil thick substrate with a permittivity of 2.2 [19]. The size of the E-probe is 383 ×  
1465 μm2. The simple high-impedance matching line with is designed for easy design and 
optimization. Its size is 295 μm × 1000 μm. The 363 μm wide MSL is designed for the 50-Ω 
impedance and its length between two transitions is 18.0 mm considering the cavity size in 
the metal case as shown in Figure 2(b). A back-to-back structure is required for measurement 
of the fabricated MSL-to-WG transition. Two sets of the back-to-back structured transition are 
required to apply to the metal case as shown in Figure 2(b). The E-probe of the transition is 

Figure 1. The metal case integrating an isolation WG for high-gain amplifier module applications.
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Figure 3. The metal case integrating transitions (a) and the designed results of the transition (b).

Figure 2. The configuration of the MSL probe transition (a), transition module consisting of four MSL-to-WG transitions 
(b), and opening in the WG side into which the transition is inserted.
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inserted into the side opening of the WG. Of course, its position and size should be optimized 
and the final dimensions are shown in Figure 2(c).

Using electromagnetic (EM) analysis software [20], transitions were designed and analyzed. 
In Figure 3, the design model and results are presented. The transitions are designed to be 
assembled in the metal case. Since the WG must be integrated in the metal case, it is divided 
into two parts, the body and the lid. In Figure 3(a) and (b), the metal case integrating transi-
tions and the designed results are presented, respectively. In these designed results, an input 

Figure 4. Fabricated transitions and assembled in the metal case.

Figure 5. Measured results of the fabricated two-set transition (TR) in the back-to-back structure [an inset: an adapter 
connection, AD: adapters].
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return loss (S11) less than −10 dB and insertion loss (S21) lower than −0.52 dB are obtained 
from 34.09 GHz up to 50 GHz.

The designed transitions were realized on the RT5880 substrate in commercial PCB foundry 
and two sets of the fabricated transitions were assembled on the metal case for the high-gain 
amplifier module as shown in Figure 4.

The measured loss characteristics of the adapters and fabricated transitions are presented as 
shown in Figure 5. Since the input and output port of the fabricated metal case is the WR22 WG, 
a 2.4 mm-male cable-to-WR22 WG adapters were used for connection with a vector network 
analyzer (VNA, Agilent N5250A) as shown in an inset of Figure 5. Losses of the adapters and the 
assembled two-set transitions were tested using the standard open-short-load (SOL) calibration 
from 30 to 50 GHz. The measured insertion and return loss of the adapters (AD) are from −0.26  
to −0.33 dB and less than −10 dB, respectively, from 30 to 50 GHz. For the assembled two-set tran-
sitions (TR), the insertion losses of −2.9 and − 2.5 dB are observed at 38 and 41 GHz, respectively. 
This measured insertion loss of the transition includes several loss components came from the 
adapters, two 18 mm long MSLs with the loss of −0.0239 dB/mm, and the MSL-to-WG transitions. 
By considering these loss components, the loss per a single transition is −0.32 and −0.44 dB at 38 
and 41 GHz, respectively. Its measured return loss of the transition is below −10 dB from 34.1 to 
50 GHz. The operational bandwidth (BW) of the transition for a return loss of −10 dB is 15.9 GHz.

4. Fabrication and measurement of the high-gain amplifier module

The high-gain amplifier module was designed and fabricated for the purpose of demonstra-
tion of the isolation WG integrated in its metal case. Figure 6 presents PCB layout to mount 

Figure 6. PCB layout to mount the amplifier IC (a) and the fabricated high-gain amplifier module (b).
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the amplifier IC and the fabricated high-gain amplifier module. Landing patterns to mount a 
SMT-type amplifier IC [16] are designed on the RT5880 substrate by referring to application 
note [21] as shown in Figure 6(a). In this substrate, MSL-to-WG transitions are also included 
to connect with WG. The designed PCB were fabricated and assembled with several com-
ponents. Two PCBs were assembled in the metal case. The assembled high-gain amplifier 
module and the lid closed one are shown in Figure 6(b). Its overall size is 79 × 42 × 32 mm3.

The insertion and return losses of the fabricated high-gain amplifier module were measured 
at DC bias conditions (Vd = 5 V and Id = 1000 mA) and the measured results are presented 
in Figure 7. For comparison purposes, the characteristics plotted based on the data in a data-
sheet of the single amplifier IC [16] are also shown. For the high gain amplifier module, the 
gain more than 39.7 dB was measured at 38–41 GHz. At 38.7 GHz, the maximum gain of 
44.25 dB is obtained [15].

Considering a single amplifier IC with the gain of 20 dB, a gain of 40 dB for the high-gain 
amplifier module connecting two amplifier ICs in series means that the transition loss is neg-
ligible. Therefore, these results demonstrate that the isolation WG provides good isolation 
between two amplifier ICs and suppress effectively feedback effects in the high-gain amplifi-
cation block. Compared to the return losses (|S11| data and |S22| data) of the single amplifier 
IC, the return loss (|S22| meas) at output connection part of the high-gain amplifier module is 

Figure 7. Measured results of the fabricated high-gain amplifier module, compared to amplifier IC (AMMP-6441) ones 
from its data sheet [M: measurement and amp. IC: data sheet of an amplifier IC].
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the amplifier IC and the fabricated high-gain amplifier module. Landing patterns to mount a 
SMT-type amplifier IC [16] are designed on the RT5880 substrate by referring to application 
note [21] as shown in Figure 6(a). In this substrate, MSL-to-WG transitions are also included 
to connect with WG. The designed PCB were fabricated and assembled with several com-
ponents. Two PCBs were assembled in the metal case. The assembled high-gain amplifier 
module and the lid closed one are shown in Figure 6(b). Its overall size is 79 × 42 × 32 mm3.

The insertion and return losses of the fabricated high-gain amplifier module were measured 
at DC bias conditions (Vd = 5 V and Id = 1000 mA) and the measured results are presented 
in Figure 7. For comparison purposes, the characteristics plotted based on the data in a data-
sheet of the single amplifier IC [16] are also shown. For the high gain amplifier module, the 
gain more than 39.7 dB was measured at 38–41 GHz. At 38.7 GHz, the maximum gain of 
44.25 dB is obtained [15].

Considering a single amplifier IC with the gain of 20 dB, a gain of 40 dB for the high-gain 
amplifier module connecting two amplifier ICs in series means that the transition loss is neg-
ligible. Therefore, these results demonstrate that the isolation WG provides good isolation 
between two amplifier ICs and suppress effectively feedback effects in the high-gain amplifi-
cation block. Compared to the return losses (|S11| data and |S22| data) of the single amplifier 
IC, the return loss (|S22| meas) at output connection part of the high-gain amplifier module is 

Figure 7. Measured results of the fabricated high-gain amplifier module, compared to amplifier IC (AMMP-6441) ones 
from its data sheet [M: measurement and amp. IC: data sheet of an amplifier IC].
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noticeably improved, but the return loss (|S11| meas) at its input connection part is degraded. 
In general, the return loss of an assembled amplifier module follows the return loss character-
istic of the transition. Therefore, the improvement of |S22| meas is due to the characteristics of 
the transition. However, the deterioration of |S11| meas at the input stage is caused by align-
ment and PCB fabrication process problems during assembly of the WG and PCB transitions.

5. Conclusion

The 40 dB high-gain amplifier module with the isolation waveguide (WG) has been presented 
for millimeter wave applications. For the purpose of suppressing the oscillation due to the 
feedback effect, the isolation WG was integrated into the metal case of the amplifier module. 
In addition to input/output WG of the amplifier module, additional MSL-to-WR22 WG transi-
tions are required due to the isolation WG and low-loss and wide-band transition is designed 
and manufactured on the 5 mil thick RT5880 substrate. Its measured loss and operational 
bandwidth were less than −0.44 dB/a transition and 15.9 GHz, respectively at 40 GHz. The 
high-gain amplifier module was designed and fabricated for the purpose of demonstration of 
the isolation WG. The amplifier module operated stably without oscillation at high gain over 
40 dB. The fabricated high-gain amplifier module showed a high gain over 39.7 dB from 38 to 
41 GHz. Its maximum gain of 44.25 dB was obtained at 38.7 GHz.
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Abstract

The designers of microwave devices in the industry use the analytical solutions of the
corona discharge equation to determine the minimum power breakdown threshold, in a
particular device, such as waveguides and filters, and know whether it is in the
established margins. There are two main ways to determine the breakdown threshold of
a waveguide analytically; the most commonly used describes the plasma density genera-
tion completely as a function of the geometry by using the characteristic diffusion length,
while the second is a more thorough method that involves the use of the effective diffu-
sion length which considers collision frequency and electric field into the equations. Hence
the aim of the designers is to obtain the closest results to experimental results, both
methods must be considered in addition to the environmental changes so that they know
the operational limits. This chapter describes the different methods to obtain analytical
results for the breakdown threshold in any rectangular waveguide device, the influence of
environmental conditions in the analysis and the inhomogeneous electric field effect
inside the devices.

Keywords: electrical breakdown threshold, corona, characteristic diffusion length,
waveguide filters, effective diffusion length

1. Introduction

Traffic capacity in a high-frequency scenario where waveguides are involved is generally
limited by two main factors: bandwidth and input power [1]. In cases where the atmospheric
pressure is a factor, such as satellite communications, the maximum input power of the signal
is determined by several factors, among which are the geometry of the device, the collision
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Abstract

The designers of microwave devices in the industry use the analytical solutions of the
corona discharge equation to determine the minimum power breakdown threshold, in a
particular device, such as waveguides and filters, and know whether it is in the
established margins. There are two main ways to determine the breakdown threshold of
a waveguide analytically; the most commonly used describes the plasma density genera-
tion completely as a function of the geometry by using the characteristic diffusion length,
while the second is a more thorough method that involves the use of the effective diffu-
sion length which considers collision frequency and electric field into the equations. Hence
the aim of the designers is to obtain the closest results to experimental results, both
methods must be considered in addition to the environmental changes so that they know
the operational limits. This chapter describes the different methods to obtain analytical
results for the breakdown threshold in any rectangular waveguide device, the influence of
environmental conditions in the analysis and the inhomogeneous electric field effect
inside the devices.

Keywords: electrical breakdown threshold, corona, characteristic diffusion length,
waveguide filters, effective diffusion length

1. Introduction

Traffic capacity in a high-frequency scenario where waveguides are involved is generally
limited by two main factors: bandwidth and input power [1]. In cases where the atmospheric
pressure is a factor, such as satellite communications, the maximum input power of the signal
is determined by several factors, among which are the geometry of the device, the collision
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frequency of the molecules and free electrons and the intrinsic characteristics of the propagat-
ing medium itself, that is, air or nitrogen [2].

Waveguides are conductor hollow tubes, generally consisting of a circular, elliptical, or rectan-
gular cross-section. The cross-section dimensions are chosen by designers in such a way that
electromagnetic waves propagate inside the guide. A waveguide can have several shapes and
sizes, and frequently its performance is a function of the radiofrequency (RF) routing signals;
this means that the way the wave is propagating inside the guide. Rectangular waveguides are
the most commonly used; this is because they are easily fabricated, they have a very broad
bandwidth and they present low losses within their operating frequencies [3].

Rectangular waveguides operate only in certain frequency bands, depending on the cross-
section dimensions. Waveguide geometry determines the highest operating wavelength, this
means, higher waveguide sizes operate at lower frequencies.

Waveguide filters are responsible of eliminating unwanted radiations and interferences in a
communication scheme. These devices are also hollow conductor tubes, made generally of
aluminium, with the difference that inside them are distance variations or obstructions that
generate the wanted filtering effect. Figure 1 shows different types of waveguide filters.

The reason waveguide filters are analysed in terms of breakdown power is because this device
is with the shortest cross-section of all the communications system, reaching even distances of
1 mm. In these sections, electric field density can be so high that it leads to electrical break-
down, rendering the components useless. Figure 2 shows a low-pass corrugated filter after
breakdown has occurred [4].

The continuous miniaturization tendency in electronic devices and the increasing demand
of services lead to higher component integration. In a transponder system, passive compo-
nents are allocated, such as filters and waveguides, where, due to the used power, high den-
sities of electric field are reached, presenting mainly the corona and multipactor effects [5].

Figure 1. (a) Coupled iris filter, (b) corrugated waveguide filter, (c) waffle iron filter, (d) posts filter, and (e) guarded
waveguide filter.
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High-performance RF filters are widely used in communications systems, where it is necessary
to know its capabilities for input power handling. Since increasing the power levels is the
simpler way to impulse the reach of the system and its capability for data transmission, the
design for the high-power operation filters must consider the next effects: electrical breakdown
by ionization (corona effect), multipactor effect and passive intermodulation interferences (PIM).

Multipactor is a breakdown mechanism in vacuum, in which a resonant increase of free-
electron space charge develops between two surfaces. The applied field intensity is such that
the electrons collide at ultra-high speeds against the walls of the device, causing the continu-
ous release of secondary electrons in the medium and leading to a breakdown. However, this
is not the critical stage for design implications.

Ionization breakdown is a phenomenon that occurs in gases where the normally low electron
density increases in a way similar to an avalanche, turning the isolating gas into conducting
plasma; this happens at higher pressures than multipactor. In satellite communications, break-
down analysis must be considered for the components located on Earth and for the ones
destined for space operations, since the RF components that are designed to operate in space
must be tested frequently on Earth at their highest power and are fully operational during the
launching stage for telemetry purposes. This is the reason the analysis is made for low-
pressure applications.

Waveguide breakdown analysis follows the next three stages: breakdown threshold determina-
tion, circuit and field analysis to determine the maximum voltage or field values and comparison
of the experimental worst case with breakdown threshold.

Air ionization is caused because of the electrons’ impact against air molecules. These electrons
are accelerated by an RF field. If the energy level (provided by the RF field) is enough to cause
ionization of neutral molecules, and the free electron total created by ionization exceeds the
total losses of electrons due to attachment and recombination, the exponential growth of the
electron density generates electron plasma and, eventually, leads to breakdown.

In low pressures, particles have a higher mean free path. Eventually, the mean free path
increases until it reaches d (gap distance), where the multipactor effect takes place. By reducing

Figure 2. Low-pass corrugated filter after breakdown has occurred, as reported in [4].
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the atmospheric pressure, there is a lower input power handling capacity until it reaches a
minimum operation power; this is called critical pressure [4].

This chapter covers the ionization breakdown in atmospheric air analysis; the equations that
describe this consider different processes, such as the ionization, attachment and collision
frequencies. Also, the analysis considers as variables the atmospheric pressure and electric
field intensity, considering contaminant-free dry air as the propagating medium. Nevertheless,
due to the breakdown variability, the design of filters and waveguides is a controversial topic
for designers, who consider a wide tolerance range from 0 dB to 3 dB according to minimum
breakdown power [4, 5].

Corona breakdown is the process when electron plasma is created due to the ionization of the
gas in areas where the electrical fields are high. Electrical fields in filters and waveguides can
lead to corona effects at relatively low pressures (from 1 to 100 Torr), which, in atmospheric
terms, are reached in the ionosphere (from 80 to 800 km). This phenomenon cannot occur in
vacuum conditions, since it is necessary for the presence of a gas to ionize [4].

2. Breakdown power threshold

There are different processes that can generate ions; these are by electronic impact, field effect,
photo-ionization and thermos-ionization. For the analysis of filters and waveguides, the most
relevant is by electronic impact, being directly proportional to the collision frequency between
electrons and molecules. The equation that describes the time evolution of free-electron gener-
ation is [4, 6–8]:

∂n
∂t

¼ ∇ D∇nð Þ� v! ∙∇nþ vi � vað Þn� βn2 þ P (1)

where νi and νa are the ionization and attachment frequencies, respectively, D is the diffusion
coefficient, β is the recombination coefficient and P is the electron production rate by external
sources; ∇ D∇nð Þ is the term that defines the diffusion of the electron cloud, from a high-

density area to a lower-density area, and is entirely space dependent; and v! ∙∇n is the convec-
tive term that considers the possible movement of the gas.

For the corona effect analysis and from the pre-breakdown stage point of view, the recombina-
tion term is discarded, since it is only relevant once the electron density is high enough, which
only occurs when the electrical discharge has already begun. Also, the convective term has to
be discarded, since a stationary medium is assumed inside the waveguide devices, that is, there
is no relevant movement of the gas molecules. Additionally, the diffusion coefficient is consid-
ered as space independent, since it is electric field independent [4]. The simplified equation is:

∂n
∂t

¼ D∇2nþ vi � vað Þn (2)

Breakdown criteria are based on the fact that the electron density grows very fast once there
are more freed electrons than captured. Considering a scenario where there is no diffusion, and
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a homogeneous field, due to the similar geometry among the parallel walls of the filter and
waveguides. Then, Eq. (2) results in:

∂n
∂t

¼ vi � vað Þn (3)

and solving the derivative results in:

n tð Þ ¼ n0e vi�vað Þt: (4)

When νi > νa, there is an electron avalanche, and the breakdown condition for the continuous
waves can be simplified as:

dn
dt

¼ 0: (5)

As a consequence, the general equation to solve the breakdown threshold stage is:

D∇2nþ vi � vað Þn ¼ 0: (6)

Solving the Laplacian term from Eq. (6), and considering a Cartesian coordinate system, since
the devices analysed are rectangular waveguides and filters, the equation leads to:

∂2n
∂x2

þ ∂2n
∂y2

þ ∂2n
∂z2

þ ν
D
n ¼ 0 (7)

where ν ¼ νi � νa is the effective ionization frequency. The rectangular waveguide device must
be analysed from the cross-section, so the third term can be discarded, considering only the
width and height of the guide.

∂2n
∂x2

þ ∂2n
∂y2

þ ν
D
n ¼ 0 (8)

Establishing the solution as the product of two functions:

n x; yð Þ ¼ X xð ÞY yð Þ (9)

Substituting (9) in (8), knowing that the equation components are independent between them,
it results in:

Y
d2X
dx2

þ X
d2Y
dy2

þ ν
D
XY ¼ 0 (10)

and dividing by (9) we get:

1
X
d2X
dx2

þ 1
Y
d2Y
dy2

þ ν
D

¼ 0: (11)

This equation can be solved by proposing exponential solutions. Due to the independency
among terms, the first term can be solved proposing a negative constant as a result:
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1
X
d2X
dx2

¼ �σ

d2X
dx2

þ σX ¼ 0: (12)

An exponential solution for (12) is proposed and derived twice:

X xð Þ ¼ eγx (13)

X
0 0
xð Þ ¼ γ2eγx: (14)

Substituting (13) and (14) in (12), we get:

γ2eγx þ σeγx ¼ 0 (15)

It can be determined that:

γ2 þ σ ¼ 0
γ ¼ � ffiffiffiffiffiffiffi�σ

p (16)

So, the general equation for X xð Þ is:

Aei
ffiffi
σ

p
x þ Be�i

ffiffi
σ

p
x: (17)

By Euler, Eq. (17) can be rewritten as:

A cos
ffiffiffi
σ

p
xþ i sin

ffiffiffi
σ

p
x½ � þ B cos

ffiffiffi
σ

p
x� i sin

ffiffiffi
σ

p
x½ �

Aþ Bð Þ cos ffiffiffi
σ

p
xþ A� Bð Þ sin ffiffiffi

σ
p

x
k1 cos

ffiffiffi
σ

p
xþ k2 sin

ffiffiffi
σ

p
x:

(18)

Considering the next border conditions, since there are no free electrons on the walls of the
waveguide:

X 0ð Þ ¼ 0, X að Þ ¼ 0 (19)

where a is the waveguide width distance. Then:

X 0ð Þ ¼ k1 ¼ 0
X xð Þ ¼ k2 sin

ffiffiffi
σ

p
x

X að Þ ¼ k2 sin
ffiffiffi
σ

p
b ¼ 0

(20)

The only possibility for a non-trivial solution is: sin
ffiffiffi
σ

p
b ¼ 0 ) ffiffiffi

σ
p

b ¼ mπ; resulting in

σ ¼ mπ
a

� �2 where m ¼ 1, 2, 3,…: By the same method, the second component of Eq. (11) is:

σ2 ¼ nπ
b

� �2 where n ¼ 1, 2, 3, 4,…
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This analysis considers the first harmonic. Then, Eq. (8) results in:

π
a

� �2

þ π
b

� �2
¼ ν

D
(21)

where a and b are the width and height of the rectangular waveguide. MacDonald defined the
characteristic diffusion length as [8]:

ν
D

¼ 1
Λ2 (22)

This proves that diffusion processes are entirely dependent on the geometry. If one of the
dimensions is much bigger than the other, as in a parallel plates experiment, the characteristic
diffusion length is π divided by the squared gap distance. This is valid for rectangular wave-
guides, due to the fact that they have a constant width and height. For the case of waveguide
filters, the shortest height area must be considered for the analysis.

Nevertheless, a more realistic approach implies the presence of non-homogeneous fields,
which renders the ionization frequency also non-homogeneous, and, consequently, the free
electron density is also affected. To characterize diffusion losses in these situations, the concept
of effective diffusion length is described by Ulf Jordan et al. [9].

3. Effective diffusion length

For homogeneous values of D, vi and νa, the electron density increasing curve is constant,
determined only by the border conditions of the analysed geometry. For non-homogeneous
values in space, the free-electron density diffusion curve varies [9].

The inhomogeneity of these parameters occurs because of the inhomogeneity of the microwave
electric field, which implies that D and νa are approximately constant in space, the only
inhomogeneous value being νi ¼ νi xð Þ.
Ulf Jordan et al. [9] determined that the diffusion length in the presence of non-homogeneous
fields also depends on the atmospheric pressure, as shown in Eq. (23). This equation was
obtained using computational methods:

1
Λ2

eff

¼ a�2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π4 1þ 0:3677β
� �þ π2βq

2

r
þ π

b

� �2
(23)

where

q ¼ a
La

� �2

þ πa
b

� �2
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eff
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a and b are the width and height of the waveguide, respectively, β is a parameter that depends
on the used gas (for air β ¼ 5:33) and the value of La is:

La ¼
ffiffiffiffiffi
D
νa

s

Consequently, as the pressure increases, the effective diffusion length decreases, and the
calculated breakdown thresholds are the same as the ones obtained by using the characteristic
diffusion length.

4. Ionization, attachment and diffusion in air

When a microwave field is applied, the energy transfer depends on the field’s frequency and
the environmental conditions (atmospheric pressure and humidity). An effective electric field
is defined as [8]:

Eeff ¼ Erms

1þ ω2

v2c

� �1
2

(24)

where Erms is the root mean square electric field, ω is the angular frequency (2πf ) and νc is the
collision frequency between electrons and molecules. For air, the general equation for the
collision frequency is [8]:

νc ¼ 5� 109p s�1� �
(25)

p is the atmospheric pressure in Torr. From Eq. (24) it can be deduced that in high-pressure
cases, the effective field is equal to the RMS field, since the collision frequency increases along
with the atmospheric pressure.

The diffusion coefficient in air is determined by [8]:

D ¼ 106

p
cm2s�1� �

: (26)

The ionization frequency can be obtained by [6]:

vi ¼ 5:14� 1011p exp �73α�0:44� �
s�1� �

(27)

with

α ¼ Erms

p 1þ ω2

v2c

� �1
2
� Eeff

p
(28)
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α is known as the reduced electric field. Eq. (27) is valid in the range of 32 < α < 100 [4, 6]. The
effective field term is very useful, since it relates the properties of the corona in direct current
(DC) and alternating current (AC). The effective field produces the same energy transfer as in a
DC field, so experimental data can be analysed in DC instead of AC [4, 10, 11]. The attachment
frequency is two- and three-body phenomena.

νa ¼ νa2 þ νa3 (29)

νa2 is only valid in the range 0 < α < 60 and is defined as [4, 6]:

νa2 ≈ 7:6� 10�4pα2 αþ 218ð Þ2 s�1� �
(30)

The three-body attachment is field independent and is obtained as follows [4]:

νa3 ¼ 102p2 s�1� �
(31)

For electrostatic homogeneous fields:

Eb ¼ V
d

(32)

where d is the structure width and V is the breakdown voltage. Finally, the breakdown power
can be obtained by:

P ¼ V2

Z
(33)

Z is the characteristic impedance of the device. For waveguides and filters, Z is determined
by:

Z

ffiffiffiffiffiffiffiffiffiffiffiffi
μ0=ε0

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

2fa ffiffiffiffiffiffiffiμ0ε0
p

� �2r (34)

μ0 and ε0 are the magnetic permeability and the electrical permittivity on vacuum, respec-
tively, and f is the operating frequency.

5. Analytical results’ comparison

Commonly, the analytical results obtained by using the characteristic diffusion length are
considerably lower than the experimental results at the critical pressure; this minimum
power breakdown is known as Paschen minimum. Figure 3 shows the experimental values
obtained by Carlos et al. [4] compared to the analytical results using the characteristic
diffusion length, for a low-pass Ku band filter at 12.5 GHz. The experimental and analytical
results differ by 16%.
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results differ by 16%.
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The results shown imply that it is necessary to consider the inhomogeneity of the electric fields,
not due to geometry but due to the diffusion process that occurs at low pressures [12]. Then,
instead of using the characteristic diffusion length, the effective diffusion length is used. Figure 4
shows the experimental and analytical results using the characteristic diffusion length compared
to the analytical results using the effective diffusion length for the same low-pass filter.

Figure 5 shows another result comparison but for a corrugated waveguide filter operating at
12.2 GHz.

Figures 4 and 5 show a slight increase in breakdown power, proving that the effective diffu-
sion length from Eq. (23) is a more suitable equation for the cases of waveguide devices where
the field inhomogeneity is greater.

These results can be explained because microwave breakdown in an RF device is manifested
by an avalanche-like growth in time of the free-electron density in the gas filling the device.
The difference between these power threshold results resides not only in their operating
frequency but in their geometries and the number of irregularities the filter contains. A bigger
amount of irregularities, or irises (steps that help in the filtering process), contributes to
generating more inhomogeneity on the electric field.

Figure 6 shows the transversal configuration and measures of each filter [4].

For the analysis of each filter, the minimum length located in the middle is considered.

The filter operating at 12.5 GHz is affected by the electric field inhomogeneity more than the
other because of its high number of irises. Predicting mathematically the breakdown

Figure 3. Low-pass Ku band filter operating at 12.5 GHz [4].

Emerging Waveguide Technology68

threshold of a device with high amount of irregularities, such as Figure 6 (b), requires
modifications to the equations, more specifically, the use of an effective field-dependent
collision frequency equation. The large number of irises generates a much higher space
charge density than for a conventional obstruction-free waveguide. Further analysis of space
charge density and the correct equations for these cases are considered in Section 6.

Figure 4. Experimental and analytical results using Λ and Λeff for a Ku band filter operating at 12.5 GHz.

Figure 5. Experimental and analytical results using Λ and Λeff for a Ku band filter operating at 12.2 GHz.

Mathematical Analysis of Electrical Breakdown Effects in Waveguides
http://dx.doi.org/10.5772/intechopen.76973

69



The results shown imply that it is necessary to consider the inhomogeneity of the electric fields,
not due to geometry but due to the diffusion process that occurs at low pressures [12]. Then,
instead of using the characteristic diffusion length, the effective diffusion length is used. Figure 4
shows the experimental and analytical results using the characteristic diffusion length compared
to the analytical results using the effective diffusion length for the same low-pass filter.

Figure 5 shows another result comparison but for a corrugated waveguide filter operating at
12.2 GHz.

Figures 4 and 5 show a slight increase in breakdown power, proving that the effective diffu-
sion length from Eq. (23) is a more suitable equation for the cases of waveguide devices where
the field inhomogeneity is greater.

These results can be explained because microwave breakdown in an RF device is manifested
by an avalanche-like growth in time of the free-electron density in the gas filling the device.
The difference between these power threshold results resides not only in their operating
frequency but in their geometries and the number of irregularities the filter contains. A bigger
amount of irregularities, or irises (steps that help in the filtering process), contributes to
generating more inhomogeneity on the electric field.

Figure 6 shows the transversal configuration and measures of each filter [4].

For the analysis of each filter, the minimum length located in the middle is considered.

The filter operating at 12.5 GHz is affected by the electric field inhomogeneity more than the
other because of its high number of irises. Predicting mathematically the breakdown

Figure 3. Low-pass Ku band filter operating at 12.5 GHz [4].

Emerging Waveguide Technology68

threshold of a device with high amount of irregularities, such as Figure 6 (b), requires
modifications to the equations, more specifically, the use of an effective field-dependent
collision frequency equation. The large number of irises generates a much higher space
charge density than for a conventional obstruction-free waveguide. Further analysis of space
charge density and the correct equations for these cases are considered in Section 6.

Figure 4. Experimental and analytical results using Λ and Λeff for a Ku band filter operating at 12.5 GHz.

Figure 5. Experimental and analytical results using Λ and Λeff for a Ku band filter operating at 12.2 GHz.

Mathematical Analysis of Electrical Breakdown Effects in Waveguides
http://dx.doi.org/10.5772/intechopen.76973

69



According to Witting [13], the transmission capacity of a communication network in terms of
the number of users, power and data rate is:

RB∙N
P

≤ 20� 1018 W�1s�1� �
(35)

where RB is the data rate in bits/s, N is the number of users and P is the power in watts. Table 1
shows the difference of bit rate obtained with the power from characteristic diffusion length
calculation and the one from effective diffusion length calculation for the two different Ku
band filters.

By using (35), the resulting increase on the bit rate of the filters, when using the effective diffusion
length, is of 4.3% in the case of the 12.5 GHz low-pass filter and of 3.1% for the 12.2 GHz low-pass
filter. Therefore, a small raise in the power, even of 3 or 4 W, is heavily reflected on the data rate
and an increase of almost 200 Gbps is achieved.

6. Space charge density effects

The microwave devices’ designers use the analytical solution of the corona discharge to
determine if the operating power is within the established margins. As shown previously, the
experimental results differ considerably from the analytical when the characteristic diffusion
length is considered. It has been proved by some authors [2, 9, 12, 14] that the criteria used
until now for the design of waveguide filters can be improved if the effective diffusion length is
used instead of the characteristic diffusion length.

Figure 6. Transversal configuration of waveguide filters. (a) Operating at 12.2 GHz. (b) Operating at 12.5 GHz [4].

Analysed filter Minimum breakdown power [W] Data rate [Gb/s]

12.2 GHz Λ 83.5 4175

Λeff 86.1 4305

12.5 GHz Λ 97.2 4860

Λeff 101.4 5070

Table 1. Calculated bit rate from power obtained by characteristic diffusion length and effective diffusion length for two
different Ku band filters.
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The two main processes responsible for the electron losses during the breakdown stages are
the diffusion from high-density regions towards lower-density regions and the attachment by
neutral molecules, forming essentially negatively charged unmovable ions. For sufficiently
enough electron density, at breakdown threshold, the region saturates and the electric field
propagation is affected by its reflection or absorption in the device walls.

The most important negative ions present in air are O�
2 and O� and the most important

positive ions formed during electrical breakdowns at atmospheric pressure are Nþ
2 , N

þ
4 and

Oþ
2 . There have not been negative ions detected for nitrogen experimentally [15].

The avalanche evolution can be affected by any agent that alters the space charge electronic
density. Figure 7 shows the electric field Er around the avalanche and the resulting modification
of the applied field E0. The space charge at the head of the avalanche is assumed as concentrated
within a spherical volume, with the negative charge ahead because of the higher electron
mobility. The field is enhanced in front of the head of the avalanche with field lines from the

Figure 7. Schematic representation of electric field distortion in a gap caused by space charge of an electron avalanche [16].
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anode terminating at the head, the region III. Further back in the avalanche, the field between the
electrons and the ions left behind reduced the applied field (E0), the region II. Still, further back,
the field between the cathode and the positive ions is enhanced again, the region I [16].

The resultant field strength in front of the avalanche is thus (E0 þ Er), whereas in the positive
ion region just behind the head the field is reduced to a value (E0 � Er).

According to the results exhibited in Figures 4 and 5, where the analytical values of the break-
down power are lower than the experimental ones, this is an indication that the avalanche is
mainly affected by the presence of positively charged ions instead of the negatively charged ions.
The radial field produced by positive ions immediately behind the head of the avalanche can be
calculated using the expression from [16]:

Er ¼ 5:3∙10�7 αe
αTx

x
p

� �1
2

Volts
cm

� �
(36)

where x is the distance in cm in which the avalanche has progressed, p is the gas pressure in
Torr and α is the Townsend first coefficient of ionization, denoted by:

αTx ¼ 17:7þ ln x (37)

The Townsend first ionization coefficient indicates the number of ions generated by the elec-
tron collision by length unity. Figure 8 shows the behaviour of Er and E0 as a function of the
pressure for different values of x, x ¼ a ¼ 0:25 cm, as this is the maximum height of the
analysed Ku band filter.

Figure 8. Applied electric breakdown E0 versus space charge electric field Er for different values of x.
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It can be appreciated that the influence of the positive ionic space charge field is greater as a
function of the development in the space of the avalanche.

For a more correct approach of the analytical results, Woo et al. [6] propose the collision
frequency equation dependent on the reduced electric field as:

νc ¼ 5� 109p
α

αþ 8

� �1=2
: (38)

Figures 9 and 10 show the results of using this energy-dependent collision frequency equation
and the effective diffusion length.

Figure 9. Breakdown power of a Ku band filter operating at 12.5 GHz using different collision frequency values.

Figure 10. Breakdown power of a Ku band filter operating at 12.2 GHz using different collision frequency values.
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It is shown that considering the diffusion length and the electric field-dependent collision
frequency altogether, the results are far more similar to the experimental results, proving this
to be an important approach towards the experimental results.

As minimal as these increases result, Table 1 shows the importance of power, and the regula-
tions for the design of these devices can be increased in terms of input power tolerance.

7. Plasmonic waveguide filters for increased data rate transmission

As the actual waveguide devices reach the technological limit, in terms of their data rate, it is
necessary to develop newalternatives to overcome the continuously increasing demand of services
[12]. By using encoding techniques, it is possible to send up to 16 bits of information per eachHertz
sent [17]; the currentKuband analyseddevices operate generallyaround 12.2GHz, so the data rate
is only of 195.2 Gbps. Much higher frequencies, such as those provided by optical communication,
of about 350 THz, show amuch promising environment, delivering up to 5600 Tbps.

Optical wireless communications demand different multiplexing and de-multiplexing tech-
niques than traditional RF communication. For this, some proposals include a wavelength
divisor multiplexer (WDM), this can be a polymer substrate mode for photonic interconnections
and is used even for satellite communications [18]. This helps in a way that incoming signals are
directly coupled with the system chip, leaving out any optical-electrical and electrical-optical
conversions. This is a partial solution since the system needs power and wavelength manage-
ment; for this, digital grating processors (DGPs) are implemented. There are many advantages
that these photonic interconnections provide, among them are introducing a planar platform for
space-saving purposes, efficiency against any external perturbation, low propagation losses,
compatibility with other surface mount technologies and low cost. Nevertheless, DGPs are
components that demand energy from the system to operate and generate interruptions in the
transmission due to electronic processing. Other components can be responsible for the filtering
of signals; as seen by Calva et al. [2], a plasmonic waveguide filter is a viable option.

Since the interconnection is very important, as the planar configuration of the devices,
plasmonic waveguide filter proves a viable solution due to their capability of transfer informa-
tion operating at different frequencies at the same time. Surface plasmons’ inherent properties
permit the signal to travel at the speed of light and also transport electrical and optical signals
simultaneously [19]. The disadvantage of using these devices is that electrical breakdown due
to ionization phenomena can occur.

These particular devices’ operating principle is based on the light capability to penetrate some
materials; for metals this can be up to 30 nm deep, helping in the generation of surface
plasmons, which are oscillating free electrons in a coherent state that generate at the interface
between any two materials. In some cases, incident light couples with the surface plasmon to
generate self-sustaining propagating electromagnetic waves; these are known as surface
plasmon polaritons (SPPs) [19]. A plasmonic waveguide filter example is shown in Figure 11;
this is based on a metal–insulator–metal (MIM) structure [20].
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The configuration of these filters is formed by stacking nanometric waveguides of the same
gap length. Multiple resonance modes are formed inside the devices; only the first and second
mode can traverse through the next waveguides, the one in the middle of Figure 11 and the
port 1 and 2 vertical waveguides. The SPPs travel through the principal plasmonic waveguide;
resonance happens if the SPPs are enclosed in the middle cavity. This mid-section is very
important, since its size is responsible for the filtering effect; modifications of its length alter
the delivered wavelength through ports 1 and 2. A wide range of wavelengths can be covered
by using these filters, from 500 to 10,000 nm. However, some optimal configurations have been
suggested; for distances of L=280, 320, 350, 360, and 390 nm, the transmitted resultant wave-
lengths are λ=575, 850, 1060, 1310, and 1550 nm, respectively [2]. As mentioned before, it is
imperative to consider the field skin deep so that light can travel through the metal of these
waveguide structures; d1 and d2 distances must be smaller than 30 nm in the case of silver [21].
The field skin deep distance describes the length of a given material, silver in this case, that an
electromagnetic signal can penetrate, this distance depends on the signal frequency and the
material properties. So, in this case, the distances are 10 and 15 nm, respectively, with a gap
distance for all the waveguides of W ¼ 50 nm. These filters have very good transmission
spectra and can easily operate in wavelengths from 575 to 1500 nm, optimal for using them
for an optical communication scheme.

The analysis of electromagnetic waves through a surface already excited contemplates that the
electrons are in a non-equilibrium state and that they are generated because of light absorption,
not only due to collisions. The absorption can be linear or multiple, resulting in many non-
equilibrium electrons; then, considering the diffusion effect, electron–electron collisions occur
and there is an energy exchange between the photon-excited electrons and the non-equilibrium
electrons. The evolution in time of the free-electron density generated by excited photons and
electron–electron collisions is [22]:

Figure 11. Two-channel plasmonic waveguide filter structure.
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It is shown that considering the diffusion length and the electric field-dependent collision
frequency altogether, the results are far more similar to the experimental results, proving this
to be an important approach towards the experimental results.
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plasmonic waveguide filter proves a viable solution due to their capability of transfer informa-
tion operating at different frequencies at the same time. Surface plasmons’ inherent properties
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important, since its size is responsible for the filtering effect; modifications of its length alter
the delivered wavelength through ports 1 and 2. A wide range of wavelengths can be covered
by using these filters, from 500 to 10,000 nm. However, some optimal configurations have been
suggested; for distances of L=280, 320, 350, 360, and 390 nm, the transmitted resultant wave-
lengths are λ=575, 850, 1060, 1310, and 1550 nm, respectively [2]. As mentioned before, it is
imperative to consider the field skin deep so that light can travel through the metal of these
waveguide structures; d1 and d2 distances must be smaller than 30 nm in the case of silver [21].
The field skin deep distance describes the length of a given material, silver in this case, that an
electromagnetic signal can penetrate, this distance depends on the signal frequency and the
material properties. So, in this case, the distances are 10 and 15 nm, respectively, with a gap
distance for all the waveguides of W ¼ 50 nm. These filters have very good transmission
spectra and can easily operate in wavelengths from 575 to 1500 nm, optimal for using them
for an optical communication scheme.

The analysis of electromagnetic waves through a surface already excited contemplates that the
electrons are in a non-equilibrium state and that they are generated because of light absorption,
not only due to collisions. The absorption can be linear or multiple, resulting in many non-
equilibrium electrons; then, considering the diffusion effect, electron–electron collisions occur
and there is an energy exchange between the photon-excited electrons and the non-equilibrium
electrons. The evolution in time of the free-electron density generated by excited photons and
electron–electron collisions is [22]:

Figure 11. Two-channel plasmonic waveguide filter structure.
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where D is the electronic diffusion coefficient, τeeh i is the time between the electron–electron
collisions, I is the irradiance of light in watts per square meter, R is the reflection coefficient, α1

is the linear photonic absorption coefficient and α2 is the two-photon absorption coefficient.

According to Bhushan et al. [23], there is no two-photon absorption for the cases where the
plasmon has an angular momentum of l > 1 kgm2=s. l ¼ 1 corresponds to the bipolar resonance
of the plasmon, which is the one that occurs in these types of filters [20]. Then, Eq. (39) is reduced
to the following:
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Substituting 1
τeeh i ¼ νc:
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The lineal photonic absorption is obtained using the following [24]:

α1 ¼ 4πk=λ cm�1� �
, (42)

where k is the extinction coefficient. Table 2 shows the experimentally obtained values in [24] for
the extinction coefficients at a specific wavelength and the corresponding absorption coefficients.

The electron density in the electrical breakdown threshold is n ¼ 1:1� 1015cm�3 [25]. The
reflection coefficient of silver is R ¼ 0:95. The ℏω term is the energy of a photon, where ℏ is the
Planck’s constant divided by 2π:

ℏω ¼ h2πf
2π

¼ hf ¼ 6:62� 10�34f J½ � (43)

Using these equations and the effective diffusion length, as discussed before, in (39) the power
breakdown threshold of a plasmonic waveguide filter can be obtained. Figure 12 shows the
power breakdown threshold of a plasmonic waveguide filter at different wavelengths.

Wavelength nm½ � Extinction coefficient k Absorption coefficient cm�1
� �

575 3.45 7.54E + 05

850 5.70 8.43E + 05

1060 7.33 8.69E + 05

1310 9.10 8.73E + 05

1550 10.60 8.59E + 05

Table 2. Experimental values for the extinction and linear photonic absorption coefficients.
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These extremely low power values are not a problem in the data transmission, according to
Radek Kvicala et al. [26]; the optical communication systems are capable of receiving very low
optical powers of about P ¼ 4� 10�14 Watts.

8. Conclusions

The suggested modifications to the waveguide devices breakdown threshold analysis
change the operating power in terms of the continuously increasing bandwidths and com-
ponent integration. Increasing power handling in these devices by just a few watts have a
considerable effect in the data rate, increasing its value, whereas avoiding the risk of break-
down to occur.

Waveguide designers use the free electrons in the time equation to obtain the lowest possible
breakdown thresholds, which implies that homogeneous electric fields as a function of the
geometry are considered. However, the presence of space charge inside the devices causes
inhomogeneities in the electric field; therefore, it is important to determine the device structure
for a correct analysis. When analysing a waveguide filter, the substructures inside it that
generate the filtering effect, highly non-homogeneous areas are located. In these cases, the use
of the effective diffusion length, along with the collision frequency equation that highly
depends on the electric field, must be imperative for a correct approximation of the real values.

Plasmonic waveguide filters are a good proposal for the implementation of higher-frequency
technologies. For wavelengths from 575 to 1500 nm, the power breakdown threshold is located
between 0.1 and 0.4 Watts at 1 Torr atmospheric pressure. These power thresholds are

Figure 12. Power breakdown threshold of a two-channel plasmonic waveguide filter at different wavelengths.
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sufficient for the electronic processing required in an optical environment, since optical sys-
tems are capable of fully operating while receiving very low power, P ¼ 4� 10�14 W .
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Abstract

The chapter provides the analysis of the behaviour of Mach Zehnder interferometer 
waveguide (MZIW) sensing structure and establishes the general design principles. 
Photonics interferometers have been widely used because of their highly sensitive 
detection technique. The present study is based on the MZIW structure for sensing 
application and deals with interferometer single-mode transmission. Theoretically, 
short wavelength and high difference in index (Δη) results in the low depth of the eva-
nescence wave and increase in sensitivity. MZIW under consideration is very small 
in size hence it is very difficult to guide the light into waveguide. The output monitor 
detection sensitivity of the entire MZI structure depends on light-guiding efficiency. 
To maintain minimum losses at various micro-branches of the entire MZIW structure, 
effective light propagation is important and it is a critical parameter of the entire 
interferometer. Various tests have been carried out to study the effects of the Y branch 
angle variation on light guiding into the MZIW structure especially in measurement 
application.

Keywords: interferometer, light propagation, waveguide

1. Introduction

Guided wave optics has revolutionized the photonic sensing technology. It covers both fibre 
and integrated optics technology. Photonics technology improves optical communication and 
minimizes the optical components used for communication as well as measurement applica-
tions [1]. Silicon nano-photonics waveguides strongly confine light in a submicron waveguide 
structure which has following advantages.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 5

Optical Waveguide for Measurement Application

Prashant Bansilal Patel and Satish T. Hamde

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76781

Provisional chapter

DOI: 10.5772/intechopen.76781

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Optical Waveguide for Measurement Application

Prashant Bansilal Patel and Satish T. Hamde

Additional information is available at the end of the chapter

Abstract

The chapter provides the analysis of the behaviour of Mach Zehnder interferometer 
waveguide (MZIW) sensing structure and establishes the general design principles. 
Photonics interferometers have been widely used because of their highly sensitive 
detection technique. The present study is based on the MZIW structure for sensing 
application and deals with interferometer single-mode transmission. Theoretically, 
short wavelength and high difference in index (Δη) results in the low depth of the eva-
nescence wave and increase in sensitivity. MZIW under consideration is very small 
in size hence it is very difficult to guide the light into waveguide. The output monitor 
detection sensitivity of the entire MZI structure depends on light-guiding efficiency. 
To maintain minimum losses at various micro-branches of the entire MZIW structure, 
effective light propagation is important and it is a critical parameter of the entire 
interferometer. Various tests have been carried out to study the effects of the Y branch 
angle variation on light guiding into the MZIW structure especially in measurement 
application.

Keywords: interferometer, light propagation, waveguide

1. Introduction

Guided wave optics has revolutionized the photonic sensing technology. It covers both fibre 
and integrated optics technology. Photonics technology improves optical communication and 
minimizes the optical components used for communication as well as measurement applica-
tions [1]. Silicon nano-photonics waveguides strongly confine light in a submicron waveguide 
structure which has following advantages.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



(i) allows sharp bends due to which compact and tiny components can be analysed and 
characterized;

(ii) gives tremendous reduction in footprints, which in turns open up new areas for the 
large-scale integration of photonics component circuits.

The fabrication of photonics circuits can be done on the similar line of complementary metal-
oxide-semiconductor (CMOS) circuits [2]. Due to the similarity, CMOS compatibility opens 
up options for the interface of photonics functions with electronics functions. Photonics 
sensing technology has now gained a place in the vast portfolio of practical measurement 
technologies [3, 4].

However, current innovations in the photonics technique to manipulate the light are continue 
to provide both opportunity and challenge to the micro-optical components used in rapid mea-
surement and sensing technologies. The development in the modern photonics sensors is due 
to the advances made in the LASER and optical fibre technology. The progress in the micro-
electronics field accelerated the growth in silicon as well as polymer-based photonics devices.

Photonics technology also enhances precision as well as accuracy of the measurement. 
Photonics-based sensors reduce the measurement time which is not possible using conven-
tional available techniques. The application of nanotechnology in the field of biology and bio-
medical field is known as bio-nano-technology or nano-bio-technology [5]. This technology 
gives rise to new devices and systems having improved sensitivity and accuracy for measure-
ment application. Interferometer analysis using the Y branch is highlighted in this chapter for 
the MZIW structure and the general conclusions on optimization are drawn [6].

2. Interferometer technique

In interferometer phenomenon, two similar input waves are superimposed at an output 
waveguide to detect the phase difference between them. If the two waves are in phase, their 
electrical fields gets added (this is called as constructive interference). If they are out of phase 
(phase shift is 180° between them), the electric field received at the output waveguide gets 
cancelled (this is called as destructive interference).

Various interferometer configurations like Mach Zehnder interferometer, Fabry Perot interfer-
ometer and Michelson interferometer have been realized using optical methods. Out of all above 
techniques, the main consideration in this chapter is given to Mach Zehnder interferometer [7, 8].

3. Mach Zehnder interferometer waveguide (MZIW)

Interferometer is most suitable technique for analytical measurement with real-time 
interaction monitoring. Our main purpose is to provide the optimization and testing of 
MZIW. Interferometer based on MZIW consists of input waveguide structure (left Y branch) 
and output waveguide structure (right Y branch) [8]. In interferometer measurement, input 
light is equally guided into the two waveguides and light is recollected into the single 
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waveguide as shown in Figure 1. One branch is 1-2 and other is the 2-1 branch. The sensing 
reaction changes the refractive index of sensing waveguide and it changes the speed (phase) 
of light [9]. The light intensity changes due to the optical interference at the output waveguide 
(2-1 branch) [10]. Figure 1 demonstrates one-input and two-output (1-2 branches) and two-
input one-output (2-1 branch)-type micro-Y branch for the MZIW structure. Many optical 
evanescent wave sensors in various forms have been used for highly sensitive sensing appli-
cations and MZIW is one class of such sensors. MZIW has been designed using one Y and one 
inverted Y branch to form an entire waveguide structure [11].

The simplest light waveguide component is the Y branch and is a three-port device that acts 
as a light divider, Y branch (1-2) and light collector and inverted Y branch (2-1) [12]. Figure 1 
shows a Y branch made by splitting a planer waveguide into two branches bifurcating at some 
angle. These components are very much similar to a fibre optic coupler which can also act as 
a power splitter except that it has only three ports. Conceptually it differs considerably from 
a fibre coupler since there is no coupling region in which modes of two different waveguides 
overlap. Function of the Y branch is very simple. With reference to Figure 1, in the branch 
region the waveguide is thicker and supports higher-order modes. However the geometrical 
symmetry forbids the excitation of asymmetric modes. If the thickness is changed gradually 
in an adiabatic manner, even higher-order symmetric modes are not excited, and power is 

Figure 1. Y branches (a) Branch [1-2] (b) Branch [2-1].
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ometer and Michelson interferometer have been realized using optical methods. Out of all above 
techniques, the main consideration in this chapter is given to Mach Zehnder interferometer [7, 8].

3. Mach Zehnder interferometer waveguide (MZIW)

Interferometer is most suitable technique for analytical measurement with real-time 
interaction monitoring. Our main purpose is to provide the optimization and testing of 
MZIW. Interferometer based on MZIW consists of input waveguide structure (left Y branch) 
and output waveguide structure (right Y branch) [8]. In interferometer measurement, input 
light is equally guided into the two waveguides and light is recollected into the single 
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waveguide as shown in Figure 1. One branch is 1-2 and other is the 2-1 branch. The sensing 
reaction changes the refractive index of sensing waveguide and it changes the speed (phase) 
of light [9]. The light intensity changes due to the optical interference at the output waveguide 
(2-1 branch) [10]. Figure 1 demonstrates one-input and two-output (1-2 branches) and two-
input one-output (2-1 branch)-type micro-Y branch for the MZIW structure. Many optical 
evanescent wave sensors in various forms have been used for highly sensitive sensing appli-
cations and MZIW is one class of such sensors. MZIW has been designed using one Y and one 
inverted Y branch to form an entire waveguide structure [11].

The simplest light waveguide component is the Y branch and is a three-port device that acts 
as a light divider, Y branch (1-2) and light collector and inverted Y branch (2-1) [12]. Figure 1 
shows a Y branch made by splitting a planer waveguide into two branches bifurcating at some 
angle. These components are very much similar to a fibre optic coupler which can also act as 
a power splitter except that it has only three ports. Conceptually it differs considerably from 
a fibre coupler since there is no coupling region in which modes of two different waveguides 
overlap. Function of the Y branch is very simple. With reference to Figure 1, in the branch 
region the waveguide is thicker and supports higher-order modes. However the geometrical 
symmetry forbids the excitation of asymmetric modes. If the thickness is changed gradually 
in an adiabatic manner, even higher-order symmetric modes are not excited, and power is 

Figure 1. Y branches (a) Branch [1-2] (b) Branch [2-1].

Optical Waveguide for Measurement Application
http://dx.doi.org/10.5772/intechopen.76781

83



divided into two branches without much loss. In practice, a sudden opening of the gap vio-
lates the adiabatic condition, resulting in insertion losses associated with any Y branch. These 
losses depend on the branching angle θ and increases as angle θ increases.

In practice, what attracts our attention is the presence of a number of relatively primitive, 
that is, straight and curved waveguides. As it was mentioned earlier, the layout is very coarse 
and the light interactions actually occur just on a small fraction of the layout. For this reason 
waveguides are also called as micro-waveguides and the branches are also called as micro-
branches. Various types of MZIW structures have been designed for sensing applications.

We have used beam propagation method (BPM) for the analysis of MZIW [13]. The physical 
propagation requires important information about the distribution of refractive index η(x, y, 
z) and input wave field, η(x, y, z = 0). From this we can detect the wave field throughout the 
rest of the domain u (x, y, z > 0).

In addition to above data, the BPM algorithm requires additional information in the form of 
numerical parameters like:

(i) finite computation domain {X ∈ (xmin, xmax)}, {Y ∈ (ymin, ymax)}, {Z∈ (zmin, zmax)},

(ii) transverse grid size Δx and Δy,

(iii) longitudinal step size Δz.

Generally, smaller grid sizes give results with more accuracy. But due to a small grid size, sim-
ulation time increases [14]. It is very important and critical to perform a convergence study on 
the X and Y grid sizes to provide optimization and the tradeoff between speed and accuracy.

4. Waveguide configuration and analysis

Figure 2 shows the MZIW structure in 3D (XYZ) format with reference to this proposed struc-
ture. We can join two Y branches (refer Figure 1) to form the entire MZIW structure (refer 
Figure 2) [15]. To perform this convergence study, we have used the scanning capabilities of 
beam propagation method, scanning and optimization tools. The MZI layout under the test 
is shown in Figures 3 and 4.

This scanning tool gives very good results. There are various configurations of photonic MZIW, 
which are used for sensing various physical parameters [16]. Figure 3(a–d) shows the experimen-
tal data for light output variation as a function of changes in the branch angle for Y branch (1-2).

We can use the proper numerical model for the design of the structure with appropriate 
characteristics.

Figure 4(a–d) shows experimental data for output variation as a function of changes in the 
branch angle for inverted Y branch (2-1) [17]. The performance of photonics interferometer 
depends upon various fibre geometry and fibre parameters.

For the successful design and working of sensor, the process of the parameter optimization is 
very critical and important.
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We have analysed monitor output behaviour with respect to variations in Y branch angle. 
Figure 5(a–c) shows the graph of Y branch angle variation versus output value.

From this, it is shown to split light and to combine light at Y branches already shown in 
Figure 2. The Y branch angle should be optimized. The angle should be less than 18°; above 
this, light propagation will not be appropriate through the MZIW structure. This reduces the 
output monitor value [18].

Also when light is guided through the bend structure, substantial radiation losses take place 
and significant distortion of the optical input launch field occurs when light proceeds through 
the MZIW structure [19]. As shown in Figure 5(a), as we vary angle between 0° and 25°, 
monitor output value decreases, and as we increase angle variation beyond 25° that is up 
to 45°, monitor output value further decreases. This is represented in the graph shown in 
Figure 5(b). In Figure 5(c) as we increase angle variation beyond 45° that is up to 75°, the 
monitor output value further goes on reducing.

The measuring sensitivity of the MZI structure is given by Eq. (1):

  S =   ∆P ___ ∆n    (1)

where  ∆P  is the monitor output power and  ∆n  is the refractive index change at measuring 
branch.

Figure 2. MZIW Structure in 3D format.
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Figure 4(a–d) shows experimental data for output variation as a function of changes in the 
branch angle for inverted Y branch (2-1) [17]. The performance of photonics interferometer 
depends upon various fibre geometry and fibre parameters.
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very critical and important.
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From Figure 5(a–c), it is easily interpreted that beyond 18° it is difficult to guide light to the 
waveguide. These losses depend on the branching angle and increase as the angle increases.

Figure 6(a and b) shows the complete MZIW structure after optimum selection of Y branch 
angle (18°) for both the branches. This waveguide has a width of 3 μm and length of 40 μm. 
This structure is used for sensing applications like refractive index measurement of small 

Figure 3. (a) Light guiding variation for Y branch at an angle of 18°; (b) light guiding variation for Y branch at an angle 
of 25°; (c) light guiding variation for Y branch at an angle of 45° and (c) light guiding variation for Y branch at an angle 
of more than 75°.
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samples under measurement. The validation of the innovative approach is achieved by the 
characterization of the above MZIW structure. The sensitivity of the sensors is the most domi-
nating and demanding parameter as it directly relates to how early the sensing parameters 
are detected [20].

According to the theory of interferometer, the intensity modulation scheme should be charac-
terized by an output intensity of MZI behaving as a cosine function of the phase variation as 
shown in Figure 5. Indeed the detected light output power Iout at the output of the Y branch 
(2-1) of the interferometer can be detected as given by Eq. (2).

   I  out   =  I  r   +  I  s+2 √      I  s    I  r   cos  (Δφ)   (2)

Figure 4. (a–d) Experimental data for output variation as a function of changes in branch angle for inverted Y branch 
(2-1). (a) Light guiding variation for Y branch at an angle of 18°; (b) light guiding variation for Y branch at an angle of 
60°; (c) light guiding variation for Y branch at an angle of 75°; and (d) light guiding variation for Y branch at an angle 
more than 75°.
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samples under measurement. The validation of the innovative approach is achieved by the 
characterization of the above MZIW structure. The sensitivity of the sensors is the most domi-
nating and demanding parameter as it directly relates to how early the sensing parameters 
are detected [20].

According to the theory of interferometer, the intensity modulation scheme should be charac-
terized by an output intensity of MZI behaving as a cosine function of the phase variation as 
shown in Figure 5. Indeed the detected light output power Iout at the output of the Y branch 
(2-1) of the interferometer can be detected as given by Eq. (2).

   I  out   =  I  r   +  I  s+2 √      I  s    I  r   cos  (Δφ)   (2)

Figure 4. (a–d) Experimental data for output variation as a function of changes in branch angle for inverted Y branch 
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where Ir and Is are the optional powers of the reference and sensing waveguide observed in 
each arm of MZIW and Δφ is the phase difference between both waveguides.

The above result and study elucidates the influence of the Y branch angle on light guiding 
the MZIW structure and the MZIW variation in the angle changes light guiding efficiency, 
so the angle must be properly selected for sensing applications. From the above analysis and 
experimentation, it is observed that the optimum value for the angle is required to be below 
18° (for 1-2 branch). In case of the MZIW interferometer, we know that one arm of the wave-
guide structure is acting as a reference arm and other arm is acting as a measurement arm. 
According to the graphs shown in Figure 5(a–c), if light is not properly guided into the refer-
ence arm and other measurement arms of waveguides, it will produce considerable variations 
in the output monitor value. Due to these variations, the physical parameter that is to be 

Figure 5. (a–c) Graph of angle variation between 0 and 75°. (a) Output value for angle variation between 0 and 25°; (b) 
output value for angle variation between 0 and 45°; (c) output value for angle variation between 0 and 75°.

Figure 6. (a) MZIW structure using two Y branches and (b) complete MZIW structure used for sensing application.
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sensed using the interferometer will not be detected correctly. Output measurement becomes 
difficult. These types of waveguide structures are applicable to any measurement application 
that changes phase and amplitude of light passing through the waveguide. Generally branch 
angle should be maintained below 1 radian to reduce insertion losses below 1 dB and 18° for 
measurement applications.

Analysis and experimental characterization of MZIW is performed using a “beam propaga-
tion method” algorithm. Measurement is carried out by using an MZIW structure having 
branch angle as 18° (for the Y branch); however, the insertion loss of power divided also 
increases rapidly and often becomes intolerable after three or four bifurcation stages.

After the optimization of MZIW for the measurement application is completed, the next part 
is to analyse the structure for the refractive index (RI) measurement. Figure 7 shows the phase 
shift variation due to refractive index variation and corresponding changes in the output 
monitor value. Due to proper light splitting and combining, changes in phase shift produced 
due to variations in the refractive index of the sample can be measured.

5. Conclusion

Measurements are carried out by using an MZI structure having branch angle of 18° (for 
the Y branch); however, the insertion loss of power divided also increases rapidly and often 
becomes intolerable after three or four bifurcation stages. The next step of this chapter con-
sists of the characterization of rib waveguide-based MZI optical sensor.

Figure 7. Graph of variation in phase shift and monitor output value for MZIW structure shown in Figure 6.
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angle should be maintained below 1 radian to reduce insertion losses below 1 dB and 18° for 
measurement applications.

Analysis and experimental characterization of MZIW is performed using a “beam propaga-
tion method” algorithm. Measurement is carried out by using an MZIW structure having 
branch angle as 18° (for the Y branch); however, the insertion loss of power divided also 
increases rapidly and often becomes intolerable after three or four bifurcation stages.
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shift variation due to refractive index variation and corresponding changes in the output 
monitor value. Due to proper light splitting and combining, changes in phase shift produced 
due to variations in the refractive index of the sample can be measured.
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the Y branch); however, the insertion loss of power divided also increases rapidly and often 
becomes intolerable after three or four bifurcation stages. The next step of this chapter con-
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Abstract

Optical devices are necessary to meet the anticipated future requirements for ultrafast and
ultrahigh bandwidth communication and computing. All optical information processing
can overcome optoelectronic conversions that limit both the speed and bandwidth and are
also power consuming. The building block of an optical device/circuit is the optical
waveguide, which enables low-loss light propagation and is thereby used to connect
components and devices. This chapter reviews optical waveguides and their classification
on the basis of geometry (Non-Planar (Slab/Optical Fiber)/Planar (Buried Channel, Strip-
Loaded, Wire, Rib, Diffused, Slot, etc.)), refractive index (Step/Gradient Index), mode
propagation (Single/Multimode), and material platform (Glass/Polymer/Semiconductor,
etc.). A comparative analysis of waveguides realized in different material platforms along
with the propagation loss is also presented.

Keywords: optical waveguides, integrated optics, optical devices, optical materials,
photonics integrated circuits

1. Introduction

Waveguides are indispensable for communication and computing applications as they are
immune to electromagnetic interference and induced cross talk and also counter diffraction.
Next-generation high-end information processing (bandwidths >1 Tb/s and speed >10 Gb/s) is
immensely challenging using copper-based interconnects. Optical interconnects transmit data
through an optical waveguide and offer a potential solution to improve the data transmission
[1, 2]. There are predominantly two classes of optical waveguide: those in which “classical
optical elements, placed periodically along the direction of propagation of the wave, serve to
confine the wave by successive refocusing in the vicinity of the optical axis (laser resonators
and multiple lens waveguides); and those in which the guiding mechanism is that of multiple
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total internal reflection from interfaces parallel to the optical axis” (fiber optical waveguides,
slab waveguides, and resonators) [3].

Historically, high-frequency microwave sources had created a furore on guided wave photon-
ics pioneered by Rayleigh and Sommerfeld. The first theoretical description of mode propaga-
tion along a dielectric guide was done by Hondros and Debye in 1910 [3]. The first dielectric
waveguide to be examined at optical frequencies was the glass fiber used primarily for fiber
optics imaging applications [4].

A waveguide can be defined as any structure (usually cylindrical) used for guiding the flow of
electromagnetic wave in a direction parallel to its axis, confining it to a region either within or
adjacent to its surfaces. In order to understand the propagation of light in a waveguide, it is
imperative to derive the wave equation. The electromagnetic wave equation can be derived
from the Maxwell’s equation, assuming that we are operating in a source free r ¼ 0; J ¼ 0ð Þ,
linear ε and μ

�
are independent of E and HÞ, and an isotropic medium. E and H are the electric

and magnetic field amplitudes, respectively, ε is the electric permittivity of the medium, and μ
is the magnetic permeability of the medium. The equations are:

∇� E ¼ � ∂B
∂t

(1)

∇�H ¼ ∂D
∂t

(2)

∇:D ¼ 0 (3)

∇:B ¼ 0 (4)

Here, B and D are magnetic and electric fluxes, respectively. The wave equation derived from
the above expressions is:

∇2E� με
∂2E
∂t2

¼ �∇ E:
∇ε
ε

� �
(5)

The right-hand side of Eq. (5) is nonzero when there is a gradient in permittivity of the
medium. Guided wave medium has a graded permittivity; however, in most structures, the
term is negligible. Thus, the wave equation can be written as:

∇2E� με
∂2E
∂t2

¼ 0,∇2H � με
∂2H
∂t2

¼ 0 (6)

for electric and magnetic field amplitudes, respectively.

2. Classification of waveguides

Optical waveguides can be classified according to their geometry, mode structure, refractive
index (RI) distribution, and material. A dielectric optical waveguide comprises a longitudinally
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extended high-index medium called the Core, which is transversely surrounded by a low-index
medium, called the Cladding. A guided optical wave propagates in the waveguide along the
longitudinal direction. The characteristics of a waveguide are determined by the transverse
profile of its dielectric constant (x, y),which is independent of the z coordinate. For a waveguide
made of optically isotropic media, the waveguide can be characterized merely with a single
spatially dependent transverse profile of the index of refraction, n(x, y). Broadly, the waveguides
can be classified as [5]:

• Planar/2-D waveguides: Optical confinement is only in one transverse direction, the core
is sandwiched between cladding layers in only one direction (Figure 1(a)). Optical con-
finement is only in the x-direction with index profile n(x). They are primarily used for
high-power waveguide lasers and amplifiers.

• Non-planar/3-D/channel optical waveguide: Comprises of two-dimensional transverse
optical confinement, the core is surrounded by cladding in all transverse directions, and
n(x, y) is a function of both x and y coordinates as shown in Figure 1(b). A channel
waveguide (with guidance in both directions) has a guiding structure in the form of a
stripe with a finite width. Examples: channel waveguides (Section 2.3.II) and circular
optical fibers [6].

A waveguide in which the index profile changes abruptly between the core and the cladding is
called a step-index waveguide, while one in which the index profile varies gradually is called a
graded-index waveguide as shown in Figure 2. Recently, hybrid index profile waveguide was
shown combining both inverse-step index waveguide and graded index waveguides for high-
power amplification of a Gaussian single-mode beam [7].

2.1. Waveguide mode

A waveguide mode is an electromagnetic wave that propagates along a waveguide with a
distinct phase velocity, group velocity, cross-sectional intensity distribution, and polarization.
Each component of its electric and magnetic field is of the form f x; yð Þeiωt�ihz, where z is the axis
of the waveguide. Modes are referred to as the “characteristic waves” of the structures because
their field vector satisfies the homogenous wave equation in all the media that make up the

Figure 1. (a) Planar optical waveguide of 1-d transverse (x) optical confinement, (b) non-planar optical waveguide of 2-D
transverse (x, y) optical confinement.
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guide, as well as the boundary conditions at the interfaces. The electric and magnetic fields of a
mode can be written as Ev r; tð Þ ¼ Ev x; yð Þexp iβvz� iωt

� �
andHv r; tð Þ ¼Hv x; yð Þexp iβvz� iωt

� �
,

where ν is the mode index, Ev x; yð Þ and Hv x; yð Þ are the mode field profiles, and βv is the
propagation constant of the mode.

A mode is characterized by an invariant transversal intensity profile and an effective index
neff
�

). Each mode propagates through the waveguide with a phase velocity of c=neff , where c
denotes the speed of light in vacuum and neff is the effective refractive index of that mode. It
signifies how strongly the optical power is confined to the waveguide core. In order to
understand modes intuitively, consider a simple step-index 2-D waveguide and an incident
coherent light at an angle θ between the wave normal and the normal to the interface as shown in
Figure 3. The critical angle at the upper interface is θc ¼ sin�1nc=nf and lower interface

θs ¼ sin�1ns=nf and ns < nc θs < θcÞð .

Optical modes with an effective index higher than the largest cladding index are (1) Guided
modes (θs < θ < 90

� Þ: As the wave is reflected back and forth between the two interfaces, it
interferes with itself. A guided mode can exist only when a transverse resonance condition is
satisfied so that the repeatedly reflected wave has constructive interference with itself. Modes
with lower index are radiating and the optical power will leak to the cladding regions. They
can be categorized as (2) Substrate radiation modes (θc < θ < θs): Total reflection occurs only
at the upper interface resulting in refraction of the incident wave at the lower interface from
either the core or the substrate, (3) Substrate-cover radiation modes (θ < θcÞ: No total reflec-
tion at either interface. Incident wave is refracted at both interfaces, and it can transversely
extend to infinity on both sides of the waveguide, and (4) Evanescent modes: Their fields
decay exponentially along the z direction. For a lossless waveguide, the energy of an evanes-
cent mode radiates away from the waveguide transversely.

The waveguide dimensions determine which modes can exist. Most waveguides support
modes of two independent polarizations, with either the dominant magnetic (quasi-TM) or
electric (quasi-TE) field component along the transverse (horizontal) direction. For most appli-
cations, it is preferable that the waveguides operate in a single-mode regime for each polariza-
tion. This single-mode regime is obtained by reducing the waveguide dimensions until all but

Figure 2. (a) Step-index type waveguide, (b) Graded-index waveguide, and (c) Hybrid waveguide.
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the fundamental waveguide modes become radiating. Fields in the waveguide can be classi-
fied based on the characteristics of the longitudinal field components, namely (1) Transverse
electric and magnetic mode (TEM mode): Ez ¼ 0, and Hz ¼ 0. Dielectric waveguides do not
support TEM modes, (2) Transverse electric mode (TE mode): Ez ¼ 0 and Hz 6¼ 0, (3) Trans-
verse magnetic mode (TM mode): Hz ¼ 0 and Ez 6¼ 0, and (4) Hybrid mode: Ez 6¼ 0 and
Hz 6¼ 0. Hybrid modes exist only in non-planar waveguide.

2.2. Planar waveguide

Homogeneous wave equations exist for planar slab waveguides of any index profile n(x). For a
planar waveguide, the modes are either TE or TM.

Infinite slab waveguide: The slab waveguide is a step-index waveguide, comprising a high-index
dielectric layer surrounded on either side by lower-indexmaterial (Figure 4). The slab is infinite in

Figure 3. Ray-optical picture of modes propagating in an optical waveguide.

Figure 4. Planar slab waveguide and transverse electric (TE) and transverse magnetic configuration (TM).
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the y-z plane and finite in x direction and the refractive index of ncore > ncladding, nsubstrate to ensure
total internal reflection at the interface. For case (1): ncladding ¼ nsubstrate, thewaveguide is denoted as
Symmetric and for case (2): ncladding 6¼ nsubstrate, waveguide isAsymmetric.

For the electromagnetic analysis of the planar slab waveguide (infinite width), assuming
ncore > nsubstrate > ncladding, we consider two possible electric field polarizations—TE or TM. The
axis of waveguide is oriented in z-direction: k vector of the guided wave will propagate down
the z-axis, striking the interfaces and angles greater than critical angle. The field could be TE
which has no longitudinal component along z-axis (electric field is transverse to the plane of
incidence established by the normal to the interface, and the k vector) or TM depending on the
orientation of the electric field.

I. For TE Asymmetric waveguide: E field is polarized along the y-axis, and assuming that
waveguide is excited by a source with frequency ωo and a vacuum wave vector of magnitude
ωo
c , the allowed modes can be evaluated by solving the wave equation in each dielectric region
through boundary conditions. For a sinusoidal wave with angular frequency ωo, the wave
equation for the electric field components in each region can be written as ( kj j ¼ ω

ffiffiffiffiffiffi
με

p ¼ k),

∇2Ey þ k02ni2Ey ¼ 0 (7)

here, ni can be the refractive index of either core, cladding, or the substrate. The solution to
Equation (7) can be written as:

Ey x; zð Þ ¼ Ey xð Þe�jβz (8)

due to the translational invariance of the waveguide in z-direction. β is the propagation constant

along the z-direction (longitudinal). From Equation (8) and since d2y
dx2

¼ 0, we can write:

∂2Ey

∂x2
þ k02ni2 � β2
� �

Ey ¼ 0 (9)

The solution to the wave equation can be deduced by considering Case (1) β > k0ni and E0 is
field amplitude at x = 0, solution is exponentially decaying and can be written as:

Ey xð Þ ¼ E0e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2�k02ni2

p
x (10)

The attenuation constant ϓ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 � k02ni2

q
. Case (2) β < k0ni, solution has an oscillatory

nature and is given by:

Ey xð Þ ¼ E0e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k02ni2�β2

p
x (11)

The transverse wave vector κ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k02ni2 � β2

q
and the relation between β, κ and k are given by

k2 ¼ β2 þ κ2.
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The longitudinal wave vector β (z component of k) must satisfy k0nsubstrate < β < k0ncore (ncladding
≤ ncore) in order to be guided inside the waveguide. Eigen values for the waveguide can be
derived using transverse components of electric field amplitudes in three regions as Ey xð Þ ¼
Ae�γcladdingx for 0 < x; Ey xð Þ ¼ Bcos κcorexð Þ þ Csin κcorexð Þfor� h < x < 0; Ey xð Þ ¼ Deγsubstrate xþhð Þ

for x < �h,where A, B, C, and D are amplitude coefficients to be derived using boundary

conditions (Ey,Hz,
∂Ey

∂x at x ¼ 0ð Þ are continuous). Solving the equation, we get A ¼ B, C ¼
� Aϓcladding

κcore
, D ¼ A½cos κcorehð Þ þ γcladding

kcore
sin kcorehð �, and thus:

∂Ey

∂x

����
x¼�h

¼ A kcoresin kcorehð Þ � γcladding cos kcorehð Þ
h i

ðCoreÞ

¼ A cos kcorehð Þ þ
γcladding

kcore
sin kcorehð Þ

� �
γsubstrateðSubstrateÞ:

The Eigenvalue equation (Figure 5(a)) is given by:

tan hkcoreð Þ ¼
γcladding þ γsubtrate

kcore 1� γcladdingγsubstrate

k2core

h i (12)

II. TM Asymmetric waveguide: The field components of the waveguide can be written as:

HY x; y; tð Þ ¼ Hm xð Þe�iωt, Ex x; z; tð Þ ¼ β
ωεHm xð Þe�i ωt�βzð Þ, and Ez x; z; tð Þ ¼ �i

ωε : The Eigen value for
β (Figure 5(b)) is given by:

Figure 5. Plot for Eigen value equation for (a) Asymmetric TE mode slab waveguide, (b) Asymmetric TM mode slab
Waveguide.
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≤ ncore) in order to be guided inside the waveguide. Eigen values for the waveguide can be
derived using transverse components of electric field amplitudes in three regions as Ey xð Þ ¼
Ae�γcladdingx for 0 < x; Ey xð Þ ¼ Bcos κcorexð Þ þ Csin κcorexð Þfor� h < x < 0; Ey xð Þ ¼ Deγsubstrate xþhð Þ

for x < �h,where A, B, C, and D are amplitude coefficients to be derived using boundary

conditions (Ey,Hz,
∂Ey

∂x at x ¼ 0ð Þ are continuous). Solving the equation, we get A ¼ B, C ¼
� Aϓcladding

κcore
, D ¼ A½cos κcorehð Þ þ γcladding

kcore
sin kcorehð �, and thus:

∂Ey

∂x

����
x¼�h

¼ A kcoresin kcorehð Þ � γcladding cos kcorehð Þ
h i

ðCoreÞ

¼ A cos kcorehð Þ þ
γcladding

kcore
sin kcorehð Þ

� �
γsubstrateðSubstrateÞ:

The Eigenvalue equation (Figure 5(a)) is given by:

tan hkcoreð Þ ¼
γcladding þ γsubtrate

kcore 1� γcladdingγsubstrate

k2core

h i (12)

II. TM Asymmetric waveguide: The field components of the waveguide can be written as:

HY x; y; tð Þ ¼ Hm xð Þe�iωt, Ex x; z; tð Þ ¼ β
ωεHm xð Þe�i ωt�βzð Þ, and Ez x; z; tð Þ ¼ �i

ωε : The Eigen value for
β (Figure 5(b)) is given by:

Figure 5. Plot for Eigen value equation for (a) Asymmetric TE mode slab waveguide, (b) Asymmetric TM mode slab
Waveguide.
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tan hkcoreð Þ ¼
kcore

n2core
n2substrate

γsubstrate þ n2core
n2cladding

γcladding

� �

k2core � n4core
n2claddingn

2
substrate

γcladdingγsubstrate

(13)

III. TE Symmetric waveguide: The field equation of a TE mode within the symmetric wave-
guide is given by:

Ey ¼ Ae�γ x�h=2ð Þ for x ≥ h=2

Ey ¼ A
cosκx
cosκh=2

or A
sinκx
sinκh=2

for� h=2 ≤ x ≤ h=2

Ey ¼ �Aeγ xþh=2ð Þ for x ≤ � h=2

(14)

The characteristic Eigen value equation for the TE modes in a symmetric waveguide is given
by:

tan
κh
2

¼ γ k= for even ðcosÞ modes

¼ �k y
�

for odd ðsinÞ modes
(15)

In order to plot the Eigen values of the TE modes of the symmetric waveguide, solutions of
Eq. (15) are plotted for a wavelength of 1.55 μm and different “h” values (15 μm and 3 μm
respectively) as shown in Figure 6.

The longitudinal wave vector β is quintessential to describe the field amplitudes in all regions
of the waveguide. (i) Every Eigen value β corresponds to a distinct confined mode of the
system. The amplitude of the mode is established by the power carried in the mode; (ii) only
a finite number of modes will be guided depending on the wavelength, index contrast, and

Figure 6. Plot for Eigen value equation for Symmetric TE mode slab waveguide at a wavelength of 1.55 μm for
waveguide width of (a) 15 μm and (b) 3 μm. Thick waveguide supports multimode transmission.
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waveguide dimensions; (iii) most modes will be unguided, and all modes are orthogonal to
each other; (iv) some modes are degenerate. Degenerate modes will share the same value of β
but will have distinguishable electric field distributions. The lower-order mode is expressed
by βlowest order ≈ kncore and higher-order mode by βlowest order ≈ kncore cosθcritical ≈ knsubstrate. A wave-
guide is generally characterized by its normalized frequency, given by,

V ¼ hk n2core � n2subtrate
� �1=2 .

The approximate number of modes (m) in the waveguide are given by m ≈V=π. Graphical
solution to the waveguide can be evaluated by:

V ¼ k0h n2core � n2substrate
� �1=2 (16)

a ¼
�
n2substrate�n2claddding

�
= n2core�n2substrateð Þ (17)

b ¼
�
n2eff�n2substrate

�
= n2core�n2substrateð Þ (18)

where a is asymmetry parameter (ranges from 0 (symmetric waveguide) to infinity), b is
normalized effective index (ranges from 0 (cutoff) to 1) and neff ¼ β=ko is the effective index of
the waveguide. The normalized dispersion relation is given by (Figure 7):

V
ffiffiffiffiffiffiffiffiffiffiffi
1� b

p
¼ vπþ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b= 1� bð Þ

p
þ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bþ að Þ= 1� bð Þ

p
(19)

where ν is an integer. The cut-off condition (b = 0) for modes in a step-index waveguide is given
by V ¼ tan �1 ffiffiffi

a
p þ vπ. The numerical aperture is defined as the maximum angle that an

Figure 7. Normalized index b versus normalized frequency V for different values of asymmetry coefficient a (a = 0, a = 10,
a = ∞).
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III. TE Symmetric waveguide: The field equation of a TE mode within the symmetric wave-
guide is given by:

Ey ¼ Ae�γ x�h=2ð Þ for x ≥ h=2
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or A
sinκx
sinκh=2

for� h=2 ≤ x ≤ h=2

Ey ¼ �Aeγ xþh=2ð Þ for x ≤ � h=2

(14)

The characteristic Eigen value equation for the TE modes in a symmetric waveguide is given
by:

tan
κh
2

¼ γ k= for even ðcosÞ modes

¼ �k y
�

for odd ðsinÞ modes
(15)

In order to plot the Eigen values of the TE modes of the symmetric waveguide, solutions of
Eq. (15) are plotted for a wavelength of 1.55 μm and different “h” values (15 μm and 3 μm
respectively) as shown in Figure 6.

The longitudinal wave vector β is quintessential to describe the field amplitudes in all regions
of the waveguide. (i) Every Eigen value β corresponds to a distinct confined mode of the
system. The amplitude of the mode is established by the power carried in the mode; (ii) only
a finite number of modes will be guided depending on the wavelength, index contrast, and

Figure 6. Plot for Eigen value equation for Symmetric TE mode slab waveguide at a wavelength of 1.55 μm for
waveguide width of (a) 15 μm and (b) 3 μm. Thick waveguide supports multimode transmission.
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waveguide dimensions; (iii) most modes will be unguided, and all modes are orthogonal to
each other; (iv) some modes are degenerate. Degenerate modes will share the same value of β
but will have distinguishable electric field distributions. The lower-order mode is expressed
by βlowest order ≈ kncore and higher-order mode by βlowest order ≈ kncore cosθcritical ≈ knsubstrate. A wave-
guide is generally characterized by its normalized frequency, given by,

V ¼ hk n2core � n2subtrate
� �1=2 .

The approximate number of modes (m) in the waveguide are given by m ≈V=π. Graphical
solution to the waveguide can be evaluated by:

V ¼ k0h n2core � n2substrate
� �1=2 (16)

a ¼
�
n2substrate�n2claddding

�
= n2core�n2substrateð Þ (17)

b ¼
�
n2eff�n2substrate

�
= n2core�n2substrateð Þ (18)

where a is asymmetry parameter (ranges from 0 (symmetric waveguide) to infinity), b is
normalized effective index (ranges from 0 (cutoff) to 1) and neff ¼ β=ko is the effective index of
the waveguide. The normalized dispersion relation is given by (Figure 7):

V
ffiffiffiffiffiffiffiffiffiffiffi
1� b

p
¼ vπþ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b= 1� bð Þ

p
þ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bþ að Þ= 1� bð Þ

p
(19)

where ν is an integer. The cut-off condition (b = 0) for modes in a step-index waveguide is given
by V ¼ tan �1 ffiffiffi

a
p þ vπ. The numerical aperture is defined as the maximum angle that an

Figure 7. Normalized index b versus normalized frequency V for different values of asymmetry coefficient a (a = 0, a = 10,
a = ∞).
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incident wave can have and still be guided within the waveguide. It is given by:

NA ¼ sinθmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2substrate=cladding

q
.

IV. TM Symmetric waveguide: The characteristic Eigen value equation for the TM modes in a
symmetric waveguide is given by:

tan
κh
2

¼ ncore=nsubstrateð Þ2γ κ= : even ðcosÞ modes

¼ � ncore=nsubstrateð Þ2κ γ
�

for odd ðsinÞ modes
(20)

Graphical solution to the waveguide can be evaluated using:

V ¼ k0h n2core � n2substrate
� �1=2 (21)

a ¼
n2coren

2
substrate � n2cladding

n2claddingn2core � n2substrate
(22)

b ¼
�
n2eff�n2substrate

�
= n2core�n2substrateð Þ (23)

2.3. Non-planar waveguide

The following section describes step-index circular and channel waveguides.

I. Step-index circular waveguide: The wave equation for the step-index circular waveguides
in cylindrical coordinates is given by:

E r;ϕ; z
� � ¼ brEr r;ϕ; z

� �þ bϕEϕ r;ϕ; z
� �þ bzEz r;ϕ; z

� �
(24)

At z = 0, field is purely radial (Figure 8).The Ez component of the electric field couples only to
itself and the scalar wave equation for Ez is given by:

1
r
∂
∂r

r
∂Ez

∂r

� �
þ 1
r2
∂2Ez

∂ϕ2 þ ∂2Ez

∂z2
þ k20n

2Ez ¼ 0 (25)

One can write Ez r;ϕ; z
� � ¼ R rð Þϕ φð ÞZ zð Þ, Eq. (24) can be written as:

Figure 8. Schematic representation of step-index circular waveguide.
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R
0 0
ΦZþ 1

r
R0ΦZþ 1

r2
RΦ

0 0
Zþ RΦZ

0 0 þ k20n
2RΦZ ¼ 0 (26)

The solution to the wave equation is deduced from separation of variables, and we obtain:

r2
∂2R
∂r2

þ r
∂R
∂r

þ r2 k20n
2 � β2 � v2

r2

� �
R ¼ 0 (27)

The solution is given by Bessel functions: (1),Jν κrð Þ when k20n
2 � β2 � ν2=r2 is positive

(κ2 ¼ k20n
2 � β2) and (2) Kν ϓrð Þ when k20n

2 � β2 � ν2=r2 is negative (γ2 ¼ β2 � k20n
2). Bessel

function (1) can be approximated by (κr is large) (Figure 9):

Jv κrð Þ ≈
ffiffiffiffiffiffiffiffi
2

πκr

r
cos κr� v

πr
� π

4

� �
(28)

And solution to (2) is

Kv γrð Þ ≈ e�γr
ffiffiffiffiffiffiffiffiffiffiffi
2πγr

p (29)

The equation for field distribution in the step-index fiber can be calculated through:

Er ¼ �jβ
κ2 AκJ0v κrð Þ þ jωμv

βr BJv κrð Þ
h i

ejvϕe�jβz, Eϕ ¼ �jβ
κ2

jv
r AJv κrð Þ � ωμ

β BκJ0v κrð Þ
h i

ejvϕe�jβz, Hr ¼ �jβ
κ2

BκJ0v κrð Þ � jωEcorev
βr AJv κrð Þ

h i
ejvϕe�jβz and Hϕ ¼ �jβ

κ2
jv
r BJv κrð Þ � ωEcore

β AκJ0v κrð Þ
h i

ejvϕe�jβz for (r<a); a

is core’s radius. In the cladding (r>a) Er ¼ jβ
γ2 CγK0

v γrð Þ þ jωμv
βr DKv γrð Þ

h i
ejvϕe�jβz, Eϕ ¼

jβ
γ2

jv
r CKv γrð Þ � ωμ

β DγK0
v γrð Þ

h i
ejvϕe�jβz and Hr ¼ jβ

γ2 DγK0
v γrð Þ � jωEcladv

βr CKv γrð Þ
h i

ejvϕe�jβz.

The V-number or the normalized frequency is used to characterize the waveguide and is
defined as:

Figure 9. Bessel Function of the (a) first kind (behaves as a damped sine wave) and (b) second kind (monotonic
decreasing function).
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incident wave can have and still be guided within the waveguide. It is given by:

NA ¼ sinθmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2substrate=cladding

q
.

IV. TM Symmetric waveguide: The characteristic Eigen value equation for the TM modes in a
symmetric waveguide is given by:

tan
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2

¼ ncore=nsubstrateð Þ2γ κ= : even ðcosÞ modes

¼ � ncore=nsubstrateð Þ2κ γ
�

for odd ðsinÞ modes
(20)

Graphical solution to the waveguide can be evaluated using:

V ¼ k0h n2core � n2substrate
� �1=2 (21)

a ¼
n2coren

2
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n2claddingn2core � n2substrate
(22)

b ¼
�
n2eff�n2substrate

�
= n2core�n2substrateð Þ (23)

2.3. Non-planar waveguide

The following section describes step-index circular and channel waveguides.

I. Step-index circular waveguide: The wave equation for the step-index circular waveguides
in cylindrical coordinates is given by:

E r;ϕ; z
� � ¼ brEr r;ϕ; z

� �þ bϕEϕ r;ϕ; z
� �þ bzEz r;ϕ; z

� �
(24)

At z = 0, field is purely radial (Figure 8).The Ez component of the electric field couples only to
itself and the scalar wave equation for Ez is given by:

1
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∂
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∂Ez

∂r
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þ 1
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∂2Ez

∂ϕ2 þ ∂2Ez

∂z2
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2Ez ¼ 0 (25)

One can write Ez r;ϕ; z
� � ¼ R rð Þϕ φð ÞZ zð Þ, Eq. (24) can be written as:

Figure 8. Schematic representation of step-index circular waveguide.
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The solution is given by Bessel functions: (1),Jν κrð Þ when k20n
2 � β2 � ν2=r2 is positive

(κ2 ¼ k20n
2 � β2) and (2) Kν ϓrð Þ when k20n

2 � β2 � ν2=r2 is negative (γ2 ¼ β2 � k20n
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function (1) can be approximated by (κr is large) (Figure 9):
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And solution to (2) is
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The equation for field distribution in the step-index fiber can be calculated through:
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defined as:

Figure 9. Bessel Function of the (a) first kind (behaves as a damped sine wave) and (b) second kind (monotonic
decreasing function).
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II. Rectangular dielectric Waveguide: Channel/rectangular waveguides are the most com-
monly used non-planar waveguides for device applications. Channel waveguides include
buried waveguides, strip-loaded, ridge, rib, diffused, slot, ARROW, and so on. Figure 10
shows the schematic of few of the channel waveguides. The wave equation analysis of a
rectangular waveguide can be done by writing the scalar wave equation:

δ2E
δx2

þ δ2E
δy2

þ k20n
2 x; yð Þ � β2

� �
E ¼ 0 (30)

V-number ¼ ak0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
¼ 2πa

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
(31)

The general representation of the dielectric waveguide along with the electromagnetic field
distribution in the regions is shown below:

where ϕx and ϕy are phase constants. The characteristic equations are given by tan κyb ¼
κy γ4þγ5ð Þ
κ2y�γ4γ5

and tan κxa ¼ n21
κx n22γ3þn23γ2ð Þ
n22n

2
3κ

2
x�n21γ2γ3

(γi) are exponential decay constants. The critical cut-off

condition is given by:

exp �γ3x
� �

exp �γ5y
� � Cos κyyþ Φy

� �

exp �γ3x
� �

3
exp �γ3x

� �

exp �γ4 y� bð Þ� �

Cos κxxþ Φxð Þ
exp γ5x

� �
5

Cos κxxþ Φxð Þ
Cos κyyþ Φy

� �
1

Cos κxxþ Φxð Þ
exp �γ4 y� bð Þ� �

4

exp �γ2 x� að Þ� �

exp γ5y
� � Cos κyyþ Φy

� �

exp �γ2 x� að Þ� �
2

exp �γ4 y� bð Þ� �

exp �γ2 x� að Þ� �

Figure 10. Schematic representation of various channel waveguides.
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V ¼ k0
a
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

q
(32)

The following section describes various types of channel waveguides.

1. Wire waveguide: The schematic of silicon photonic wire waveguide is shown in Figure 11(a).
The waveguide consists of a silicon core and silica-based cladding. Since the single-mode condi-
tion is very important in constructing functional devices, the core dimension should be deter-
mined so that a single-mode condition is fulfilled. The primary requisite is single-mode guiding
of the TE00 and TM00 mode. When the effective refractive index is larger than the cladding and
smaller than the core, mode is guided in the waveguide, and guiding will be stronger for higher
values of effective index neff : Thus, modes with effective indices above nSiO2 will not be radiated
into the buffer layer and thus will be guided. Figure 11(b) depicts the quasi-TE mode of a
220-nm-high and 450-nm-wide silicon waveguide at wavelength of 1.55 μm [8].

Each mode propagates through the waveguide with a phase velocity of c=neff , where c denotes
the speed of light in vacuum and neff is the effective refractive index felt by that mode. It
signifies how strongly the optical power is confined to the waveguide core. Most waveguides
support modes of two independent polarizations, with either the major magnetic (quasi-TM)
or electric (quasi-TE) field component along the transverse (horizontal) direction.

Figure 11(c) shows neff as a function of the width of the photonic wire. The neff depends on the
waveguide cross-section, waveguide materials, and the cladding material. Higher-order
modes travel with a different propagation constant compared to the lowest-order mode and
are less confined in the waveguides. As a consequence of the dissimilar propagation constants,
there is modal dispersion which reduces the distance-bandwidth product of the waveguide.
Due to the low confinement, first, a large field decay outside the waveguide reduces the
maximum density of the devices and, second, in the waveguide bends the higher-order modes

Figure 11. (a) Silicon-on-insulator wire waveguide, (b) quasi-TE mode of a 220-nm-high and 450-nm-wide silicon wave-
guide at wavelength of 1.55 μm, and (c) effective refractive index (neff Þ at 1550 nm for a 220-nm-high silicon photonic wire
waveguide. The left of the hashed line is the single-mode region.
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II. Rectangular dielectric Waveguide: Channel/rectangular waveguides are the most com-
monly used non-planar waveguides for device applications. Channel waveguides include
buried waveguides, strip-loaded, ridge, rib, diffused, slot, ARROW, and so on. Figure 10
shows the schematic of few of the channel waveguides. The wave equation analysis of a
rectangular waveguide can be done by writing the scalar wave equation:

δ2E
δx2

þ δ2E
δy2

þ k20n
2 x; yð Þ � β2

� �
E ¼ 0 (30)

V-number ¼ ak0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
¼ 2πa

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
(31)

The general representation of the dielectric waveguide along with the electromagnetic field
distribution in the regions is shown below:
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Figure 10. Schematic representation of various channel waveguides.
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

q
(32)

The following section describes various types of channel waveguides.

1. Wire waveguide: The schematic of silicon photonic wire waveguide is shown in Figure 11(a).
The waveguide consists of a silicon core and silica-based cladding. Since the single-mode condi-
tion is very important in constructing functional devices, the core dimension should be deter-
mined so that a single-mode condition is fulfilled. The primary requisite is single-mode guiding
of the TE00 and TM00 mode. When the effective refractive index is larger than the cladding and
smaller than the core, mode is guided in the waveguide, and guiding will be stronger for higher
values of effective index neff : Thus, modes with effective indices above nSiO2 will not be radiated
into the buffer layer and thus will be guided. Figure 11(b) depicts the quasi-TE mode of a
220-nm-high and 450-nm-wide silicon waveguide at wavelength of 1.55 μm [8].

Each mode propagates through the waveguide with a phase velocity of c=neff , where c denotes
the speed of light in vacuum and neff is the effective refractive index felt by that mode. It
signifies how strongly the optical power is confined to the waveguide core. Most waveguides
support modes of two independent polarizations, with either the major magnetic (quasi-TM)
or electric (quasi-TE) field component along the transverse (horizontal) direction.

Figure 11(c) shows neff as a function of the width of the photonic wire. The neff depends on the
waveguide cross-section, waveguide materials, and the cladding material. Higher-order
modes travel with a different propagation constant compared to the lowest-order mode and
are less confined in the waveguides. As a consequence of the dissimilar propagation constants,
there is modal dispersion which reduces the distance-bandwidth product of the waveguide.
Due to the low confinement, first, a large field decay outside the waveguide reduces the
maximum density of the devices and, second, in the waveguide bends the higher-order modes

Figure 11. (a) Silicon-on-insulator wire waveguide, (b) quasi-TE mode of a 220-nm-high and 450-nm-wide silicon wave-
guide at wavelength of 1.55 μm, and (c) effective refractive index (neff Þ at 1550 nm for a 220-nm-high silicon photonic wire
waveguide. The left of the hashed line is the single-mode region.
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become leaky resulting in propagation losses. It is desirable that the difference between neff of
the fundamental quasi-TE and quasi-TM modes be large so that the coupling between the
modes is limited due to difference in mode profiles and also the phase-mismatch. For widths
below �550 nm, silicon photonic wire will be single mode for each polarization.

2. Rib waveguide: Figure 12(a) and (b) shows the schematic and the fundamental quasi-TE
mode of a silicon photonic rib waveguide (H = 220 nm, r = 70 nm). Although a rib waveguide
can never truly be single mode, by optimizing the design, the power carried by the higher-
order modes will eventually leak out of the waveguide over a very short distance, thus leaving
only the fundamental mode. Figure 12(c) shows the dispersion neff

� �
as a function of the width

of the photonic rib waveguide. For widths below�800 nm, silicon photonic rib waveguide will
be single mode for each polarization.

Figure 12. (a) Silicon-on-insulator rib waveguide, (b) quasi-TE mode of a 220-nm-high and 700-nm-wide silicon rib
waveguide at wavelength of 1.55 μm, and (c) effective refractive index (neff Þ at 1550 nm for 220-nm-high silicon rib
waveguide for ridge height (r) = 70 nm.

Figure 13. Mode loss for silicon wire (cross-section: 450 � 220 nm2) and rib (cross-section: 600� 220 nm2) waveguides for
a 90

�
bend with increasing bending radii.
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Wire waveguides are advantageous as they provide a small bending radius and realization of
ultra-dense photonic circuits. However, they have higher propagation losses. On the one hand,
wire waveguide allows low-loss sharp bends in the order of a few micrometres, while, on the
other hand, the device structures produced are susceptible to geometric fluctuations such as
feature drift size (resulting in degradation of device performance) and waveguide sidewall
roughness (resulting in propagation losses) [9, 10]. Rib waveguides typically require bend radii
>50 μm in SOI to ensure low bend losses, which eventually result in a larger device/circuit
footprint. Figure 13 shows the TE mode loss in silicon wire and rib waveguide for a bend of 90

�
.

3. Slot waveguide

Slot waveguides are used to confine light in a low-index material between two high-index strip
waveguides by varying the gap and dimensions (width and height) of the strip waveguides
(Figure 14(a)). The normal component of the electric field (quasi TE) undergoes very high discon-
tinuity at the boundary between a high- and a low-index material, which results into higher
amplitude in the low-index slot region. The amplitude is proportional to the square of the ratio
between the refractive indices of the high-index material (Si, Ge, Si3N4) and the low-index slot
material (air). On the other hand, the effect of the presence of the slot is minimal on quasi-TM
mode,which is continuous at the boundary.When thewidth of the slotwaveguides is comparable
to the decay length of the field, electric field remains across the slot and the section has high-field
confinement [11–14], which results into propagation of light in the slot section; unlike in a conven-
tional stripwaveguide,where the propagating light is confinedmainly in the high-indexmedium.

Figure 14(c) shows the variation in effective index with the waveguide width for different slot
gaps. The advantage of a slot waveguide is the high-field confinement in the slot section,
which normally cannot be achieved using a simple strip- or a ridge-based waveguide, making
it a potential candidate for applications that require light-matter interaction such as sensing
[12] and nonlinear photonics [13]. The launching of light into a slot waveguide is normally
done by phase matching the propagation constant of the strip waveguide and the slot

Figure 14. (a) Silicon-on-insulator slot waveguide, (b) Quasi-TE mode of a 220-nm-high (Gap = 100 nm) slot waveguide,
(b) variation of effective refractive index with waveguide width for slot gap of 100, 150, and 200 nm, respectively, at a
wavelength of 1.55 μm.
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become leaky resulting in propagation losses. It is desirable that the difference between neff of
the fundamental quasi-TE and quasi-TM modes be large so that the coupling between the
modes is limited due to difference in mode profiles and also the phase-mismatch. For widths
below �550 nm, silicon photonic wire will be single mode for each polarization.

2. Rib waveguide: Figure 12(a) and (b) shows the schematic and the fundamental quasi-TE
mode of a silicon photonic rib waveguide (H = 220 nm, r = 70 nm). Although a rib waveguide
can never truly be single mode, by optimizing the design, the power carried by the higher-
order modes will eventually leak out of the waveguide over a very short distance, thus leaving
only the fundamental mode. Figure 12(c) shows the dispersion neff

� �
as a function of the width

of the photonic rib waveguide. For widths below�800 nm, silicon photonic rib waveguide will
be single mode for each polarization.

Figure 12. (a) Silicon-on-insulator rib waveguide, (b) quasi-TE mode of a 220-nm-high and 700-nm-wide silicon rib
waveguide at wavelength of 1.55 μm, and (c) effective refractive index (neff Þ at 1550 nm for 220-nm-high silicon rib
waveguide for ridge height (r) = 70 nm.

Figure 13. Mode loss for silicon wire (cross-section: 450 � 220 nm2) and rib (cross-section: 600� 220 nm2) waveguides for
a 90

�
bend with increasing bending radii.
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Wire waveguides are advantageous as they provide a small bending radius and realization of
ultra-dense photonic circuits. However, they have higher propagation losses. On the one hand,
wire waveguide allows low-loss sharp bends in the order of a few micrometres, while, on the
other hand, the device structures produced are susceptible to geometric fluctuations such as
feature drift size (resulting in degradation of device performance) and waveguide sidewall
roughness (resulting in propagation losses) [9, 10]. Rib waveguides typically require bend radii
>50 μm in SOI to ensure low bend losses, which eventually result in a larger device/circuit
footprint. Figure 13 shows the TE mode loss in silicon wire and rib waveguide for a bend of 90

�
.

3. Slot waveguide

Slot waveguides are used to confine light in a low-index material between two high-index strip
waveguides by varying the gap and dimensions (width and height) of the strip waveguides
(Figure 14(a)). The normal component of the electric field (quasi TE) undergoes very high discon-
tinuity at the boundary between a high- and a low-index material, which results into higher
amplitude in the low-index slot region. The amplitude is proportional to the square of the ratio
between the refractive indices of the high-index material (Si, Ge, Si3N4) and the low-index slot
material (air). On the other hand, the effect of the presence of the slot is minimal on quasi-TM
mode,which is continuous at the boundary.When thewidth of the slotwaveguides is comparable
to the decay length of the field, electric field remains across the slot and the section has high-field
confinement [11–14], which results into propagation of light in the slot section; unlike in a conven-
tional stripwaveguide,where the propagating light is confinedmainly in the high-indexmedium.

Figure 14(c) shows the variation in effective index with the waveguide width for different slot
gaps. The advantage of a slot waveguide is the high-field confinement in the slot section,
which normally cannot be achieved using a simple strip- or a ridge-based waveguide, making
it a potential candidate for applications that require light-matter interaction such as sensing
[12] and nonlinear photonics [13]. The launching of light into a slot waveguide is normally
done by phase matching the propagation constant of the strip waveguide and the slot

Figure 14. (a) Silicon-on-insulator slot waveguide, (b) Quasi-TE mode of a 220-nm-high (Gap = 100 nm) slot waveguide,
(b) variation of effective refractive index with waveguide width for slot gap of 100, 150, and 200 nm, respectively, at a
wavelength of 1.55 μm.
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waveguide. However, efficient coupling still remains a challenge because of scattering loss and
mode mismatch of the slot and strip waveguides, with a reported propagation loss between 2
and 10 dB/cm [14].

4. Strip-loaded waveguide

A strip-loaded waveguide is formed by loading a planar waveguide, which already provides
optical confinement in the x direction, with a dielectric strip of index n3 < n1 or a metal strip to
facilitate optical confinement in the y direction, as shown in Figure 15(a). Strip-loaded wave-
guides do not require half-etching in waveguide fabrication and is therefore easier to fabricate.
Figure 15(a) shows the schematic of a hydrogenated amorphous silicon strip-loaded waveguide
where a thermal oxide is inserted between the layers for passivation [15]. Figure 15(b) shows the
optical field for the waveguide for a 75-nm-thick and 800-nm-wide strip-loaded waveguide and
Figure 15(c) depicts the variation in effective index with the strip waveguide width.

5. Suspended waveguide

Suspended waveguides have enabled new types of integrated optical devices for applications
in optomechanics, nonlinear optics, and electro-optics. Fabrication involves removing a sacri-
ficial layer above or below a waveguide core layer to design these waveguides [16]. Increasing
absorption loss of SiO2 at longer wavelengths makes it challenging to utilize SOI for low-loss
components in the mid-infrared (MIR) [17]. Removing the SiO2 layer opens the possibility of
extending the low-loss SOI wavelength range up to �8 μm. For MEMS, it is imperative to have
waveguides that can be mechanically actuated. This requires waveguides that are released

Figure 15. (a) Hydrogenated amorphous strip-loaded waveguide, (b) Quasi-TE mode of a 220-nm-high, 800-nm-wide,
75-nm-thick strip Waveguide, (c) Variation of effective refractive index with strip width at a wavelength of 1.55 μm.
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from the substrate, for example, through surface micromachining [17]. Figure 16 shows the
schematic of a suspended waveguide [18].

6. TriplexTM technology

TriPleX waveguides are a family of waveguide geometries that is based on an alternating
layer stack consisting of two materials: Si3N4 and SiO2. The waveguide geometries are
categorized as box shell, single stripe (propagation loss <0.03 dB/cm), symmetric double
stripe (propagation loss <0.1 dB/cm), and asymmetric double stripe (propagation loss <0.1
dB/cm) as shown in Figure 17(a) [19]. Different confinement regimes can be optimized

Figure 16. Schematic of a suspended waveguide.

Figure 17. (a) Schematic of different type of TriPleX waveguides, (b) Variation in waveguide size of the box-shaped
waveguide, and (c) its diffraction angle versus the index contrast.
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waveguide. However, efficient coupling still remains a challenge because of scattering loss and
mode mismatch of the slot and strip waveguides, with a reported propagation loss between 2
and 10 dB/cm [14].

4. Strip-loaded waveguide

A strip-loaded waveguide is formed by loading a planar waveguide, which already provides
optical confinement in the x direction, with a dielectric strip of index n3 < n1 or a metal strip to
facilitate optical confinement in the y direction, as shown in Figure 15(a). Strip-loaded wave-
guides do not require half-etching in waveguide fabrication and is therefore easier to fabricate.
Figure 15(a) shows the schematic of a hydrogenated amorphous silicon strip-loaded waveguide
where a thermal oxide is inserted between the layers for passivation [15]. Figure 15(b) shows the
optical field for the waveguide for a 75-nm-thick and 800-nm-wide strip-loaded waveguide and
Figure 15(c) depicts the variation in effective index with the strip waveguide width.

5. Suspended waveguide

Suspended waveguides have enabled new types of integrated optical devices for applications
in optomechanics, nonlinear optics, and electro-optics. Fabrication involves removing a sacri-
ficial layer above or below a waveguide core layer to design these waveguides [16]. Increasing
absorption loss of SiO2 at longer wavelengths makes it challenging to utilize SOI for low-loss
components in the mid-infrared (MIR) [17]. Removing the SiO2 layer opens the possibility of
extending the low-loss SOI wavelength range up to �8 μm. For MEMS, it is imperative to have
waveguides that can be mechanically actuated. This requires waveguides that are released

Figure 15. (a) Hydrogenated amorphous strip-loaded waveguide, (b) Quasi-TE mode of a 220-nm-high, 800-nm-wide,
75-nm-thick strip Waveguide, (c) Variation of effective refractive index with strip width at a wavelength of 1.55 μm.
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from the substrate, for example, through surface micromachining [17]. Figure 16 shows the
schematic of a suspended waveguide [18].

6. TriplexTM technology

TriPleX waveguides are a family of waveguide geometries that is based on an alternating
layer stack consisting of two materials: Si3N4 and SiO2. The waveguide geometries are
categorized as box shell, single stripe (propagation loss <0.03 dB/cm), symmetric double
stripe (propagation loss <0.1 dB/cm), and asymmetric double stripe (propagation loss <0.1
dB/cm) as shown in Figure 17(a) [19]. Different confinement regimes can be optimized

Figure 16. Schematic of a suspended waveguide.

Figure 17. (a) Schematic of different type of TriPleX waveguides, (b) Variation in waveguide size of the box-shaped
waveguide, and (c) its diffraction angle versus the index contrast.
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for specific applications for these waveguides and tunable birefringence- and polarization
dependent loss (PDL) can be achieved. Propagation losses (<0.1 dB/cm), very low PDL
(< 0.1 dB/cm), and easy interconnection with optical fibers (<0.15 dB/facet) have been dem-
onstrated in single-mode box-shaped waveguides [20]. Moreover, fabrication of the wave-
guide is a low-cost and simple process.

LioniX TriPleX technology is a versatile photonics platform suited for applications such as
communications, biomedicine, sensing, and so on, over a broadband range of 0.4 to 2.35
μm [21]. Figure 17(b) and (c) depicts the variation in waveguide size and diffraction angle
with index contrast of the box-shaped geometry for a wavelength of 1.55 μm.

7. Photonic crystal waveguide

Photonic crystal waveguides guiding mechanism is different from that of a traditional wave-
guide, which is based on internal reflection. A photonic crystal is a periodic dielectric structure
with a photonic band gap, that is, a frequency range over which there is no propagation of light.
The introduction of line defects into a photonic crystal structure creates an optical channel for
propagation of light. If the line defect is properly designed, the resulting guiding mode falls
within a photonic band gap, is highly confined, and can be used for guiding light. The guiding
mode can also be designed to be broadband and thus gives rise to a compact, broadband
photonic crystal waveguide [22]. Application of these waveguides includes nanofluidic tuning,
RI measurements, optical characterization of molecule orientation, and biosensing.

8. Diffused waveguide

A diffused waveguide is formed by creating a high-index region in a substrate through
diffusion of dopants, such as a LiNbO3 waveguide with a core formed by Titanium (Ti)
diffusion. Due to the diffusion process, the core boundaries in the substrate are not sharply
defined. A diffused waveguide has a thickness defined by the diffusion depth of the dopant
and a width defined by the distribution of the dopant. Alternatively, the material can be
exchanged with the substrate. Ion-exchanged glass waveguide is fabricated by diffusing
mobile ions originally in glass with other ions of different size and polarizability [23].The
additional impurities cause a change in refractive index that is approximately proportional to
their concentration. A material can also be implanted using an ion implanter within the
waveguide. However, this process damages the lattice and is therefore followed by annealing.

9. ARROW waveguide

In anti-resonant reflecting optical (ARROW) waveguides, light confinement is realized by cho-
osing the cladding layer thicknesses accordingly to create an anti-resonant Fabry-Perot reflector
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for the transverse component of the wave vector at the desired wavelength. Even though the
ARROWmode is leaky, low-loss propagation over large distances can be achieved. Yin et al. have
designed anARROWwaveguide exhibiting single-mode confinement and low-loss light propaga-
tion in a hollow air core on a semiconductor chip [24]. ARROW waveguides with non-solid low-
index cores have applications in gas and liquid sensing, quantum computing, quantum communi-
cations, and Raman scattering spectroscopy. Chalcogenide rib ARROW structures have also been
shown with propagation loss �6 dB/cm to design opto-chemical sensors in the near- and mid-IR
region [25].

10. Augmented waveguide

Light confinement in a low-index media has been shown in ARROW, slot, and plasmonic
waveguides. However, ARROW waveguide has low confinement and is thus leaky. Strong
light confinement in the low-index medium can be achieved by using silicon slot and
plasmonic waveguide. Fabrication of the slot waveguide is cumbersome and hybrid plasmonic
waveguide suffers from additional propagation losses due to the presence of metal. Aug-
mented waveguide confines light efficiently in the low-index region by reducing the reflection
at the high index-low index interface in a high-index contrast waveguide, which results in
enhancement of light confinement in the low-index region [26]. Figure 18 shows the schematic
of an augmented low-index waveguide.

Waveguides can be classified on the basis of different material platforms. Wavelength range,
ease of fabrication, compactness, and CMOS compatibility are few of the determining factors
when selecting a material for a specific application. Table 1 compares various waveguide
platforms along with their propagation losses [27]. Figure 19 shows variation of index contrast
with footprint for few material platforms.

Figure 18. Schematic of an augmented waveguide.
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for specific applications for these waveguides and tunable birefringence- and polarization
dependent loss (PDL) can be achieved. Propagation losses (<0.1 dB/cm), very low PDL
(< 0.1 dB/cm), and easy interconnection with optical fibers (<0.15 dB/facet) have been dem-
onstrated in single-mode box-shaped waveguides [20]. Moreover, fabrication of the wave-
guide is a low-cost and simple process.

LioniX TriPleX technology is a versatile photonics platform suited for applications such as
communications, biomedicine, sensing, and so on, over a broadband range of 0.4 to 2.35
μm [21]. Figure 17(b) and (c) depicts the variation in waveguide size and diffraction angle
with index contrast of the box-shaped geometry for a wavelength of 1.55 μm.

7. Photonic crystal waveguide

Photonic crystal waveguides guiding mechanism is different from that of a traditional wave-
guide, which is based on internal reflection. A photonic crystal is a periodic dielectric structure
with a photonic band gap, that is, a frequency range over which there is no propagation of light.
The introduction of line defects into a photonic crystal structure creates an optical channel for
propagation of light. If the line defect is properly designed, the resulting guiding mode falls
within a photonic band gap, is highly confined, and can be used for guiding light. The guiding
mode can also be designed to be broadband and thus gives rise to a compact, broadband
photonic crystal waveguide [22]. Application of these waveguides includes nanofluidic tuning,
RI measurements, optical characterization of molecule orientation, and biosensing.

8. Diffused waveguide

A diffused waveguide is formed by creating a high-index region in a substrate through
diffusion of dopants, such as a LiNbO3 waveguide with a core formed by Titanium (Ti)
diffusion. Due to the diffusion process, the core boundaries in the substrate are not sharply
defined. A diffused waveguide has a thickness defined by the diffusion depth of the dopant
and a width defined by the distribution of the dopant. Alternatively, the material can be
exchanged with the substrate. Ion-exchanged glass waveguide is fabricated by diffusing
mobile ions originally in glass with other ions of different size and polarizability [23].The
additional impurities cause a change in refractive index that is approximately proportional to
their concentration. A material can also be implanted using an ion implanter within the
waveguide. However, this process damages the lattice and is therefore followed by annealing.

9. ARROW waveguide

In anti-resonant reflecting optical (ARROW) waveguides, light confinement is realized by cho-
osing the cladding layer thicknesses accordingly to create an anti-resonant Fabry-Perot reflector
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for the transverse component of the wave vector at the desired wavelength. Even though the
ARROWmode is leaky, low-loss propagation over large distances can be achieved. Yin et al. have
designed anARROWwaveguide exhibiting single-mode confinement and low-loss light propaga-
tion in a hollow air core on a semiconductor chip [24]. ARROW waveguides with non-solid low-
index cores have applications in gas and liquid sensing, quantum computing, quantum communi-
cations, and Raman scattering spectroscopy. Chalcogenide rib ARROW structures have also been
shown with propagation loss �6 dB/cm to design opto-chemical sensors in the near- and mid-IR
region [25].

10. Augmented waveguide

Light confinement in a low-index media has been shown in ARROW, slot, and plasmonic
waveguides. However, ARROW waveguide has low confinement and is thus leaky. Strong
light confinement in the low-index medium can be achieved by using silicon slot and
plasmonic waveguide. Fabrication of the slot waveguide is cumbersome and hybrid plasmonic
waveguide suffers from additional propagation losses due to the presence of metal. Aug-
mented waveguide confines light efficiently in the low-index region by reducing the reflection
at the high index-low index interface in a high-index contrast waveguide, which results in
enhancement of light confinement in the low-index region [26]. Figure 18 shows the schematic
of an augmented low-index waveguide.

Waveguides can be classified on the basis of different material platforms. Wavelength range,
ease of fabrication, compactness, and CMOS compatibility are few of the determining factors
when selecting a material for a specific application. Table 1 compares various waveguide
platforms along with their propagation losses [27]. Figure 19 shows variation of index contrast
with footprint for few material platforms.

Figure 18. Schematic of an augmented waveguide.

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

113



Material
platforms

Waveguides Range Configuration Propagation Loss

Semiconductor
materials

Silicon Mid-IR Silicon nanophotonic waveguide �4 dB/cm (2030 nm)
�10 dB/cm (2500 nm) [28]

Mid/Near-IR Suspended silicon-membrane ridge
waveguide (TM mode)

�2:8� 0:5 dB/cm (3.39 μm)
�5:6� 0:3 dB/cm (1.53 μm) [29]

Mid/Near-IR Silicon on porous silicon (SiPSi) �2:1� 0:2 dB/cm (1.55 μm)
�3:9� 0:2 dB/cm (3.39 μm) [30]

Germanium Mid-IR Germanium on silicon strip
waveguide

�2:5� 3 dB dB/cm [31]
(�5.15-5.4 μm)

Far-IR Germanium on silicon strip
waveguide

�2:5 dB dB/cm [32] (�5.8 μm)

Mid-IR Germanium on silicon rib
waveguide

�2:4� 0:2 dB/cm [33]
(�3.8 μm)

Mid-IR Germanium-rich silicon
germanium platform-based rib
waveguide

1:5� 0:5 dB/cm [34] (�4.6 μm)

Mid IR/Far-IR Silicon germanium/silicon-based
graded index waveguides

�1 dB/cm (4.5 μm) �2 dB/cm
(7.4 μm) [35]

Mid-IR Germanium-on-silicon-on-insulator
waveguides

3:5 dB/cm (3.682 μm) [36]

Mid-IR Silicon germanium ridge
waveguide on a silicon substrate

0:5 dB/cm (4.75 μm) [37]

Far-IR Germanium on GaAs ridge
waveguide

4:2 dB/cm (10 μm) [38]

Gallium
arsenide
(GaAS)

Near-IR GaAS/Al0.3 Ga0.7As ridge
waveguide for manipulation of
single-photon and two-photon
states

1:6 dB/cm (1.55 μm) [39]

Near-IR Suspended GaAs waveguide 0:4 dB/mm (TE) (1.55 μm) and
6 dB/mm (TM) (1.03 μm) [40]

Near-IR GaAs-based single-line defect
photonic crystal slab waveguide

0:76 dB/mm (1050–1580 nm)
[41]

Indium
phosphide
(InP)

Near-IR InP waveguides based on localized
Zn-diffusion process (MOVPE) to
mitigate passive loss by p-dopants

0.4 dB/cm (1.55 μm) [42]

Near-IR Suspended InP dual-waveguide
structures for MEMS-actuated
optical buffering

2.2 dB/cm (1.5–1.6 μm) [43]

Gallium
antimony

Mid-IR GaSb waveguides based on quasi-
phase matching (QPM)

�0:7=1:1 dB/cm [44] �(2/4 μm)

Quantum dotes Near-IR Polymer waveguides containing
infrared-emitting nanocrystal
quantum dots (PbSe and InAs)

�5 dB/cm (inclusive of fiber
coupling loss) [45] (�1550 nm)

Doped
semiconductor

Vis/Near-IR Rare-earth-doped GaN (gallium
nitride) channel waveguide

�5:4=4:1 dB/cm [46] (�633/1550
nm)
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Material
platforms

Waveguides Range Configuration Propagation Loss

Near-IR Erbium-Doped Phosphate Glass
Strip-loaded Waveguide on Silicon

�4:1 dB/cm [47] (�1535 nm)

Semiconductor
nanomaterials

Mid-IR Silicon-on-Sapphire Suspended
Nanowire

�1� 0:3 dB/cm [48] (�4 μm)

Vis Tin-oxide nanoribbons-based
subwavelength waveguide

�10 dB/cm [49] (�400-550 nm)

Near-IR Amorphous silicon nanowire �4:5 dB/cm [50] (�1550 nm)

Near-IR InP/benzocyclobutene optical
nanowires on a GaAs substrate

�0:8 dB/mm [51] (�1550 nm)

Silicon-on-
insulator
waveguides

Silicon-on-
Silica

Near-IR Silicon-on-silica strip waveguide �0:6 dB/cm [52] (�1550 and
2000 nm)

Near-IR Silicon-on-silica rib (70-nm etch
depth) waveguide

�0:1� 0:2 dB/cm [52] (�1550
and 2000 nm)

Mid-IR Silicon-on-silica rib (70-nm etch
depth) waveguide

�1:5 dB/cm [53] (�3800 nm)

Near-IR Silicon-on-silica slot waveguide �2:28� 0:03 dB/cm [54] (�1064
nm)

Near-IR Silicon-on-Silica slot waveguide �3:7 dB/cm [55] (�1550 nm)

Mid-IR Suspended silicon waveguide �3.1 dB/cm (7.67 μm) [56]

Near-IR Silicon-on-silica strip waveguide
coated with amorphous TiO2ð Þ

�2� 1 dB/cm [57] (�1550 nm)

Silicon-on-
Sapphire

Mid-IR Silicon-on-sapphire ridge
waveguide

�4:0� 0:7 dB/cm [58] (�5.4-5.6
μm)

Mid-IR Silicon-on-sapphire ridge
waveguide

�4:3� 0:6 dB/cm [59]
(�4.5 μm)

Mid-IR Silicon-on-sapphire slot waveguide �11 dB/cm [60] (�3.4 μm)

Near/Mid-IR Silicon-on-sapphire nanowire
waveguide

�0:8 dB/cm [61] (�1550 nm).
�1:1� 1:4 dB/cm [61]
(�2080 nm)
�<2 dB/cm [61] (�5.18 μm)

Silicon-on-
nitride

Mid-IR and
Near-IR

Silicon-on-nitride ridge waveguide �5:2� 0:6dB/cm [62]
(�3.39 μm)

Thallium-
doped SOI
Rib/Indium-
doped SOI Rib

Near-IR Thallium-doped silicon waveguide �3 dB/cm [63] (�1.55 μm)

Near-IR Indium-doped silicon waveguide,
decrease in absorption coefficient
�16 dB/cm [64] (wavelength �1.55
μm).

Glass
waveguides

Silica glass Vis Laser-written waveguide in fused
silica for vertical polarization (VP)/
horizontal polarization (HP) beam

�0:06=0:1 dB/cm [65] (�777 nm)

Mid-IR 3D laser-written silica glass step-
index high-contrast (HIC)
waveguide

�1:3 dB/cm3 [66] (�3.39 μm)
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Material
platforms

Waveguides Range Configuration Propagation Loss

Semiconductor
materials

Silicon Mid-IR Silicon nanophotonic waveguide �4 dB/cm (2030 nm)
�10 dB/cm (2500 nm) [28]

Mid/Near-IR Suspended silicon-membrane ridge
waveguide (TM mode)

�2:8� 0:5 dB/cm (3.39 μm)
�5:6� 0:3 dB/cm (1.53 μm) [29]

Mid/Near-IR Silicon on porous silicon (SiPSi) �2:1� 0:2 dB/cm (1.55 μm)
�3:9� 0:2 dB/cm (3.39 μm) [30]

Germanium Mid-IR Germanium on silicon strip
waveguide

�2:5� 3 dB dB/cm [31]
(�5.15-5.4 μm)

Far-IR Germanium on silicon strip
waveguide

�2:5 dB dB/cm [32] (�5.8 μm)

Mid-IR Germanium on silicon rib
waveguide

�2:4� 0:2 dB/cm [33]
(�3.8 μm)

Mid-IR Germanium-rich silicon
germanium platform-based rib
waveguide

1:5� 0:5 dB/cm [34] (�4.6 μm)

Mid IR/Far-IR Silicon germanium/silicon-based
graded index waveguides

�1 dB/cm (4.5 μm) �2 dB/cm
(7.4 μm) [35]

Mid-IR Germanium-on-silicon-on-insulator
waveguides

3:5 dB/cm (3.682 μm) [36]

Mid-IR Silicon germanium ridge
waveguide on a silicon substrate

0:5 dB/cm (4.75 μm) [37]

Far-IR Germanium on GaAs ridge
waveguide

4:2 dB/cm (10 μm) [38]

Gallium
arsenide
(GaAS)

Near-IR GaAS/Al0.3 Ga0.7As ridge
waveguide for manipulation of
single-photon and two-photon
states

1:6 dB/cm (1.55 μm) [39]

Near-IR Suspended GaAs waveguide 0:4 dB/mm (TE) (1.55 μm) and
6 dB/mm (TM) (1.03 μm) [40]

Near-IR GaAs-based single-line defect
photonic crystal slab waveguide

0:76 dB/mm (1050–1580 nm)
[41]

Indium
phosphide
(InP)

Near-IR InP waveguides based on localized
Zn-diffusion process (MOVPE) to
mitigate passive loss by p-dopants

0.4 dB/cm (1.55 μm) [42]

Near-IR Suspended InP dual-waveguide
structures for MEMS-actuated
optical buffering

2.2 dB/cm (1.5–1.6 μm) [43]

Gallium
antimony

Mid-IR GaSb waveguides based on quasi-
phase matching (QPM)

�0:7=1:1 dB/cm [44] �(2/4 μm)

Quantum dotes Near-IR Polymer waveguides containing
infrared-emitting nanocrystal
quantum dots (PbSe and InAs)

�5 dB/cm (inclusive of fiber
coupling loss) [45] (�1550 nm)

Doped
semiconductor

Vis/Near-IR Rare-earth-doped GaN (gallium
nitride) channel waveguide

�5:4=4:1 dB/cm [46] (�633/1550
nm)
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Near-IR Erbium-Doped Phosphate Glass
Strip-loaded Waveguide on Silicon

�4:1 dB/cm [47] (�1535 nm)

Semiconductor
nanomaterials

Mid-IR Silicon-on-Sapphire Suspended
Nanowire

�1� 0:3 dB/cm [48] (�4 μm)

Vis Tin-oxide nanoribbons-based
subwavelength waveguide

�10 dB/cm [49] (�400-550 nm)

Near-IR Amorphous silicon nanowire �4:5 dB/cm [50] (�1550 nm)

Near-IR InP/benzocyclobutene optical
nanowires on a GaAs substrate

�0:8 dB/mm [51] (�1550 nm)

Silicon-on-
insulator
waveguides

Silicon-on-
Silica

Near-IR Silicon-on-silica strip waveguide �0:6 dB/cm [52] (�1550 and
2000 nm)

Near-IR Silicon-on-silica rib (70-nm etch
depth) waveguide

�0:1� 0:2 dB/cm [52] (�1550
and 2000 nm)

Mid-IR Silicon-on-silica rib (70-nm etch
depth) waveguide

�1:5 dB/cm [53] (�3800 nm)

Near-IR Silicon-on-silica slot waveguide �2:28� 0:03 dB/cm [54] (�1064
nm)

Near-IR Silicon-on-Silica slot waveguide �3:7 dB/cm [55] (�1550 nm)

Mid-IR Suspended silicon waveguide �3.1 dB/cm (7.67 μm) [56]

Near-IR Silicon-on-silica strip waveguide
coated with amorphous TiO2ð Þ

�2� 1 dB/cm [57] (�1550 nm)

Silicon-on-
Sapphire

Mid-IR Silicon-on-sapphire ridge
waveguide

�4:0� 0:7 dB/cm [58] (�5.4-5.6
μm)

Mid-IR Silicon-on-sapphire ridge
waveguide

�4:3� 0:6 dB/cm [59]
(�4.5 μm)

Mid-IR Silicon-on-sapphire slot waveguide �11 dB/cm [60] (�3.4 μm)

Near/Mid-IR Silicon-on-sapphire nanowire
waveguide

�0:8 dB/cm [61] (�1550 nm).
�1:1� 1:4 dB/cm [61]
(�2080 nm)
�<2 dB/cm [61] (�5.18 μm)

Silicon-on-
nitride

Mid-IR and
Near-IR

Silicon-on-nitride ridge waveguide �5:2� 0:6dB/cm [62]
(�3.39 μm)

Thallium-
doped SOI
Rib/Indium-
doped SOI Rib

Near-IR Thallium-doped silicon waveguide �3 dB/cm [63] (�1.55 μm)

Near-IR Indium-doped silicon waveguide,
decrease in absorption coefficient
�16 dB/cm [64] (wavelength �1.55
μm).

Glass
waveguides

Silica glass Vis Laser-written waveguide in fused
silica for vertical polarization (VP)/
horizontal polarization (HP) beam

�0:06=0:1 dB/cm [65] (�777 nm)

Mid-IR 3D laser-written silica glass step-
index high-contrast (HIC)
waveguide

�1:3 dB/cm3 [66] (�3.39 μm)
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Near-IR Graded-index (GRIN) Cladding in
HIC glass waveguides

�1:5 dB/cm [67] (�1.55 μm)

Near-IR High-index, doped silica glass
material (Hydex) waveguides

�0:06 dB/cm [68] (�1.55 μm)

Silicon
oxynitride
(SiON)

Near-IR SiON deposited by inductively
coupled PECVD-based waveguides

�0:5� 0:05 dB/cm,1:6� 0:2
dB/cm and 0:5� 0:06 dB/cm
[69] (�1330, 1550 and 1600 nm)

Ion—
exchanged
glass

Vis Ti+/Na+ ion-exchanged single-mode
waveguides on silicate glass

�9� 1 dB/cm [70] (�0.405 μm)

Near-IR Alkaline aluminum phosphate
glasses for thermal ion-exchanged
waveguide

�0:53 dB/cm [71] (�1.534 μm)

Sol-gel glass Near-IR Hybrid organic-inorganic glass sol-
gel ridge waveguides

�0:1 dB/cm [72] �(1.55 μm)

Vis Sol-gel derived silicon titania slab
waveguides films

�0:2 dB/cm [73] ( 677 nm)

Vis Sol–gel-derived glass-ceramic
photorefractive films-based
waveguide

�0:5� 0:2 dB/cm [74]
(�635 nm)

Tungsten
tellurite glass

Near-IR Optical planar channel waveguide-
based on tungsten-tellurite glass
fabricated by RF Sputtering

�0:44 dB/cm [75] (�1.53 μm)

Laser-written Near-IR Laser-written waveguide in planar
light-wave circuit (PLC) glass
doped with Boron and
Phosphorous

�0:35 dB/cm [76] (�1.55 μm)

Vis Laser-written waveguide in fused
silica for vertical polarization (VP)/
horizontal polarization (HP) beam

�0:06=0:1 dB/cm [65](�777 nm)

Near-IR Laser-written ferroelectric crystal in
glass waveguide

�2:64 dB/cm [77] (�1530 nm)

Vis Femtosecond laser-written double-
line waveguides in germanate and
tellurite glasses

�2:0 dB/cm [78] (�632 nm)

Near-IR Ultrafast laser-written waveguides
in flexible As2S3 chalcogenide glass
tape

<0:15 dB/cm [79] (�1550 nm)

Electro-optic
waveguides

Lithium
niobate

Near-IR Lithium niobate on insulator rib
waveguide

�0:4 dB/cm [80] (�1.55 μm)

Near-IR Lithium niobate ridge waveguide �0:3 dB/cm(TE) and 0:9 dB/cm
(TM) [81] (�1.55 μm)

Near-IR Periodically poled lithium niobate
waveguide

�<1 dB/cm [82] (�1.55 μm)

Near-IR Heterogeneous lithium niobate on
silicon nitride waveguide

�< 0:2� 0:4 dB/cm [83] (�1.54
μm)
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Near-IR Lithium Niobate on Insulator Ridge
Waveguide

�1 dB/cm [84] (�1.55 μm)

Near-IR Thin film strip-loaded (SiN) lithium
niobate waveguide

�5:8 dB/cm (TE) 14dB/cm (TM)
[85] (�1.55 μm)

Near-IR Thin film strip-loaded (a-Si) lithium
niobate waveguide

�42 dB/cm (TE) 20dB/cm (TM)
[86] (1.55 μm)

Near-IR Thin film lithium niobate ridge
waveguide

�0:268 dB/cm (TE) 1:3dB/cm
(TM) [87]
(�1.55 μm)

Lithium
tantalate

Near-IR Ga3+-diffused lithium tantalate
waveguide

�0:2 dB/cm (TE) 0:4 dB/cm
(TM) [88] (�1.55 μm)

Barium titanate
(BTO)

Vis BTO thin films on MgO-based ridge
waveguide

�2 dB/cm (TE) [89] (�633 nm)

Mid-IR BTO thin films on Lanthanum
Aluminate (LAO) with a-Si ridge
waveguide

�4:2 dB/cm [90] (�3.0 μm)

Electro-optic
polymer

Near-IR Hybrid Electro-Optic Polymer and
TiO2 Slot Waveguide

�5 dB/cm [91] (�1550 nm)

Liquid crystal Near-IR PDMS (poly (dimethyl siloxane))-
liquid crystal-based optical
waveguide

�8dB/cm [92] (�1550 nm)

Vis Liquid-crystal core channel
waveguide encapsulated in
semicircular grooves with glass
substrate

�1:3 dB/cm [93] (�632.8 nm)

Near-IR Liquid crystal clad shallow-etched
SOI waveguide

�4:5 dB/cm [94] (1570 nm)

Polymer-based Conventional
optical
polymers

Vis PMMA (poly(methyl methacrylate)
)-based optical waveguide

�0:2 dB/cm [95] (�850 nm)

Vis/Near-IR Polyurethane (PU)-based optical
waveguide

�0:8 dB/cm [95]
(�633 and 1064 nm)

Vis/Near-IR Epoxy resin-based optical
waveguide

�0:3=0:8 dB/cm [95]
(�633/1064 nm)

Vis Polymer PMMA-based waveguide
using femtosecond laser

�0:3 dB/cm [96]
(�638 and 850 mm)

Novel optical
polymers

Vis/Near-IR Polymeric waveguides (WIR30
photopolymer) with embedded
micro-mirror

�0:18 dB/cm [97] (�850 nm )

Vis/Near-IR Acrylate-based waveguide pattern
using photo exposure/laser ablation

�0:02=0:3 and 0.8 dB/cm [95]
(�840/1300 and 1550 nm)

Vis/Near-IR Telephotonics-OASIC-based optical
waveguide

�< 0:01, 0:03, 0:1 dB/cm [95]
(�840/1300/1550 nm)

Near-IR Dow chemical
perfluorocyclobutane(XU 35121)-
based waveguide

�0:25 dB/cm [95]
(�1300/1550 nm)

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

117



Material
platforms

Waveguides Range Configuration Propagation Loss

Near-IR Graded-index (GRIN) Cladding in
HIC glass waveguides

�1:5 dB/cm [67] (�1.55 μm)

Near-IR High-index, doped silica glass
material (Hydex) waveguides

�0:06 dB/cm [68] (�1.55 μm)

Silicon
oxynitride
(SiON)

Near-IR SiON deposited by inductively
coupled PECVD-based waveguides

�0:5� 0:05 dB/cm,1:6� 0:2
dB/cm and 0:5� 0:06 dB/cm
[69] (�1330, 1550 and 1600 nm)

Ion—
exchanged
glass

Vis Ti+/Na+ ion-exchanged single-mode
waveguides on silicate glass

�9� 1 dB/cm [70] (�0.405 μm)

Near-IR Alkaline aluminum phosphate
glasses for thermal ion-exchanged
waveguide

�0:53 dB/cm [71] (�1.534 μm)

Sol-gel glass Near-IR Hybrid organic-inorganic glass sol-
gel ridge waveguides

�0:1 dB/cm [72] �(1.55 μm)

Vis Sol-gel derived silicon titania slab
waveguides films

�0:2 dB/cm [73] ( 677 nm)

Vis Sol–gel-derived glass-ceramic
photorefractive films-based
waveguide

�0:5� 0:2 dB/cm [74]
(�635 nm)

Tungsten
tellurite glass

Near-IR Optical planar channel waveguide-
based on tungsten-tellurite glass
fabricated by RF Sputtering

�0:44 dB/cm [75] (�1.53 μm)

Laser-written Near-IR Laser-written waveguide in planar
light-wave circuit (PLC) glass
doped with Boron and
Phosphorous

�0:35 dB/cm [76] (�1.55 μm)

Vis Laser-written waveguide in fused
silica for vertical polarization (VP)/
horizontal polarization (HP) beam

�0:06=0:1 dB/cm [65](�777 nm)

Near-IR Laser-written ferroelectric crystal in
glass waveguide

�2:64 dB/cm [77] (�1530 nm)

Vis Femtosecond laser-written double-
line waveguides in germanate and
tellurite glasses

�2:0 dB/cm [78] (�632 nm)

Near-IR Ultrafast laser-written waveguides
in flexible As2S3 chalcogenide glass
tape

<0:15 dB/cm [79] (�1550 nm)

Electro-optic
waveguides

Lithium
niobate

Near-IR Lithium niobate on insulator rib
waveguide

�0:4 dB/cm [80] (�1.55 μm)

Near-IR Lithium niobate ridge waveguide �0:3 dB/cm(TE) and 0:9 dB/cm
(TM) [81] (�1.55 μm)

Near-IR Periodically poled lithium niobate
waveguide

�<1 dB/cm [82] (�1.55 μm)

Near-IR Heterogeneous lithium niobate on
silicon nitride waveguide

�< 0:2� 0:4 dB/cm [83] (�1.54
μm)
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Near-IR Lithium Niobate on Insulator Ridge
Waveguide

�1 dB/cm [84] (�1.55 μm)

Near-IR Thin film strip-loaded (SiN) lithium
niobate waveguide

�5:8 dB/cm (TE) 14dB/cm (TM)
[85] (�1.55 μm)

Near-IR Thin film strip-loaded (a-Si) lithium
niobate waveguide

�42 dB/cm (TE) 20dB/cm (TM)
[86] (1.55 μm)

Near-IR Thin film lithium niobate ridge
waveguide

�0:268 dB/cm (TE) 1:3dB/cm
(TM) [87]
(�1.55 μm)

Lithium
tantalate

Near-IR Ga3+-diffused lithium tantalate
waveguide

�0:2 dB/cm (TE) 0:4 dB/cm
(TM) [88] (�1.55 μm)

Barium titanate
(BTO)

Vis BTO thin films on MgO-based ridge
waveguide

�2 dB/cm (TE) [89] (�633 nm)

Mid-IR BTO thin films on Lanthanum
Aluminate (LAO) with a-Si ridge
waveguide

�4:2 dB/cm [90] (�3.0 μm)

Electro-optic
polymer

Near-IR Hybrid Electro-Optic Polymer and
TiO2 Slot Waveguide

�5 dB/cm [91] (�1550 nm)

Liquid crystal Near-IR PDMS (poly (dimethyl siloxane))-
liquid crystal-based optical
waveguide

�8dB/cm [92] (�1550 nm)

Vis Liquid-crystal core channel
waveguide encapsulated in
semicircular grooves with glass
substrate

�1:3 dB/cm [93] (�632.8 nm)

Near-IR Liquid crystal clad shallow-etched
SOI waveguide

�4:5 dB/cm [94] (1570 nm)

Polymer-based Conventional
optical
polymers

Vis PMMA (poly(methyl methacrylate)
)-based optical waveguide

�0:2 dB/cm [95] (�850 nm)

Vis/Near-IR Polyurethane (PU)-based optical
waveguide

�0:8 dB/cm [95]
(�633 and 1064 nm)

Vis/Near-IR Epoxy resin-based optical
waveguide

�0:3=0:8 dB/cm [95]
(�633/1064 nm)

Vis Polymer PMMA-based waveguide
using femtosecond laser

�0:3 dB/cm [96]
(�638 and 850 mm)

Novel optical
polymers

Vis/Near-IR Polymeric waveguides (WIR30
photopolymer) with embedded
micro-mirror

�0:18 dB/cm [97] (�850 nm )

Vis/Near-IR Acrylate-based waveguide pattern
using photo exposure/laser ablation

�0:02=0:3 and 0.8 dB/cm [95]
(�840/1300 and 1550 nm)

Vis/Near-IR Telephotonics-OASIC-based optical
waveguide

�< 0:01, 0:03, 0:1 dB/cm [95]
(�840/1300/1550 nm)

Near-IR Dow chemical
perfluorocyclobutane(XU 35121)-
based waveguide

�0:25 dB/cm [95]
(�1300/1550 nm)
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Near-IR Circular-core UV-curable epoxies-
based optical waveguide

�0:79 dB/cm [98] (�1550 nm)

Vis/Near-IR Multi-mode Siloxane-based
polymer waveguide,
single-mode siloxane-based
polymer waveguide

�0:05 dB/cm [99] (�850 nm)/
�0:5=1 dB/cm [99] (�1.31/
1.55μm)

Surface
plasmon
polariton
waveguide

Near-IR Polymer-Silicones-based long range
surface plasmon polariton
waveguide (LRSPPW)

�0:5� 1 dB/mm [100]
(�1.55 μm)

Near-IR Exguide ZPU/LFR-based long
range surface plasmon polariton
waveguide (LRSPPW)

�1:72 dB/cm [101] (�1.55 μm).

Hollow
waveguides

Metal/
Dielectric
Coated

THz Gold-coated waveguide using
liquid phase chemical deposition
process

�1:98=1:89 dB/cm [102] (�215/
513 μm)

THz Silver-coated waveguide using
liquid phase chemical deposition
Process

�1:77=1:62 dB/cm [102] (�215/
513 μm)

Mid-IR Cadmium sulfide CdS) and PbS
(Lead Sulfide) on Ag (Silver)-coated
hollow glass waveguide

�0:037dB/cm [103] (�2.94 μm)

THz High-refractive index composite
photonics band-gap Bragg fiber

�0:3 dB/cm [104] (�300 μm)

THz Silver/polystyrene-coated hollow
glass waveguides

�1:9 dB/m [105] (�300 μm)

Vis/Near-IR Silver/cyclic olefin hollow glass
waveguide

�0:549=0:095 and 0:298 dB/m
[106]
(�808/1064 and 2940 nm)

Hollow glass Near-IR Hollow-core optical waveguide
(Si Substrate)

�1:7 dB/cm [107]
(�1.52-1.62 μm)

Far-IR Tapered hollow-air core waveguide �1:27 dB/cm [108] (�6.2 μm)

Vis Air-core anti-resonant reflecting
Optical Waveguide (ARROW)

�4 dB/cm [109] (�820-880 nm)

Chalcogenide Near-IR Chalcogenide waveguides
(Ge23Sb7S70) fabricated through
CMOS-compatible lift-off process:
Strip/rib

2-6 /<0.5 dB/cm [110]
(�1550 nm)

Mid-IR Chalcogenide waveguides
(Ge11:5As24Se64:5)

<1 dB/cm (0.3dB at 2000 cm�1 )
(1500-4000 cm�1) [111]

Near-IR Chalcogenide waveguides
Ge23Sb7S70 (chlorine-based plasma
etching)

<0.42 dB/cm�1 (1550 nm) [112]

Liquid core Vis Liquid core/(ethylene
glycol) air-cladding
waveguide

�0:14 dB/cm ( 464-596 nm) [113]
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Vis Nano porous solid liquid core
Waveguide

�0:6 dB/cm ( 632.8 nm) [114]

Metamaterial
optical
waveguides

Mid-IR Suspended silicon waveguide with
lateral cladding (subwavelength
grating metamaterial)

�0.82 dB/cm (3.8μm) [115]

Titanium
dioxide TiO2ð Þ

Vis/Near-IR Atomic layer deposition (ALD)
TiO2 slab waveguide

�2.0-3.5 dB/cm (633 nm) [116]
<1 dB/cm (1530 nm) [65]

Near-IR Amorphous TiO2 strip waveguide �2.4-0.2 dB/cm (1.55μm) [117]

Silicon carbide Near-IR PECVD silicon-carbide-silicon
oxide horizontal slot waveguide

�23:9� 1:2 dB/cm (1.3 μm)-TM
mode [118]

Silicon nitride
on silica30

Vis Silicon-nitride strip waveguide �2:25 dB/cm. [119] (�532 nm)

Vis Silicon-nitride strip waveguide �0:51 dB/cm. [120] (�600 nm)

Vis Silicon-nitride strip waveguide �1:30 dB/cm. [119] (�780 nm)

Near-IR LPCVD Silicon-nitride strip
waveguide

�0:04 dB/cm. [121] (�1550 nm)

Near-IR TripleX TM LPCVD silicon-nitride
planar waveguide

�0:02 dB/cm. [122] (�1550 nm)

Near-IR 900-nm-thick LPCVD Silicon-
nitride strip waveguide

�0:37 dB/cm. [123] (�1550 nm)

Mid—IR LPVCD silicon-nitride strip
waveguide

�0:60 dB/cm. [124] (�2600 nm)

Mid-IR Silicon-rich LPVCD silicon-nitride
strip waveguide

�0:16 dB/cm. [125] (�2650 nm)/
2:10 dB/cm. [126] (�3700 nm)

Tantalum
pentoxide
(Ta2O5)-
core/silica-clad/
silicon
substrate

Near IR Planar waveguide �0:03 dB/cm. [127] (�1550 nm)

Suspended
silicon-on-
insulator
waveguide

Mid-IR Waveguide with Subwavelength
grating

�3:4 dB/cm. [17] (�3.8 μm).

Photonic
crystal fibers
based
waveguides

THz Semiconductor silicon photonic
crystal slab waveguides

�0:1/0.04 dB/cm. [128] (�905.7/
908 μm).

THz 3-D printed THz waveguide based
on Kagome photonic crystal
structure

�0:1/0.04 dB/cm. [129] (�905.7/
908 μm).

THZ Kagome-lattice hollow-core silicon
photonic crystal slab-based
waveguide

�0:875 dB/cm [129] (�400 μm).

Table 1. Material platforms.
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Near-IR Circular-core UV-curable epoxies-
based optical waveguide

�0:79 dB/cm [98] (�1550 nm)

Vis/Near-IR Multi-mode Siloxane-based
polymer waveguide,
single-mode siloxane-based
polymer waveguide

�0:05 dB/cm [99] (�850 nm)/
�0:5=1 dB/cm [99] (�1.31/
1.55μm)

Surface
plasmon
polariton
waveguide

Near-IR Polymer-Silicones-based long range
surface plasmon polariton
waveguide (LRSPPW)

�0:5� 1 dB/mm [100]
(�1.55 μm)

Near-IR Exguide ZPU/LFR-based long
range surface plasmon polariton
waveguide (LRSPPW)

�1:72 dB/cm [101] (�1.55 μm).

Hollow
waveguides

Metal/
Dielectric
Coated

THz Gold-coated waveguide using
liquid phase chemical deposition
process

�1:98=1:89 dB/cm [102] (�215/
513 μm)

THz Silver-coated waveguide using
liquid phase chemical deposition
Process

�1:77=1:62 dB/cm [102] (�215/
513 μm)

Mid-IR Cadmium sulfide CdS) and PbS
(Lead Sulfide) on Ag (Silver)-coated
hollow glass waveguide

�0:037dB/cm [103] (�2.94 μm)

THz High-refractive index composite
photonics band-gap Bragg fiber

�0:3 dB/cm [104] (�300 μm)

THz Silver/polystyrene-coated hollow
glass waveguides

�1:9 dB/m [105] (�300 μm)

Vis/Near-IR Silver/cyclic olefin hollow glass
waveguide

�0:549=0:095 and 0:298 dB/m
[106]
(�808/1064 and 2940 nm)

Hollow glass Near-IR Hollow-core optical waveguide
(Si Substrate)

�1:7 dB/cm [107]
(�1.52-1.62 μm)

Far-IR Tapered hollow-air core waveguide �1:27 dB/cm [108] (�6.2 μm)

Vis Air-core anti-resonant reflecting
Optical Waveguide (ARROW)

�4 dB/cm [109] (�820-880 nm)

Chalcogenide Near-IR Chalcogenide waveguides
(Ge23Sb7S70) fabricated through
CMOS-compatible lift-off process:
Strip/rib

2-6 /<0.5 dB/cm [110]
(�1550 nm)

Mid-IR Chalcogenide waveguides
(Ge11:5As24Se64:5)

<1 dB/cm (0.3dB at 2000 cm�1 )
(1500-4000 cm�1) [111]

Near-IR Chalcogenide waveguides
Ge23Sb7S70 (chlorine-based plasma
etching)

<0.42 dB/cm�1 (1550 nm) [112]

Liquid core Vis Liquid core/(ethylene
glycol) air-cladding
waveguide

�0:14 dB/cm ( 464-596 nm) [113]
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Vis Nano porous solid liquid core
Waveguide

�0:6 dB/cm ( 632.8 nm) [114]

Metamaterial
optical
waveguides

Mid-IR Suspended silicon waveguide with
lateral cladding (subwavelength
grating metamaterial)

�0.82 dB/cm (3.8μm) [115]

Titanium
dioxide TiO2ð Þ

Vis/Near-IR Atomic layer deposition (ALD)
TiO2 slab waveguide

�2.0-3.5 dB/cm (633 nm) [116]
<1 dB/cm (1530 nm) [65]

Near-IR Amorphous TiO2 strip waveguide �2.4-0.2 dB/cm (1.55μm) [117]

Silicon carbide Near-IR PECVD silicon-carbide-silicon
oxide horizontal slot waveguide

�23:9� 1:2 dB/cm (1.3 μm)-TM
mode [118]

Silicon nitride
on silica30

Vis Silicon-nitride strip waveguide �2:25 dB/cm. [119] (�532 nm)

Vis Silicon-nitride strip waveguide �0:51 dB/cm. [120] (�600 nm)

Vis Silicon-nitride strip waveguide �1:30 dB/cm. [119] (�780 nm)

Near-IR LPCVD Silicon-nitride strip
waveguide

�0:04 dB/cm. [121] (�1550 nm)

Near-IR TripleX TM LPCVD silicon-nitride
planar waveguide

�0:02 dB/cm. [122] (�1550 nm)

Near-IR 900-nm-thick LPCVD Silicon-
nitride strip waveguide

�0:37 dB/cm. [123] (�1550 nm)

Mid—IR LPVCD silicon-nitride strip
waveguide

�0:60 dB/cm. [124] (�2600 nm)

Mid-IR Silicon-rich LPVCD silicon-nitride
strip waveguide

�0:16 dB/cm. [125] (�2650 nm)/
2:10 dB/cm. [126] (�3700 nm)

Tantalum
pentoxide
(Ta2O5)-
core/silica-clad/
silicon
substrate

Near IR Planar waveguide �0:03 dB/cm. [127] (�1550 nm)

Suspended
silicon-on-
insulator
waveguide

Mid-IR Waveguide with Subwavelength
grating

�3:4 dB/cm. [17] (�3.8 μm).

Photonic
crystal fibers
based
waveguides

THz Semiconductor silicon photonic
crystal slab waveguides

�0:1/0.04 dB/cm. [128] (�905.7/
908 μm).

THz 3-D printed THz waveguide based
on Kagome photonic crystal
structure

�0:1/0.04 dB/cm. [129] (�905.7/
908 μm).

THZ Kagome-lattice hollow-core silicon
photonic crystal slab-based
waveguide

�0:875 dB/cm [129] (�400 μm).

Table 1. Material platforms.
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11. Conclusion

Classification of waveguides on the basis of geometry (planar/non-planar), mode propagation
(Single/Multi-Mode), refractive index distribution (Step/Gradient Index), and material plat-
form is described briefly. An overview of different kinds of channel waveguides, namely wire,
rib, slot, strip-loaded, diffused, TriPleX, suspended, photonic crystal, ARROW, and augmented
waveguide is given. A comparative analysis of material platforms used along with their
propagation losses and wavelength range is also shown.

Author details

Shankar Kumar Selvaraja* and Purnima Sethi

*Address all correspondence to: shankarks@iisc.ac.in

Centre for Nano Science and Engineering, Indian Institute of Science, Bangalore

References

[1] Hondros D, Debye P. Annals of Physics. 1910;32:465

[2] Kapany NS. Fiber Optics Principles and Applications. New York: Academic Press; 1967

[3] Kapany NS, Burke JJ. Optical Waveguides, Quantum Electronics Principles and Applica-
tions. New York: Academic Press; 1972

[4] Jia-Ming L. Photonic Devices: Cambridge university text; 2005

[5] Paschotta R. Field Guide to Lasers. Bellingham, WA: SPIE Press; 2008

Figure 19. Comparison of different waveguide platforms as a function of index contrast and compactness.

Emerging Waveguide Technology120

[6] Pollock CR, Lipson M. Integrated photonics. 2003;20(25)

[7] Kim HS, Yoo S. Large mode area inverse index fiber with a graded index profile for high
power single mode operation. Optics Express. 2017;25(18):21935-21946

[8] Shoji T, Tsuchizawa T, Watanabe T, Yamada K, Morita H. Low loss mode size converter
from 0.3 μm square Si wire waveguides to singlemode fibres. Electronics Letters. 2002;
38(25):1669-1670

[9] Inoue H, Hiruma K, Ishida K, Asai T, Matsumura H. Low loss GaAs optical waveguides.
IEEE Transactions on Electron Devices. 1985;32(12):2662-2668

[10] Dai D, Tang Y, Bowers JE. Mode conversion in tapered submicron silicon ridge optical
waveguides. Optics Express. 2012;20(12):13425-13439

[11] Xu Q et al. Experimental demonstration of guiding and confining light in nanometer-size
low-refractive-index material. Optics Letters. 2004;29(14):1626-1628

[12] Passaro V, La Notte M. Optimizing SOI slot waveguide fabrication tolerances and strip-
slot coupling for very efficient optical sensing. Sensors 12.3. 2012:2436-2455

[13] Wang Z, Zhu N, Tang Y, Wosinski L, Dai D, He S. Ultracompact low-loss coupler
between strip and slot waveguides. Optics Letters. 2009;34(10):1498-1500

[14] Säynätjoki A et al. Low-loss silicon slot waveguides and couplers fabricated with optical
lithography and atomic layer deposition. Optics Express. 2011;19(27):26275-26282

[15] Maegami Y, Cong G, Ohno M, Okano M, Yamada K. Strip-loaded waveguide-based
optical phase shifter for high-efficiency silicon optical modulators. Photonics Research.
2016;4(6):222-226

[16] Stievater TH, Pruessner MW, Rabinovich WS, Park D, Mahon R, Kozak DA, Bradley
Boos J, Holmstrom SA, Khurgin JB. Suspended photonic waveguide devices. Applied
Optics. 2015;54(31):F164-F173

[17] Penadés JS, Alonso-Ramos C, Khokhar AZ, Nedeljkovic M, Boodhoo LA, Ortega-Moñux
A, Molina-Fernández I, Cheben P, Mashanovich GZ. Suspended SOI waveguide with
sub-wavelength grating cladding for mid-infrared. Optics Letters. 2014;39(19):5661-5664

[18] Li X, Zhou P, He S, Gao S. Dispersion engineering of suspended silicon photonic wave-
guides for broadbandmid-infraredwavelength conversion. JOSA B. 2014;31(10):2295-2301

[19] Roeloffzen CGH, Hoekman M, Klein EJ, Wevers LS, Timens RB, Marchenko D, Geskus
D, et al. Low-loss Si3N4 triPleX optical waveguides: Technology and applications over-
view. IEEE Journal of Selected Topics in Quantum Electronics. 2018;24(4):1-21

[20] Morichetti F, Melloni A, Martinelli M, Heideman RG, Leinse A, Geuzebroek DH,
Borreman A. Box-shaped dielectric waveguides: A new concept in integrated optics?
Journal of Lightwave Technology. 2007;25(9):2579-2589

[21] Melloni A, Costa R, Cusmai G, Morichetti F. The role of index contrast in dielectric optical
waveguides. International Journal ofMaterials and Product Technology. 2009;34(4):421-437

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

121



11. Conclusion

Classification of waveguides on the basis of geometry (planar/non-planar), mode propagation
(Single/Multi-Mode), refractive index distribution (Step/Gradient Index), and material plat-
form is described briefly. An overview of different kinds of channel waveguides, namely wire,
rib, slot, strip-loaded, diffused, TriPleX, suspended, photonic crystal, ARROW, and augmented
waveguide is given. A comparative analysis of material platforms used along with their
propagation losses and wavelength range is also shown.

Author details

Shankar Kumar Selvaraja* and Purnima Sethi

*Address all correspondence to: shankarks@iisc.ac.in

Centre for Nano Science and Engineering, Indian Institute of Science, Bangalore

References

[1] Hondros D, Debye P. Annals of Physics. 1910;32:465

[2] Kapany NS. Fiber Optics Principles and Applications. New York: Academic Press; 1967

[3] Kapany NS, Burke JJ. Optical Waveguides, Quantum Electronics Principles and Applica-
tions. New York: Academic Press; 1972

[4] Jia-Ming L. Photonic Devices: Cambridge university text; 2005

[5] Paschotta R. Field Guide to Lasers. Bellingham, WA: SPIE Press; 2008

Figure 19. Comparison of different waveguide platforms as a function of index contrast and compactness.

Emerging Waveguide Technology120

[6] Pollock CR, Lipson M. Integrated photonics. 2003;20(25)

[7] Kim HS, Yoo S. Large mode area inverse index fiber with a graded index profile for high
power single mode operation. Optics Express. 2017;25(18):21935-21946

[8] Shoji T, Tsuchizawa T, Watanabe T, Yamada K, Morita H. Low loss mode size converter
from 0.3 μm square Si wire waveguides to singlemode fibres. Electronics Letters. 2002;
38(25):1669-1670

[9] Inoue H, Hiruma K, Ishida K, Asai T, Matsumura H. Low loss GaAs optical waveguides.
IEEE Transactions on Electron Devices. 1985;32(12):2662-2668

[10] Dai D, Tang Y, Bowers JE. Mode conversion in tapered submicron silicon ridge optical
waveguides. Optics Express. 2012;20(12):13425-13439

[11] Xu Q et al. Experimental demonstration of guiding and confining light in nanometer-size
low-refractive-index material. Optics Letters. 2004;29(14):1626-1628

[12] Passaro V, La Notte M. Optimizing SOI slot waveguide fabrication tolerances and strip-
slot coupling for very efficient optical sensing. Sensors 12.3. 2012:2436-2455

[13] Wang Z, Zhu N, Tang Y, Wosinski L, Dai D, He S. Ultracompact low-loss coupler
between strip and slot waveguides. Optics Letters. 2009;34(10):1498-1500

[14] Säynätjoki A et al. Low-loss silicon slot waveguides and couplers fabricated with optical
lithography and atomic layer deposition. Optics Express. 2011;19(27):26275-26282

[15] Maegami Y, Cong G, Ohno M, Okano M, Yamada K. Strip-loaded waveguide-based
optical phase shifter for high-efficiency silicon optical modulators. Photonics Research.
2016;4(6):222-226

[16] Stievater TH, Pruessner MW, Rabinovich WS, Park D, Mahon R, Kozak DA, Bradley
Boos J, Holmstrom SA, Khurgin JB. Suspended photonic waveguide devices. Applied
Optics. 2015;54(31):F164-F173

[17] Penadés JS, Alonso-Ramos C, Khokhar AZ, Nedeljkovic M, Boodhoo LA, Ortega-Moñux
A, Molina-Fernández I, Cheben P, Mashanovich GZ. Suspended SOI waveguide with
sub-wavelength grating cladding for mid-infrared. Optics Letters. 2014;39(19):5661-5664

[18] Li X, Zhou P, He S, Gao S. Dispersion engineering of suspended silicon photonic wave-
guides for broadbandmid-infraredwavelength conversion. JOSA B. 2014;31(10):2295-2301

[19] Roeloffzen CGH, Hoekman M, Klein EJ, Wevers LS, Timens RB, Marchenko D, Geskus
D, et al. Low-loss Si3N4 triPleX optical waveguides: Technology and applications over-
view. IEEE Journal of Selected Topics in Quantum Electronics. 2018;24(4):1-21

[20] Morichetti F, Melloni A, Martinelli M, Heideman RG, Leinse A, Geuzebroek DH,
Borreman A. Box-shaped dielectric waveguides: A new concept in integrated optics?
Journal of Lightwave Technology. 2007;25(9):2579-2589

[21] Melloni A, Costa R, Cusmai G, Morichetti F. The role of index contrast in dielectric optical
waveguides. International Journal ofMaterials and Product Technology. 2009;34(4):421-437

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

121



[22] Lin S-Y, Chow E, Johnson SG, Joannopoulos JD. Demonstration of highly efficient
waveguiding in a photonic crystal slab at the 1.5-μm wavelength. Optics Letters. 2000;
25(17):1297-1299

[23] Tervonen A, Honkanen SK, West BR. Ion-exchanged glass waveguide technology: A
review. Optical Engineering. 2011;50(7):071107

[24] Yin D, Schmidt H, Barber JP, Hawkins AR. Integrated ARROWwaveguides with hollow
cores. Optics Express. 2004;12(12):2710-2715

[25] Balan V, Vigreux C, Pradel A, Llobera A, Dominguez C, Alonso MI, Garriga M. Chalco-
genide glass-based rib ARROW waveguide. Journal of Non-Crystalline Solids. 2003;326:
455-459

[26] Alam MZ, Sun X, Mo M, Stewart Aitchison J. Augmented low index waveguide for
confining light in low index media. Laser & Photonics Reviews. 2017;11(3)

[27] Tong XC. Advanced Materials for Integrated Optical Waveguides: Springer; 2016.s

[28] Liu X, Jr RMO, Vlasov YA, Green WMJ. Mid-infrared optical parametric amplifier using
silicon nanophotonic waveguides. Nature Photonics. 2010;4(8):557

[29] Chiles J, Khan S, Ma J, Fathpour S. High-contrast, all-silicon waveguiding platform for
ultra-broadband mid-infrared photonics. Applied Physics Letters. 2013;103(15):151106

[30] Mashanovich GZ, Milošević MM, Nedeljkovic M, Owens N, Xiong B, Ee JT, Youfang H.
Low loss silicon waveguides for the mid-infrared. Optics Express. 2011;19(8):7112-7119

[31] Malik A et al. Germanium-on-silicon mid-infrared arrayed waveguide grating multi-
plexers. IEEE Photonics Technology Letters. Sep. 2013;25(18):1805-1808

[32] Chang Y-C et al. Low-loss germanium strip waveguides on silicon forthe mid-infrared.
Optical Letters. 2012;37:2883-2885

[33] Mashanovich GZ, Gardes FY, Thomson DJ, Hu Y, Li K, Nedeljkovic M, Penades JS,
Khokhar AZ, Mitchell CJ, Stankovic S, Topley R. Silicon photonic waveguides and
devices for near-and mid-IR applications. IEEE Journal of Selected Topics in Quantum
Electronics. 2015;21(4):407-418

[34] Ramirez JM, Vakarin V, Gilles C, Frigerio J, Ballabio A, Chaisakul P, Le Roux X, et al.
Low-loss Ge-rich Si 0.2 Ge 0.8 waveguides for mid-infrared photonics. Optics Letters.
2017;42(1):105-108

[35] BrunM, Labeye P, GrandG, Hartmann J-M, Boulila F, Carras M, Nicoletti S. Low loss SiGe
graded index waveguides for mid-IR applications. Optics Express. 2014;22(1):508-518

[36] Younis U, Lim AE-J, Lo PG-Q, Bettiol AA, Ang K-W. Propagation loss improvement in
Ge-on-SOI mid-infrared waveguides using rapid thermal annealing. IEEE Photonics
Technology Letters. 2016;28(21):2447-2450

Emerging Waveguide Technology122

[37] Carletti L, Ma P, Yi Y, Luther-Davies B, Hudson D, Monat C, Orobtchouk R, et al.
Nonlinear optical response of low loss silicon germanium waveguides in the mid-
infrared. Optics Express. 2015;23(7):8261-8271

[38] Liao H-Y, Jung S, Chakravarty S, Chen RT, Belkin MA. Low-Loss Ge-on-GaAs platform
for mid-infrared photonics. In: Lasers and Electro-Optics (CLEO), 2017 Conference on,
pp. 1-2. IEEE. 2017

[39] Wang J, Santamato A, Jiang P, Bonneau D, Engin E, Silverstone JW, Lermer M, et al.
Gallium arsenide (GaAs) quantum photonic waveguide circuits. Optics Communica-
tions. 2014;327:49-55

[40] Stievater TH, Mahon R, Park D, Rabinovich WS, Pruessner MW, Khurgin JB, Richardson
CJK. Mid-infrared difference-frequency generation in suspended GaAs waveguides.
Optics Letters. 2014;39(4):945-948

[41] Sugimoto Y, Tanaka Y, Ikeda N, Nakamura Y, Asakawa K, Inoue K. Low propagation
loss of 0.76 dB/mm in GaAs-based single-line-defect two-dimensional photonic crystal
slab waveguides up to 1 cm in length. Optics Express. 2004;12(6):1090-1096

[42] D’Agostino D, Carnicella G, Ciminelli C, Thijs P, Veldhoven PJ, Ambrosius H, Smit M.
Low-loss passive waveguides in a generic InP foundry process via local diffusion of zinc.
Optics Express. 2015;23(19):25143-25157

[43] Ng WH, Podoliak N, Horak P, Wu J, Liu H, Stewart WJ, Kenyon AJ. Design and fabrica-
tion of suspended indium phosphide waveguides for MEMS-actuated optical buffering.
IEEE Journal of Selected Topics in Quantum Electronics. 2015;21(4):240-246

[44] Roux S, Cerutti L, Tournie E, Gérard B, Patriarche G, Grisard A, Lallier E. Low-loss
orientation-patterned GaSb waveguides for mid-infrared parametric conversion. Optical
Materials Express. 2017;7(8):3011-3016

[45] Olsson YK, Chen G, Rapaport R, Fuchs DT, Sundar VC, Steckel JS, BawendiMG, Aharoni
A, Banin U. Fabrication and optical properties of polymeric waveguides containing
nanocrystalline quantum dots. Applied Physics Letters. 2004;85(19):4469-4471

[46] Steckl AJ, Heikenfeld JC, Lee D-S, Garter MJ, Baker CC, Wang Y, Jones R. Rare-earth-
doped GaN: growth, properties, and fabrication of electroluminescent devices. IEEE
Journal of Selected Topics in Quantum Electronics. 2002;8(4):749-766

[47] Yan YC, Faber AJD, De Waal H, Kik PG, Polman A. Erbium-doped phosphate glass
waveguide on silicon with 4.1 dB/cm gain at 1.535 μm. Applied Physics Letters. 1997;
71(20):2922-2924

[48] Singh N, Hudson DD, Yi Y, Grillet C, Jackson SD, Casas-Bedoya A, Read A, et al.
Midinfrared supercontinuum generation from 2 to 6 μm in a silicon nanowire. Optica.
2015;2(9):797-802

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

123



[22] Lin S-Y, Chow E, Johnson SG, Joannopoulos JD. Demonstration of highly efficient
waveguiding in a photonic crystal slab at the 1.5-μm wavelength. Optics Letters. 2000;
25(17):1297-1299

[23] Tervonen A, Honkanen SK, West BR. Ion-exchanged glass waveguide technology: A
review. Optical Engineering. 2011;50(7):071107

[24] Yin D, Schmidt H, Barber JP, Hawkins AR. Integrated ARROWwaveguides with hollow
cores. Optics Express. 2004;12(12):2710-2715

[25] Balan V, Vigreux C, Pradel A, Llobera A, Dominguez C, Alonso MI, Garriga M. Chalco-
genide glass-based rib ARROW waveguide. Journal of Non-Crystalline Solids. 2003;326:
455-459

[26] Alam MZ, Sun X, Mo M, Stewart Aitchison J. Augmented low index waveguide for
confining light in low index media. Laser & Photonics Reviews. 2017;11(3)

[27] Tong XC. Advanced Materials for Integrated Optical Waveguides: Springer; 2016.s

[28] Liu X, Jr RMO, Vlasov YA, Green WMJ. Mid-infrared optical parametric amplifier using
silicon nanophotonic waveguides. Nature Photonics. 2010;4(8):557

[29] Chiles J, Khan S, Ma J, Fathpour S. High-contrast, all-silicon waveguiding platform for
ultra-broadband mid-infrared photonics. Applied Physics Letters. 2013;103(15):151106

[30] Mashanovich GZ, Milošević MM, Nedeljkovic M, Owens N, Xiong B, Ee JT, Youfang H.
Low loss silicon waveguides for the mid-infrared. Optics Express. 2011;19(8):7112-7119

[31] Malik A et al. Germanium-on-silicon mid-infrared arrayed waveguide grating multi-
plexers. IEEE Photonics Technology Letters. Sep. 2013;25(18):1805-1808

[32] Chang Y-C et al. Low-loss germanium strip waveguides on silicon forthe mid-infrared.
Optical Letters. 2012;37:2883-2885

[33] Mashanovich GZ, Gardes FY, Thomson DJ, Hu Y, Li K, Nedeljkovic M, Penades JS,
Khokhar AZ, Mitchell CJ, Stankovic S, Topley R. Silicon photonic waveguides and
devices for near-and mid-IR applications. IEEE Journal of Selected Topics in Quantum
Electronics. 2015;21(4):407-418

[34] Ramirez JM, Vakarin V, Gilles C, Frigerio J, Ballabio A, Chaisakul P, Le Roux X, et al.
Low-loss Ge-rich Si 0.2 Ge 0.8 waveguides for mid-infrared photonics. Optics Letters.
2017;42(1):105-108

[35] BrunM, Labeye P, GrandG, Hartmann J-M, Boulila F, Carras M, Nicoletti S. Low loss SiGe
graded index waveguides for mid-IR applications. Optics Express. 2014;22(1):508-518

[36] Younis U, Lim AE-J, Lo PG-Q, Bettiol AA, Ang K-W. Propagation loss improvement in
Ge-on-SOI mid-infrared waveguides using rapid thermal annealing. IEEE Photonics
Technology Letters. 2016;28(21):2447-2450

Emerging Waveguide Technology122

[37] Carletti L, Ma P, Yi Y, Luther-Davies B, Hudson D, Monat C, Orobtchouk R, et al.
Nonlinear optical response of low loss silicon germanium waveguides in the mid-
infrared. Optics Express. 2015;23(7):8261-8271

[38] Liao H-Y, Jung S, Chakravarty S, Chen RT, Belkin MA. Low-Loss Ge-on-GaAs platform
for mid-infrared photonics. In: Lasers and Electro-Optics (CLEO), 2017 Conference on,
pp. 1-2. IEEE. 2017

[39] Wang J, Santamato A, Jiang P, Bonneau D, Engin E, Silverstone JW, Lermer M, et al.
Gallium arsenide (GaAs) quantum photonic waveguide circuits. Optics Communica-
tions. 2014;327:49-55

[40] Stievater TH, Mahon R, Park D, Rabinovich WS, Pruessner MW, Khurgin JB, Richardson
CJK. Mid-infrared difference-frequency generation in suspended GaAs waveguides.
Optics Letters. 2014;39(4):945-948

[41] Sugimoto Y, Tanaka Y, Ikeda N, Nakamura Y, Asakawa K, Inoue K. Low propagation
loss of 0.76 dB/mm in GaAs-based single-line-defect two-dimensional photonic crystal
slab waveguides up to 1 cm in length. Optics Express. 2004;12(6):1090-1096

[42] D’Agostino D, Carnicella G, Ciminelli C, Thijs P, Veldhoven PJ, Ambrosius H, Smit M.
Low-loss passive waveguides in a generic InP foundry process via local diffusion of zinc.
Optics Express. 2015;23(19):25143-25157

[43] Ng WH, Podoliak N, Horak P, Wu J, Liu H, Stewart WJ, Kenyon AJ. Design and fabrica-
tion of suspended indium phosphide waveguides for MEMS-actuated optical buffering.
IEEE Journal of Selected Topics in Quantum Electronics. 2015;21(4):240-246

[44] Roux S, Cerutti L, Tournie E, Gérard B, Patriarche G, Grisard A, Lallier E. Low-loss
orientation-patterned GaSb waveguides for mid-infrared parametric conversion. Optical
Materials Express. 2017;7(8):3011-3016

[45] Olsson YK, Chen G, Rapaport R, Fuchs DT, Sundar VC, Steckel JS, BawendiMG, Aharoni
A, Banin U. Fabrication and optical properties of polymeric waveguides containing
nanocrystalline quantum dots. Applied Physics Letters. 2004;85(19):4469-4471

[46] Steckl AJ, Heikenfeld JC, Lee D-S, Garter MJ, Baker CC, Wang Y, Jones R. Rare-earth-
doped GaN: growth, properties, and fabrication of electroluminescent devices. IEEE
Journal of Selected Topics in Quantum Electronics. 2002;8(4):749-766

[47] Yan YC, Faber AJD, De Waal H, Kik PG, Polman A. Erbium-doped phosphate glass
waveguide on silicon with 4.1 dB/cm gain at 1.535 μm. Applied Physics Letters. 1997;
71(20):2922-2924

[48] Singh N, Hudson DD, Yi Y, Grillet C, Jackson SD, Casas-Bedoya A, Read A, et al.
Midinfrared supercontinuum generation from 2 to 6 μm in a silicon nanowire. Optica.
2015;2(9):797-802

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

123



[49] Sirbuly DJ, Law M, Yan H, Yang P. Semiconductor nanowires for subwavelength pho-
tonics integration. 2005:15190-15213

[50] Grillet C, Carletti L, Monat C, Grosse P, Ben Bakir B, Menezo S, Fedeli JM, Moss DJ.
Amorphous silicon nanowires combining high nonlinearity, FOM and optical stability.
Optics Express. 2012;20(20):22609-22615

[51] Carette M, Vilcot J-P, Bernard D, Decoster D. InP/benzocyclobutene optical nanowires.
Electronics Letters. 2008;44(15):902-903

[52] Roelkens G. Photonic integration: Beyond telecom and datacom. European Conference
Interventional Oncology. 2014. Roelkens, Günther

[53] Nedeljkovic M, Khokhar AZ, Hu Y, Chen X, Soler Penades J, Stankovic S, Chong HMH,
et al. Silicon photonic devices and platforms for the mid-infrared. Optical Materials
Express. 2013;3(9):1205-1214

[54] Li X et al. Experimental demonstration of silicon slot waveguide with low transmission
loss at 1064 nm. Optical Communication. 2014;329:168-172

[55] Debnath K, Khokhar AZ, Boden SA, Arimoto H, Oo SZ, Chong HMH, Reed GT, Saito S.
Low-loss slot waveguides with silicon (111) surfaces realized using anisotropic wet
etching. Frontiers in Materials. 2016;3:51

[56] Penadés JS, Sanchez-Postigo A, Nedeljkovic M, Ortega-Moñux A, Wangüemert-Pérez
JG, Xu Y, Halir R, et al. Suspended silicon waveguides for long-wave infrared wave-
lengths. Optics Letters. 2018;43(4):795-798

[57] Alasaarela T, Korn D, Alloatti L, Säynätjoki A, Tervonen A, Palmer R, Leuthold J, Freude
W, Honkanen S. Reduced propagation loss in silicon strip and slot waveguides coated by
atomic layer deposition. Optics Express. 2011;19(12):11529-11538

[58] Spott A, Yang L, Baehr-Jones T, Ilic R, Hochberg M. Silicon waveguides and ring resona-
tors at 5.5 μm. Applied Physics Letters. 2010;97(21):213501

[59] Baehr-Jones T, SpottA, Ilic R, SpottA, PenkovB,AsherW,HochbergM. Silicon-on-sapphire
integratedwaveguides for themid-infrared. Optics Express. 2010;18(12):12127-12135

[60] Zou Y et al. Grating-coupled silicon-on-sapphire integrated slot waveguides operating at
mid-infrared wavelengths. Optics Letters. 2014;39:3070-3073

[61] Li F, Jackson SD, Grillet C, Magi E, Hudson D, Madden SJ, Moghe Y, et al. Low propa-
gation loss silicon-on-sapphire waveguides for the mid-infrared. Optics Express. 2011;
19(16):15212-15220

[62] Khan S, Chiles J, Ma J, Fathpour S. Silicon-on-nitride waveguides for mid-and near-
infrared integrated photonics. Applied Physics Letters. 2013;102(12):121104

[63] Knights AP, Ackert JJ, Logan DF, Huante-Ceron E, Jessop PE. Deep-levels in silicon
waveguides: A route to high yield fabrication. Optical and Quantum Electronics. 2012;
44(12-13):575-580

Emerging Waveguide Technology124

[64] Logan DF, Velha P, Sorel M, De La Rue RM, Wojcik G, Goebel A, Jessop PE, Knights AP.
Charge state switching of deep levels for low-power optical modulation in silicon wave-
guides. Optics Letters. 2011;36(19):3717-3719

[65] Guan J, Liu X, Salter PS, Booth MJ. Hybrid laser written waveguides in fused silica for
low loss and polarization independence. Optics Express. 2017;25(5):4845-4859

[66] Martínez, Javier, Airán Ródenas, Toney Fernandez, Javier R. Vázquez de Aldana, Robert
R. Thomson, Magdalena Aguiló, Ajoy K. Kar, Javier Solis, and Francesc Díaz. “3D laser-
written silica glass step-index high-contrast waveguides for the 3.5 μm mid-infrared
range.” Optics Letters 40, no. 24 (2015): 5818-5821

[67] Hu J, Feng N-N, Carlie N, Petit L, Wang J, Agarwal A, Richardson K, Kimerling L. Low-
loss high-index-contrast planar waveguides with graded-index cladding layers. Optics
Express. 2007;15(22):14566-14572

[68] Duchesne D, Ferrera M, Razzari L, Morandotti R, Little BE, Chu ST, Moss DJ. Efficient
self-phase modulation in low loss, high index doped silica glass integrated waveguides.
Optics Express. 2009;17(3):1865-1870

[69] Rangarajan B, Kovalgin AY, Wörhoff K, Schmitz J. Low-temperature deposition of high-
quality siliconoxynitride films forCMOS-integrated optics.Optics Letters. 2013;38(6):941-943

[70] Jordan E, Geoffray F, Bouchard A, Ghibaudo E, Broquin J-E. Development of Tl+/Na+
ion-exchanged single-mode waveguides on silicate glass for visible-blue wavelengths
applications. Ceramics International. 2015;41(6):7996-8001

[71] Wang F, Chen B, Pun EYB, Lin H. Alkaline aluminum phosphate glasses for thermal ion-
exchanged optical waveguide. Optical Materials. 2015;42:484-490

[72] Najafi SI, Ti T, Sara R, AndrewsMP, FardadMA. Sol-gel glass waveguide and grating on
silicon. Journal of Lightwave Technology. 1998;16(9):1640

[73] Karasiński P, Tyszkiewicz C, Domanowska A, Michalewicz A, Mazur J. Low loss, long
time stable sol–gel derived silica–titania waveguide films. Materials Letters. 2015;143:5-7

[74] Lukowiak A, Zur L, Tran TNL, Meneghetti M, Berneschi S, Conti GN, Pelli S, et al.
Sol–gel-derived glass-ceramic photorefractive films for photonic structures. Crystals.
2017;7(2):61

[75] Gorshkov ON, Grishin IA, Kasatkin AP, Smetanin SV, Churbanov MF, Shushunov AN.
Optical planar waveguides based on tungsten-tellurite glass fabricated by rf-sputtering.
Journal of Non-Crystalline Solids. 2018;480:70-73

[76] Nasu Y, Kohtoku M, Hibino Y. Low-loss waveguides written with a femtosecond laser for
flexible interconnection in a planar light-wave circuit. Optics Letters. 2005;30(7):723-725

[77] Stone A, Jain H, Dierolf V, Sakakura M, Shimotsuma Y, Miura K, Hirao K, Lapointe J,
Kashyap R. Direct laser-writing of ferroelectric single-crystal waveguide architectures in
glass for 3D integrated optics. Scientific Reports. 2015;5:10391

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

125



[49] Sirbuly DJ, Law M, Yan H, Yang P. Semiconductor nanowires for subwavelength pho-
tonics integration. 2005:15190-15213

[50] Grillet C, Carletti L, Monat C, Grosse P, Ben Bakir B, Menezo S, Fedeli JM, Moss DJ.
Amorphous silicon nanowires combining high nonlinearity, FOM and optical stability.
Optics Express. 2012;20(20):22609-22615

[51] Carette M, Vilcot J-P, Bernard D, Decoster D. InP/benzocyclobutene optical nanowires.
Electronics Letters. 2008;44(15):902-903

[52] Roelkens G. Photonic integration: Beyond telecom and datacom. European Conference
Interventional Oncology. 2014. Roelkens, Günther

[53] Nedeljkovic M, Khokhar AZ, Hu Y, Chen X, Soler Penades J, Stankovic S, Chong HMH,
et al. Silicon photonic devices and platforms for the mid-infrared. Optical Materials
Express. 2013;3(9):1205-1214

[54] Li X et al. Experimental demonstration of silicon slot waveguide with low transmission
loss at 1064 nm. Optical Communication. 2014;329:168-172

[55] Debnath K, Khokhar AZ, Boden SA, Arimoto H, Oo SZ, Chong HMH, Reed GT, Saito S.
Low-loss slot waveguides with silicon (111) surfaces realized using anisotropic wet
etching. Frontiers in Materials. 2016;3:51

[56] Penadés JS, Sanchez-Postigo A, Nedeljkovic M, Ortega-Moñux A, Wangüemert-Pérez
JG, Xu Y, Halir R, et al. Suspended silicon waveguides for long-wave infrared wave-
lengths. Optics Letters. 2018;43(4):795-798

[57] Alasaarela T, Korn D, Alloatti L, Säynätjoki A, Tervonen A, Palmer R, Leuthold J, Freude
W, Honkanen S. Reduced propagation loss in silicon strip and slot waveguides coated by
atomic layer deposition. Optics Express. 2011;19(12):11529-11538

[58] Spott A, Yang L, Baehr-Jones T, Ilic R, Hochberg M. Silicon waveguides and ring resona-
tors at 5.5 μm. Applied Physics Letters. 2010;97(21):213501

[59] Baehr-Jones T, SpottA, Ilic R, SpottA, PenkovB,AsherW,HochbergM. Silicon-on-sapphire
integratedwaveguides for themid-infrared. Optics Express. 2010;18(12):12127-12135

[60] Zou Y et al. Grating-coupled silicon-on-sapphire integrated slot waveguides operating at
mid-infrared wavelengths. Optics Letters. 2014;39:3070-3073

[61] Li F, Jackson SD, Grillet C, Magi E, Hudson D, Madden SJ, Moghe Y, et al. Low propa-
gation loss silicon-on-sapphire waveguides for the mid-infrared. Optics Express. 2011;
19(16):15212-15220

[62] Khan S, Chiles J, Ma J, Fathpour S. Silicon-on-nitride waveguides for mid-and near-
infrared integrated photonics. Applied Physics Letters. 2013;102(12):121104

[63] Knights AP, Ackert JJ, Logan DF, Huante-Ceron E, Jessop PE. Deep-levels in silicon
waveguides: A route to high yield fabrication. Optical and Quantum Electronics. 2012;
44(12-13):575-580

Emerging Waveguide Technology124

[64] Logan DF, Velha P, Sorel M, De La Rue RM, Wojcik G, Goebel A, Jessop PE, Knights AP.
Charge state switching of deep levels for low-power optical modulation in silicon wave-
guides. Optics Letters. 2011;36(19):3717-3719

[65] Guan J, Liu X, Salter PS, Booth MJ. Hybrid laser written waveguides in fused silica for
low loss and polarization independence. Optics Express. 2017;25(5):4845-4859

[66] Martínez, Javier, Airán Ródenas, Toney Fernandez, Javier R. Vázquez de Aldana, Robert
R. Thomson, Magdalena Aguiló, Ajoy K. Kar, Javier Solis, and Francesc Díaz. “3D laser-
written silica glass step-index high-contrast waveguides for the 3.5 μm mid-infrared
range.” Optics Letters 40, no. 24 (2015): 5818-5821

[67] Hu J, Feng N-N, Carlie N, Petit L, Wang J, Agarwal A, Richardson K, Kimerling L. Low-
loss high-index-contrast planar waveguides with graded-index cladding layers. Optics
Express. 2007;15(22):14566-14572

[68] Duchesne D, Ferrera M, Razzari L, Morandotti R, Little BE, Chu ST, Moss DJ. Efficient
self-phase modulation in low loss, high index doped silica glass integrated waveguides.
Optics Express. 2009;17(3):1865-1870

[69] Rangarajan B, Kovalgin AY, Wörhoff K, Schmitz J. Low-temperature deposition of high-
quality siliconoxynitride films forCMOS-integrated optics.Optics Letters. 2013;38(6):941-943

[70] Jordan E, Geoffray F, Bouchard A, Ghibaudo E, Broquin J-E. Development of Tl+/Na+
ion-exchanged single-mode waveguides on silicate glass for visible-blue wavelengths
applications. Ceramics International. 2015;41(6):7996-8001

[71] Wang F, Chen B, Pun EYB, Lin H. Alkaline aluminum phosphate glasses for thermal ion-
exchanged optical waveguide. Optical Materials. 2015;42:484-490

[72] Najafi SI, Ti T, Sara R, AndrewsMP, FardadMA. Sol-gel glass waveguide and grating on
silicon. Journal of Lightwave Technology. 1998;16(9):1640

[73] Karasiński P, Tyszkiewicz C, Domanowska A, Michalewicz A, Mazur J. Low loss, long
time stable sol–gel derived silica–titania waveguide films. Materials Letters. 2015;143:5-7

[74] Lukowiak A, Zur L, Tran TNL, Meneghetti M, Berneschi S, Conti GN, Pelli S, et al.
Sol–gel-derived glass-ceramic photorefractive films for photonic structures. Crystals.
2017;7(2):61

[75] Gorshkov ON, Grishin IA, Kasatkin AP, Smetanin SV, Churbanov MF, Shushunov AN.
Optical planar waveguides based on tungsten-tellurite glass fabricated by rf-sputtering.
Journal of Non-Crystalline Solids. 2018;480:70-73

[76] Nasu Y, Kohtoku M, Hibino Y. Low-loss waveguides written with a femtosecond laser for
flexible interconnection in a planar light-wave circuit. Optics Letters. 2005;30(7):723-725

[77] Stone A, Jain H, Dierolf V, Sakakura M, Shimotsuma Y, Miura K, Hirao K, Lapointe J,
Kashyap R. Direct laser-writing of ferroelectric single-crystal waveguide architectures in
glass for 3D integrated optics. Scientific Reports. 2015;5:10391

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

125



[78] da Silva, Diego S, Wetter NU, de Rossi W, Samad RE, Kassab LRP. Femtosecond laser-
written double line waveguides in germanate and tellurite glasses. In: Laser Applications
in Microelectronic and Optoelectronic Manufacturing (LAMOM) XXIII, vol. 10519, p.
105191B. International Society for Optics and Photonics. 2018

[79] Lapointe, Jerome, Yannick Ledemi, Sébastien Loranger, Victor Lambin Iezzi, Elton
Soares de Lima Filho, Francois Parent, Steeve Morency, Younes Messaddeq, and Raman
Kashyap. “Fabrication of ultrafast laser written low-loss waveguides in flexible As 2 S 3
chalcogenide glass tape Optics Letters 41, no. 2 (2016): 203-206

[80] Krasnokutska I, Tambasco J-LJ, Li X, Peruzzo A. Ultra-low loss photonic circuits in
lithium niobate on insulator. Optics Express. 2018;26(2):897-904

[81] Hu H, Ricken R, Sohler W, Wehrspohn RB. Lithium niobate ridge waveguides fabricated
by wet etching. IEEE Photonics Technology Letters. 2007;19(6):417-419

[82] ParameswaranKR, Route RK,Kurz JR, Roussev RV, FejerMM, FujimuraM.Highly efficient
second-harmonic generation in buried waveguides formed by annealed and reverse proton
exchange in periodically poled lithium niobate. Optics Letters. 2002;27(3):179-181

[83] Chang L, Pfeiffer MHP, Volet N, Zervas M, Peters JD, Manganelli CL, Stanton EJ, Li Y,
Kippenberg TJ, Bowers JE. Heterogeneous integration of lithium niobate and silicon
nitride waveguides for wafer-scale photonic integrated circuits on silicon. Optics Letters.
2017;42(4):803-806

[84] Volk MF, Suntsov S, Rüter CE, Kip D. Low loss ridge waveguides in lithium niobate thin
films by optical grade diamond blade dicing. Optics Express. 2016;24(2):1386-1391

[85] Li S, Cai L, Wang Y, Jiang Y, Hui H. Waveguides consisting of single-crystal lithium
niobate thin film and oxidized titanium stripe. Optics Express. 2015;23(19):24212-24219

[86] Wang Y, Chen Z, Cai L, Jiang Y, Zhu H, Hui H. Amorphous silicon-lithium niobate thin
film strip-loaded waveguides. Optical Materials Express. 2017;7(11):4018-4028

[87] Siew SY, Cheung EJH, Liang H, Bettiol A, Toyoda N, Alshehri B, Dogheche E, Danner AJ.
Ultra-low loss ridge waveguides on lithium niobate via argon ion milling and gas
clustered ion beam smoothening. Optics Express. 2018;26(4):4421-4430

[88] Ren S, Yang X-F, Zhang Z-B, Wong W-H, Yu D-Y, Pun EY-B, Zhang D-L. Crystalline
phase, Ga3+ concentration profile, and optical properties of Ga3+-diffused lithium tanta-
late waveguide. Materials Letters. 2018;213:79-83

[89] Petraru A, Siegert M, Schmid M, Schubert J, Buchal C. Ferroelectic BaTiO 3 Thin Film
Optical Waveguide Modulators. MRS Online Proceedings Library Archive. 2001;688

[90] Jin T, Li L, Zhang B, Lin H-YG, Wang H, Lin PT. Monolithic mid-infrared integrated
photonics using silicon-on-epitaxial barium titanate thin films. ACS Applied Materials &
Interfaces. 2017;9(26):21848-21855

Emerging Waveguide Technology126

[91] Qiu F, Spring AM, Maeda D, Ozawa M-a, Odoi K, Otomo A, Aoki I, Yokoyama S. A
hybrid electro-optic polymer and TiO2 double-slot waveguide modulator. Scientific
Reports. 2015;5:8561

[92] d'Alessandro A, Martini L, Civita L, Beccherelli R, Asquini R. Liquid crystal waveguide
technologies for a new generation of low-power photonic integrated circuits In: Emerg-
ing Liquid Crystal Technologies X, vol. 9384, p. 93840L. International Society for Optics
and Photonics. 2015

[93] Wang T-J, Chaung C-K, Li W-J, Chen T-J, Chen B-Y. Electrically tunable liquid-crystal-
core optical channel waveguide. Journal of Lightwave Technology. 2013;31(22):3570-3574

[94] Ako T, Hope A, Nguyen T, Mitchell A, Bogaerts W, Neyts K, Beeckman J. Electrically
tuneable lateral leakage loss in liquid crystal clad shallow-etched silicon waveguides.
Optics Express. 2015;23(3):2846-2856

[95] Ma H, Jen AK-Y, Dalton LR. Polymer-based optical waveguides: materials, processing,
and devices. Advanced Materials. 2002;14(19):1339-1365

[96] PätzoldWM, Demircan A,Morgner U. Low-loss curvedwaveguides in polymers written
with a femtosecond laser. Optics Express. 2017;25(1):263-270

[97] Dou X, Wang X, Huang H, Lin X, Ding D, Pan DZ, Chen RT. Polymeric waveguides with
embeddedmicro-mirrors formed bymetallic hardmold. Optics Express. 2010;18(1):378-385

[98] Xu X, Lin M, Jiang S, He Z. Circular-core single-mode polymer waveguide for high-
density and high-speed optical interconnects application at 1550 nm. Optics Express.
2017;25(21):25689-25696

[99] Dangel R, Hofrichter J, Horst F, Jubin D, La Porta A, Meier N, Soganci IM, Weiss J,
Offrein BJ. Polymer waveguides for electro-optical integration in data centers and high-
performance computers. Optics Express. 2015;23(4):4736-4750

[100] Vernoux C, Chen Y, Markey L, Spârchez C, Arocas J, Felder T, Neitz M, et al. Flexible
long-range surface plasmon polariton single-mode waveguide for optical interconnects.
Optical Materials Express. 2018;8(2):469-484

[101] Kim JT, Park S, Jung Jin J, Park SK, Kim M-S, Lee M-H. Low-loss polymer-based long-
range surface plasmon-polariton waveguide. IEEE Photonics Technology Letters. 2007;
19(18):1374-1376

[102] Doradla P, Giles RH. Dual-frequency characterization of bending loss in hollow flexible
terahertz waveguides In Terahertz, RF,Millimeter, and Submillimeter-Wave Technology and
Applications VII, vol. 8985, p. 898518. International Society for Optics and Photonics. 2014

[103] Bledt CM, Melzer JE, Harrington JA. Theory and practical considerations of multilayer
dielectric thin-film stacks in Ag-coated hollow waveguides. Applied Optics. 2014;53(4):
A70-A82

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

127



[78] da Silva, Diego S, Wetter NU, de Rossi W, Samad RE, Kassab LRP. Femtosecond laser-
written double line waveguides in germanate and tellurite glasses. In: Laser Applications
in Microelectronic and Optoelectronic Manufacturing (LAMOM) XXIII, vol. 10519, p.
105191B. International Society for Optics and Photonics. 2018

[79] Lapointe, Jerome, Yannick Ledemi, Sébastien Loranger, Victor Lambin Iezzi, Elton
Soares de Lima Filho, Francois Parent, Steeve Morency, Younes Messaddeq, and Raman
Kashyap. “Fabrication of ultrafast laser written low-loss waveguides in flexible As 2 S 3
chalcogenide glass tape Optics Letters 41, no. 2 (2016): 203-206

[80] Krasnokutska I, Tambasco J-LJ, Li X, Peruzzo A. Ultra-low loss photonic circuits in
lithium niobate on insulator. Optics Express. 2018;26(2):897-904

[81] Hu H, Ricken R, Sohler W, Wehrspohn RB. Lithium niobate ridge waveguides fabricated
by wet etching. IEEE Photonics Technology Letters. 2007;19(6):417-419

[82] ParameswaranKR, Route RK,Kurz JR, Roussev RV, FejerMM, FujimuraM.Highly efficient
second-harmonic generation in buried waveguides formed by annealed and reverse proton
exchange in periodically poled lithium niobate. Optics Letters. 2002;27(3):179-181

[83] Chang L, Pfeiffer MHP, Volet N, Zervas M, Peters JD, Manganelli CL, Stanton EJ, Li Y,
Kippenberg TJ, Bowers JE. Heterogeneous integration of lithium niobate and silicon
nitride waveguides for wafer-scale photonic integrated circuits on silicon. Optics Letters.
2017;42(4):803-806

[84] Volk MF, Suntsov S, Rüter CE, Kip D. Low loss ridge waveguides in lithium niobate thin
films by optical grade diamond blade dicing. Optics Express. 2016;24(2):1386-1391

[85] Li S, Cai L, Wang Y, Jiang Y, Hui H. Waveguides consisting of single-crystal lithium
niobate thin film and oxidized titanium stripe. Optics Express. 2015;23(19):24212-24219

[86] Wang Y, Chen Z, Cai L, Jiang Y, Zhu H, Hui H. Amorphous silicon-lithium niobate thin
film strip-loaded waveguides. Optical Materials Express. 2017;7(11):4018-4028

[87] Siew SY, Cheung EJH, Liang H, Bettiol A, Toyoda N, Alshehri B, Dogheche E, Danner AJ.
Ultra-low loss ridge waveguides on lithium niobate via argon ion milling and gas
clustered ion beam smoothening. Optics Express. 2018;26(4):4421-4430

[88] Ren S, Yang X-F, Zhang Z-B, Wong W-H, Yu D-Y, Pun EY-B, Zhang D-L. Crystalline
phase, Ga3+ concentration profile, and optical properties of Ga3+-diffused lithium tanta-
late waveguide. Materials Letters. 2018;213:79-83

[89] Petraru A, Siegert M, Schmid M, Schubert J, Buchal C. Ferroelectic BaTiO 3 Thin Film
Optical Waveguide Modulators. MRS Online Proceedings Library Archive. 2001;688

[90] Jin T, Li L, Zhang B, Lin H-YG, Wang H, Lin PT. Monolithic mid-infrared integrated
photonics using silicon-on-epitaxial barium titanate thin films. ACS Applied Materials &
Interfaces. 2017;9(26):21848-21855

Emerging Waveguide Technology126

[91] Qiu F, Spring AM, Maeda D, Ozawa M-a, Odoi K, Otomo A, Aoki I, Yokoyama S. A
hybrid electro-optic polymer and TiO2 double-slot waveguide modulator. Scientific
Reports. 2015;5:8561

[92] d'Alessandro A, Martini L, Civita L, Beccherelli R, Asquini R. Liquid crystal waveguide
technologies for a new generation of low-power photonic integrated circuits In: Emerg-
ing Liquid Crystal Technologies X, vol. 9384, p. 93840L. International Society for Optics
and Photonics. 2015

[93] Wang T-J, Chaung C-K, Li W-J, Chen T-J, Chen B-Y. Electrically tunable liquid-crystal-
core optical channel waveguide. Journal of Lightwave Technology. 2013;31(22):3570-3574

[94] Ako T, Hope A, Nguyen T, Mitchell A, Bogaerts W, Neyts K, Beeckman J. Electrically
tuneable lateral leakage loss in liquid crystal clad shallow-etched silicon waveguides.
Optics Express. 2015;23(3):2846-2856

[95] Ma H, Jen AK-Y, Dalton LR. Polymer-based optical waveguides: materials, processing,
and devices. Advanced Materials. 2002;14(19):1339-1365

[96] PätzoldWM, Demircan A,Morgner U. Low-loss curvedwaveguides in polymers written
with a femtosecond laser. Optics Express. 2017;25(1):263-270

[97] Dou X, Wang X, Huang H, Lin X, Ding D, Pan DZ, Chen RT. Polymeric waveguides with
embeddedmicro-mirrors formed bymetallic hardmold. Optics Express. 2010;18(1):378-385

[98] Xu X, Lin M, Jiang S, He Z. Circular-core single-mode polymer waveguide for high-
density and high-speed optical interconnects application at 1550 nm. Optics Express.
2017;25(21):25689-25696

[99] Dangel R, Hofrichter J, Horst F, Jubin D, La Porta A, Meier N, Soganci IM, Weiss J,
Offrein BJ. Polymer waveguides for electro-optical integration in data centers and high-
performance computers. Optics Express. 2015;23(4):4736-4750

[100] Vernoux C, Chen Y, Markey L, Spârchez C, Arocas J, Felder T, Neitz M, et al. Flexible
long-range surface plasmon polariton single-mode waveguide for optical interconnects.
Optical Materials Express. 2018;8(2):469-484

[101] Kim JT, Park S, Jung Jin J, Park SK, Kim M-S, Lee M-H. Low-loss polymer-based long-
range surface plasmon-polariton waveguide. IEEE Photonics Technology Letters. 2007;
19(18):1374-1376

[102] Doradla P, Giles RH. Dual-frequency characterization of bending loss in hollow flexible
terahertz waveguides In Terahertz, RF,Millimeter, and Submillimeter-Wave Technology and
Applications VII, vol. 8985, p. 898518. International Society for Optics and Photonics. 2014

[103] Bledt CM, Melzer JE, Harrington JA. Theory and practical considerations of multilayer
dielectric thin-film stacks in Ag-coated hollow waveguides. Applied Optics. 2014;53(4):
A70-A82

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

127



[104] Ung B, Dupuis A, Stoeffler K, Dubois C, Skorobogatiy M. High-refractive-index compos-
ite materials for terahertz waveguides: trade-off between index contrast and absorption
loss. JOSA B. 2011;28(4):917-921

[105] Bowden B, Harrington JA, Mitrofanov O. Silver/Polystyrene Coated HollowGlassWave-
guides for the Transmission of THz Radiation. In: Lasers and Electro-Optics, 2007. CLEO
2007. Conference on, pp. 1-2. IEEE. 2007

[106] Melzer JE, Harrington JA. Silver/cyclic olefin copolymer hollow glass waveguides for
infrared laser delivery. Applied Optics. 2015;54(32):9548-9553

[107] Lo S-S, Wang M-S, Chen C-C. Semiconductor hollow optical waveguides formed by
omni-directional reflectors. Optics Express. 2004;12(26):6589-6593

[108] Giglio M, Patimisco P, Sampaolo A, Kriesel JM, Tittel FK, Spagnolo V. Low-loss and
single-mode tapered hollow-core waveguides optically coupled with interband and
quantum cascade lasers. Optical Engineering. 2017;57(1). DOI: 011004

[109] Bappi G, Flannery J, Al Maruf R, Bajcsy M. Prospects and limitations of bottom-up
fabricated hollow-core waveguides. Optical Materials Express. 2017;7(1):148-157

[110] Hu J, Tarasov V, Carlie N, Feng N-N, Petit L, Agarwal A, Richardson K, Kimerling L. Si-
CMOS-compatible lift-off fabrication of low-loss planar chalcogenide waveguides.
Optics Express. 2007;15(19):11798-11807

[111] Ma P, Choi D-Y, Yi Y, Gai X, Yang Z, Debbarma S, Madden S, Luther-Davies B. Low-loss
chalcogenide waveguides for chemical sensing in the mid-infrared. Optics Express. 2013;
21(24):29927-29937

[112] Chiles J, Malinowski M, Rao A, Novak S, Richardson K, Fathpour S. Low-loss, submi-
cron chalcogenide integrated photonics with chlorine plasma etching. Applied Physics
Letters. 2015;106(11):111110

[113] Lim J-M, Kim S-H, Choi J-H, Yang S-M. Fluorescent liquid-core/air-cladding waveguides
towards integrated optofluidic light sources. Lab on a Chip. 2008;8(9):1580-1585

[114] Gopalakrishnan N, Sagar KS, Christiansen MB, Vigild ME, Ndoni S, Kristensen A. UV
patterned nanoporous solid-liquid core waveguides. Optics Express. 2010;18(12):12903-
12908

[115] Penadés JS, Ortega-Moñux A, Nedeljkovic M, Wangüemert-Pérez JG, Halir R, Khokhar
AZ, Alonso-Ramos C, et al. Suspended silicon mid-infrared waveguide devices with
subwavelength grating metamaterial cladding. Optics Express. 2016;24(20):22908-22916

[116] Alasaarela T, Saastamoinen T, Hiltunen J, Säynätjoki A, Tervonen A, Stenberg P,
Kuittinen M, Honkanen S. Atomic layer deposited titanium dioxide and its application
in resonant waveguide grating. Applied Optics. 2010;49:4321-4325

[117] Häyrinen M, Roussey M, Gandhi V, Stenberg P, Säynätjoki A, Karvonen L, Kuittinen M,
Honkanen S. Low-loss titanium dioxide strip waveguides fabricated by atomic layer
deposition. Journal of Lightwave Technology. 2014;32(2):208-212

Emerging Waveguide Technology128

[118] Pandraud G, Barbosa Neira A, Sarro PM, Margallo-Balbás E. PECVD SiC-SiO 2-SiC
horizontal slot waveguides for sensing photonics devices. In: Sensors, 2010 IEEE, pp.
975-978. IEEE. 2010

[119] Subramanian AZ, Neutens P, Dhakal A, Jansen R, Claes T, Rottenberg X, Peyskens F,
Selvaraja S, Helin P, Du Bois B, et al. Low-loss single mode PECVD silicon nitride
photonic wire waveguides for 532–900 nm wavelength window fabricated within a
CMOS pilot line. IEEE Photonics Journal. 2013;5:2202809-2202809. DOI: 10.1109/
JPHOT.2013.2292698

[120] Romero-García S, Merget F, Zhong F, Finkelstein H, Witzens J. Silicon nitride CMOS-
compatible platform for integrated photonics applications at visible wavelengths. Optics
Express. 2013;21:14036-14046

[121] Luke K, Dutt A, Poitras CB, Lipson M. Overcoming Si3N4 film stress limitations for high
quality factor ring resonators. Optics Express. 2013;21:22829-22833

[122] Bauters JF, Heck MJR, John D, Dai D, Tien M-C, Barton JS, Leinse A, Heideman RG,
Blumenthal DJ, Bowers JE. Ultra-low-loss high-aspect-ratio Si 3 N 4 waveguides. Optics
Express. 2011;19(4):3163-3174

[123] Epping JP, Hoekman M,Mateman R, Leinse A, Heideman RG, van Rees A, van der Slot
PJM, Lee CJ, Boller KJ. High confinement, high yield Si3N4 waveguides for nonlinear
optical applications. Optics Express. 2015;23:642-648

[124] Luke K, Okawachi Y, Lamont MRE, Gaeta AL, Lipson M. Broadband mid-infrared
frequency comb generation in a Si3N4 microresonator. Optics Letters. 2015;40:4823-4826

[125] Lin PT, Singh V, Kimerling L, Agarwal AM. Planar silicon nitride mid-infrared devices.
Applied Physics Letter. 2013;102. DOI: 10.1063/1.4812332

[126] Lin PT, Singh V, Lin HYG, Tiwald T, Kimerling LC, Agarwal AM. Low-stress silicon
nitride platform for mid-infrared broadband and monolithically integrated microphoto-
nics. Advanced Optical Materials. 2013;1:732-739

[127] Belt M, Davenport ML, Bowers JE, Blumenthal DJ. Ultra-low-loss Ta2O5-core/SiO2-clad
planar waveguides on Si substrates. Optica. 2017;4(5):532-536

[128] Tsuruda K, Fujita M, Nagatsuma T. Extremely low-loss terahertz waveguide based on
silicon photonic-crystal slab. Optics Express. 2015;23(25):31977-31990

[129] Yang J, Zhao J, Cheng G, Tian H, Lu S, Chen P, Lin L, Liu W. 3D printed low-loss THz
waveguide based on Kagome photonic crystal structure. Optics Express. 2016;24(20):
22454-22460

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

129



[104] Ung B, Dupuis A, Stoeffler K, Dubois C, Skorobogatiy M. High-refractive-index compos-
ite materials for terahertz waveguides: trade-off between index contrast and absorption
loss. JOSA B. 2011;28(4):917-921

[105] Bowden B, Harrington JA, Mitrofanov O. Silver/Polystyrene Coated HollowGlassWave-
guides for the Transmission of THz Radiation. In: Lasers and Electro-Optics, 2007. CLEO
2007. Conference on, pp. 1-2. IEEE. 2007

[106] Melzer JE, Harrington JA. Silver/cyclic olefin copolymer hollow glass waveguides for
infrared laser delivery. Applied Optics. 2015;54(32):9548-9553

[107] Lo S-S, Wang M-S, Chen C-C. Semiconductor hollow optical waveguides formed by
omni-directional reflectors. Optics Express. 2004;12(26):6589-6593

[108] Giglio M, Patimisco P, Sampaolo A, Kriesel JM, Tittel FK, Spagnolo V. Low-loss and
single-mode tapered hollow-core waveguides optically coupled with interband and
quantum cascade lasers. Optical Engineering. 2017;57(1). DOI: 011004

[109] Bappi G, Flannery J, Al Maruf R, Bajcsy M. Prospects and limitations of bottom-up
fabricated hollow-core waveguides. Optical Materials Express. 2017;7(1):148-157

[110] Hu J, Tarasov V, Carlie N, Feng N-N, Petit L, Agarwal A, Richardson K, Kimerling L. Si-
CMOS-compatible lift-off fabrication of low-loss planar chalcogenide waveguides.
Optics Express. 2007;15(19):11798-11807

[111] Ma P, Choi D-Y, Yi Y, Gai X, Yang Z, Debbarma S, Madden S, Luther-Davies B. Low-loss
chalcogenide waveguides for chemical sensing in the mid-infrared. Optics Express. 2013;
21(24):29927-29937

[112] Chiles J, Malinowski M, Rao A, Novak S, Richardson K, Fathpour S. Low-loss, submi-
cron chalcogenide integrated photonics with chlorine plasma etching. Applied Physics
Letters. 2015;106(11):111110

[113] Lim J-M, Kim S-H, Choi J-H, Yang S-M. Fluorescent liquid-core/air-cladding waveguides
towards integrated optofluidic light sources. Lab on a Chip. 2008;8(9):1580-1585

[114] Gopalakrishnan N, Sagar KS, Christiansen MB, Vigild ME, Ndoni S, Kristensen A. UV
patterned nanoporous solid-liquid core waveguides. Optics Express. 2010;18(12):12903-
12908

[115] Penadés JS, Ortega-Moñux A, Nedeljkovic M, Wangüemert-Pérez JG, Halir R, Khokhar
AZ, Alonso-Ramos C, et al. Suspended silicon mid-infrared waveguide devices with
subwavelength grating metamaterial cladding. Optics Express. 2016;24(20):22908-22916

[116] Alasaarela T, Saastamoinen T, Hiltunen J, Säynätjoki A, Tervonen A, Stenberg P,
Kuittinen M, Honkanen S. Atomic layer deposited titanium dioxide and its application
in resonant waveguide grating. Applied Optics. 2010;49:4321-4325

[117] Häyrinen M, Roussey M, Gandhi V, Stenberg P, Säynätjoki A, Karvonen L, Kuittinen M,
Honkanen S. Low-loss titanium dioxide strip waveguides fabricated by atomic layer
deposition. Journal of Lightwave Technology. 2014;32(2):208-212

Emerging Waveguide Technology128

[118] Pandraud G, Barbosa Neira A, Sarro PM, Margallo-Balbás E. PECVD SiC-SiO 2-SiC
horizontal slot waveguides for sensing photonics devices. In: Sensors, 2010 IEEE, pp.
975-978. IEEE. 2010

[119] Subramanian AZ, Neutens P, Dhakal A, Jansen R, Claes T, Rottenberg X, Peyskens F,
Selvaraja S, Helin P, Du Bois B, et al. Low-loss single mode PECVD silicon nitride
photonic wire waveguides for 532–900 nm wavelength window fabricated within a
CMOS pilot line. IEEE Photonics Journal. 2013;5:2202809-2202809. DOI: 10.1109/
JPHOT.2013.2292698

[120] Romero-García S, Merget F, Zhong F, Finkelstein H, Witzens J. Silicon nitride CMOS-
compatible platform for integrated photonics applications at visible wavelengths. Optics
Express. 2013;21:14036-14046

[121] Luke K, Dutt A, Poitras CB, Lipson M. Overcoming Si3N4 film stress limitations for high
quality factor ring resonators. Optics Express. 2013;21:22829-22833

[122] Bauters JF, Heck MJR, John D, Dai D, Tien M-C, Barton JS, Leinse A, Heideman RG,
Blumenthal DJ, Bowers JE. Ultra-low-loss high-aspect-ratio Si 3 N 4 waveguides. Optics
Express. 2011;19(4):3163-3174

[123] Epping JP, Hoekman M,Mateman R, Leinse A, Heideman RG, van Rees A, van der Slot
PJM, Lee CJ, Boller KJ. High confinement, high yield Si3N4 waveguides for nonlinear
optical applications. Optics Express. 2015;23:642-648

[124] Luke K, Okawachi Y, Lamont MRE, Gaeta AL, Lipson M. Broadband mid-infrared
frequency comb generation in a Si3N4 microresonator. Optics Letters. 2015;40:4823-4826

[125] Lin PT, Singh V, Kimerling L, Agarwal AM. Planar silicon nitride mid-infrared devices.
Applied Physics Letter. 2013;102. DOI: 10.1063/1.4812332

[126] Lin PT, Singh V, Lin HYG, Tiwald T, Kimerling LC, Agarwal AM. Low-stress silicon
nitride platform for mid-infrared broadband and monolithically integrated microphoto-
nics. Advanced Optical Materials. 2013;1:732-739

[127] Belt M, Davenport ML, Bowers JE, Blumenthal DJ. Ultra-low-loss Ta2O5-core/SiO2-clad
planar waveguides on Si substrates. Optica. 2017;4(5):532-536

[128] Tsuruda K, Fujita M, Nagatsuma T. Extremely low-loss terahertz waveguide based on
silicon photonic-crystal slab. Optics Express. 2015;23(25):31977-31990

[129] Yang J, Zhao J, Cheng G, Tian H, Lu S, Chen P, Lin L, Liu W. 3D printed low-loss THz
waveguide based on Kagome photonic crystal structure. Optics Express. 2016;24(20):
22454-22460

Review on Optical Waveguides
http://dx.doi.org/10.5772/intechopen.77150

129



Chapter 7

Graphene Based Waveguides

Xianglian Song, Xiaoyu Dai and Yuanjiang Xiang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76796

Provisional chapter

Graphene Based Waveguides

Xianglian Song, Xiaoyu Dai and Yuanjiang Xiang

Additional information is available at the end of the chapter

Abstract

Graphene, which is well known as a one-atom thick carbon allotrope, has drawn lots of
attention since its first announcement due to remarkable performance in mechanical, electri-
cal, magnetic, thermal, and optical areas. In particular, unique properties of graphene such
as low net absorption in broadband optical band, notably high nonlinear optical effects, and
gate-variable optical conductivity make it an excellent candidate for high speed, high per-
formance, and broadband electronic and photonics devices. Embedding graphene into
optical devices longitudinally would enhance the light-graphene interaction, which shows
great potential in photonic components. Since the carrier density of graphene could be tuned
by external gate voltage, chemical doping, light excitation, graphene-based waveguide
modulator could be designed to have high flexibility in controlling the absorption and
modulation depth. Furthermore, graphene-based waveguides could take advantages in
detection, sensing, polarizer, and so on.

Keywords: graphene, waveguide, photonics, tunable, optical

1. Introduction

With the increasing demand in data storage, high-performance computing, and broadband
networks for communication, the requirement for high-performance optical devices with
broadband working bandwidth could be imaged [1–3]. Among the whole process, integrating
telecom network onto chips has irreplaceable importance [4]. Since waveguide is one of the
most indispensable components in modern communication, its development surely means a
lot, which would otherwise impede the whole progress of optical technology [5]. Silicon
photonics could provide broad bandwidths, which have been applied to low-loss optical
waveguides [6, 7]. Other photonic substrates such as germanium or compound semiconduc-
tors are required to achieve high performance at the same time [4, 8]. However, the common
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use of such materials is restricted due to limited bandwidth, inevitable cross-talk, high-energy
consumption, expensive cost, and so on [9, 10].

Two-dimensional (2D) materials, such as graphene, black phosphorus (BP), hexagonal boron
nitride (hBN), and transition metal dichalcogenides (MX2, such as ReS2, MoS2, WS2, WSe2),
have been of tremendous interest for applications in electronics, optoelectronics, and inte-
grated photonics due to their unique and distinctive properties from bulk ones [11, 12]. Among
all these 2D materials, graphene plays a special role in leading the exploration of 2D materials,
which was first isolated mechanically in 2004 [13, 14]. Graphene, which is well known for
thinnest, strongest, and highest mobility, shows great potential in various applications.
Besides, graphene absorbs only ~2.3% in normally incident waves in and optical range, as
shown in Figure 1, and the interaction of graphene with electromagnetic wave covers a
broadband from the visible to terahertz spectral range [16, 17]. Remarkably, the conduction
and valence bands in a mono layer graphene meet at direct, leading to a gapless and semi-
metallic band structure, which could be adjusted by doping or some other external excitations
[18–20].

The unique and extraordinary properties of graphene make it possible to be an ideal alterna-
tive in high-performance optoelectronic devices [21–25]. Hence, graphene, the unique 2D
carbon atoms arranged in a honeycomb lattice, has been widely reported as an excellent
plasmonic material for light-matter interactions from terahertz to the infrared (IR) region [18].
The gapless linear dispersion of Dirac fermions makes it possible for graphene integrated with
other substrates to formulate modulators, polarizers, broadband waveguides, photodetectors,
bio-sensors and so on [25–27]. Especially in the optical range, graphene-based waveguides
play a critical role in photonic integrated circuits, optical fiber communication and sensing, as
shown in Figure 1. It has been reported that coplanar integration which are planarized with

Figure 1. Different configurations for light-matter interaction in graphene. (A) For normal incident wave in optical range,
graphene has the advantage of broadband absorption, the total absorption is quite small though. (B) When graphene is
placed into an oical resonator, the absorption could be enhanced since the interaction between light and mater is
enhanced. (C) When integrating graphene at the surface of photonics substrates, the interaction length would increase
while the broadband optical bandwidth remains unchanged [15].
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cladding materials could be achieved by transferring and the lamination of graphene to the
surface of silicon photonic substrates. Integrating graphene with photonic devices not only
promotes the emergence of novel optoelectronic properties but also opens a new versatile
platform to investigate more fundamental application of graphene.

Three independent research groups, Mueller’s group [28] at Vienna University of Technology
and Johannes Kepler University (Australia), Englund’s group [29] at Columbia University, the
Massachusetts Institute of Technology (MIT) and the IBM T.J. Watson Research Center (the
USA), and Xu’s group [30] at Chinese University of Hong Kong (China), reported almost at the
same time, chip-integrated graphene photodetectors with high responsivities and speeds, for
which the working wavelength is covered from 1.3 to 2.75 μm [31]. Graphene-based photode-
tectors have better performance than germanium-based devices, because germanium-based
ones meet limitations to overcome the low efficiencies at wavelength above 1.5 μm. However,
this problem does not exist in graphene due to the zero-bandgap intrinsic property. As a result,
the optical absorption coefficient remains constant from visible to infrared range owing to the
linear band structure. Thus, a nearly flat response covering almost the whole optical commu-
nication band would not be out of image.

Pospischil and Mueller et al. [24] achieved a new kind of graphene-band optical interconnect,
which owned an ultra-wideband operation from the O to the U band, as shown in Figure 2.
Besides, the operation speed of graphene-based transition has been proved to be really high,
which could be a perfect candidate for high-speed data transmission. Moreover, this device
could overcome the biggest obstacles in conventional ones; the energy consumption in a
graphene-based modulator is quite low. Due to the strong optical interaction in graphene,
small devices in single chips were possible. The mechanical flexibility of graphene plays a role
in formulating active components in polymer-based optical circuits.

Figure 2. (a) Colored scanning electron micrograph of a waveguide-integrated graphene photodetector. The violet region
represents graphene sheet. (b) enlarged view of the section highlighted by the black dashed rectangle in a. (c) Schematic
illustration of the band diagram [24].
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Gan et al. [29] achieved a photodetector which simultaneously exhibited high responsibility, high
speed, and broadband spectral bandwidth by using a metal-doped graphene junction coupled
evanescently with the waveguide, as shown in Figure 3. The absorption performance of

Figure 3. (a) Schematic of the waveguide-integrated graphene photodetector. (b) Optical microscopy top view of the
device with a bilayer of graphene covering the waveguide. (c) SEM image showing the boxed region in (b) (false color),
displaying the planarized waveguide (blue), graphene (purple) and metal electrodes (yellow) [29].

Figure 4. Schematic sketch of the MGW setup viewed from above. A magnetic field B is applied everywhere in the
graphene plane except for the waveguide region |x| < d/2, where the field is reversed [32].
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graphene is improved by extending the length of graphene or by coupling graphene with a
transverse-magnetic (TM) mode with a stronger evanescent field. Besides, the internal quantum
efficiency of the photodetector can be improved by electrically grating the graphene layer to
reshape the depth and location of the potential difference. In their research, they proved that
graphene could be integrated with complementary-metal-oxide-silicon (CMOS), which made
possible the realization of scalable ultra-high bandwidth graphene-based optical interconnectors.

The propagation of the electromagnetic field along the waveguide is summarized in two ways,
which are known as transverse-electric (TE) and transverse-magnetic (TM) modes. Generally,

Figure 5. Schematic fabrication process flow to integrate chalcogenide glass photonic devices with graphene. Monolayer
graphene had been grown on Cu foil by CVD method, which was then transferred onto the surface of target substrate by
standard PMMA transformation process. Contract metals were then deposited and pattered on the surface of graphene.
Subsequently, a standard electron-beam lithography process was adopted to patter graphene on the substrate. Then a
glass film was deposited onto graphene surface by thermal evaporation, and the pattern of glass was defined by fluorine-
based plasma etching [33].
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in the TE mode, the electric lines of flux are perpendicular to the axis of the waveguides. While
in TM mode, the magnetic lines of flux are perpendicular to the axis of the waveguides.
Normally, for waveguides using a single conductor, no transverse-electromagnetic (TEM)
mode could be transmitted. Most research focus on the transmission of the TE mode, while
Cohnitz et al. [32] investigated a magnetic graphene waveguide, in which a clean graphene is
exposed to a static inhomogeneous magnetic field along one of the planar directions. As shown
in Figure 4, when applying magnetic fields to a monolayer graphene, quantum modes
exhibited like classical snake orbits near the field switch lines. While in the other regions far
from these region, only Landau-quantized cyclotron orbits could be detected.

Usually, the integration of graphene with photonic devices relies on the transformation of
exfoliated or delaminated or chemical vapor deposition (CVD)-fabricated 2D material onto
pretreated devices, as shown in Figure 5 [34]. However, the application of the transformation
process is limited due to the shortcomings in uniformity and efficiency [35–37]. Most impor-
tantly, transferred 2D materials suffer from weak interaction with optical modes in pre-treated
devices [37]. An atomic layer deposition (ALD) method has been adopted widely to obtain
gate dielectric on graphene. Also, plasma-enhanced chemical vapor deposition (PECVD) could
be another option for fabrication of silicon nitride on graphene. Last year, it was reported that
the spin-coating process could be applied to directly fabricate the polymer waveguide modu-
lator on graphene [38]. However, the fabrication technique of photonics devices integrating the
graphene thin film needs to be improved for the difficulty of keeping the original properties of
graphene after the following integrated progresses. Even though it’s still a challenge to ensure
the quality of integrated graphene up to date, the importance of optimized and the continuous
study of graphene-based photonics devices, especially waveguides, are foreseen.

2. Electromagnetic properties of graphene-based waveguides

Most electromagnetic phenomena are governed by Maxwell equations, while the electromag-
netic properties of materials are determined by two parameters, relative complex permittivity
(ε) and relative complex magnetic permeability (μ), which describe the coupling of a material
with incident electromagnetic energy. Normally, in the optical range, refraction index (n) is
used as well to describe the macroscopic effective parameters of the material, and the refrac-
tion has as a relationship with relative complex permittivity (ε) and relative complex perme-
ability (μ) the following:

n ¼ ffiffiffiffiffiffiffi
με

p
(1)

For most materials without magnetic properties, we treat μ = 1 here. A conventional wave-
guide consists of a high-index core surrounded by a lower-index cladding.

2.1. Graphene’s relative complex permittivity in vacuum

Graphene’s optical properties can be determined by its relative complex permittivity. The
equivalent in-plane component of graphene’s relative permittivity is given by:
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ε ωð Þ ¼ 1þ iσ ωð Þ
ωε0d

(2)

where d is the thickness of the graphene layer, ε0 is relative complex permittivity in vacuum
(ε0 ¼ 8:854 F=m), ω is the optical frequency, and σ is graphene’s optical conductivity. By using
the Kubo method, we can calculate the optical conductivity (σ) which consists of intraband
(σintra) and interband (σ0inter +iσ

00
inter) [39], as shown in Figure 6, thus:

σtotal ¼ σintra þ σ0inter þ σ00inter (3)

where
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here, σ0 ¼ e24ℏ ffi 60:8 μS is the universal optical conductance, EF is the Fermi level of
graphene, ℏ is Planck’s constant, and Γ1 ¼ 8:3� 1011s�1 and Γ2 ¼ 1013s�1 are relaxation rates
at room temperature associated with the interband and intraband transitions, respectively.

Obviously, relative permittivity of this kind of waveguide is related to the conductivity of
graphene, which would further influence the dispersion properties of the whole structure.
When integrating graphene into the waveguide, the surface plasmon dispersion of graphene
is strongly modified by the metal and other dielectric substrates; thus, the transmission of the
incident electromagnetic wave in the waveguide is affected as well [40]. The characteristic
plasmon dispersion relationship could be obtained by the following equation for the structure
as described in Figure 7(a):
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Figure 6. (a) Interband transition and (b) intraband transition in graphene [39].

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

137



in the TE mode, the electric lines of flux are perpendicular to the axis of the waveguides. While
in TM mode, the magnetic lines of flux are perpendicular to the axis of the waveguides.
Normally, for waveguides using a single conductor, no transverse-electromagnetic (TEM)
mode could be transmitted. Most research focus on the transmission of the TE mode, while
Cohnitz et al. [32] investigated a magnetic graphene waveguide, in which a clean graphene is
exposed to a static inhomogeneous magnetic field along one of the planar directions. As shown
in Figure 4, when applying magnetic fields to a monolayer graphene, quantum modes
exhibited like classical snake orbits near the field switch lines. While in the other regions far
from these region, only Landau-quantized cyclotron orbits could be detected.

Usually, the integration of graphene with photonic devices relies on the transformation of
exfoliated or delaminated or chemical vapor deposition (CVD)-fabricated 2D material onto
pretreated devices, as shown in Figure 5 [34]. However, the application of the transformation
process is limited due to the shortcomings in uniformity and efficiency [35–37]. Most impor-
tantly, transferred 2D materials suffer from weak interaction with optical modes in pre-treated
devices [37]. An atomic layer deposition (ALD) method has been adopted widely to obtain
gate dielectric on graphene. Also, plasma-enhanced chemical vapor deposition (PECVD) could
be another option for fabrication of silicon nitride on graphene. Last year, it was reported that
the spin-coating process could be applied to directly fabricate the polymer waveguide modu-
lator on graphene [38]. However, the fabrication technique of photonics devices integrating the
graphene thin film needs to be improved for the difficulty of keeping the original properties of
graphene after the following integrated progresses. Even though it’s still a challenge to ensure
the quality of integrated graphene up to date, the importance of optimized and the continuous
study of graphene-based photonics devices, especially waveguides, are foreseen.

2. Electromagnetic properties of graphene-based waveguides

Most electromagnetic phenomena are governed by Maxwell equations, while the electromag-
netic properties of materials are determined by two parameters, relative complex permittivity
(ε) and relative complex magnetic permeability (μ), which describe the coupling of a material
with incident electromagnetic energy. Normally, in the optical range, refraction index (n) is
used as well to describe the macroscopic effective parameters of the material, and the refrac-
tion has as a relationship with relative complex permittivity (ε) and relative complex perme-
ability (μ) the following:

n ¼ ffiffiffiffiffiffiffi
με

p
(1)

For most materials without magnetic properties, we treat μ = 1 here. A conventional wave-
guide consists of a high-index core surrounded by a lower-index cladding.

2.1. Graphene’s relative complex permittivity in vacuum

Graphene’s optical properties can be determined by its relative complex permittivity. The
equivalent in-plane component of graphene’s relative permittivity is given by:
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for which the explanation of permittivity could be found in the Figure 7(a). It should be noted
here that the equation shows a good approximation when the thickness is much thicker than
the skin depth [41]. As shown in Figure 7(b), an enhanced confinement and an increased
propagation distance can be obtained by adopting a metal slab within a certain spectral region.
However, only the plasmonic field in the direction perpendicular to the surface could be
confined to the model of Figure 7(a). By adopting a non-planar structure as shown in Figure 7
(c), 2D confinement could be obtained due to the dielectric boundaries in the other direction, of
which the dispersion relationship could be obtained by an effective index method.

Graphene’s relative permittivity can be easily tuned by electrostatic gating or chemical doping,
which makes it easier to be applied for Talbot effect than metal-based devices [42]. Plasmonic
Talbot carpets were experimentally obtained by using surface plasmon polariton (SPP)
launching gratings, and a sub-wavelength focal spot can obtained.

2.2. The complex refraction index of graphene based waveguides

Borini’s group estimated the optical index of graphene in visible range by dealing with
universal optical conductivity and measured the optical spectrum within the framework of
Fresnel’s coefficient calculation [43]. Reflectometry is another method to acquire the reflection
properties so as to obtain an average index over a broadband range by fitting the spectrum.
Xu’s group [44] calculated the complex refraction index of graphene at 1550 nm through
reflectivity measurement on a SiO2/Si substrate. And as reported by Wang [45], Notle’s group
applied picometrology to measure the refraction of graphene on thermal oxide on silicon at
488, 532, and 633 nm, respectively, in which the strong dispersion of the graphene index was
observed in an optical range.

Figure 7. (a) Planar waveguide, and (c) non-planar rectangular waveguide. Dispersion characteristics of planar (b) and
non-planar (d) waveguides [41].
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However, in most conditions, graphene is regarded as a boundary condition when integrated
into a waveguide due to the difficulty in a complex refraction index, while permittivity is
regarded as a fundamental issue in graphene-based modern integrated photonics and devices.
Yao’s group [46] used a microfiber-based Mach-Zehnder interferometer to obtain the complex
refraction index of the graphene waveguide from 1510 to 1590 nm, as shown in Figure 8. In
this method, the microfiber acts as an effective mean to launch and collect the evanescent
signal for the waveguide, for which, on the other hand, the contact length can adjusted if
needed. As the results shown in Figure 8(b), the complex refraction index of graphene-based
waveguide varies from 2:91� i3:92 to 3:81� i14:64 in the experimental-range wavelength
from 1510 to 1590 nm.

2.3. The tunability of graphene permittivity

When model graphene is infinitely thin, local two-sided surfaces with conductivity σ could be
obtained based on Kubo function as the following:

σ ω;μc; Γ;T
� � ¼ je2 ω� j2Γð Þ
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Figure 8. (a) Schematic diagram of the structure for the light propagating along the GMFW (red: Single mode fiber, white:
Monolayer graphene, cyan: MgF2 substrate). The orange arrows show the transmitting direction of the evanescent waves.
(b) neffRE of the microfiber (blue solid) and the microfiber on MgF2 (red dashed). (c) the experimental details of the
GMHW. (d) Geometry of the cross-section of the GMHW [46].
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Figure 8. (a) Schematic diagram of the structure for the light propagating along the GMFW (red: Single mode fiber, white:
Monolayer graphene, cyan: MgF2 substrate). The orange arrows show the transmitting direction of the evanescent waves.
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where ω is radiated frequency, μc is chemical potential, Γ refers to the phenomenological
scattering rate that is assumed to be independent of energy, and T is temperature.

μc ¼ ℏVF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πεox
edox

V � VDð Þ
r

(9)

where VF stands for Fermi velocity, εox, dox corresponds to the permittivity and thickness of the
dielectric, respectively, VD is the Dirac voltage, and V is the externally applied voltage. Obvi-
ously, the chemical potential could be strongly tuned by the applied gate voltage, which, as a
result, would impact the refraction index. Xu’s group used the reflectivity measurement to
obtain the complex refraction index of graphene on SiO2/Si, which could be tuned by gate
electric voltage, which agreed well with the Kubo function [44].

As shown in Figure 9, the real and imaginary part of the conductivity of graphene display a
relationship with wavelength in the mid-infrared range [47]. Besides, the chemical potential
which attributes the carrier density in graphene plays a critical role in controlling the conductiv-
ity. When ℏω > 2 μc

�� ��, the optical absorption of graphene is related to the real part of conductiv-
ity, which comes from the interband transition. Obviously, photocarriers are generated during
the transition process, which could be used in applications such as photo-detection or modula-
tors. While for ℏω < 2 μc

�� ��, the conductivity of graphene could be explained by Pauli’s blocking
theory. Thus, an electrostatic grating is always applied to adjust the chemical potential, and thus
to tune the absorption of graphene, which lies as the principle to design optical modulators.
Moreover, it’s displayed in Figure 9 that the imaginary part of intraband and interband conduc-
tivity has the opposite sign, which plays a critical role in determining whether the TE or TM
mode could be propagated in graphene, which is always used in a polarizer.

2.4. Graphene integrated with nonlinear substrates

When integrating graphene with a nonlinear substrate, the relative complex permittivity of the
substrate (εsub) could be explained by the following equation named Kerr-type medium [48]:

Figure 9. Interband (solid lines) and intraband (dashed lines) contribution to the dynamic conductivity in graphene. The
vertical black line marks the telecommunication wavelength of λ = 1.55 μm [47].
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εsub ¼ εL þ αE2 (10)

where εL corresponds to the relative complex permittivity of substrate under linear incidence
and E corresponds to the external incident electric field. Besides, graphene with conductivity of
σg is treated as boundary here considering a one-atom scale thickness (Figure 10).

For TM polarization with propagation constant β, three field components, Ex, Ez, and Hy,
magnetic field H and electrical field E satisfy the following equations:

H ¼ Hyy (11)

E ¼ Exxþ Ezz (12)

dEz

dx
¼ iωμ0Hy þ iβEx (13)

iβHy ¼ �iωε0εEx (14)

dHy

dx
¼ iωε0εEz (15)

where ε0 and μ0 correspond to electric permittivity and magnetic permeability in the vacuum,

exactly as ε0 ¼ 8:854� 10�12F=m,μ0 ¼ 4π� 10�7H=m. When integrating graphene at the top
of the Kerr-type substrate, we get:

ε2E2
x ¼

β2

ω2ε20
H2

y (16)

E2
x ¼ ε� εL � αE2

z

� �
=α (17)

Thus, we further get:

Figure 10. Schematic of waveguide constituted by graphene and nonlinear substrate [48].
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ε3 � εL þ αE2
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� �
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ω2ε20
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By a mathematical transformation, we can finally get the discriminant of permittivity ε:

Δ ¼ � εL þ αE2
z

� �3 αβ2
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α2β4

ω4ε40
H4
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if Δ < 0, then there is only one solution for ε. The equation is useful when we numerically
calculate permittivity in the relaxation method. We can get permittivity through its real root. In
particular, the nonlinear conductivity of graphene cannot be ignored any more under this
condition, which can be expressed as:

σg ¼ σL þ σNL Eτj j2 (20)

where Eτ is the tangential component of the electric field and σNL contributes to nonlinear
conductivity:

σNL ¼ �i
3
8

e2

πℏ2
eVF

μcω

� �2 μc

ω
(21)

in which VF stands for Fermi velocity. It should be noted here that the conductivity of
graphene is regarded as Drude type only in THz and far IR range.

3. Applications

Graphene could be an ideal option to meet the increasing demand of high-performance
optoelectronics or some other communication components when the incident wave is confined
along the thin film surface [49]. The 2D structure of graphene and the planar configuration of
silicon photonics are inherently compatible with each other [47]. Normally, the maximum
absorption in the monolayer graphene integrating at the dielectric surface is about 10~20%,
which would not make a big difference even applying highest practically achievable carrier
concentrations [8]. This character could be enhanced when incorporating graphene on the
surface of a passive silicon dielectric waveguide, and the modulation depth could be as high
as 50% when applying voltage to the graphene sheet.

The application of graphene-based waveguides can be summarized to be modulators, detectors,
sensors, polarizers and some other applications, as discussed in detail through the following.

3.1. Graphene-based waveguide integrated modulators

Thanks to the outstanding properties of graphene in conductivity, current density, and charge
mobility, graphene-based waveguides are supposed to have promising potentials in applications
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such as unrivaled speed, low driving voltage, small physical footprints, and low power con-
sumption [50], which can further be utilized in telecommunications and optoelectronics. While
several graphene-based waveguides have been investigated, it still remains a challenge to com-
bine graphene with plasmonic waveguides. How to control the intensity, phase, and polarization
of the electromagnetic wave in an optical range through the waveguide attracts a lot of interest.
When integrating graphene into a waveguide, the waveguide mode propagates along and is
confined near a graphene sheet, which is regarded as the most promising for on-chip information
processing. However, we have to admit here that even though the atomic thickness of graphene
gives rise to lots of advantages, there are several challenges to deal with in such a device, such as
unavoidable power consumption, slowdown response, and lower modulation depth.

Due to the tunable bandgap of graphene, waveguide modulators could be formed with
broad flexibility [8, 50]. Besides, the carried density of graphene could be tuned manually
through external gate voltage [51, 52], chemical doping [53, 54], and optical (laser) excitation
[55]. As a result, the refraction index and the permittivity could be adjusted. It is worth
mentioning here that the response of graphene in an optical range could be tuned by sub-
strates as well [56], which may induce a bandgap opening in epitaxial graphene [57]. The
transmission of 1.53 μm photons through the waveguide at a varied drive voltage is shown
in Figure 11, which has been divided into three different regions from �6 to 6 V and the
corresponding band structures are shown as insets. In the left region with drive voltage
bellow �1 V, the Fermi level (EF) was lower than half photonic energy (12ℏv), and no electrons
were available for further interband transition. In the middle region for drive voltage rang-
ing from �1 to 3.8 V, the Fermi level was close to Dirac point; thus, it is possible for electrons
in occupied regions transiting to unoccupied regions. In other words, graphene sheets
showed potential in phonon absorbing, indicating its modulation ability. In the third region
from 3.8 to 6 V, the transition was blocked again since all the electron states which were in
resonance while the incident phonons were occupied.

Grigorenko’s group reported a hybrid graphene-plasmon waveguide modulator for promising
applications in telecom as shown in Figure 12, whose modulation depth was comparable with
silicon-based waveguide modulators, showing a promising future for optical communication [50].

Figure 11. Displays the transmission of 1.53 μm photons through the waveguide at different drive voltages.
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strates as well [56], which may induce a bandgap opening in epitaxial graphene [57]. The
transmission of 1.53 μm photons through the waveguide at a varied drive voltage is shown
in Figure 11, which has been divided into three different regions from �6 to 6 V and the
corresponding band structures are shown as insets. In the left region with drive voltage
bellow �1 V, the Fermi level (EF) was lower than half photonic energy (12ℏv), and no electrons
were available for further interband transition. In the middle region for drive voltage rang-
ing from �1 to 3.8 V, the Fermi level was close to Dirac point; thus, it is possible for electrons
in occupied regions transiting to unoccupied regions. In other words, graphene sheets
showed potential in phonon absorbing, indicating its modulation ability. In the third region
from 3.8 to 6 V, the transition was blocked again since all the electron states which were in
resonance while the incident phonons were occupied.

Grigorenko’s group reported a hybrid graphene-plasmon waveguide modulator for promising
applications in telecom as shown in Figure 12, whose modulation depth was comparable with
silicon-based waveguide modulators, showing a promising future for optical communication [50].

Figure 11. Displays the transmission of 1.53 μm photons through the waveguide at different drive voltages.
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The conductivity of graphene related to Fermi energy depends on the applied voltage between
graphene layers and the thickness and permittivity of the dielectric layer located between two
graphene layers. Asgari’s group [58] applied bias voltage Vb between two graphene layers
which leads to an equal increase in electron density in the top layer and hole density in the
bottom layer, as shown in Figure 13. Therefore, the absolute values of Fermi energies (EF) in
both graphene layers were identical but of opposite signs. Voltage application caused a poten-
tial difference between two graphene layers. Actually, when applying bias voltage between
two graphene sheets, a capacitor effect could be observed. Besides, charge density in both
sheets would increase with bias voltage, as well as Fermi energy. As a result, intraband
conductivity would increase, while interband conductivity decreases.

Figure 12. (a) The schematics of the hybrid graphene plasmonic waveguide modulators. (b) The optical micrograph of a
typical hybrid graphene plasmonic modulator studied in this work. (c) Leakage radiation detection of wedge, upper
panel, and flat, lower panel, plasmon-propagating modes. (d) A scanning electron micrograph of an area shown in b by
the dotted box that shows corrugated waveguide and the semitransparent decoupling grating. (e) Optical Pauli blocking
expressed in terms of graphene relative conductivity. (f) Sketches of three types of plasmonic modes under investigation
—flat, corrugated and wedge plasmons. (g) 3D rendering of the experiment with the wedge plasmon mode. (h) The
schematic of experiment where non-transparent grating couples light into plasmon modes [50].

Figure 13. (a) Schematic illustration of the two-graphene layer structure and direction of electric and magnetic field
components in TM mode. (b) The band scheme of the structure at bias voltage Vb [58].
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However, Murphy’s group [8] designed a THz modulator formulated by setting large
graphene sheets at the middle of two SiO2 layers (300 nm) with Si wafers on both their sides
based on ridge waveguides, as shown in the figure above. When applying voltage to graphene
sheets, light-matter interaction could be modulated. As a result, the modulation depth could
be achieved as high as 50%. Obviously, the carrier concentration in the graphene sheet would
be modified by adjusting gate voltage. When voltage was guided through the graphene sheet
in the waveguide, the electric field would penetrate into the graphene sheet and lead to
absorption due to free carriers in the graphene sheet.

3.2. Graphene-based waveguide photodetectors

Conventionally, low band-gap semiconductors such as HgCdTe alloys or quantum-well and
quantum-dot structures on III-V materials are adopted to formulate mid-infrared detectors
[59]. With electrical tunability in light absorption and ultra-fast photo-response, graphene is
regarded as a promising candidate for high-speed photo-detection applications [9]. It has been
approved that graphene-based waveguide photodetectors could be applied from 300 nm to
6 μm or even longer [4]. It should be noted here that a dark current range may occur due to the
gapless inherent properties of graphene, which should be avoided in practical application [60].
Thus, chemical potential must be tuned near the Dirac energy to ensure that incident field is
illuminated to the graphene thin film.

Wang et al. [30] integrated monolayer graphene into a silicon optical waveguide on a silicon-on-
insulator (SOI) from near-to-mid-infrared operational range, which indicated that the combina-
tion of the graphene silicon structure made it possible to overcome the shortcomings of the
traditional junction-less photodetectors. As a result, a much higher sensitivity could be expected
in graphene-based waveguides. The transverse electric mode light (~10 μm spot size) was
coupled into the waveguide via a focusing sub-wavelength grating. Avouris’ group [60] reported
an efficient photodetection of the waveguide based on graphene, as shown in Figure 14, which
shows gate-dependent response, and the response is nearly linear on the entire device of 10 mV.
And the measurement from network analyzer showed the relative A.C photo-response, which
could be further improved by applying a bias within the photocurrent generation path.

Figure 14. Photocurrent generation, high-frequency characterization of the MGM photodetector, and operation of the
MGM photodetector at a data rate of 10 Gbit∙s�1 with 1.55 μm light excitation [60].

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

145
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two graphene sheets, a capacitor effect could be observed. Besides, charge density in both
sheets would increase with bias voltage, as well as Fermi energy. As a result, intraband
conductivity would increase, while interband conductivity decreases.
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Figure 13. (a) Schematic illustration of the two-graphene layer structure and direction of electric and magnetic field
components in TM mode. (b) The band scheme of the structure at bias voltage Vb [58].
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However, Murphy’s group [8] designed a THz modulator formulated by setting large
graphene sheets at the middle of two SiO2 layers (300 nm) with Si wafers on both their sides
based on ridge waveguides, as shown in the figure above. When applying voltage to graphene
sheets, light-matter interaction could be modulated. As a result, the modulation depth could
be achieved as high as 50%. Obviously, the carrier concentration in the graphene sheet would
be modified by adjusting gate voltage. When voltage was guided through the graphene sheet
in the waveguide, the electric field would penetrate into the graphene sheet and lead to
absorption due to free carriers in the graphene sheet.

3.2. Graphene-based waveguide photodetectors

Conventionally, low band-gap semiconductors such as HgCdTe alloys or quantum-well and
quantum-dot structures on III-V materials are adopted to formulate mid-infrared detectors
[59]. With electrical tunability in light absorption and ultra-fast photo-response, graphene is
regarded as a promising candidate for high-speed photo-detection applications [9]. It has been
approved that graphene-based waveguide photodetectors could be applied from 300 nm to
6 μm or even longer [4]. It should be noted here that a dark current range may occur due to the
gapless inherent properties of graphene, which should be avoided in practical application [60].
Thus, chemical potential must be tuned near the Dirac energy to ensure that incident field is
illuminated to the graphene thin film.

Wang et al. [30] integrated monolayer graphene into a silicon optical waveguide on a silicon-on-
insulator (SOI) from near-to-mid-infrared operational range, which indicated that the combina-
tion of the graphene silicon structure made it possible to overcome the shortcomings of the
traditional junction-less photodetectors. As a result, a much higher sensitivity could be expected
in graphene-based waveguides. The transverse electric mode light (~10 μm spot size) was
coupled into the waveguide via a focusing sub-wavelength grating. Avouris’ group [60] reported
an efficient photodetection of the waveguide based on graphene, as shown in Figure 14, which
shows gate-dependent response, and the response is nearly linear on the entire device of 10 mV.
And the measurement from network analyzer showed the relative A.C photo-response, which
could be further improved by applying a bias within the photocurrent generation path.

Figure 14. Photocurrent generation, high-frequency characterization of the MGM photodetector, and operation of the
MGM photodetector at a data rate of 10 Gbit∙s�1 with 1.55 μm light excitation [60].
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However, it’s difficult to fabricate these materials which are challenging to operate at room
temperature till now. Choi’s group [61] integrated graphene with a Bi2Se3 heterostructure, in
which graphene functioned as high mobility charge transport layers and Bi2Se3 functioned as a
broadband IR absorber supplying holes in graphene. The graphene-Bi2Se3 structure showed
broadband absorption and high-intensity response at room temperature.

3.3. Graphene-based waveguide sensors

Graphene is used in sensors, thanks to its unique electric properties, which show great potential
in chemical or biology sensors. Among all varieties of chemical gas sensors, photonics gas
sensors have advantages because of their high sensitivity and stability. Graphene plays a critical
role in gas sensing due to the sensitivity of carried density to environment [62]. Graphene’s
conductivity can be changed drastically by adsorbed gas molecules which serve as charge carrier
donors or acceptors to modulate the local carrier concentration of graphene. Cheng and Goda
[63] conducted a graphene-based waveguide to measure NO2 gas concentration based on ger-
manium and silicon substrates, respectively, as shown in Figure 15, where sensitivity was about
20 times higher than that of the graphene-covered microfiber sensor. Li et al. [64] demonstrated a
single graphene-based waveguide which simultaneously provides optical modulation and
photodetection. For developing sensitive photonic gas sensors, it is important to consider the
interaction of propagating light in the waveguide to the top graphene layer. Xiang’s group [65,
66] conducted a series work on graphene waveguide bio-sensors, by coupling graphene surface
plasmon polaritons (SPPs) and planar waveguides to realize the ultrasensitive response. The
SPPs produced by graphene could be used for bio-sensors since the SPPs are extremely sensitive
to changes in the dielectric constant; even small changes in molecular density could be detected
[67]. Graphene-based waveguides could overcome the shortcomings in traditional bio-sensors
such as low speed, more time, and insufficient sensitivity.

Figure 15. Design of graphene on silicon (GoG) and suspended membrane slot waveguide (SMSW) Bragg grating gas
sensor in comparison with the graphene-covered microfiber Bragg grating gas sensor. The calculated 3 dB bandwidth of
the proposed GoS-SMSW Bragg gratings as a function of the NO2 gas concentration was shown [63].
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3.4. Other waveguides

Usually, a fixed optical device works only on one particular polarization state, either the TE or the
TMpolarization state [68]. By coating siliconwaveguides with graphene, a versatile polarizer works
in two operation modes, which were based on the different effective mode index variations [69].

Waveguide integrated with graphene has nonlinear parameters which depend strongly on the
Fermi level of graphene. It has been demonstrated that Integrating graphene with slot wave-
guide would benefit non-linear properties, owing to the interaction enhancement between
graphene and incident electromagnetics [70].

When integrating graphene with nonlinear substrates on one or both sides, the surface
plasmons’ (SPs) localization length increased while their propagation length (PL) remained
unchanged compared with the typical graphene waveguide [71, 72].

4. Conclusion

In conclusion, due to its unique electric and electromagnetic properties, graphene acts as a
promising candidate for photonics and communication component of high performance. Espe-
cially, integrating graphene with waveguides makes it possible to overcome shortcomings such
as limited bandwidth, inevitable cross-talk, high energy consumption, and expensive cost in
conventional devices. Furthermore, the gapless linear dispersion of Dirac fermions makes it
possible for graphene integrated with other substrates to formulate modulators, polarizers,
broadband waveguides, photodetectors, bio-sensors, and so on. And the permittivity of
graphene-based waveguides could be calculated based on Maxwell’s function, even integrating
with nonlinear substrates. The application of graphene waveguides expands the broadband
range, from 300 nm to 6 μm or even longer. By tuning the carrier density of graphene through
external gate voltage, chemical doping, or optical excitation, the relative complex permittivity of
graphene is tuned. Thus, graphene waveguide modulators could be formed which adjusts
absorption and modulation depth and so on. Besides, graphene waveguides show potential in
fast and high-response detection and chemical sensing. The recent development in graphene
synthesis and photonics components’ fabrication technique ensures the compatibility in the
integrated electronics platform, which shows a bright prospect in the near future.
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such as low speed, more time, and insufficient sensitivity.

Figure 15. Design of graphene on silicon (GoG) and suspended membrane slot waveguide (SMSW) Bragg grating gas
sensor in comparison with the graphene-covered microfiber Bragg grating gas sensor. The calculated 3 dB bandwidth of
the proposed GoS-SMSW Bragg gratings as a function of the NO2 gas concentration was shown [63].

Emerging Waveguide Technology146

3.4. Other waveguides

Usually, a fixed optical device works only on one particular polarization state, either the TE or the
TMpolarization state [68]. By coating siliconwaveguides with graphene, a versatile polarizer works
in two operation modes, which were based on the different effective mode index variations [69].

Waveguide integrated with graphene has nonlinear parameters which depend strongly on the
Fermi level of graphene. It has been demonstrated that Integrating graphene with slot wave-
guide would benefit non-linear properties, owing to the interaction enhancement between
graphene and incident electromagnetics [70].

When integrating graphene with nonlinear substrates on one or both sides, the surface
plasmons’ (SPs) localization length increased while their propagation length (PL) remained
unchanged compared with the typical graphene waveguide [71, 72].

4. Conclusion

In conclusion, due to its unique electric and electromagnetic properties, graphene acts as a
promising candidate for photonics and communication component of high performance. Espe-
cially, integrating graphene with waveguides makes it possible to overcome shortcomings such
as limited bandwidth, inevitable cross-talk, high energy consumption, and expensive cost in
conventional devices. Furthermore, the gapless linear dispersion of Dirac fermions makes it
possible for graphene integrated with other substrates to formulate modulators, polarizers,
broadband waveguides, photodetectors, bio-sensors, and so on. And the permittivity of
graphene-based waveguides could be calculated based on Maxwell’s function, even integrating
with nonlinear substrates. The application of graphene waveguides expands the broadband
range, from 300 nm to 6 μm or even longer. By tuning the carrier density of graphene through
external gate voltage, chemical doping, or optical excitation, the relative complex permittivity of
graphene is tuned. Thus, graphene waveguide modulators could be formed which adjusts
absorption and modulation depth and so on. Besides, graphene waveguides show potential in
fast and high-response detection and chemical sensing. The recent development in graphene
synthesis and photonics components’ fabrication technique ensures the compatibility in the
integrated electronics platform, which shows a bright prospect in the near future.

Author details

Xianglian Song, Xiaoyu Dai and Yuanjiang Xiang*

*Address all correspondence to: xiangyuanjiang@126.com

International Collaborative Laboratory of 2D Materials for Optoelectronic Science and
Technology of Ministry of Education, College of Optoelectronic Engineering, Shenzhen
University, China

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

147



References

[1] Youngblood N, Chen C, Koester SJ, Li M. Waveguide-integrated black phosphorus pho-
todetector with high responsivity and low dark current. Nature Photonics. 2015;9:247-252.
DOI: 10.1038/nphoton.2015.23

[2] Ding Y, Guan X, Hu H. Efficient electro-optic modulation in low-loss graphene-plasmonic
slot waveguides. Nanoscale. 2017;9:15576-15581. DOI: 10.1039/C7NR05994A

[3] Gao X, Cui TJ. Spoof surface plasmon polaritons supported by ultrathin corrugated metal
strip and their applications. Nanotechnology Reviews. 2015;4:239-258. DOI: 10.515/ntrev-
2014-0032

[4] Schuler S, Schall D, Neumaier D. Controlled generation of a p-n junction in a waveguide
integrated graphene photodetector. Nano Letters. 2016;16:7107-7112. DOI: 10.1021/acs.
nanolett.6b03374

[5] Chen M, Sheng P, Sun W. A symmetric terahertz graphene-based hybrid plasmonic
waveguide. Optics Communications. 2016;376:41-46. DOI: 10.1016/j.optcom.2016.05.020

[6] Kovacevic G, Yamashita S.Waveguide design parameters impact on absorption in graphene
coated silicon photonic integrated circuits. Optics Express. 2016;24:3584-3591. DOI: 10.1364/
OE.24.003584

[7] Kou R, Tanabe S, Tsuchizawa T. Characterization of optical absorption and polarization
dependence of single-layer graphene integrated on a silicon wire waveguide. Japanese
Journal of Applied Physics. 2013;52:060203. DOI: 10.7567/JJAP.52.060203

[8] Mittendorff M, Li S, Murphy TE. Graphene-based waveguide-integrated terahertz modu-
lator. ACS Photonics. 2017;4:316-321. DOI: 10.1021/acsphotonics.6b00751

[9] Shiue RJ, Gao Y, Wang Y. High-responsivity graphene-boron nitride photodetector and
autocorrelator in a silicon photonic integrated circuit. Nano Letters. 2015;15:7288-7293.
DOI: 10.1021/acs.nanolett.5b02368

[10] Ooi KJA, Leong PC, Ang LK. All-optical control on a graphene-on-silicon waveguide
modulator. Scientific Reports. 2017;7:12748. DOI: 10.1038/s41598-017-13213-6

[11] Low T, Chaves A, Caldwell JD. Polaritons in layered two-dimensional materials. Nature
Materials. 2016;16:182-194. DOI: 10.1038/nmat4792

[12] Nemilentsau A, Low T, Hanson G. Anisotropic 2D materials for tunable hyperbolic Plasmonics.
Physical ReviewLetters. 2016;116:066804–5. DOI: 10.1103/PhysRevLett.116.066804

[13] Novoselov KS, Geim AK, Morozov AV. Electric field effect in atomically thin carbon films.
Science. 2004;306:666-669. DOI: 10.1126/science.1102896

[14] Meyer JC, Geim AK, Mi K. The structure of suspended graphene sheets. Nature. 2007;446:
60-63. DOI: 10.1038/nature05545

Emerging Waveguide Technology148

[15] Youngblood N, Li M. Integration of 2D materials on a silicon photonics platform for
optoelectronics applications. Nano. 2017;6:1205-1218. DOI: 10.1515/nanoph-2016-0155

[16] Singh V, Joung D, Zhai L. Graphene based materials: Past, present and future. Progress in
Materials Science. 2011;56:1178-1271. DOI: 10.1016/j.pmatsci.2011.03.003

[17] Hecht DS, Hu L, Irvin G. Emerging transparent electrodes based on thin films of carbon
nanotubes, graphene, and metallic nanostructures. Advanced Materials. 2011;23:1482-
1513. DOI: 10.1002/adma.201003188

[18] Nandamuri G, Roumimov S, Solanki R. Chemical vapor deposition of graphene films.
Nanotechnology. 2010;21:145604. DOI: 10.1088/0957-4484/21/14/145604

[19] Edwards RS, Coleman KS. Graphene synthesis: Relationship to applications. Nanoscale.
2012;5:38-51. DOI: 10.1039/C2NR32629A

[20] Avouris P, Xia F. Graphene applications in electronics and photonics. MRS Bulletin. 2012;
37:1225-1234. DOI: 10.1557/mrs.2012.206

[21] Sun Z, Martinez A, Wang F. Optical modulators with 2D layered materials. Nature Photon-
ics. 2016;10:227-238. DOI: 10.1038/nphoton.2016.15

[22] Gan Q, Bartoli FJ, Kafafi ZH. Plasmonic-enhanced organic photovoltaics: Breaking the 10%
efficiency barrier. AdvancedMaterials. 2013;25:2385-2396. DOI: 10.1002/adma.201203323

[23] DuW, Wang T, Chu HS. Highly efficient on-chip direct electronic–plasmonic transducers.
Nature Photonics. 2017;11:623-627. DOI: 10.1038/s41566-017-0003-5

[24] Kim KS, Zhao Y, Jang H. Large-scale pattern growth of graphene films for stretchable
transparent electrodes. Nature. 2009;457:706-710. DOI: 10.1038/nature07719

[25] De Arco LG, Zhang Y, Schienker CW. Continuous, highly flexible, and transparent
graphene films by chemical vapor deposition for organic photovoltaics. ACS Nano. 2010;
4:2865-2873. DOI: 10.1021/nn901587x

[26] Mikhailov SA. Electromagnetic response of electrons in graphene: Non-linear effects.
Physica E: Low-dimensional Systems and Nanostructures. 2008;40:2626-2629. DOI:
10.1016/j.physe.2007.09.018

[27] Zhu H, Liu A, Shan F. One-step synthesis of graphene quantum dots from defective CVD
graphene and their application in IGZO UV thin film phototransistor. Carbon. 2016;100:
201-207. DOI: 10.1016/j.carbon.2016.01.016

[28] Pospischil A, Humer M, Furchi MM. CMOS-compatible graphene photodetector cover-
ing all optical communication bands. Nature Photonics. 2013;7:892-896. DOI: 10.1038/
nphoton.2013.240

[29] Gan X, Shiue RJ, Gao Y. Chip-integrated ultrafast graphene photodetector with high
responsivity. Nature Photonics. 2013;7:883-887. DOI: 10.1038/nphoton.2013.253

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

149



References

[1] Youngblood N, Chen C, Koester SJ, Li M. Waveguide-integrated black phosphorus pho-
todetector with high responsivity and low dark current. Nature Photonics. 2015;9:247-252.
DOI: 10.1038/nphoton.2015.23

[2] Ding Y, Guan X, Hu H. Efficient electro-optic modulation in low-loss graphene-plasmonic
slot waveguides. Nanoscale. 2017;9:15576-15581. DOI: 10.1039/C7NR05994A

[3] Gao X, Cui TJ. Spoof surface plasmon polaritons supported by ultrathin corrugated metal
strip and their applications. Nanotechnology Reviews. 2015;4:239-258. DOI: 10.515/ntrev-
2014-0032

[4] Schuler S, Schall D, Neumaier D. Controlled generation of a p-n junction in a waveguide
integrated graphene photodetector. Nano Letters. 2016;16:7107-7112. DOI: 10.1021/acs.
nanolett.6b03374

[5] Chen M, Sheng P, Sun W. A symmetric terahertz graphene-based hybrid plasmonic
waveguide. Optics Communications. 2016;376:41-46. DOI: 10.1016/j.optcom.2016.05.020

[6] Kovacevic G, Yamashita S.Waveguide design parameters impact on absorption in graphene
coated silicon photonic integrated circuits. Optics Express. 2016;24:3584-3591. DOI: 10.1364/
OE.24.003584

[7] Kou R, Tanabe S, Tsuchizawa T. Characterization of optical absorption and polarization
dependence of single-layer graphene integrated on a silicon wire waveguide. Japanese
Journal of Applied Physics. 2013;52:060203. DOI: 10.7567/JJAP.52.060203

[8] Mittendorff M, Li S, Murphy TE. Graphene-based waveguide-integrated terahertz modu-
lator. ACS Photonics. 2017;4:316-321. DOI: 10.1021/acsphotonics.6b00751

[9] Shiue RJ, Gao Y, Wang Y. High-responsivity graphene-boron nitride photodetector and
autocorrelator in a silicon photonic integrated circuit. Nano Letters. 2015;15:7288-7293.
DOI: 10.1021/acs.nanolett.5b02368

[10] Ooi KJA, Leong PC, Ang LK. All-optical control on a graphene-on-silicon waveguide
modulator. Scientific Reports. 2017;7:12748. DOI: 10.1038/s41598-017-13213-6

[11] Low T, Chaves A, Caldwell JD. Polaritons in layered two-dimensional materials. Nature
Materials. 2016;16:182-194. DOI: 10.1038/nmat4792

[12] Nemilentsau A, Low T, Hanson G. Anisotropic 2D materials for tunable hyperbolic Plasmonics.
Physical ReviewLetters. 2016;116:066804–5. DOI: 10.1103/PhysRevLett.116.066804

[13] Novoselov KS, Geim AK, Morozov AV. Electric field effect in atomically thin carbon films.
Science. 2004;306:666-669. DOI: 10.1126/science.1102896

[14] Meyer JC, Geim AK, Mi K. The structure of suspended graphene sheets. Nature. 2007;446:
60-63. DOI: 10.1038/nature05545

Emerging Waveguide Technology148

[15] Youngblood N, Li M. Integration of 2D materials on a silicon photonics platform for
optoelectronics applications. Nano. 2017;6:1205-1218. DOI: 10.1515/nanoph-2016-0155

[16] Singh V, Joung D, Zhai L. Graphene based materials: Past, present and future. Progress in
Materials Science. 2011;56:1178-1271. DOI: 10.1016/j.pmatsci.2011.03.003

[17] Hecht DS, Hu L, Irvin G. Emerging transparent electrodes based on thin films of carbon
nanotubes, graphene, and metallic nanostructures. Advanced Materials. 2011;23:1482-
1513. DOI: 10.1002/adma.201003188

[18] Nandamuri G, Roumimov S, Solanki R. Chemical vapor deposition of graphene films.
Nanotechnology. 2010;21:145604. DOI: 10.1088/0957-4484/21/14/145604

[19] Edwards RS, Coleman KS. Graphene synthesis: Relationship to applications. Nanoscale.
2012;5:38-51. DOI: 10.1039/C2NR32629A

[20] Avouris P, Xia F. Graphene applications in electronics and photonics. MRS Bulletin. 2012;
37:1225-1234. DOI: 10.1557/mrs.2012.206

[21] Sun Z, Martinez A, Wang F. Optical modulators with 2D layered materials. Nature Photon-
ics. 2016;10:227-238. DOI: 10.1038/nphoton.2016.15

[22] Gan Q, Bartoli FJ, Kafafi ZH. Plasmonic-enhanced organic photovoltaics: Breaking the 10%
efficiency barrier. AdvancedMaterials. 2013;25:2385-2396. DOI: 10.1002/adma.201203323

[23] DuW, Wang T, Chu HS. Highly efficient on-chip direct electronic–plasmonic transducers.
Nature Photonics. 2017;11:623-627. DOI: 10.1038/s41566-017-0003-5

[24] Kim KS, Zhao Y, Jang H. Large-scale pattern growth of graphene films for stretchable
transparent electrodes. Nature. 2009;457:706-710. DOI: 10.1038/nature07719

[25] De Arco LG, Zhang Y, Schienker CW. Continuous, highly flexible, and transparent
graphene films by chemical vapor deposition for organic photovoltaics. ACS Nano. 2010;
4:2865-2873. DOI: 10.1021/nn901587x

[26] Mikhailov SA. Electromagnetic response of electrons in graphene: Non-linear effects.
Physica E: Low-dimensional Systems and Nanostructures. 2008;40:2626-2629. DOI:
10.1016/j.physe.2007.09.018

[27] Zhu H, Liu A, Shan F. One-step synthesis of graphene quantum dots from defective CVD
graphene and their application in IGZO UV thin film phototransistor. Carbon. 2016;100:
201-207. DOI: 10.1016/j.carbon.2016.01.016

[28] Pospischil A, Humer M, Furchi MM. CMOS-compatible graphene photodetector cover-
ing all optical communication bands. Nature Photonics. 2013;7:892-896. DOI: 10.1038/
nphoton.2013.240

[29] Gan X, Shiue RJ, Gao Y. Chip-integrated ultrafast graphene photodetector with high
responsivity. Nature Photonics. 2013;7:883-887. DOI: 10.1038/nphoton.2013.253

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

149



[30] Wang X, Cheng Z, Xu K. High-responsivity graphene/silicon-heterostructure waveguide
photodetectors. Nature Photonics. 2013;7:888-891. DOI: 10.1038/nphoton.2013.241

[31] Liu M, Zhang X. Silicon photonics: Graphene benefits. Nature Photonics. 2013;7:851-852.
DOI: 10.1038/nphoton.2013.257

[32] Cohnitz L, Haeusler W, Zazunov A. Interaction-induced conductance from zero modes in
a clean magnetic graphene waveguide. Physical Review B. 2015;92:085422. DOI: 10.1103/
PhysRevB.92.085422

[33] Lin H, Song Y, Huang Y. Chalcogenide glass-on-graphene photonics. Nature Photonics.
2017;11:798-805. DOI: 10.1038/s41566-017-0033-z

[34] Liu LH, Zorn G, Castner DG. A simple and scalable route to wafer-size patterned
graphene. Journal of Materials Chemistry. 2010;20:5041-5046. DOI: 10.1039/C0JM00509F

[35] Sun Z, James DK, Tour JM. Graphene chemistry: Synthesis and manipulation. Journal of
Physical Chemistry Letters. 2011;2:2425-2432. DOI: 10.1021/jz201000a

[36] Tang Q, Zhou Z, Chen Z. Graphene-related nanomaterials: Tuning properties by
functionalization. Nanoscale. 2013;5:4541-4583. DOI: 10.1039/C3NR33218G

[37] Yan Z, Peng Z, Sun Z. Growth of bilayer graphene on insulating substrates. ACS Nano.
2011;5:8187-8192. DOI: 10.1021/nn202829y

[38] Kleinert M, Herziger F, Reinke P. Graphene-based electro-absorption modulator inte-
grated in a passive polymer waveguide platform. Optical Materials Express. 2016;6:1800-
1807. DOI: 10.1364/OME.6.001800

[39] Kayoda T, Han JH, Takenaka M. Evaluation of chemical potential for graphene optical
modulators based on the semiconductor-metal transition. In: IEEE 10th International
Conference on Group IV Photonics, 2013. DOI: 10.1109/Group4.2013.6644446

[40] Kozina ON, Melnikov LA, Nefedov IS. Dispersion characteristics of hyperbolic graphene-
semiconductors multilayered structure. In: Proceedings SPIE 9448, Saratov Fall Meeting
2014: Optical technologies in biophysics and medicine XVI; Laser physics and photonics
XVI; and Computational biophysics. 2014. DOI: 10.117/12.2180053

[41] Lin I, Liu JM. Enhanced graphene plasmon waveguiding in a layered graphene-metal
structure. Applied Physics Letters. 2014;105:011604. DOI: 10.1063/1.4889915

[42] Li K, Xia F, Wang M. Discrete Talbot effect in dielectric graphene plasmonic waveguide
arrays. Carbon. 2017;118:192-199. DOI: 10.106/j.carbon.2017.03.047

[43] Bruna M, Borini S. Optical constants of graphene layers in the visible range. Applied
Physics Letters. 2009;94:031901. DOI: 10.1063/1.3073717

[44] Xu F, Das S, Gong Y. Complex refractive index tunability of graphene at 1550 nm wave-
length. Applied Physics Letters. 2015;106:031109. DOI: 10.1063/1.4906349

Emerging Waveguide Technology150

[45] Wang X, Chen Y, Nolte D. Strong anomalous optical dispersion of graphene: Complex
refractive index measured by Picometrology. Optics Express. 2008;16:22105-22112. DOI:
10.1364/OE.16.022105

[46] Yao B, Wu Y, Wang Z. Demonstration of complex refractive index of graphene waveguide
by microfiber-based Mach-Zehnder interferometer. Nature Photonics. 2013;21:29818-
29826. DOI: 10.1364/OE.21.029818

[47] Koester S, Li M. Waveguide-coupled graphene optoelectronics. IEEE Journal of Selected
Topics in Quantum Electronics. 2014;20:600021. DOI: 10.1109/JSTQE.2013.2272316

[48] Jiang X, Bao J, Zhang B. Dual nonlinearity controlling of mode and dispersion properties
in graphene-dielectric plasmonic waveguide. Nanoscale Research Letters. 2017;12:395.
DOI: 10.1186/s11671-017-2166-x

[49] Cheng B, Chen H, Jen Y. Tunable tapered waveguide for efficient compression of light to
graphene surface plasmons. Scientific Reports. 2016;6:28799. DOI: 10.1038/srep28799

[50] Ansell D, Radko I, Han Z. Hybrid graphene plasmonic waveguide modulators. Nature
Communications. 2015;6:8846. DOI: 10.1038/ncomms9846

[51] Vasko F, Zozoulenko I. Conductivity of a graphene strip: Width and gate-voltage depen-
dencies. Applied Physics Letters. 2010;97:092115. DOI: 10.1063/1.3486178

[52] Hu H, Zhai F, Hu D. Broadly tunable graphene plasmons using an ion-gel top gate with
low control voltage. Nanoscale. 2015;7:19493-19500. DOI: 10.1039/C5NR05175D

[53] Khan MF, Iqbal MZ, Iqbal MW. Improving the electrical properties of graphene layers by
chemical doping. Science and Technology of Advanced Materials. 2014;15:055004. DOI:
10.1088/1468-6996/15/5055004

[54] Pi K, HanW,McCreary K.Manipulation of spin transport in graphene by surface chemical
doping. Physical Review Letters. 2010;104:187201. DOI: 10.1103/PhysRevLett.104.187201

[55] Chen C, Park C, Boudouris B. Controlling inelastic light scattering quantum pathways in
graphene. Nature. 2011;471:617-620. DOI: 10.1038/nature09866

[56] Jablan M, Buljan H, Soljačić M. Plasmonics in graphene at infrared frequencies. Physical
review B. 2009;80:245435. DOI: 10.1103/PhysRevB.80.245435

[57] Zhou S, Gweon G, Fedorov A. Substrate-induced bandgap opening in epitaxial graphene.
Nature Materials. 2007;6:770-775. DOI: 10.1038/nmat2003

[58] Doust S, Siahpoush V, Asgari A. The tunability of surface plasmon polaritons in graphene
waveguide structures. Plasmonics. 2017;12:1633-1639. DOI: 10.1007/s11468-016-0428-6

[59] Zhang X, Yang S, Zhou H. Perovskite-erbium silicate nanosheet hybrid waveguide pho-
todetectors at the near-infrared telecommunication band. Advanced Materials. 2017;29:
1604431. DOI: 10.1002/adma.201604431

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

151



[30] Wang X, Cheng Z, Xu K. High-responsivity graphene/silicon-heterostructure waveguide
photodetectors. Nature Photonics. 2013;7:888-891. DOI: 10.1038/nphoton.2013.241

[31] Liu M, Zhang X. Silicon photonics: Graphene benefits. Nature Photonics. 2013;7:851-852.
DOI: 10.1038/nphoton.2013.257

[32] Cohnitz L, Haeusler W, Zazunov A. Interaction-induced conductance from zero modes in
a clean magnetic graphene waveguide. Physical Review B. 2015;92:085422. DOI: 10.1103/
PhysRevB.92.085422

[33] Lin H, Song Y, Huang Y. Chalcogenide glass-on-graphene photonics. Nature Photonics.
2017;11:798-805. DOI: 10.1038/s41566-017-0033-z

[34] Liu LH, Zorn G, Castner DG. A simple and scalable route to wafer-size patterned
graphene. Journal of Materials Chemistry. 2010;20:5041-5046. DOI: 10.1039/C0JM00509F

[35] Sun Z, James DK, Tour JM. Graphene chemistry: Synthesis and manipulation. Journal of
Physical Chemistry Letters. 2011;2:2425-2432. DOI: 10.1021/jz201000a

[36] Tang Q, Zhou Z, Chen Z. Graphene-related nanomaterials: Tuning properties by
functionalization. Nanoscale. 2013;5:4541-4583. DOI: 10.1039/C3NR33218G

[37] Yan Z, Peng Z, Sun Z. Growth of bilayer graphene on insulating substrates. ACS Nano.
2011;5:8187-8192. DOI: 10.1021/nn202829y

[38] Kleinert M, Herziger F, Reinke P. Graphene-based electro-absorption modulator inte-
grated in a passive polymer waveguide platform. Optical Materials Express. 2016;6:1800-
1807. DOI: 10.1364/OME.6.001800

[39] Kayoda T, Han JH, Takenaka M. Evaluation of chemical potential for graphene optical
modulators based on the semiconductor-metal transition. In: IEEE 10th International
Conference on Group IV Photonics, 2013. DOI: 10.1109/Group4.2013.6644446

[40] Kozina ON, Melnikov LA, Nefedov IS. Dispersion characteristics of hyperbolic graphene-
semiconductors multilayered structure. In: Proceedings SPIE 9448, Saratov Fall Meeting
2014: Optical technologies in biophysics and medicine XVI; Laser physics and photonics
XVI; and Computational biophysics. 2014. DOI: 10.117/12.2180053

[41] Lin I, Liu JM. Enhanced graphene plasmon waveguiding in a layered graphene-metal
structure. Applied Physics Letters. 2014;105:011604. DOI: 10.1063/1.4889915

[42] Li K, Xia F, Wang M. Discrete Talbot effect in dielectric graphene plasmonic waveguide
arrays. Carbon. 2017;118:192-199. DOI: 10.106/j.carbon.2017.03.047

[43] Bruna M, Borini S. Optical constants of graphene layers in the visible range. Applied
Physics Letters. 2009;94:031901. DOI: 10.1063/1.3073717

[44] Xu F, Das S, Gong Y. Complex refractive index tunability of graphene at 1550 nm wave-
length. Applied Physics Letters. 2015;106:031109. DOI: 10.1063/1.4906349

Emerging Waveguide Technology150

[45] Wang X, Chen Y, Nolte D. Strong anomalous optical dispersion of graphene: Complex
refractive index measured by Picometrology. Optics Express. 2008;16:22105-22112. DOI:
10.1364/OE.16.022105

[46] Yao B, Wu Y, Wang Z. Demonstration of complex refractive index of graphene waveguide
by microfiber-based Mach-Zehnder interferometer. Nature Photonics. 2013;21:29818-
29826. DOI: 10.1364/OE.21.029818

[47] Koester S, Li M. Waveguide-coupled graphene optoelectronics. IEEE Journal of Selected
Topics in Quantum Electronics. 2014;20:600021. DOI: 10.1109/JSTQE.2013.2272316

[48] Jiang X, Bao J, Zhang B. Dual nonlinearity controlling of mode and dispersion properties
in graphene-dielectric plasmonic waveguide. Nanoscale Research Letters. 2017;12:395.
DOI: 10.1186/s11671-017-2166-x

[49] Cheng B, Chen H, Jen Y. Tunable tapered waveguide for efficient compression of light to
graphene surface plasmons. Scientific Reports. 2016;6:28799. DOI: 10.1038/srep28799

[50] Ansell D, Radko I, Han Z. Hybrid graphene plasmonic waveguide modulators. Nature
Communications. 2015;6:8846. DOI: 10.1038/ncomms9846

[51] Vasko F, Zozoulenko I. Conductivity of a graphene strip: Width and gate-voltage depen-
dencies. Applied Physics Letters. 2010;97:092115. DOI: 10.1063/1.3486178

[52] Hu H, Zhai F, Hu D. Broadly tunable graphene plasmons using an ion-gel top gate with
low control voltage. Nanoscale. 2015;7:19493-19500. DOI: 10.1039/C5NR05175D

[53] Khan MF, Iqbal MZ, Iqbal MW. Improving the electrical properties of graphene layers by
chemical doping. Science and Technology of Advanced Materials. 2014;15:055004. DOI:
10.1088/1468-6996/15/5055004

[54] Pi K, HanW,McCreary K.Manipulation of spin transport in graphene by surface chemical
doping. Physical Review Letters. 2010;104:187201. DOI: 10.1103/PhysRevLett.104.187201

[55] Chen C, Park C, Boudouris B. Controlling inelastic light scattering quantum pathways in
graphene. Nature. 2011;471:617-620. DOI: 10.1038/nature09866

[56] Jablan M, Buljan H, Soljačić M. Plasmonics in graphene at infrared frequencies. Physical
review B. 2009;80:245435. DOI: 10.1103/PhysRevB.80.245435

[57] Zhou S, Gweon G, Fedorov A. Substrate-induced bandgap opening in epitaxial graphene.
Nature Materials. 2007;6:770-775. DOI: 10.1038/nmat2003

[58] Doust S, Siahpoush V, Asgari A. The tunability of surface plasmon polaritons in graphene
waveguide structures. Plasmonics. 2017;12:1633-1639. DOI: 10.1007/s11468-016-0428-6

[59] Zhang X, Yang S, Zhou H. Perovskite-erbium silicate nanosheet hybrid waveguide pho-
todetectors at the near-infrared telecommunication band. Advanced Materials. 2017;29:
1604431. DOI: 10.1002/adma.201604431

Graphene Based Waveguides
http://dx.doi.org/10.5772/intechopen.76796

151



[60] Mueller T, Xia F, Avouris P. Graphene photodetectors for high-speed optical communica-
tions. Nature Photonics. 2010;4:297-301. DOI: 10.1038/nphoton.2010.40

[61] Kim J, Park S, Jang H. Highly sensitive, gate-tunable, room temperature mid-infrared
photodetection based on graphene-Bi2Se3 heterostructure. ACS Photonics. 2017;4:482-
488. DOI: 10.1021/acsphotonics.6b00972

[62] Hwang T, Kim J, Kulkarni A. Graphene photo detector with integrated waveguide bio-
chemical sensors. Sensors and Actuators B: Chemical. 2013;187:319-322. DOI: 10.1016/j.
snb.2012.11.092

[63] Cheng Z, Goda K. Design of waveguide-integrated graphene devices for photonic gas
sensing. Nanotechnology. 2016;27:505206. DOI: 10.1088/0957-4484/27/50/505206

[64] Youngblood N, Anugrah Y, Ma R. Multifunctional graphene optical modulator and photo-
detector integrated on silicon waveguides. Nano Letters. 2014;14:2741-2746. DOI: 10.1021/
nl500712u

[65] Ruan B, Guo J, Wu L. Ultrasensitive terahertz biosensors based on Fano resonance of a
graphene/waveguide hybrid structure. Sensors. 2017;17:1924. DOI: 10.3390/s17081924

[66] Wu L, Guo J, Xu H. Ultrasensitive biosensors based on long-range surface plasmon
polariton and dielectric waveguide modes. Photonics Research. 2016;4:262-266. DOI:
10.1364/PRJ.4.000262

[67] Wijesinghe T, Premaratne M, Agrawal G. Low-loss dielectric-loaded graphene surface
plasmon polariton waveguide based biochemical sensor. Journal of Applied Physics.
2015;117:213105. DOI: 10.1063/1.4922124

[68] Pei C, Yang L, Wang G. Broadband graphene/glass hybrid waveguide polarizer. IEEE
Photonics Technology Letters. 2015;27:927-930. DOI: 10.1109/LPT.2015.2398352

[69] Hao R, Du W, Li E. Graphene assisted TE/TM-independent polarizer based on Mach-
Zehnder interferometer. IEEE Photonics Technology Letters. 2015;27:1112-1115. DOI:
10.1109/LPT.2015.2408375

[70] Wang J, Cheng Z, Chen Z. High-responsivity graphene-on-silicon slot waveguide photo-
detectors. Nanoscale. 2016;8:13206-13211. DOI: 10.1039/C6NR03122F

[71] Hajian H, Soltani-Vala A, Kalafi M. Surface plasmons of a graphene parallel plate wave-
guide bounded by Kerr-type nonlinear media. Journal of Applied Physics. 2014;115:
083104. DOI: 10.1063/1.4865435

[72] Yarmoghaddam E, Rakheja S. Dispersion characteristics of THz surface plasmons in
nonlinear graphene-based parallel-plate waveguide with Kerr-type core dielectric. Journal
of Applied Physics. 2017;122:083101. DOI: 10.1063/1.4991674

Emerging Waveguide Technology152

Chapter 8

Lithium Niobate Optical Waveguides and
Microwaveguides

Nadège Courjal, Maria-Pilar Bernal, Alexis Caspar,
Gwenn Ulliac, Florent Bassignot,
Ludovic Gauthier-Manuel and Miguel Suarez

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76798

Provisional chapter

Lithium Niobate Optical Waveguides and
Microwaveguides

Nadège Courjal, Maria-Pilar Bernal, Alexis Caspar,
Gwenn Ulliac, Florent Bassignot,
Ludovic Gauthier-Manuel and Miguel Suarez

Additional information is available at the end of the chapter

Abstract

Lithium niobate has attracted much attention since the 1970s due to its capacity to modify
the light by means of an electric control. In this chapter, we review the evolution of electro-
optical (EO) lithium niobate waveguides throughout the years, from Ti-indiffused wave-
guides to photonic crystals. The race toward ever smaller EO components with ever-lower
optical losses and power consumption has stimulated numerous studies, the challenge
consisting of strongly confining the light while preserving low losses. We show how
waveguides have evolved toward ridges or thin film-based microguides to increase the
EO efficiency and reduce the driving voltage. In particular, a focus is made on an easy-to-
implement technique using a circular precision saw to produce thin ridge waveguides or
suspended membranes with low losses.

Keywords: integrated optics, LiNbO3, electro-optics, optical grade dicing, photonics

1. Introduction

The electric control of light has fascinated people since the advent of electricity. The advent of
cleanroom technologies in the early 1940s and the advances in fabrication technologies in the
1950s and 1960s have progressively opened up pathways toward integrated optics, offering
the possibility of guiding light in small devices while controlling its flux. In this context,
lithium niobate, also named LiNbO3, has always played a prominent role. Indeed its refrac-
tive index—which governs the speed of light—is sensitive to electrical signals, thanks to its
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electro-optical (EO) properties [1]. Hence, LiNbO3 is often used when light modulation is
required, as for example in fiber optic-based telecommunication systems.

As compared with semiconductors modulating electrically the absorption of light through the
Franz-Keldysh effect, LiNbO3-based modulators can change light intensity without any per-
turbation on the phase, that is, without chirp. Therefore, despite the great success of semi-
conductors for short-range telecommunication systems, the zero-chirp modulation provided
by LiNbO3-based components is still privileged when high-bit rate optical signals have to
propagate through thousands of kilometers [2].

In comparison with polymers [3] or other ferroelectrics such as SBN [4], KTN [5], BaTiO3 [6],
which show even higher EO sensitivity than LiNbO3, the material benefits from technological
maturity based on Czochralski’s process, so that numerous suppliers can be found around the
world. Moreover, its physical properties are compatible with cleanroom fabrication processes.
For example, its high Curie temperature (~ 1200�C) preserves the EO properties even during
annealing steps, which is not the case for materials like SBN or KTN. Additionally, LiNbO3

offers a wide transparency band [340–4.6 μm] which opens the range to applications from
visible to mid-infrared. The low absorption losses (< 0.15%/cm at 1.06 μm) and its weak optical
dispersion in the transparency band [7] also contribute to its success. As a result, lithium
niobate has become indispensable for demanding applications such as broadband modulation
for long-haul high-bit-rate optical telecommunication systems [2, 8], electromagnetic sensors
[9], precision gyroscopes [10], and astronomy [11]. For each application, the challenge is to
provide integrated configurations that are easy to implement, of low loss, low in energy
consumption, and, if possible, compact. The basic element, namely the optical waveguide, is
essential to meet these specifications.

First, we will provide some reminders about the classic electro-optical configurations. Then we
will see the evolutions of LiNbO3 optical waveguides from their first appearance in the 1970s
to recent evolutions. Finally, we will show how nanoscale structuring can open up new
perspectives for the material.

2. Electro-optical configurations in lithium niobate

The technological evolutions concerning electrooptical LiNbO3 waveguides are oriented
toward ever-lower propagation losses and lower coupling losses with fibers, while also seek-
ing ever higher EO efficiency. The common specifications are summarized in Refs. [10, 12]. In
what follows, we will take particular interest in optical losses and EO efficiency. Beforehand,
we provide a quick reminder of the exploitation of the EO effect in lithium niobate.

LiNbO3 EO modulators exploit the classic Pockels effect, which corresponds to a linear change
of the refractive index as a function of the applied voltage. This index modification is due to the

relative displacement of charges in the presence of an electric field E
!

E1;E2;E3ð Þ, which
induces a macroscopic polarization inside the material. The modified index n’i can be deduced
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from the intrinsic refractive index ni and the electrooptic tensor [r] by using Eq.(1) in the
crystalline coordinate system:

1
n02
i
¼ 1

n2i
þ
X3

j¼1

rijEj (1)

The non-zero electrooptical coefficients r13, r51, r33, and r22 of the [r] tensor are summarized in
Table 1 at 1550 nm wavelength for LiNbO3 crystal substrates.

As r33 is the highest electro-optic coefficient of the material, the most efficient EO configuration
is achieved when both the electric field and the optical polarization are parallel with the third
crystalline axis, that is, the Z-axis. This can be accomplished either by X-cut Y-propagating
or by Z-cut waveguides. In what follows, we will mainly focus on X-cut waveguides (see
Figure 1), which show better thermal stability than Z-cut ones.

In an X-cut Y-propagating waveguide, the crystalline X-axis is vertical, the Z-axis is in the plan
of the wafer, and a waveguide is implemented along the Y-axis. Coplanar electrodes are placed
on both sides of the waveguide (see Figure 1), and the gap g between them is kept the same
along the Y-axis. Therefore, a voltage applied on the electrodes generates an electric field over
the optical guided mode, and this electric field is mainly horizontal and oriented along the
Z-axis, as represented by the horizontal white arrows in Figure 2(a).

r13 = 8.6 pm/V r51 = 28 pm/V r33 = 30.8 pm/V r22 = 3.4 pm/V no = 2.210 ne = 2.138

ne and no denote the extraordinary and ordinary index of the material.

Table 1. Electro-optical and optical properties of LiNbO3 at 1550 nm wavelength [13].

Figure 1. Standard configurations of integrated LiNbO3 optical modulators in a X-cut substrate. (a) Phase modulator. (b)
Mach-Zehnder modulator with push-pull electrodes: The signal electrode is placed between the two arms of the inte-
grated interferometer. The buffer klayer helps preventing from optical leakage in the electrodes, and it also helps to
achieve index matching between the electrical and optical propagating waves.
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relative displacement of charges in the presence of an electric field E
!

E1;E2;E3ð Þ, which
induces a macroscopic polarization inside the material. The modified index n’i can be deduced
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from the intrinsic refractive index ni and the electrooptic tensor [r] by using Eq.(1) in the
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In these conditions, the index modification induced by the voltage on the ordinary index and
extraordinary index is evaluated through Eq. (2):

n0o ¼ no � n3o ∙r13∙Γ∙V
2∙g

and n0e ¼ ne � n3e ∙r33∙Γ∙V
2∙g

(2)

where Γ is the electro-optic overlap coefficient that takes into account the non-uniform behav-
ior of the electric field over the optical mode cross-section:

Γ ¼
ÐÐ

ε2Z∙E3∙dSÐÐ
ε2Z∙dS

∙
g
V

(3)

εz denotes the third component of the electric optical field ε! in the crystalline coordinate
system, and E3 is the electric field induced by the voltage V applied on the electrodes. So in

Figure 2. Cross-sections of optical waveguides. The electric optical guided mode and the applied electric field are
calculated by F.E.M. (comsol® software) and represented with a color map and arrows respectively. (a) Standard Ti-
indiffused waveguide with a gap g = 6 μm between electrodes, a thickness buffer layer t = 200 nm, and a w = 6 μm wide
titanium rib. (b) Same waveguide as in (a), but with a ridge height h = 3 μm. (c) Adhered ridge waveguide with a width of
6 μm, a ridge height of 6 μm, a LiNbO3 layer thickness of 6 μm; and t = 200 nm. (d) High aspect ratio ridge waveguide
done by Ti-indiffusion. The ridge height is 19 μm and the width is 6 μm; t = 200 nm (a) Ti-indiffused waveguide,
(b) standard ridge waveguide, (c) adhered ridge waveguide, (d) high-aspect ratio ridge waveguide.
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other words, Γ is the average electric field seen by the optical electric field and normalized by
V/g. Noteworthy, Γ can be larger than 1 in specific cases.

Two basic configurations can be distinguished, the first one being the phase modulator for
which only the phase of the optical signal is modified by the electric field (see Figure 1(a)) and
the second one being the intensity modulator which exploits the interference between two
signals having different paths in the material, such as the Mach-Zehnder illustrated schemat-
ically in Figure 1(b). A precise evaluation of the electro-optic efficiency is given by the half-
wave voltage, which is the voltage needed to obtain an induced phase shift of π. In the case of
a phase modulator, the phase shift φ denotes the phase accumulated through the electrode
length L, and its expression is summarized in row #1 of Table 2. In a Mach-Zehnder intensity
modulator, the phase shift Δφ corresponds to the phase difference induced between the two
arms at their output (see row #2 of Table 2).

From Table 2 we can infer that the critical parameters for obtaining a low driving voltage Vπ

and therefore low power consumption are the gap g, the active length L, and the electro-optic
overlap coefficient Γ. In standard modulators, g ranges from 6 to 30 μm, depending on the
targeted performances in terms of impedance, bandwidth, and voltage, and Γ is usually lower
than 0.5, which is due to the weak overlap between the electrical field and optical guided
mode. As an example, Γ = 32% in the X-cut Ti-indiffused phase modulator with g = 6 μm and
with a δ = 0.2 μm silica buffer layer thickness calculated in Figure 4(a). This means that an
electrode longer than L = 2 cm is needed to obtain a driving voltage lower than 5 V. So the
achievement of compact modulators with low driving voltage requires an increase of Γ.

This latter is controlled by the fabrication technologies enabling more or less tight light
confinement. In the following paragraphs we describe the evolutions from the first LiNbO3

guides to the recent confined ones with increased Γ.

3. Standard waveguides

Titanium diffusion and proton exchange (PE) constitute the two main commercial techniques
for the manufacture of LiNbO3-based optical waveguides.

Configuration Definition of the phase induced shift Expression of Vπ

Phase modulation Figure 1(a) φ ¼ π∙V
λ∙g Γ∙n3e ∙r33
� �

L λ∙g
Γ∙n3e ∙r33ð ÞL

Intensity modulation Figure 1(b) Δφ ¼ 2π
λ

n3e ∙r33 ∙V
2∙g Γ1 � Γ2ð ÞL λ∙g

n3e ∙r33 ∙ Γ1�Γ2ð ÞL

Γ1 and Γ2 denote the electro-optic overlap coefficients in arm #1 and arm#2 of the Mach-Zehnder device, respectively,
when the polarization is parallel with (OZ). In a symmetric X-cut standard Mach-Zehnder configuration, Γ1 = � Γ2. Values
of Γ are strongly dependent on the electrode and buffer layer thickness.

Table 2. Evaluation of the electro-optic efficiency in classic configurations.
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other words, Γ is the average electric field seen by the optical electric field and normalized by
V/g. Noteworthy, Γ can be larger than 1 in specific cases.

Two basic configurations can be distinguished, the first one being the phase modulator for
which only the phase of the optical signal is modified by the electric field (see Figure 1(a)) and
the second one being the intensity modulator which exploits the interference between two
signals having different paths in the material, such as the Mach-Zehnder illustrated schemat-
ically in Figure 1(b). A precise evaluation of the electro-optic efficiency is given by the half-
wave voltage, which is the voltage needed to obtain an induced phase shift of π. In the case of
a phase modulator, the phase shift φ denotes the phase accumulated through the electrode
length L, and its expression is summarized in row #1 of Table 2. In a Mach-Zehnder intensity
modulator, the phase shift Δφ corresponds to the phase difference induced between the two
arms at their output (see row #2 of Table 2).

From Table 2 we can infer that the critical parameters for obtaining a low driving voltage Vπ

and therefore low power consumption are the gap g, the active length L, and the electro-optic
overlap coefficient Γ. In standard modulators, g ranges from 6 to 30 μm, depending on the
targeted performances in terms of impedance, bandwidth, and voltage, and Γ is usually lower
than 0.5, which is due to the weak overlap between the electrical field and optical guided
mode. As an example, Γ = 32% in the X-cut Ti-indiffused phase modulator with g = 6 μm and
with a δ = 0.2 μm silica buffer layer thickness calculated in Figure 4(a). This means that an
electrode longer than L = 2 cm is needed to obtain a driving voltage lower than 5 V. So the
achievement of compact modulators with low driving voltage requires an increase of Γ.

This latter is controlled by the fabrication technologies enabling more or less tight light
confinement. In the following paragraphs we describe the evolutions from the first LiNbO3

guides to the recent confined ones with increased Γ.

3. Standard waveguides

Titanium diffusion and proton exchange (PE) constitute the two main commercial techniques
for the manufacture of LiNbO3-based optical waveguides.

Configuration Definition of the phase induced shift Expression of Vπ

Phase modulation Figure 1(a) φ ¼ π∙V
λ∙g Γ∙n3e ∙r33
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L λ∙g
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Γ1 and Γ2 denote the electro-optic overlap coefficients in arm #1 and arm#2 of the Mach-Zehnder device, respectively,
when the polarization is parallel with (OZ). In a symmetric X-cut standard Mach-Zehnder configuration, Γ1 = � Γ2. Values
of Γ are strongly dependent on the electrode and buffer layer thickness.

Table 2. Evaluation of the electro-optic efficiency in classic configurations.
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3.1. Titanium-indiffused waveguides

Since their discovery in 1974 by Schmidt et al. [14], Ti-indiffused optical waveguides have
maintained continuous interest for commercial applications in high-bit-rate data-processing
systems. More recently, they have attracted attention for mid-infrared applications dedicated
to astrophysics [11, 15] or spectrometry [16].

Titanium-indiffused waveguides are fabricated through the diffusion of titanium ribs at a high
temperature (~1000�C). The typical width of the Ti ribs is 6–7 μm and the thickness ranges
from 80 to 100 nm for operations at 1550 nm wavelength. Extensive description of the process
is given by Burns et al. [17]. Ti-indiffused waveguides have the advantages of low insertion
losses (1 dB by Ramaswamy [18]). Their ability to guide two polarizations is also a specificity
of interest, and they are good candidates over a very large spectral bandwidth from 1.0 to
4.7 μm.

The particularity of Ti-indiffused waveguides is their weak light confinement. Typically, the
full width at half maximum (FWHM) of a standard X-cut Ti-indiffused waveguide working at
1550 nm is 7.5 μm in the horizontal direction and 4.8 μm in the vertical direction. This
specificity allows a large η overlap integral with single-mode fibers (SMF), expressed by
Eq. (4):

η ¼
ÐÐ

Sεfiber x; zð Þ∙ε∗guide x; zð Þ∙dS
ÐÐ

Sεfiber x; zð Þ∙ε∗fiber x; zð Þ∙dS
� � ÐÐ

Sεguide x; zð Þ∙ε∗guide x; zð Þ∙dS
� � (4)

where Efiber(x,z) denotes the spatial distribution of the optical guided electric field within the
fiber, and Eguide(x,z) is the spatial distribution of the optical guided electric field within the
optical waveguide. η can be larger than 85% in Ti-indiffused waveguides, which explains their
low coupling losses with fibers and consequently their low insertion losses.

Although attractive for obtaining low losses, the weak light confinement is limiting for EO
interaction, which is illustrated by a small Γ of 32% in the example of Figure 2(a). Therefore, Ti-
indiffused waveguides are not the best candidates when compact and efficient EO modulators
are required and alternative techniques have been considered.

3.2. Proton exchange-based waveguides

Proton exchange guides are well appreciated for non-linear periodically poled LiNbO3 devices
[19], due notably to a photorefractive threshold higher than Ti-indiffused waveguides [20]. The
polarizing nature of PE waveguides also makes them prime waveguides for applications
where polarization control is crucial. Fiber-optics gyroscopes [21] and polarizing phase modu-
lators are particularly concerned [10].

Proton exchange [22] is a low-temperature process (� 120–250�C) whereby Li ions from the
LiNbO3 wafer are exchanged with protons from an acid bath. Exchanged layers exhibit an
increase in the extraordinary index and a slight decrease in the ordinary index, which is the
origin of the polarizing nature of the PE-based waveguides. In the most general case, the
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proton exchange zones may consist of several phase multilayers, which deteriorate their
electro-optical performance. Several techniques have been successfully developed to design
the index profile and to restitute the phase and optical properties. The mostly used techniques
are:

• Annealed-PE [23], where annealing is performed subsequently to PE for obtaining mono-
phase waveguides with restored EO properties;

• Soft-PE [24], where the proton exchange is done in soft conditions in buffered melts (i.e.,
lithium benzoate added to the benzoic acid) so that the optimal mono-phase waveguides
are obtained in a one-step process;

• Reversed-PE, where the PE waveguides are immersed in a eutectic mixture of LiNO3,
KNO3, and NaNO3 to achieve buried waveguides with minimal loss connections with
optical fibers.

Similar to Ti-indiffused waveguides, PE-based waveguides can yield very low insertion losses
[25]. If light confinement is slightly tighter than their Ti-indiffused counterparts, PE-based
waveguides are however not confined enough to reduce significantly the active length of EO
modulators.

This observation led to strong efforts in the 1980s to obtain waveguides with both tight light
confinement and low insertion losses. The first proposed solutions were based on ridge wave-
guides.

4. Ridge waveguides

As represented in Figure 2(b)–(d), a ridge waveguide is an optical waveguide etched on both
sides: the lateral confinement is ensured by a step index between LiNbO3 and air. This config-
uration was firstly proposed by Kaminow et al. more than 40 years ago [26] to achieve a lateral
confinement in planar Ti-outdiffused waveguides. Ridge waveguides are still a hot topic in
research, with applications and manufacturing techniques evolving over the years.

4.1. Ridge made in standard waveguides by wet etching or plasma etching

The first generation of ridge waveguides was produced through Ti indiffusion or proton
exchange techniques followed by dry or wet etching. The wafer thickness was about 500 μm
and the ridge depth was typically lower than 10 μm. If their first apparition was in 1974, their
attractiveness dates from the mid-1990s, when ridges were identified as the best solution to
achieve both large bandwidth and impedance matching in EO Mach-Zehnder interferometers
for long-haul high-bit-rate telecommunication systems [27]. Noteworthy, the moderate depth
of the ridges was compatible with standard metal deposition techniques, which was conve-
nient for the electrode deposition. Hence, ridge-based modulators with bandwidth as high as
100 GHz and driving voltage of 5.1 V were demonstrated [28] with 2-cm-long electrodes in

Lithium Niobate Optical Waveguides and Microwaveguides
http://dx.doi.org/10.5772/intechopen.76798

159



3.1. Titanium-indiffused waveguides

Since their discovery in 1974 by Schmidt et al. [14], Ti-indiffused optical waveguides have
maintained continuous interest for commercial applications in high-bit-rate data-processing
systems. More recently, they have attracted attention for mid-infrared applications dedicated
to astrophysics [11, 15] or spectrometry [16].

Titanium-indiffused waveguides are fabricated through the diffusion of titanium ribs at a high
temperature (~1000�C). The typical width of the Ti ribs is 6–7 μm and the thickness ranges
from 80 to 100 nm for operations at 1550 nm wavelength. Extensive description of the process
is given by Burns et al. [17]. Ti-indiffused waveguides have the advantages of low insertion
losses (1 dB by Ramaswamy [18]). Their ability to guide two polarizations is also a specificity
of interest, and they are good candidates over a very large spectral bandwidth from 1.0 to
4.7 μm.

The particularity of Ti-indiffused waveguides is their weak light confinement. Typically, the
full width at half maximum (FWHM) of a standard X-cut Ti-indiffused waveguide working at
1550 nm is 7.5 μm in the horizontal direction and 4.8 μm in the vertical direction. This
specificity allows a large η overlap integral with single-mode fibers (SMF), expressed by
Eq. (4):

η ¼
ÐÐ

Sεfiber x; zð Þ∙ε∗guide x; zð Þ∙dS
ÐÐ

Sεfiber x; zð Þ∙ε∗fiber x; zð Þ∙dS
� � ÐÐ

Sεguide x; zð Þ∙ε∗guide x; zð Þ∙dS
� � (4)

where Efiber(x,z) denotes the spatial distribution of the optical guided electric field within the
fiber, and Eguide(x,z) is the spatial distribution of the optical guided electric field within the
optical waveguide. η can be larger than 85% in Ti-indiffused waveguides, which explains their
low coupling losses with fibers and consequently their low insertion losses.

Although attractive for obtaining low losses, the weak light confinement is limiting for EO
interaction, which is illustrated by a small Γ of 32% in the example of Figure 2(a). Therefore, Ti-
indiffused waveguides are not the best candidates when compact and efficient EO modulators
are required and alternative techniques have been considered.

3.2. Proton exchange-based waveguides

Proton exchange guides are well appreciated for non-linear periodically poled LiNbO3 devices
[19], due notably to a photorefractive threshold higher than Ti-indiffused waveguides [20]. The
polarizing nature of PE waveguides also makes them prime waveguides for applications
where polarization control is crucial. Fiber-optics gyroscopes [21] and polarizing phase modu-
lators are particularly concerned [10].

Proton exchange [22] is a low-temperature process (� 120–250�C) whereby Li ions from the
LiNbO3 wafer are exchanged with protons from an acid bath. Exchanged layers exhibit an
increase in the extraordinary index and a slight decrease in the ordinary index, which is the
origin of the polarizing nature of the PE-based waveguides. In the most general case, the

Emerging Waveguide Technology158

proton exchange zones may consist of several phase multilayers, which deteriorate their
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are:
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phase waveguides with restored EO properties;

• Soft-PE [24], where the proton exchange is done in soft conditions in buffered melts (i.e.,
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are obtained in a one-step process;

• Reversed-PE, where the PE waveguides are immersed in a eutectic mixture of LiNO3,
KNO3, and NaNO3 to achieve buried waveguides with minimal loss connections with
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[25]. If light confinement is slightly tighter than their Ti-indiffused counterparts, PE-based
waveguides are however not confined enough to reduce significantly the active length of EO
modulators.

This observation led to strong efforts in the 1980s to obtain waveguides with both tight light
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guides.
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As represented in Figure 2(b)–(d), a ridge waveguide is an optical waveguide etched on both
sides: the lateral confinement is ensured by a step index between LiNbO3 and air. This config-
uration was firstly proposed by Kaminow et al. more than 40 years ago [26] to achieve a lateral
confinement in planar Ti-outdiffused waveguides. Ridge waveguides are still a hot topic in
research, with applications and manufacturing techniques evolving over the years.

4.1. Ridge made in standard waveguides by wet etching or plasma etching

The first generation of ridge waveguides was produced through Ti indiffusion or proton
exchange techniques followed by dry or wet etching. The wafer thickness was about 500 μm
and the ridge depth was typically lower than 10 μm. If their first apparition was in 1974, their
attractiveness dates from the mid-1990s, when ridges were identified as the best solution to
achieve both large bandwidth and impedance matching in EO Mach-Zehnder interferometers
for long-haul high-bit-rate telecommunication systems [27]. Noteworthy, the moderate depth
of the ridges was compatible with standard metal deposition techniques, which was conve-
nient for the electrode deposition. Hence, ridge-based modulators with bandwidth as high as
100 GHz and driving voltage of 5.1 V were demonstrated [28] with 2-cm-long electrodes in
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Mach-Zehnder modulators. The reported ridges were achieved through Ti indiffusion
followed by selective dry etching with electron cyclotron resonance with argon and C2F6 gases.

More generally, most of the reported dry etching techniques use fluorine-based gases to exploit
their chemical reactivity with LiNbO3. Wet etching techniques associated with ion implanta-
tion, proton exchange, or domain inversion have also been widely studied [29, 30]. When
followed by a subsequent step of annealing or Ti-in-diffusion at high temperature, the method
is very efficient for the fabrication of ultra-smooth ridges with propagation losses as low as
0.05 dB/cm [31].

However, the etching step lasts for several hours to obtain depths of a few micrometers, and
such small depths do not increase the EO efficiency significantly as compared with a standard
waveguide. This is illustrated in Figure 2(a) and (b) where the increase of Γ is only 18% in the
3-μm-deep ridge, as compared with the Ti-indiffused waveguide. According to finite element
method (FEM) calculations, the ridge depth needs to be higher than 8 μm (see Figure 2(d)) or
the substrate needs to be thinned down to a few micrometers (see Figure 2(c)) to achieve an
increase larger than 60% in EO efficiency. Therefore, alternative techniques have been pro-
posed, based on mechanical machining, to produce more efficient ridges.

4.2. Adhered ridge waveguides

Adhered ridge waveguides are made through mechanical processing. In a first step, the
LiNbO3 wafer is bonded to another one (LiNbO3, LaTiO3, Si…), and then the wafer is thinned
down to a few micrometers by lapping polishing. Finally grooves are inscribed inside the
thinned wafer by precise dicing [32] or by dry etching [33]. The adhered ridge waveguide is
the remaining matter between two grooves. The first adhered ridge waveguide [32] aimed at
replacing PE-based waveguides whose mobile protons induce long-term degradation of the
optical response. The main application was nonlinear frequency conversion.

Since then, adhered ridge waveguides have been widely employed still for nonlinear (NL)
applications [34, 35]. The typical thickness of the LiNbO3 thinned layer ranges from 3 to 10 μm;
the width of the ridge is typically 3–5 μm, and the depth is usually lower than the LiNbO3

layer thickness (see Figure 2(c)). The pigtailing is performed by using lens coupling and laser
welding [34]. Such pigtailed modules are now commercialized [36].

As attractive as they may be for NL applications, adhered ridge waveguides do not attract
much attention for electro-optical modulation. One of the reasons is their multimode behavior
which limits the modulation contrast. A step has been put forward with high-aspect ratio ridge
waveguides having spot-size-converters, allowing for low insertion losses and for the filtering
of optical modes.

4.3. High-aspect ratio ridge waveguides made by optical grade dicing

High-aspect ratio (HAR) ridge waveguides are ridges with depths larger than 10 μm (see
Figure 2(d) and 3). Such depths are achieved by optical grade dicing, meaning that the
substrate is diced and polished at the same time [37]. In a first step, optical channels or planar
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waveguides are made simply through standard techniques (Ti indiffusion, proton exchange,
ion implantation), and in a second step two grooves are diced along waveguide sides. If the
machining parameters—such as translation and rotation speeds and nature and size of the
blade—are properly chosen, the ridge patterns are diced and polished at the same time, which
yield roughness lower than 20 nm and propagation losses lower than 0.1 dB/cm [37]. The
resulting depths can be higher than 500 (see Figure 3(a)), but the preferred depth is between
10 and 50 μm [38] to obtain robust reproducible guided mode cross-sections that are indepen-
dent on the ridge depth.

The uniform deposition of a buffer layer over the vertical edges of the ridge can be accomplished
by atomic layer deposition (ALD), followed by a two-step side deposition of electrodes [39]. A
schematic overview of the resulting EO ridge is seen in Figure 4(a), while Figure 4(b) shows a
standard electronmicroscope (SEM) image of the EOHAR ridgewith ALD-deposited buffer layer.

Figure 3. SEM images of high aspect ratio ridge waveguides. Record aspect ratio with a depth of 526 μm for a width of
only 1 μm. (b) Optimal high aspect ratio waveguide, in term of robustness and losses [38].

Figure 4. Ridge-based EO device. (a) Electro-optical ridge buffer layer with electrodes and spot-size-converters. (b) SEM
image of an EO ridge with vertical buffer layer and electrodes.
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Finite element method (FEM) simulations performed on HAR waveguides show that they are
optimal in terms of EO efficiency, since the electric field is uniform over the optical waveguide.
This is illustrated in Figure 3(d) with the white arrows representing the applied electric field.
As a consequence, the electro-optical coefficient can be evaluated simply as a function of g:

Γ ¼ g � εdiel
2 � εLN � δþ g� 2 � δð Þ � εdiel (5)

where δ denotes the buffer layer thickness and εLN and εdiel are the dielectric permittivities of
LiNbO3 and of the buffer layer, respectively. A quantitative comparison between a HAR ridge
waveguide and a standard Ti-indiffused waveguide with the same gap and the same buffer
layer shows that Γ is increased twofold in favor of the HAR ridge waveguide. This was
confirmed experimentally by Caspar et al. [39].

However, the counterpart of the strong lateral confinement is a weaker mode matching with
SMFs: the η coefficient is reduced down to 50%, meaning that 50% of the optical energy is lost
per facet and consequently the insertion losses are ineluctably higher than 6 dB. This issue can
be circumvented by using vertical spot-size converters such as the ones schematically depicted
in Figure 4(a). They are made simply by progressively decreasing the ridge depth, which can
be done by lifting the blade before the end of the ridge. In this case, the total insertion losses are
measured to be lower than 3 dB for a 2-cm-long ridge, and only the fundamental mode is
allowed to propagate in the ridge [40].

If the high-aspect ratio ridge waveguide is the best configuration in terms of EO efficiency,
there is however an interest in developing confined waveguides allowing more complex
patterns than straight waveguides. This is the reason why thin films and membranes have also
known to be a great success over the years.

5. Thin film-based and membrane-based waveguides

Thin film-based waveguides can be described as rib waveguides or gradient index-based
waveguides integrated in LiNbO3 thin films with a thickness lower than 5 mm. Ion slicing
[41] is currently the prevailing manufacturing technique. These waveguides are also called
microwaveguides.

5.1. Thin films fabricated by ion slicing

By combining wafer bonding and ion implantation, the ion slicing technique allows the wafer-
scale production of thin layers of Z-cut and X-cut substrates with sub-micrometric thickness,
and the roughness is lower than 0.5 nm [42]. More precisely, the fabrication process begins by
He+ ion implantation with a dose of about 4�1016 ions/cm2 to form an amorphous layer at a
depth dependent on the implantation energy (typically a few hundreds of keV for submicronic
LiNbO3 layers). Then the implanted wafer is bonded to another one by using an intermediate
layer with low refractive index, such as benzocyclobutene (BCB) or SiO2 [42]. A thermal
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treatment with temperature ramp is employed to split the samples along the implanted He
layer. Hence, a thin LiNbO3 layer bonded on another substrate remains. Afterward, annealing
and chemical mechanical polishing are used to obtain a roughness of 0.5 nm. The technique is
well mastered and thin-film LiNbO3 layers are now commercialized [43, 44], which have
boosted the development of compact LiNbO3 components from low-loss ridge waveguides
[45] to electro-optic microring resonators [46, 47], wire waveguide-based modulators [48], and
nonlinear nanowires or ridges [49]. The lateral confinement can be ensured by proton exchange-
based techniques or by direct etching of the thin layer. However, the insertion losses are often
higher than 10 dB due to mode mismatch between the confined waveguides and the single mode
fibers (SMFs) (see Figure 5(b): the vertical confinement is significantly tighter than a standard
SMF fiber, which leads to η coefficient lower than 10%).

One approach to reduce the coupling losses is to guide the light in another material than
LiNbO3. As an example, as studied by Chen et al. [50], the light is guided in a silicon-on-
insulator microring bonded to an ion-sliced LiNbO3 film. The resulting low insertion losses
(4.3 dB) are mitigated by a figure of merit of Vπ�L = 9.1 V�cm, which is no better than what is
reported in standard Ti-indiffused waveguides. The compacity is however made possible by
using a microring resonator with small radius curvature and low radiation losses.

Another approach has been proposed recently, which relies on an easy-to-implement tech-
nique and allows low-loss free-suspended waveguides with calibrated thickness.

5.2. Suspended membranes fabricated by optical grade dicing

Figure 6 shows how free-suspended waveguides can be made by optical grade dicing. A
monomode optical waveguide is firstly fabricated through the diffusion of 6-μm-wide and
90 nm-thick Ti stripes at 1030�C for 10 h. Then, gold electrodes are sputtered over the sub-
strate. Noteworthy, the electro-optical patterns are achieved by UV lithography, so that many
other patterns can be envisioned with the same technology. Then, a curved slot is inscribed into

Figure 5. Thin film-based wire waveguides. (a) SEM image of a wire waveguide made by ion slicing. The dielectric bond
layer is a BCB. (b) Amplitude of the electric field, TE optical mode calculated F.E.M. The overlap coefficient with a SMF
mode is lower than – 10 dB.
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He+ ion implantation with a dose of about 4�1016 ions/cm2 to form an amorphous layer at a
depth dependent on the implantation energy (typically a few hundreds of keV for submicronic
LiNbO3 layers). Then the implanted wafer is bonded to another one by using an intermediate
layer with low refractive index, such as benzocyclobutene (BCB) or SiO2 [42]. A thermal
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well mastered and thin-film LiNbO3 layers are now commercialized [43, 44], which have
boosted the development of compact LiNbO3 components from low-loss ridge waveguides
[45] to electro-optic microring resonators [46, 47], wire waveguide-based modulators [48], and
nonlinear nanowires or ridges [49]. The lateral confinement can be ensured by proton exchange-
based techniques or by direct etching of the thin layer. However, the insertion losses are often
higher than 10 dB due to mode mismatch between the confined waveguides and the single mode
fibers (SMFs) (see Figure 5(b): the vertical confinement is significantly tighter than a standard
SMF fiber, which leads to η coefficient lower than 10%).

One approach to reduce the coupling losses is to guide the light in another material than
LiNbO3. As an example, as studied by Chen et al. [50], the light is guided in a silicon-on-
insulator microring bonded to an ion-sliced LiNbO3 film. The resulting low insertion losses
(4.3 dB) are mitigated by a figure of merit of Vπ�L = 9.1 V�cm, which is no better than what is
reported in standard Ti-indiffused waveguides. The compacity is however made possible by
using a microring resonator with small radius curvature and low radiation losses.

Another approach has been proposed recently, which relies on an easy-to-implement tech-
nique and allows low-loss free-suspended waveguides with calibrated thickness.

5.2. Suspended membranes fabricated by optical grade dicing

Figure 6 shows how free-suspended waveguides can be made by optical grade dicing. A
monomode optical waveguide is firstly fabricated through the diffusion of 6-μm-wide and
90 nm-thick Ti stripes at 1030�C for 10 h. Then, gold electrodes are sputtered over the sub-
strate. Noteworthy, the electro-optical patterns are achieved by UV lithography, so that many
other patterns can be envisioned with the same technology. Then, a curved slot is inscribed into
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the bottom face as schematically depicted in Figure 6(c) by optical grade dicing. The rotation
speed and the moving speed of the 3350 DISCO DAD dicing saw are, respectively, 10,000 rpm
and 0.2 mm/s. A resinoid blade progressively enters the wafers to a depth δb and inscribes a
curved shape inside the bottom face of the sample. Then, the blade is translated along the
waveguide and it is lifted before the end of the waveguide. The remaining matter is a mem-
brane with a controlled thickness t = e-δb where e is the wafer thickness. Thanks to this tech-
nique, vertical tapers are fabricated at the extremities of the membrane [51]. Indeed, they are
created by the curved shape of the blade (see Figure 6 and the tapers in Figure 7). Finally,
wedges are bonded by UVadhesive on the top face of the wafer, and the chips are separated by
optical grade dicing, enabling polished facets with an enlarged surface for pigtailing with fibers.

Figure 7 shows a schematic diagram of a resulting membrane-based electro-optical wave-
guide. In the free-standing Section 1, the waveguide is thinned, and the thickness can take
any value between 450 nm and 500 μm. This is achieved by a preliminar depth calibration in a
dead zone of the wafer. The suspended waveguide is surrounded by electrodes allowing an
electrical control of the effective refractive index. The cross-sections in Figure 7 represent the
optical guided mode along the suspended waveguide. In Section 1, the strongly confined
mode allows an electro-optical coefficient twofold higher than in Section 3. On the other hand,
the weakly confined mode in Section 3 allows modematching and low coupling losses between
the waveguide and the SMFs. Hence, the overlap coefficient η can be as high as 85%. Addition-
ally, to mode matching with fibers, the vertical tapers allow filtering in favor of the fundamen-
tal mode, which avoids parasitical beatings in the spectral transmission response [51].

The experimental measurements of losses are summarized in Table 3 for both TE and TM
polarizations and for different thicknesses. They are also reported by Courjal et al. [51]. They
are compared with the average propagation losses of a non-thinned Ti-indiffused waveguide
(t = 500 μm) fabricated in the same conditions with the same total length. The measurements

Figure 6. Process flow for the production of low-loss free-standing electro-photonic waveguides. The bottom face is the
face of the wafer opposite to the waveguides.
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were repeated five times for each waveguide and polarization. When the membrane has a
thickness t ≥ 7 μm, there is no difference observed between a membrane-based waveguide and
non-thinned one. When the waveguide is thinned below 4.5 μm, the guided wave undergoes
increased propagation losses, up to 5.1 dB/cm for the TM wave and 3.2 dB/cm for the TE wave
when t = 450 nm. Overall, the losses are lower for the TE waves than for TM waves, which is

Figure 7. Schematic diagram of a free-suspended waveguide made by optical-grade-diving. The waveguide is thinned
locally to get high EO efficiency. It is surrounded with tapers allowing mode matching. The inserts show the optical
guided mode in different sections. Section#1: The layer thickness is 1 μm. Section#2: The layer thickness is 4 μm.
Section#3: The layer thickness is 500 μm.

T (μm) Pol. α (dB/cm) Total IL (dB) ξ (dB) Δng/ΔV (R.I.U./V) Γ (%)

7500 TE 0.20 � 0.06 2.8 � 0.2 1.1 � 0.3 7.8 � 1.0.10�6 34

TM 0.22 � 0.06 2.8 � 0.2 1.1 � 0.3 3.2 � 1.0�10�6 35

4.50 TE 0.20 � 0.06 2.8 � 0.2 1.1 � 0.3 13.4 � 1�10�6 58

TM 0.32 � 0.06 2.9 � 0.2 1.1 � 0.3 15.8 � 1�10�6 175

0.45 TE 3.20 � 0.06 6.6 � 0.5 1.1 � 0.3 — —

TM 5.12 � 0.06 8.1 � 0.8 1.1 � 0.3 — —

t, α, IL,ξ are respectively the membrane thickness, the average propagation losses, the insertion losses, the reflection
coefficient and the coupling losses per facet. Γ is the overlap coefficient deduced from the measured Δng/ΔV. The 450 nm-
thick waveguides did not have electrodes so that the EO measurements could not be performed.

Table 3. Experimental assessment of losses for X-cut membrane-based waveguides with a total length of L = 1.1 cm at
1550 nm wavelength.
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non-thinned one. When the waveguide is thinned below 4.5 μm, the guided wave undergoes
increased propagation losses, up to 5.1 dB/cm for the TM wave and 3.2 dB/cm for the TE wave
when t = 450 nm. Overall, the losses are lower for the TE waves than for TM waves, which is
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t, α, IL,ξ are respectively the membrane thickness, the average propagation losses, the insertion losses, the reflection
coefficient and the coupling losses per facet. Γ is the overlap coefficient deduced from the measured Δng/ΔV. The 450 nm-
thick waveguides did not have electrodes so that the EO measurements could not be performed.

Table 3. Experimental assessment of losses for X-cut membrane-based waveguides with a total length of L = 1.1 cm at
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due to an increased sensitivity of the TM waves to membrane roughness. It is noteworthy that
the coupling losses remain the same regardless of the membrane thickness, which confirms the
efficiency of the tapers to mode match with the fibers.

The EO overlap coefficient is deduced from the Fourier transform of the reflected spectral
density (see Figure 8), which is also the autocorrelation of the impulse response. Due to the
Fabry-Perot oscillations inside the cavity formed by the waveguide, a peak appears in the
Fourier transform, which coincides with a round trip of the light between the two facets of
the waveguide. From this peak, we can deduce the global effective group index: ngeff = t2�c0/(2�Ltot),
c0 being the speed of light and Ltot denoting the waveguide length. The resulting effective
group indexes are neffTE = 2.189�0.005 and neffTM = 2.269�0.005 for TE and TM polarizations,
respectively, in an X-cut Y-propagating waveguide with a membrane thickness of 4.5 μm. The
effective group index is measured voltage by voltage from Figure 8, for the assessment of the
group index variation per voltage: Δng/ΔV. The results are exposed in Table 2. Γ is calculated
from Δng/ΔV by using expressions (6) and (7) for the TE and TM waves, respectively:

ΓTE ¼ Δneg
ΔV

∙
2∙g

n3e ∙r33
(6)

ΓTM ¼ Δnog
ΔV

∙
2∙g

n3o ∙r13
(7)

Table 2 confirms the twofold enhancement of the EO interaction when the membrane is
thinned down to 4.5 μm, and it shows that this enhancement is even higher for the TM-
propagating wave, although this was not anticipated from the FEM calculations. This latter
result can be of great interest to seek for isotropic EO behavior of the guided wave in the
presence of an applied voltage.

Figure 8. Zoom view of the Fourier transform of the reflected optical density spectrum. These measurements are
achieved as a function of the applied voltage through a 12.0 mm long tapered-membrane-based waveguide with a width
of 6 μm and a thickness of 4.5 μm. The total length was Ltot = 1.2 mm.
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So membrane-based waveguides are good candidates to reduce the active length, without
impacting the other parameters such as the losses. It is now tempting to go one step further
toward compacity by inscribing nanostructures inside the membranes.

6. LiNbO3 nanostructures and photonic crystals

It is well established that the machining of materials at the wavelength scale can yield a specific
control of the light flux, which is of great interest to enhance significantly the electro-optical
efficiency. In particular, photonic crystals (PhCs) are periodic structures that are designed to
affect the motion of photons in a similar way that periodicity of a semiconductor crystal affects
the behavior of electrons. The non-existence of propagating electromagnetic modes inside the
structures at certain frequencies introduces unique optical phenomena such as tight light
confinement. The part of the spectrum for which wave propagation is not possible is called
the photonic bandgap (PBG).

The first reported PhC-based EO LiNbO3 modulator [52] was configured to behave as an
electro-absorbent modulator: it was designed to have a photonic bandgap, and the spectral
edge was exploited for intensity modulation. Hence, an active length of 11 μm was sufficient
to modulate the light with a driving voltage of 13 V [52]. A schematic diagram of such a device
is seen in Figure 9. It consists of a square lattice PhC integrated on an annealed proton
exchanged optical waveguide and surrounded by capacitive coplanar electrodes. The LiNbO3

PhC was fabricated through focused ion beam (FIB) milling The refractive index was modified
by the electric field Ez generated between the electrodes, which moved the spectral position of
the PBG and consequently the transmitted intensity. The geometric properties of the PhC were
chosen to benefit from slow light effects.

This compact modulator showed an EO interaction 312 times higher than the one predicted
from Eq. (2): the extraordinary effect is shown in Figure 10 where the PBG is spectrally shifted

Figure 9. Image of the first reported PhC-based EO modulator [53]. (a) Schematic view of the ultra-compact modulator.
(b) SEM image of the photonic crystal surrounded by electrodes.
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Fourier transform, which coincides with a round trip of the light between the two facets of
the waveguide. From this peak, we can deduce the global effective group index: ngeff = t2�c0/(2�Ltot),
c0 being the speed of light and Ltot denoting the waveguide length. The resulting effective
group indexes are neffTE = 2.189�0.005 and neffTM = 2.269�0.005 for TE and TM polarizations,
respectively, in an X-cut Y-propagating waveguide with a membrane thickness of 4.5 μm. The
effective group index is measured voltage by voltage from Figure 8, for the assessment of the
group index variation per voltage: Δng/ΔV. The results are exposed in Table 2. Γ is calculated
from Δng/ΔV by using expressions (6) and (7) for the TE and TM waves, respectively:

ΓTE ¼ Δneg
ΔV

∙
2∙g

n3e ∙r33
(6)

ΓTM ¼ Δnog
ΔV

∙
2∙g

n3o ∙r13
(7)

Table 2 confirms the twofold enhancement of the EO interaction when the membrane is
thinned down to 4.5 μm, and it shows that this enhancement is even higher for the TM-
propagating wave, although this was not anticipated from the FEM calculations. This latter
result can be of great interest to seek for isotropic EO behavior of the guided wave in the
presence of an applied voltage.

Figure 8. Zoom view of the Fourier transform of the reflected optical density spectrum. These measurements are
achieved as a function of the applied voltage through a 12.0 mm long tapered-membrane-based waveguide with a width
of 6 μm and a thickness of 4.5 μm. The total length was Ltot = 1.2 mm.
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So membrane-based waveguides are good candidates to reduce the active length, without
impacting the other parameters such as the losses. It is now tempting to go one step further
toward compacity by inscribing nanostructures inside the membranes.

6. LiNbO3 nanostructures and photonic crystals

It is well established that the machining of materials at the wavelength scale can yield a specific
control of the light flux, which is of great interest to enhance significantly the electro-optical
efficiency. In particular, photonic crystals (PhCs) are periodic structures that are designed to
affect the motion of photons in a similar way that periodicity of a semiconductor crystal affects
the behavior of electrons. The non-existence of propagating electromagnetic modes inside the
structures at certain frequencies introduces unique optical phenomena such as tight light
confinement. The part of the spectrum for which wave propagation is not possible is called
the photonic bandgap (PBG).

The first reported PhC-based EO LiNbO3 modulator [52] was configured to behave as an
electro-absorbent modulator: it was designed to have a photonic bandgap, and the spectral
edge was exploited for intensity modulation. Hence, an active length of 11 μm was sufficient
to modulate the light with a driving voltage of 13 V [52]. A schematic diagram of such a device
is seen in Figure 9. It consists of a square lattice PhC integrated on an annealed proton
exchanged optical waveguide and surrounded by capacitive coplanar electrodes. The LiNbO3

PhC was fabricated through focused ion beam (FIB) milling The refractive index was modified
by the electric field Ez generated between the electrodes, which moved the spectral position of
the PBG and consequently the transmitted intensity. The geometric properties of the PhC were
chosen to benefit from slow light effects.

This compact modulator showed an EO interaction 312 times higher than the one predicted
from Eq. (2): the extraordinary effect is shown in Figure 10 where the PBG is spectrally shifted

Figure 9. Image of the first reported PhC-based EO modulator [53]. (a) Schematic view of the ultra-compact modulator.
(b) SEM image of the photonic crystal surrounded by electrodes.
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by 100 nm when only 40 V is applied on the electrodes. This effect is attributed to an enhanced
field factor f induced by slow light effect:

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
vBULK
g

vPCg

s
(8)

where vBULK
g is the group velocity in the bulk material and vPCg is the group velocity in the

photonic crystal. The EO enhancement is explained by Roussey et al. [53] by an effective EO
coefficient being enhanced by the local field factor as follows:

rPC33 ¼ f 3r33 (9)

The local field factor was calculated by using the slope of the band dispersion diagram and was
evaluated to be 6.8 which was in good agreement with the measurements. To our knowledge,
this huge effect is still a record in terms of EO sensitivity. However, as performing and attrac-
tive as this configuration may appear, the transmission losses were of 10 dB (see Figure 10(a)),
which is prohibitive for commercial applications. The small extinction ratio (12 dB) was also
limiting for many demanding EO applications. These limitations are mainly due to the weak
light confinement inside the APE waveguide, combined with the conical shape of photonic
crystals that provoked deviation of light inside the substrate [54].

Since then, other approaches have been proposed, based on microring resonators or PhCs in
thin films, enabling low propagation losses and high extinction ratio [42]. However, as men-
tioned in Section 5.1, these techniques are prohibitive in terms of fiber coupling, due to the
mode mismatch between the fiber and the guided mode inside the thin film, which also
induces insertion losses larger than 10 dB.

In this context, the suspended waveguides mentioned in Section 5.2 appear as good candidates
for hosting photonic crystal and nanostructures. There are not many publications on the

Figure 10. Spectral transmission responses through two PhC-based EO LiNbO3 modulators, TE polarization. (a) Normal-
ized transmission response through the modulator seen in Figure 11. (b) Normalized transmission response through a
suspended Fabry-Perot [Caspar16]. The two measurements are done by direct butt-coupling with SMFs.
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subject yet, but the inscription of a 1D-PhC cavity as reported by Courjal et al. [51] appears like
a good start. The component is made of two 1D PhCs separated by 200 μm in a free-suspended
membrane. The 1D PhCs are designed to be reflectors at 1550 nm wavelength and their pair
constitutes a Fabry-Perot cavity. One of them can be visualized in Figure 12(b). The free
spectral range of 2.7 nm seen in Figure 10(b) is in good agreement with the theoretical
prediction: FSR=λ2/(2�Δ�n), where Δ is the distance between the two 1D PhCs. The quality
factor is measured to be of 2580, revealing moderated reflectivity of the 1D PhC (R ≈ 50%). The
spectral position of a resonance peak shown in Figure 10(b) is shifted by 40.0 pm/V, which is
not as high as the shift reported in Figure 10(a), but this is balanced with the transmission
losses that are diminished by 5 dB.

The driving voltage is assessed by measuring the output optical power at 1550 nm. Themeasured
electro-optical response reported in Figure 11 shows a 9.6 V driving voltage for the TE-polarized
wave and 25.2 V for the TM-polarized wave. So the figure of merit for each polarization is,
respectively, 1.9 and 5 mV�m, for TE and TM waves, which is 40-fold higher than the ones
classicallymeasured inMach-Zehnder intensitymodulators. In the compactmodulator ofFigure9,
the EO interactionwas enhanced bymeans of slow light effects.Here the remarkable EO sensitivity
is rather attributed to a tip effect that enhances the electric field in the vicinity of the Bragg grating.

Figure 11. Experimental EO response of a TE wave (a) and TM wave (b) at the output of a 200 μm-long Fabry-Perot
integrated in a 4.5 μm thick membrane.

Figure 12. SEM views of LiNbO3 free-suspended membranes done by optical-grade dicing. The patterns are inscribed by
FIB milling. (a) 1D-PhC implemented in a 4.5 μm-thick waveguide. (b) Nanostructure in a 450 nm thick membrane. Such a
thickness is a record for a free-suspended layer fabricated through mechanical approach.
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by 100 nm when only 40 V is applied on the electrodes. This effect is attributed to an enhanced
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evaluated to be 6.8 which was in good agreement with the measurements. To our knowledge,
this huge effect is still a record in terms of EO sensitivity. However, as performing and attrac-
tive as this configuration may appear, the transmission losses were of 10 dB (see Figure 10(a)),
which is prohibitive for commercial applications. The small extinction ratio (12 dB) was also
limiting for many demanding EO applications. These limitations are mainly due to the weak
light confinement inside the APE waveguide, combined with the conical shape of photonic
crystals that provoked deviation of light inside the substrate [54].

Since then, other approaches have been proposed, based on microring resonators or PhCs in
thin films, enabling low propagation losses and high extinction ratio [42]. However, as men-
tioned in Section 5.1, these techniques are prohibitive in terms of fiber coupling, due to the
mode mismatch between the fiber and the guided mode inside the thin film, which also
induces insertion losses larger than 10 dB.

In this context, the suspended waveguides mentioned in Section 5.2 appear as good candidates
for hosting photonic crystal and nanostructures. There are not many publications on the

Figure 10. Spectral transmission responses through two PhC-based EO LiNbO3 modulators, TE polarization. (a) Normal-
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suspended Fabry-Perot [Caspar16]. The two measurements are done by direct butt-coupling with SMFs.
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subject yet, but the inscription of a 1D-PhC cavity as reported by Courjal et al. [51] appears like
a good start. The component is made of two 1D PhCs separated by 200 μm in a free-suspended
membrane. The 1D PhCs are designed to be reflectors at 1550 nm wavelength and their pair
constitutes a Fabry-Perot cavity. One of them can be visualized in Figure 12(b). The free
spectral range of 2.7 nm seen in Figure 10(b) is in good agreement with the theoretical
prediction: FSR=λ2/(2�Δ�n), where Δ is the distance between the two 1D PhCs. The quality
factor is measured to be of 2580, revealing moderated reflectivity of the 1D PhC (R ≈ 50%). The
spectral position of a resonance peak shown in Figure 10(b) is shifted by 40.0 pm/V, which is
not as high as the shift reported in Figure 10(a), but this is balanced with the transmission
losses that are diminished by 5 dB.

The driving voltage is assessed by measuring the output optical power at 1550 nm. Themeasured
electro-optical response reported in Figure 11 shows a 9.6 V driving voltage for the TE-polarized
wave and 25.2 V for the TM-polarized wave. So the figure of merit for each polarization is,
respectively, 1.9 and 5 mV�m, for TE and TM waves, which is 40-fold higher than the ones
classicallymeasured inMach-Zehnder intensitymodulators. In the compactmodulator ofFigure9,
the EO interactionwas enhanced bymeans of slow light effects.Here the remarkable EO sensitivity
is rather attributed to a tip effect that enhances the electric field in the vicinity of the Bragg grating.

Figure 11. Experimental EO response of a TE wave (a) and TM wave (b) at the output of a 200 μm-long Fabry-Perot
integrated in a 4.5 μm thick membrane.

Figure 12. SEM views of LiNbO3 free-suspended membranes done by optical-grade dicing. The patterns are inscribed by
FIB milling. (a) 1D-PhC implemented in a 4.5 μm-thick waveguide. (b) Nanostructure in a 450 nm thick membrane. Such a
thickness is a record for a free-suspended layer fabricated through mechanical approach.
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So, PhC-based EO modulators are extremely promising for the achievement of low-power
consuming and compact modulators either by exploiting slow light effects in the nanostructure
or tip effects in structured electrodes. The recent developments reported on free-suspended
membranes appear to be also very promising for preserving low losses. The achievement of
commercial performances should be achieved by a better control in fabrication of the 1D PhCs.

Many other 2D suspended devices may be envisioned by using the same technique: as a
perspective, Figure 12 shows SEM images of diced membranes hosting micro- and nano-
patterns that can be used as LiNbO3 MEMs, opto-mechanical, or nonlinear wires.

7. Conclusion

In conclusion, lithium niobate is a material of current interest in both industry and research,
thanks to its robust and reproducible properties and also thanks to the emergence of new
technologies such as ion slicing or optical grade dicing. Hence, and even though the first modu-
lators date from the 1970s, progress is still visible, to move toward ever more compactness with
low energy consumption and low losses. In this chapter, we have taken particular interest in three
important parameters: the Γ electro-optical overlap coefficient that characterizes EO efficiency, the
η overlap integral with optical fibers, which quantifies coupling losses, and the propagation
losses, the last two parameters being important contributors to overall insertion losses. We have
shown how the use of confined guides (deep ridges or thin films) increases the EO efficiency by a
factor of 2 and how tapers allow low integration losses. Finally, we have highlighted the spectac-
ular effects of nanostructuring in confined guides to gain 1–2 orders of magnitude on the EO
efficiency. These developments open the way toward compact and low-consuming photonic
integrated circuit but also offer the promise of multi-control in optical circuits.
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A mathematical analysis is conducted to illustrate the controllability of the Raman soliton
self-frequency shift with polynomial nonlinearity in metamaterials by using collective
variable method. The polynomial nonlinearity is due to the expanding nonlinear polari-
zation PNL in a series over the field E up to the seventh order. Gaussian assumption is
selected to these pulses on a generalized mode. The numerical simulation of soliton
parameter variation is given for the Gaussian pulse parameters.

Keywords: Raman solitons, polynomial nonlinearity, collective variables

1. Introduction

Much attention has been devoted to the understanding of metamaterials [1–4]. Through its
engineered structures, researchers are able to control and manipulate the electromagnetic
fields [5]. Using the freedom of design that metamaterials provide, electromagnetic fields can
be redirected at will and propose a design strategy [6]. A general recipe for the design of media
that create perfect invisibility within the accuracy of geometrical optics is developed. The
imperfections of invisibility can be made arbitrarily small to hide objects that are much larger
than the wavelength [7].

Especially, mathematical operations can be performed based on suitably designedmetamaterials
blocks, such as spatial differentiation, integration, or convolution [8]. Soliton pulse can
evolve owning to delicate balance between dispersion and nonlinearity. However, it is
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always a challenge to compensate for the loss when engineering these types of waveguide
using metamaterials. The strong perturbation of a soliton envelope caused by the stimulated
Raman scattering confines the energy scalability preventing the so-called dissipative soliton
resonance [9]. It is important to know the limit we can reach expanding the nonlinear
polarization PNL in a series over the field E [10]. The fourth-order nonlinear susceptibility
χ 4ð Þ, the fifth-order nonlinearity χ 5ð Þ, and the seventh-order nonlinearity χ 7ð Þ have been
measured [11, 12]. The polynomial mode nonlinearity is due to the nonlinear polarization
of metamaterials in the power-series expansion form where terms are kept up to the seventh
order in the field E [10, 12–15]. This chapter conducts mathematical analysis to illustrate the
controllability of the Raman soliton self-frequency shift with polynomial nonlinearity in
metamaterials by using collective variable method.

2. Governing model

The dimensionless form nonlinear Schrödinger’s equation (NLSE) that governs the propaga-
tion of Raman soliton through optical metamaterials, with polynomial law nonlinearity, is
given by [16–24].

i
∂
∂t
Φ z; tð Þ þ a

∂2

∂z2
Φ z; tð Þ þ c1 Φ z; tð Þj j2 þ c2 Φ z; tð Þj j4 þ c3 Φ z; tð Þj j6

� �
Φ z; tð Þ

¼ iα
∂
∂z

Φ z; tð Þ þ iλ
∂
∂z

Φ z; tð Þj j2Φ z; tð Þ
� �

þ iν
∂
∂z

Φ z; tð Þj j2
� �

Φ z; tð Þ:
(1)

In this model, Φ z; tð Þ represents the complex valued wave function with the independent
variables being z and t that represent spatial and temporal variables, respectively. The first
term represents the temporal evolution of nonlinear wave, while the coefficient a is the group
velocity dispersion (GVD). The coefficients of cj for j ¼ 1; 2; 3 correspond to the nonlinear
terms. Together, they form polynomial mode nonlinearity. The polynomial mode nonlinearity
is due to the nonlinear polarization of metamaterials in the power-series expansion formwhere
terms are kept up to the seventh order in the field E [10, 12–15]. It must be noted here that
when c2 ¼ c3 ¼ 0 and c1 6¼ 0, the model Eq. (1) collapses to Kerr mode nonlinearity which is
due to third-order polarization PNL [15]. However, if c3 ¼ 0 and c1 6¼ 0 and c2 6¼ 0, one arrives
at parabolic mode nonlinearity, and it is from the fifth-order polarization PNL [15, 30]. Thus,
polynomial mode stands as an extension version to Kerr and parabolic modes. Actually, the
Raman effect is not influenced by the properties of the metamaterials; however, the Raman
coefficient combines with the dispersive magnetic permeability of the metamaterials leading to
additional higher-order nonlinear terms [10, 12, 14]. The group velocity and self-phase modu-
lation term produce the delicate balance dispersion and nonlinearity that accounts for the
formation of the stable soliton. On the right hand side, α describes intermodel dispersion, λ
represents the self-steepening term in order to avoid the formation of shocks, and ν is the
complex higher-order nonlinear dispersion coefficient.
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3. Mathematical formulation

The pulse may not only be able to translate as a whole entity, but it may also execute more or
less complex internal vibrations depending on the type of the perturbations in the system. This
particle-like behavior has led to the formulation of the collective variable CVð Þ techniques [25].
The basic idea is that the soliton solution depends on a collective of variables, called CVs,
symbolically Zj j ¼ 1;…Nð Þ, which represent pulse width, amplitude, chirp, frequency, and so
on [25–28]. To this end, the original field is decomposed into two components, say Φ z; tð Þ at
position z in the metamaterials and at time t, in the following way:

Φ z; tð Þ ¼ f Z1;Z2;…;ZN; tð Þ þ q z; tð Þ, (2)

where the first component f constitutes soliton solution and the second one q represents the
residual radiation that is known as small amplitude dispersive waves. Introduction of these N
CVs increases the phase space of the dynamical system.

In order for the system to remain in the original phase space and best fit for the static solution,
the CV method is obtained by configuring the function f Z1;Z2;…;ZN; tð Þ and minimizes
residual free energy (RFE) E, where

E ¼
ð∞
�∞

qj j2dt ¼
ð∞
�∞

Φ z; tð Þ � f ðZ1;Z2;…;ZN; tÞj j2dt: (3)

The approximation of neglecting the residual field is called “bare approximation” in condensed
matter physics [27].

Let CVs evolve only in a particular direction to minimize the PFE in the dynamical system
with the following simple way:

Cj ¼ ∂E
∂Zj

¼ ∂
∂Zj

ð∞
�∞

qj j2dt
� �

¼
ð∞
�∞

∂q
∂Zj

q∗ þ ∂q∗

∂Zj
q

� �
dt: (4)

The rate of change of Cj with respect to the normalized distance is defined as.

_Cj ¼
dCj

dz
¼ 2ℜ

d
dz

ð∞
∞

∂q∗

∂Zj
qdt

� �� �
, (5)

whereℜ stands for the real part. Here, the weak equality indicates that the constraints Cj need
not be exactly zero [28].

Then, we define a second set of constraints:

dCj

dz
≈ 0: (6)

Through Eqs. (2)–(6), it leads to the equations of motion:
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due to third-order polarization PNL [15]. However, if c3 ¼ 0 and c1 6¼ 0 and c2 6¼ 0, one arrives
at parabolic mode nonlinearity, and it is from the fifth-order polarization PNL [15, 30]. Thus,
polynomial mode stands as an extension version to Kerr and parabolic modes. Actually, the
Raman effect is not influenced by the properties of the metamaterials; however, the Raman
coefficient combines with the dispersive magnetic permeability of the metamaterials leading to
additional higher-order nonlinear terms [10, 12, 14]. The group velocity and self-phase modu-
lation term produce the delicate balance dispersion and nonlinearity that accounts for the
formation of the stable soliton. On the right hand side, α describes intermodel dispersion, λ
represents the self-steepening term in order to avoid the formation of shocks, and ν is the
complex higher-order nonlinear dispersion coefficient.
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3. Mathematical formulation

The pulse may not only be able to translate as a whole entity, but it may also execute more or
less complex internal vibrations depending on the type of the perturbations in the system. This
particle-like behavior has led to the formulation of the collective variable CVð Þ techniques [25].
The basic idea is that the soliton solution depends on a collective of variables, called CVs,
symbolically Zj j ¼ 1;…Nð Þ, which represent pulse width, amplitude, chirp, frequency, and so
on [25–28]. To this end, the original field is decomposed into two components, say Φ z; tð Þ at
position z in the metamaterials and at time t, in the following way:

Φ z; tð Þ ¼ f Z1;Z2;…;ZN; tð Þ þ q z; tð Þ, (2)

where the first component f constitutes soliton solution and the second one q represents the
residual radiation that is known as small amplitude dispersive waves. Introduction of these N
CVs increases the phase space of the dynamical system.

In order for the system to remain in the original phase space and best fit for the static solution,
the CV method is obtained by configuring the function f Z1;Z2;…;ZN; tð Þ and minimizes
residual free energy (RFE) E, where

E ¼
ð∞
�∞

qj j2dt ¼
ð∞
�∞

Φ z; tð Þ � f ðZ1;Z2;…;ZN; tÞj j2dt: (3)

The approximation of neglecting the residual field is called “bare approximation” in condensed
matter physics [27].

Let CVs evolve only in a particular direction to minimize the PFE in the dynamical system
with the following simple way:

Cj ¼ ∂E
∂Zj

¼ ∂
∂Zj

ð∞
�∞

qj j2dt
� �

¼
ð∞
�∞

∂q
∂Zj

q∗ þ ∂q∗

∂Zj
q

� �
dt: (4)

The rate of change of Cj with respect to the normalized distance is defined as.

_Cj ¼
dCj

dz
¼ 2ℜ

d
dz

ð∞
∞

∂q∗

∂Zj
qdt

� �� �
, (5)

whereℜ stands for the real part. Here, the weak equality indicates that the constraints Cj need
not be exactly zero [28].

Then, we define a second set of constraints:

dCj

dz
≈ 0: (6)

Through Eqs. (2)–(6), it leads to the equations of motion:
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_Cj ¼ �2ℜ
XN

k¼1

ð∞
�∞

∂f ∗

∂Zj

∂f
∂Zk

dt�
ð∞
�∞

∂2f ∗

∂Zj∂Zk
qdt

� �
dZk

dt
þ Rj, (7)

where

Rj ¼ 2ℜ
ð∞
�∞

∂f ∗

∂Zj

dΦ
dz

dt, (8)

for 1 ≤ j ≤N.

The set of Eqs. (5)–(8) is equivalent to the matrix equation:

_C ¼ ∂C
∂z

_z þ R, (9)

where

z ¼

Z1

Z2

…

ZN

0
BBBBB@

1
CCCCCA
, (10)

R ¼

R1

R2

…

RN

0
BBBB@

1
CCCCA
, (11)

while the N �N Jacobian is given by

∂C
∂z

¼ ∂ C1;C2;…;CNð Þ
∂ Z1;Z2;…;ZNð Þ ¼

∂Cj

∂Zk

� �

N�N
, (12)

with

∂Cj

∂Zk
¼ �2ℜ

ð∞
�∞

∂f ∗

∂Zj

∂f
∂Zk

dt�
ð∞
�∞

∂2f ∗

∂Zj∂Zk
qdt

� �
, (13)

for 1 ≤ j, k ≤N.

At this stage, through Eq. (6) we can solve Eq. (9) by the following CV equations of motion:

_X ¼ ∂C
∂z

� ��1

R: (14)

The set of Eqs. (4)–(14) represents the complete CV treatment for the generalized NLSE Eq. (1).
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4. Computational results

In this part the adiabatic parameter dynamics of solitons in optical metamaterials with poly-
nomial nonlinearity will be obtained by CV method. A Gaussian is given by

f Z1;Z2;Z3;Z4;Z5;Z6; tð Þ ¼ Z1exp � t� Z2ð Þ2m=X2
3 þ i

Z4

2
t� Z2ð Þ2 þ iZ5 t� Z2ð Þ þ iZ6

� �
, (15)

where Z1 is the soliton amplitude, Z2 is the center position of the soliton, Z3 is the inverse
width of the pulse, Z4 is the soliton chirp, Z5 is the soliton frequency, and Z6 is the soliton
phase. Also, m is the Gaussian parameter, where m > 0.

In this case, with N ¼ 6:

∂C
∂z

¼

∂C1

∂Z1

∂C1

∂Z2

∂C1

∂Z3

∂C1

∂Z5
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∂Z3

∂C6

∂Z5

∂C6

∂Z5

∂C6

∂Z6

0
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1
CCCCCCCCCCCCCCCCCCCCCCA

, (16)

z ¼

Z1

Z2

Z3

Z4

Z5

Z6

0
BBBBBBBBB@

1
CCCCCCCCCA

, (17)

R ¼

R1

R2

R3

R4

R5

R6

0
BBBBBBBBB@

1
CCCCCCCCCA

, (18)

where
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R: (14)

The set of Eqs. (4)–(14) represents the complete CV treatment for the generalized NLSE Eq. (1).
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4. Computational results

In this part the adiabatic parameter dynamics of solitons in optical metamaterials with poly-
nomial nonlinearity will be obtained by CV method. A Gaussian is given by

f Z1;Z2;Z3;Z4;Z5;Z6; tð Þ ¼ Z1exp � t� Z2ð Þ2m=X2
3 þ i

Z4

2
t� Z2ð Þ2 þ iZ5 t� Z2ð Þ þ iZ6
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where Z1 is the soliton amplitude, Z2 is the center position of the soliton, Z3 is the inverse
width of the pulse, Z4 is the soliton chirp, Z5 is the soliton frequency, and Z6 is the soliton
phase. Also, m is the Gaussian parameter, where m > 0.

In this case, with N ¼ 6:
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Figure 1. (a) Surface plot of soliton amplitude, (b) surface plot of soliton center position, (c) surface plot of soliton inverse
width of the pulse, (d) surface plot of soliton chirp variation, (e) surface plot of soliton frequency, and (f) surface plot of
soliton phase.
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Figure 1. (a) Surface plot of soliton amplitude, (b) surface plot of soliton center position, (c) surface plot of soliton inverse
width of the pulse, (d) surface plot of soliton chirp variation, (e) surface plot of soliton frequency, and (f) surface plot of
soliton phase.
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5. Numerical simulation

The nonlinear dynamical system discussed in the previous section is plotted to illustrate the
collective variables numerically; see Figure 1. The parameter values are as follows: m ¼ 1,
a ¼ 9:9� 10�2, λ ¼ 9:8� 10�2, α ¼ 1� 10�1, c1 ¼ 9:9� 10�1, c2 ¼ �8� 10�2, c3 ¼ �8� 10�3,
and ν ¼ 1:01� 10�1 [10, 12, 15, 30].

This continuous surface plot shows the dynamical relationship between the time and collective
variables, in Figure 1. It shows soliton amplitude, center position, inverse width of the pulse, chirp,
and phase keeping the original shape as time goes by. This is because group velocity and self-phase
modulation term produce the delicate balance dispersion and nonlinearity that accounts for the
formation of the stable soliton. It also describes Stokes Raman scattering that is due to transmitted
wave at higher frequency and anti-Stokes Raman scattering where transmitted wave is at lower
frequency by Figure 1(e) [29]. These results are consistent with Raman soliton scattering effect.

6. Conclusion

This chapter gives Raman soliton solutions in optical metamaterials that is studied with
polynomial nonlinearity. The polynomial mode nonlinearity is due to expanding the nonlinear
polarization PNL in a series over the field E up to the seventh order [13–15]. The polynomial
mode nonlinearity is an extension of the Kerr and parabolic mode nonlinearity, which are from
third- and fifth-order polarization PNL [15, 30], respectively. The analytical results are
supplemented with numerical simulation by collective variables. The continuous surface plot
shows the dynamical relationship between the time and collective variables. It shows soliton
amplitude, center position, inverse width of the pulse, chirp, and phase keeping the original
shape as time goes by since group velocity and self-phase modulation term produce the
delicate balance dispersion and nonlinearity. It also describes Stokes Raman scattering that is
due to transmitted wave at higher frequency and anti-Stokes Raman scattering where trans-
mitted wave is at lower frequency by Figure 1(e) [8, 29].

In the future, the set of plot with m 6¼ 1 will be plotted, and third-order dispersion (TOD) and
fourth-order dispersion (FOD) will be included [15]. Nonlinear polarization of medium in
the form of a power-series expansion, keeping the terms up to the ninth order, will be
explored [10].
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Abstract

This chapter deals with the basic concept of silicon-on-insulator (SOI) slot waveguides,
including slot waveguide theory, fabrication steps, and applications. First, in the theory
section, a modal field expression and the characteristic equation is derived, which is also
valid for higher-order modes. SOI slot waveguide structures are simulated and character-
istic values like the effective refractive indices and the field confinement factors are deter-
mined. The fabrication section describes typical SOI fabrication steps and the limits of
current fabrication techniques. Additionally, developments regarding loss reduction in
SOI slot waveguides are given from the fabrication point of view. This is followed by the
theory and practice of slot waveguide based electro-optical modulators. Here, the SOI slot
waveguide is embedded in an organic nonlinear optical material in order to achieve
record-low voltage-length products. In the field of optical sensors, it is shown that slot
waveguides enable remarkable waveguide sensitivity for both refractive index sensing
and surface sensing.

Keywords: silicon-on-insulator (SOI), slot waveguide, polymer-based optical waveguides,
silicon-organic hybrid waveguide, optical waveguides technology, electro-optic
waveguides, waveguide sensing

1. Introduction

Recent developments in cloud computing, social media, and the Internet of things have
heightened the need for integrated photonic communication systems. To compensate for the
emerged data traffic, electro-optical (EO) modulators with large bandwidth and high-speed
operation are necessary. This in turn needs novel material systems and waveguide structures
since the established depletion-type modulators are speed limited due to carrier injection and
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removal. In contrast, polymer-based EO modulators exhibit high-speed operation but suffer
from process compatibility with the well-established silicon-on-insulator (SOI) technology,
which makes high volume and cheap production challenging.

After the invention by Almeida et al. in 2004 [1], slot waveguides became one key element to
combine the well-established SOI technology with nonlinear optical polymers [2]. In recent
years, there has been an increasing interest in slot waveguide structures. An SOI slot wave-
guide consists of a small gap in between two silicon rails, where a nonlinear optical polymer
can be deposited. This narrow gap has two effects. First, the guided light is partly confined
inside the gap. Second, the gap leads to an extremely large electric field, while voltages as low
as 1 V are applied. Consequently, a record-high operation speed and large bandwidth with
low energy consumption has been demonstrated using the silicon-organic hybrid (SOH) pho-
tonics [3].

Researchers have also discovered the advantages of slot waveguides for optical sensing. In this
case, the slot waveguide takes advantage from the fact that more than 70% of the guided light
can be confined near the silicon rails. Therefore, the light has a stronger interaction with the
analyte compared to common strip waveguides, where only a fraction, 20%, of the light can be
interacting. This strong light-analyte interaction leads to a large waveguide sensitivity, which
has pushed the development of recent integrated optical sensors.

This work examines the theory and applications of SOI slot waveguides for EO modulators
and optical sensors. We provide a theoretical guideline for a deeper understanding of SOI slot
waveguides. The present work is structured as follows. The following section focuses on a
detailed theoretical description and analysis of slot waveguide structures. This is followed by a
section on the fabrication scheme using standard SOI technology. Finally, application notes in
electro-optics and optical sensing are given in Sections 4 and 5, respectively.

2. Silicon-on-insulator slot waveguide

This section deals with the basic concepts of SOI slot waveguides. For a deeper understanding
of slot waveguide structure, the breakthrough paper of Almeida et al. [1] is recommended.
However, the modal field expression given in [1] has some transcription errors and the given
characteristic equation is not explicit for solving higher-order modes. Therefore, the correct
modal field expression and the characteristic equation, which is also valid for higher-order
modes is provided in this chapter, following the comprehensive work of Liu et al. [4].

2.1. Introduction to silicon-on-insulator waveguides

In general, silicon waveguides can be readily fabricated from SOI wafers using standard
CMOS (complementary metal-oxide-semiconductor) processes. A typical SOI wafer consists
of a buried oxide (BOX) layer between the silicon wafer and a thin silicon layer. Optical
lithography and etching techniques are used to form the silicon waveguide. The most common
silicon waveguide is the strip waveguide. This waveguide has a rectangular geometry as
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shown in Figure 1. During the last decade, a new waveguide approach based on vertical
silicon slot waveguides has been proposed [1] and experimentally demonstrated to be suitable
as an optical phase shifter [2]. An SOI slot waveguide consists typically of two silicon rails with
a height of h ¼ 220 nm. This thickness of 220 nm has become a standard used in particular by
most multi-project wafer foundries [5]. As illustrated in Figure 1, both silicon rails are located
on top of a buried oxide (BOX) substrate and are separated from each other by a slot width s.
The width of the silicon rails is denoted as wg. Slot waveguides enable a high field confinement
in a narrow low-index region. Infiltration of the interior of the slot waveguide with an EO
polymer allows the use of the Pockels effect. Because of this effect, slot wave guides have high
potential in the field of optical switching and high-speed modulation even at frequencies of
100 GHz [3]. As a consequence, various devices like Mach-Zehnder interferometers and ring
resonators have been recently developed using slot waveguide phase shifters [6]. In fact, slot
waveguides have become the key element in order to implement organic materials into silicon
photonics. Beside the strip and slot waveguide, the strip-loaded slot waveguide is utilized in
this work. The cross section of each waveguide type is shown in Figure 1.

The overwhelming advantage of SOI slot waveguides lies in its compatibility with CMOS
fabrication processes. This compatibility ensures a cost efficient mass production environment
for such integrated photonic devices. Figure 2 shows, as an example, a scanning electron
microscopy (SEM) picture of three slot waveguides with different slot widths from the top
view and one slot waveguide in the cross-sectional view recorded with a focused ion beam
(FIB). They were fabricated in an SiGe BiCMOS pilot line at the Institute of High-Performance
Microelectronics (IHP) in Frankfurt (Oder) using 200 mm SOI wafers and 248 nm lithography.

2.2. Silicon-on-insulator slot waveguide theory

One major advantage of slot waveguides compared to strip waveguides is the fact that the
guided light is partially confined in between two silicon rails. Consequently, the light is forced

Figure 1. Typical silicon-on-insulator waveguide types. The most common waveguide type is the strip waveguide, where
the light is highly confined inside the silicon core. In case of slot waveguides, the light is confined near two silicon rails. To
apply a voltage to the silicon rails, strip-loads serve as electrical connections. The corresponding waveguide is called a
strip-loaded slot waveguide.

Silicon-on-Insulator Slot Waveguides: Theory and Applications in Electro-Optics and Optical Sensing
http://dx.doi.org/10.5772/intechopen.75539

189



removal. In contrast, polymer-based EO modulators exhibit high-speed operation but suffer
from process compatibility with the well-established silicon-on-insulator (SOI) technology,
which makes high volume and cheap production challenging.

After the invention by Almeida et al. in 2004 [1], slot waveguides became one key element to
combine the well-established SOI technology with nonlinear optical polymers [2]. In recent
years, there has been an increasing interest in slot waveguide structures. An SOI slot wave-
guide consists of a small gap in between two silicon rails, where a nonlinear optical polymer
can be deposited. This narrow gap has two effects. First, the guided light is partly confined
inside the gap. Second, the gap leads to an extremely large electric field, while voltages as low
as 1 V are applied. Consequently, a record-high operation speed and large bandwidth with
low energy consumption has been demonstrated using the silicon-organic hybrid (SOH) pho-
tonics [3].

Researchers have also discovered the advantages of slot waveguides for optical sensing. In this
case, the slot waveguide takes advantage from the fact that more than 70% of the guided light
can be confined near the silicon rails. Therefore, the light has a stronger interaction with the
analyte compared to common strip waveguides, where only a fraction, 20%, of the light can be
interacting. This strong light-analyte interaction leads to a large waveguide sensitivity, which
has pushed the development of recent integrated optical sensors.

This work examines the theory and applications of SOI slot waveguides for EO modulators
and optical sensors. We provide a theoretical guideline for a deeper understanding of SOI slot
waveguides. The present work is structured as follows. The following section focuses on a
detailed theoretical description and analysis of slot waveguide structures. This is followed by a
section on the fabrication scheme using standard SOI technology. Finally, application notes in
electro-optics and optical sensing are given in Sections 4 and 5, respectively.

2. Silicon-on-insulator slot waveguide

This section deals with the basic concepts of SOI slot waveguides. For a deeper understanding
of slot waveguide structure, the breakthrough paper of Almeida et al. [1] is recommended.
However, the modal field expression given in [1] has some transcription errors and the given
characteristic equation is not explicit for solving higher-order modes. Therefore, the correct
modal field expression and the characteristic equation, which is also valid for higher-order
modes is provided in this chapter, following the comprehensive work of Liu et al. [4].

2.1. Introduction to silicon-on-insulator waveguides

In general, silicon waveguides can be readily fabricated from SOI wafers using standard
CMOS (complementary metal-oxide-semiconductor) processes. A typical SOI wafer consists
of a buried oxide (BOX) layer between the silicon wafer and a thin silicon layer. Optical
lithography and etching techniques are used to form the silicon waveguide. The most common
silicon waveguide is the strip waveguide. This waveguide has a rectangular geometry as

Emerging Waveguide Technology188

shown in Figure 1. During the last decade, a new waveguide approach based on vertical
silicon slot waveguides has been proposed [1] and experimentally demonstrated to be suitable
as an optical phase shifter [2]. An SOI slot waveguide consists typically of two silicon rails with
a height of h ¼ 220 nm. This thickness of 220 nm has become a standard used in particular by
most multi-project wafer foundries [5]. As illustrated in Figure 1, both silicon rails are located
on top of a buried oxide (BOX) substrate and are separated from each other by a slot width s.
The width of the silicon rails is denoted as wg. Slot waveguides enable a high field confinement
in a narrow low-index region. Infiltration of the interior of the slot waveguide with an EO
polymer allows the use of the Pockels effect. Because of this effect, slot wave guides have high
potential in the field of optical switching and high-speed modulation even at frequencies of
100 GHz [3]. As a consequence, various devices like Mach-Zehnder interferometers and ring
resonators have been recently developed using slot waveguide phase shifters [6]. In fact, slot
waveguides have become the key element in order to implement organic materials into silicon
photonics. Beside the strip and slot waveguide, the strip-loaded slot waveguide is utilized in
this work. The cross section of each waveguide type is shown in Figure 1.

The overwhelming advantage of SOI slot waveguides lies in its compatibility with CMOS
fabrication processes. This compatibility ensures a cost efficient mass production environment
for such integrated photonic devices. Figure 2 shows, as an example, a scanning electron
microscopy (SEM) picture of three slot waveguides with different slot widths from the top
view and one slot waveguide in the cross-sectional view recorded with a focused ion beam
(FIB). They were fabricated in an SiGe BiCMOS pilot line at the Institute of High-Performance
Microelectronics (IHP) in Frankfurt (Oder) using 200 mm SOI wafers and 248 nm lithography.

2.2. Silicon-on-insulator slot waveguide theory

One major advantage of slot waveguides compared to strip waveguides is the fact that the
guided light is partially confined in between two silicon rails. Consequently, the light is forced

Figure 1. Typical silicon-on-insulator waveguide types. The most common waveguide type is the strip waveguide, where
the light is highly confined inside the silicon core. In case of slot waveguides, the light is confined near two silicon rails. To
apply a voltage to the silicon rails, strip-loads serve as electrical connections. The corresponding waveguide is called a
strip-loaded slot waveguide.
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to interact directly with the cladding material. The reason for the high confinement is the large
index contrast of the high-index silicon nsi and the low-index cladding material nclad. At the
interface the normal electric field, which is according to Figure 1, the Ex field component,
undergoes a large discontinuity. This results in a field enhancement in the low-index region,
which is proportional to the ratio of the refractive indices of the cladding material to that of
silicon,

Ex,slot ¼ n2si
n2clad

Ex, si (1)

Here, Ex, slot and Ex,si represent the electric field inside the slot and inside the silicon, respec-
tively. From Eq. (1), it is apparent that the modal field distribution in the slot depends on the
quotient of the refractive indices of silicon and the slot material. The larger the nsi to nclad ratio,
the stronger is the normal electric field component in the slot. Considering silicon with a
refractive index of 3.48 and air as cladding material with a refractive index of 1.0, the resulting
field amplitude is more than 12 times higher in the slot region according to Eq. (1). The high
confinement inside the slot is of special benefit for EO and biosensing applications.

As shown in Figure 2, a conventional slot waveguide structure with finite height consists of
two rectangle silicon rails. In the following, we will transform the three-dimensional (3D)
rectangular silicon rails of the slot waveguide into a two-dimensional (2D) slab waveguide,
where the height of the slot waveguide becomes infinite as illustrated in Figure 3. The coordi-
nate system is set in the center of the slab-based slot waveguide. This slab waveguide approx-
imation makes it easier to find an analytical solution and is simpler and more intuitive than
numerical methods like the finite element method (FEM).

For the Ex component of the fundamental TM (transverse magnetic) mode, the Helmholtz
equation for each layer becomes

d2Ex

dx2
þ k20n

2 xð Þ � β2
� �

Ex ¼ 0, (2)

where

Figure 2. SEM image (left) of slot waveguides with different slot widths fabricated using 248 nm lithography. FIB image
(right) of a slot waveguide cross section [13].
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n xð Þ ¼ f xð Þ ¼
nslot, if xj j < a

nsi, if a < xj j < b

nclad, if xj j > b

8>><
>>:

(3)

and β ¼ k0neff denotes the mode propagation constant with the effective refractive index neff .
Letting

γ2
slot ¼ β2 � k20n

2
slot (4)

γ2
si ¼ k20n

2
si � β2 (5)

γ2
clad ¼ β2 � k20n

2
clad (6)

the Helmholtz equation can be expressed as

d2Ex

dx2
� γ2

slotEx ¼ 0, if xj j < a

d2Ex

dx2
þ γ2

siEx ¼ 0, if a < xj j < b

d2Ex

dx2
� γ2

cladEx ¼ 0, if xj j > b

8>>>>>>>><
>>>>>>>>:

(7)

The effective refractive index is obtained by solving the Eigen equation of the waveguide
structure. In case of the TM fundamental mode, the following condition is assumed:
nsi > nclad ≥nslot. The analysis of other cases like nsi > nslot > nclad is out of the scope of this
thesis. For a more detailed analysis the work of Liu et al. [4] is recommended. However, by
choosing reasonable modal field functions in each layer of the slab-based slot waveguide and

Figure 3. Schematic of the slot waveguide structure with infinite height (slab waveguide approximation). The refractive
index of the slot is denoted as nslot .
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to interact directly with the cladding material. The reason for the high confinement is the large
index contrast of the high-index silicon nsi and the low-index cladding material nclad. At the
interface the normal electric field, which is according to Figure 1, the Ex field component,
undergoes a large discontinuity. This results in a field enhancement in the low-index region,
which is proportional to the ratio of the refractive indices of the cladding material to that of
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Here, Ex, slot and Ex,si represent the electric field inside the slot and inside the silicon, respec-
tively. From Eq. (1), it is apparent that the modal field distribution in the slot depends on the
quotient of the refractive indices of silicon and the slot material. The larger the nsi to nclad ratio,
the stronger is the normal electric field component in the slot. Considering silicon with a
refractive index of 3.48 and air as cladding material with a refractive index of 1.0, the resulting
field amplitude is more than 12 times higher in the slot region according to Eq. (1). The high
confinement inside the slot is of special benefit for EO and biosensing applications.

As shown in Figure 2, a conventional slot waveguide structure with finite height consists of
two rectangle silicon rails. In the following, we will transform the three-dimensional (3D)
rectangular silicon rails of the slot waveguide into a two-dimensional (2D) slab waveguide,
where the height of the slot waveguide becomes infinite as illustrated in Figure 3. The coordi-
nate system is set in the center of the slab-based slot waveguide. This slab waveguide approx-
imation makes it easier to find an analytical solution and is simpler and more intuitive than
numerical methods like the finite element method (FEM).

For the Ex component of the fundamental TM (transverse magnetic) mode, the Helmholtz
equation for each layer becomes

d2Ex

dx2
þ k20n

2 xð Þ � β2
� �

Ex ¼ 0, (2)

where

Figure 2. SEM image (left) of slot waveguides with different slot widths fabricated using 248 nm lithography. FIB image
(right) of a slot waveguide cross section [13].
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The effective refractive index is obtained by solving the Eigen equation of the waveguide
structure. In case of the TM fundamental mode, the following condition is assumed:
nsi > nclad ≥nslot. The analysis of other cases like nsi > nslot > nclad is out of the scope of this
thesis. For a more detailed analysis the work of Liu et al. [4] is recommended. However, by
choosing reasonable modal field functions in each layer of the slab-based slot waveguide and

Figure 3. Schematic of the slot waveguide structure with infinite height (slab waveguide approximation). The refractive
index of the slot is denoted as nslot .
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employing the electromagnetic field boundary conditions, the modal field solution and the
characteristic equation can be obtained. In consideration of the natural boundary condition
and waveguide symmetry the general solution for the transverse E-field profile Ex of the
fundamental TM mode is

Ex xð Þ ¼
A1cosh γslotx

� �
, if xj j < a

A2 cos γsi xj j� �þ B2 sin γsi xj j� �
, if a < xj j < b

A3e�γclad xj j, if xj j > b

8><
>:

(8)

Here, A1, A2, A3 and B2 are constants. Assuming that there is no free charge at the boundary,
the boundary continuous conditions for the TM mode are the continuity of the normal compo-
nent of the electric displacement field n2cladEx,clad ¼ n2siEx, si

� �
and n2slotEx, slot ¼ n2siEx, si

� �
and the

continuity of dEx/ dx. At boundary surfaces xj j ¼ a and xj j ¼ b, the boundary continuous
conditions are used to derive the coefficients and the eigenvalue equation for β. The eigenvalue
equation is a transcendental equation and is given by

tan�1 n2si
n2clad

γclad

γsi

 !
þ tan�1 n2si

n2slot

γslot

γsi
tanh γslota

� � !
þm∙π ¼ γsi b� að Þ (9)

where m is an integer. The analytical solution of the fundamental TM mode is obtained by
substituting the coefficients into the general solution for Ex (Eq. (8)), which leads to the modal
field expression

Ex xð Þ ¼ A

1
n2slot

cosh γslotx
� �

, if xj j < a

1
n2si

cosh γslota
� �

cos γsi xj j � að Þ� �

þ 1
n2slot

γslot

γsi
sinh γslota

� �
sin γsi xj j � að Þ� �

, if a < xj j < b

1
n2clad

cosh γslota
� �

cos γsi b� að Þ� ��

þ n2si
n2slot

γslot

γsi
sinh γslota

� �
sin γsi b� aÞð Þ� �

e�γclad xj j, if xj j > b

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

(10)

where A is an arbitrary constant. As an example, Figure 4 shows the normalized Ex field
distribution of a typical silicon slot waveguide. This figure gives an evidence of the large
discontinuity and the high E-field confinement inside the slot region.

2.3. Simulation of slot waveguides

In this section, a commercial full-vectorial finite element method (FEM) based mode solver from
COMSOL Multiphysics is employed to simulate the slot waveguide structure with finite height.
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Here, the quasi-TE eigenmode presents the major E-field component along the x-direction [1].
Consequently, the quasi-TE eigenmode in the 3D slot waveguide structure is analogous to the
TM eigenmode in the slab-based slot waveguide structure, which was studied in the previous
section. In the following simulation study, the waveguide parameters, i.e., the silicon rail width
wg and the slot width s, are variable whereas the height h is fixed to 220 nm (see Figure 5).

The wavelength is assumed to be λ ¼ 1550 nm because it is a typical telecommunication
wavelength in silicon photonics. Triangular vector elements with a maximum and minimum

Figure 4. Calculated Ex field (normalized) for a slot waveguide structure with infinite height. Parameters: λ ¼ 1550 nm,
a ¼ 110 nm, b ¼ 220 nm, nslot ¼ nclad ¼ 1:44, nsi ¼ 3:48.

Figure 5. Cross-sectional view of an SOI strip waveguide (a) and an SOI slot waveguide (b). The cladding oxide is
removed to hybridize the silicon waveguide with an EO polymer (EO modulator) or to bring the waveguide in contact
with an analyte (biochemical sensor). The refractive indices are denoted as nclad, nsi and nbox for the caldding material,
silicon and buried oxide substrate, respectively.
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employing the electromagnetic field boundary conditions, the modal field solution and the
characteristic equation can be obtained. In consideration of the natural boundary condition
and waveguide symmetry the general solution for the transverse E-field profile Ex of the
fundamental TM mode is

Ex xð Þ ¼
A1cosh γslotx

� �
, if xj j < a

A2 cos γsi xj j� �þ B2 sin γsi xj j� �
, if a < xj j < b

A3e�γclad xj j, if xj j > b
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Here, A1, A2, A3 and B2 are constants. Assuming that there is no free charge at the boundary,
the boundary continuous conditions for the TM mode are the continuity of the normal compo-
nent of the electric displacement field n2cladEx,clad ¼ n2siEx, si
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and n2slotEx, slot ¼ n2siEx, si

� �
and the

continuity of dEx/ dx. At boundary surfaces xj j ¼ a and xj j ¼ b, the boundary continuous
conditions are used to derive the coefficients and the eigenvalue equation for β. The eigenvalue
equation is a transcendental equation and is given by
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where m is an integer. The analytical solution of the fundamental TM mode is obtained by
substituting the coefficients into the general solution for Ex (Eq. (8)), which leads to the modal
field expression
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where A is an arbitrary constant. As an example, Figure 4 shows the normalized Ex field
distribution of a typical silicon slot waveguide. This figure gives an evidence of the large
discontinuity and the high E-field confinement inside the slot region.

2.3. Simulation of slot waveguides

In this section, a commercial full-vectorial finite element method (FEM) based mode solver from
COMSOL Multiphysics is employed to simulate the slot waveguide structure with finite height.
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Here, the quasi-TE eigenmode presents the major E-field component along the x-direction [1].
Consequently, the quasi-TE eigenmode in the 3D slot waveguide structure is analogous to the
TM eigenmode in the slab-based slot waveguide structure, which was studied in the previous
section. In the following simulation study, the waveguide parameters, i.e., the silicon rail width
wg and the slot width s, are variable whereas the height h is fixed to 220 nm (see Figure 5).

The wavelength is assumed to be λ ¼ 1550 nm because it is a typical telecommunication
wavelength in silicon photonics. Triangular vector elements with a maximum and minimum

Figure 4. Calculated Ex field (normalized) for a slot waveguide structure with infinite height. Parameters: λ ¼ 1550 nm,
a ¼ 110 nm, b ¼ 220 nm, nslot ¼ nclad ¼ 1:44, nsi ¼ 3:48.

Figure 5. Cross-sectional view of an SOI strip waveguide (a) and an SOI slot waveguide (b). The cladding oxide is
removed to hybridize the silicon waveguide with an EO polymer (EO modulator) or to bring the waveguide in contact
with an analyte (biochemical sensor). The refractive indices are denoted as nclad, nsi and nbox for the caldding material,
silicon and buried oxide substrate, respectively.
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element size of 6 and 2 nm, respectively have been adopted for meshing the profile with over
1:2� 104 mesh elements. The overall simulation area was 3 � 3 μm. In order to yield the mode
field distribution and effective refractive index, the refractive index distribution n x; yð Þ need to
be declared to calculate eigenvalues and eigenfunctions of the wave equation. Finally, we get
the E-field intensity distribution for the quasi-TE and quasi-TM mode as shown in Figure 6. In
the following, we will neglect the quasi-TM mode because it is over two orders of magnitude
smaller than the quasi-TE mode.

The material properties for our simulations were taken from a Sellmeier fit of the optical data
from Malitson SiO2ð Þ [16] and Salzberg and Villa Sið Þ [17], which corresponds to having
nSiO2 ¼ nbox ¼ 1:444 and nsi ¼ 3:48 at λ ¼ 1550 nm. The refractive index of the surrounding
material is in general variable because it can be gas, fluid or solid, depending on the applica-
tion. For exemple, we chose nclad ¼ 1:7, which corresponds to a commercially available and
reliable organic material named M3 (commercialized by GigOptix Inc.). M3 is successfully
used for several slot waveguide based EO modulators like in [2, 18–20].

As result, the effective refractive index can be obtained from this simulation. Figure 7 shows
the calculated effective refractive indices neff as a function of the slot width s and the rail width
wg. From this figure, it can be seen that the effective refractive index becomes higher by
increasing the rail width wg and by decreasing the slot width s. Therefore, such parameters
have to be taken into account in order to design slot waveguide based mode coupler, ring
resonators, or similar photonic components.

2.4. SOI slot waveguide optimization

In order to design and improve the waveguide geometry for applications in the field of EO
modulators and optical sensors, it is necessary to calculate characteristic values, which describe
the optical field confinement and therefore the interaction of light with the surrounding material.

Figure 6. FEM simulation of the normalized E-field intensity Exj j2 þ Ey
�� ��2 þ Ezj j2 for the first TE and first TMmode of SOI

strip and slot waveguides. Parameters: λ ¼ 1550 nm, nbox ¼ 1:444, nsi ¼ 3:48.
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One key figure of merit is the field confinement factor. In particular, it describes how well the
guided modal field is confined in a certain region and is defined as the ratio of the time averaged
energy flow through the domain of interest (Dint) to the time averaged energy flow through the
total domain (Dtot)

Γ ¼
ÐÐ

Dint
Re E�H∗f gezdxdyÐÐ

Dtot
Re E�H∗f gezdxdy (11)

Here, E and H are the electric and magnetic field vectors, respectively, and ez is the unit vector
in the z direction. There are four different cases in order to choose the domain of interest, as
illustrated in Figure 8. In case of common strip waveguides for electro-optics, the domain of
interest is usually equal to the core region (Dint ¼ Dcore) because high confinement inside the
core leads to lower optical losses. In contrast to that, for bio-sensing applications, the region of
the cladding region is considered to be the domain of interest (Dint ¼ Dclad), which is valid for
strip and slot waveguides as well. The reason for this is that the main goal is to have a high
light interaction with the surrounding material. Considering slot waveguides for electro-
optics, the domain of interest is equal to the slot region (Dint ¼ Dslot). There is also a change in
refractive index outside the slot since the electric field is also located outside. This contribution
is, however, very small compared to that one inside the slot if we assume the linear EO effect
(Pockels effect). The Pockels effect requires indeed a non-centro-symmetrical orientation of the
EO polymers or non-centro-symmetric organic crystals. Because of that, the main part of the
electric field, which gives a contribution to the refractive index change, is the x-component.

Figure 7. Calculated effective refractive indices neff of SOI slot waveguides as a function of the slot width s and the rail
width wg.
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element size of 6 and 2 nm, respectively have been adopted for meshing the profile with over
1:2� 104 mesh elements. The overall simulation area was 3 � 3 μm. In order to yield the mode
field distribution and effective refractive index, the refractive index distribution n x; yð Þ need to
be declared to calculate eigenvalues and eigenfunctions of the wave equation. Finally, we get
the E-field intensity distribution for the quasi-TE and quasi-TM mode as shown in Figure 6. In
the following, we will neglect the quasi-TM mode because it is over two orders of magnitude
smaller than the quasi-TE mode.

The material properties for our simulations were taken from a Sellmeier fit of the optical data
from Malitson SiO2ð Þ [16] and Salzberg and Villa Sið Þ [17], which corresponds to having
nSiO2 ¼ nbox ¼ 1:444 and nsi ¼ 3:48 at λ ¼ 1550 nm. The refractive index of the surrounding
material is in general variable because it can be gas, fluid or solid, depending on the applica-
tion. For exemple, we chose nclad ¼ 1:7, which corresponds to a commercially available and
reliable organic material named M3 (commercialized by GigOptix Inc.). M3 is successfully
used for several slot waveguide based EO modulators like in [2, 18–20].

As result, the effective refractive index can be obtained from this simulation. Figure 7 shows
the calculated effective refractive indices neff as a function of the slot width s and the rail width
wg. From this figure, it can be seen that the effective refractive index becomes higher by
increasing the rail width wg and by decreasing the slot width s. Therefore, such parameters
have to be taken into account in order to design slot waveguide based mode coupler, ring
resonators, or similar photonic components.

2.4. SOI slot waveguide optimization

In order to design and improve the waveguide geometry for applications in the field of EO
modulators and optical sensors, it is necessary to calculate characteristic values, which describe
the optical field confinement and therefore the interaction of light with the surrounding material.
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One key figure of merit is the field confinement factor. In particular, it describes how well the
guided modal field is confined in a certain region and is defined as the ratio of the time averaged
energy flow through the domain of interest (Dint) to the time averaged energy flow through the
total domain (Dtot)

Γ ¼
ÐÐ

Dint
Re E�H∗f gezdxdyÐÐ

Dtot
Re E�H∗f gezdxdy (11)

Here, E and H are the electric and magnetic field vectors, respectively, and ez is the unit vector
in the z direction. There are four different cases in order to choose the domain of interest, as
illustrated in Figure 8. In case of common strip waveguides for electro-optics, the domain of
interest is usually equal to the core region (Dint ¼ Dcore) because high confinement inside the
core leads to lower optical losses. In contrast to that, for bio-sensing applications, the region of
the cladding region is considered to be the domain of interest (Dint ¼ Dclad), which is valid for
strip and slot waveguides as well. The reason for this is that the main goal is to have a high
light interaction with the surrounding material. Considering slot waveguides for electro-
optics, the domain of interest is equal to the slot region (Dint ¼ Dslot). There is also a change in
refractive index outside the slot since the electric field is also located outside. This contribution
is, however, very small compared to that one inside the slot if we assume the linear EO effect
(Pockels effect). The Pockels effect requires indeed a non-centro-symmetrical orientation of the
EO polymers or non-centro-symmetric organic crystals. Because of that, the main part of the
electric field, which gives a contribution to the refractive index change, is the x-component.

Figure 7. Calculated effective refractive indices neff of SOI slot waveguides as a function of the slot width s and the rail
width wg.
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The x-component is homogeneous inside the slot. Outside there is just a little projection of the
x-component which contributes as shown in Figure 9. This figure shows a simulation of the
optical and electrical field in case of a strip-loaded slot waveguide. The strip-load serves as the
electrical contact. In the following, however, the field confinement factor will be determined
for slot waveguides without strip-load; the results are also valid for strip-loaded slot wave-
guides since the difference is negligible.

Figure 8. Domains of interest: core Dcore, cladding Dclad and slot Dslot regions are highlighted in green. Please note that the
substrate is not included in the cladding region because it does not contribute to the electro-optical or sensing effect. Only
the amount of light, which is interacting with the cladding material, i.e. in the cladding or in the slot region, is of interest.

Figure 9. (a) The normalized optical field distribution for the quasi-TE eigenmode of a strip-loaded slot waveguide
structure and (b) normalized x-component of the electric field (Ex). The largest overlap between optical and electrical field
is achieved inside the slot. Because of that, Pockels effect outside the slot region is negligible and therefore, the field
confinement factor in the slot region Γslot should be taken into account in order to avoid an underestimation of the
refractive index change Δn.
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To validate our simulation approach and compare it with literature data, the field confinement
factors of standard SOI strip waveguides are investigated additionally and depicted in
Figure 10. The domains of interest are the silicon core and the cladding in this case. Note that
the substrate is not included in the calculated domains and, therefore, the sum of the core and
cladding field confinement factor is not equal to unity. As can be seen from Figure 10, there is a
large confinement of about 0:76 in the silicon core region of a strip waveguide with a typical
waveguide width of w ¼ 500 nm. These results are in good agreement with the literature [7].

However, to maximize the sensitivity of SOI slot waveguide based biochemical sensors, it is
necessary to maximize the field confinement factor of the cladding (which will be referred to as
Γclad) in order to increase the light-analyte interaction. From Figure 11, it can be seen that the
confinement in the cladding region of a slot waveguide is increased by decreasing the rail
width wg and increasing the slot width s. We chose this parameter range to be compatible with
typical semiconductor production platforms. For wg ¼ 180 nm, the highest confinement in the
cladding region is obtained in the parameter range of our simulation. For a slot waveguide
with wg ¼ 180 nm and s ¼ 180 nm we obtain a field confinement factor of Γclad ¼ 0:69. This is
an enhancement of about five times compared to a conventional strip waveguide with a typical
waveguide width of w ¼ 500 nm. With that result, the high sensitivity of slot waveguide based
label-free sensors as stated by Claes et al. can be explained [8]. However, due to the difficulty
in functionalizing the interior of the slot, the sensitivity could be smaller than expected.

Figure 10. Calculated field confinement factor Γstrip of conventional SOI strip waveguides for the core and cladding
region as a function of the waveguide width wg.
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The x-component is homogeneous inside the slot. Outside there is just a little projection of the
x-component which contributes as shown in Figure 9. This figure shows a simulation of the
optical and electrical field in case of a strip-loaded slot waveguide. The strip-load serves as the
electrical contact. In the following, however, the field confinement factor will be determined
for slot waveguides without strip-load; the results are also valid for strip-loaded slot wave-
guides since the difference is negligible.

Figure 8. Domains of interest: core Dcore, cladding Dclad and slot Dslot regions are highlighted in green. Please note that the
substrate is not included in the cladding region because it does not contribute to the electro-optical or sensing effect. Only
the amount of light, which is interacting with the cladding material, i.e. in the cladding or in the slot region, is of interest.

Figure 9. (a) The normalized optical field distribution for the quasi-TE eigenmode of a strip-loaded slot waveguide
structure and (b) normalized x-component of the electric field (Ex). The largest overlap between optical and electrical field
is achieved inside the slot. Because of that, Pockels effect outside the slot region is negligible and therefore, the field
confinement factor in the slot region Γslot should be taken into account in order to avoid an underestimation of the
refractive index change Δn.
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To validate our simulation approach and compare it with literature data, the field confinement
factors of standard SOI strip waveguides are investigated additionally and depicted in
Figure 10. The domains of interest are the silicon core and the cladding in this case. Note that
the substrate is not included in the calculated domains and, therefore, the sum of the core and
cladding field confinement factor is not equal to unity. As can be seen from Figure 10, there is a
large confinement of about 0:76 in the silicon core region of a strip waveguide with a typical
waveguide width of w ¼ 500 nm. These results are in good agreement with the literature [7].

However, to maximize the sensitivity of SOI slot waveguide based biochemical sensors, it is
necessary to maximize the field confinement factor of the cladding (which will be referred to as
Γclad) in order to increase the light-analyte interaction. From Figure 11, it can be seen that the
confinement in the cladding region of a slot waveguide is increased by decreasing the rail
width wg and increasing the slot width s. We chose this parameter range to be compatible with
typical semiconductor production platforms. For wg ¼ 180 nm, the highest confinement in the
cladding region is obtained in the parameter range of our simulation. For a slot waveguide
with wg ¼ 180 nm and s ¼ 180 nm we obtain a field confinement factor of Γclad ¼ 0:69. This is
an enhancement of about five times compared to a conventional strip waveguide with a typical
waveguide width of w ¼ 500 nm. With that result, the high sensitivity of slot waveguide based
label-free sensors as stated by Claes et al. can be explained [8]. However, due to the difficulty
in functionalizing the interior of the slot, the sensitivity could be smaller than expected.

Figure 10. Calculated field confinement factor Γstrip of conventional SOI strip waveguides for the core and cladding
region as a function of the waveguide width wg.
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In order to improve SOI slot waveguides for EO applications, it is necessary to find the highest
confinement in the slot region. Figure 12 shows the calculated field confinement factors for the
slot region Γslot as a function of the slot width s and the rail width wg as parameter. As can be
seen from this figure, there is one maximum of the highest field confinement of Γslot ¼ 0:216 at
a slot width of s ¼ 116 nm and a rail width of wg ¼ 200 nm. This is about three times smaller
compared to an SOI strip waveguide (see Figure 10). However, in this case, it is more conve-
nient to relate the field confinement factor Γslot to the area where the light is confined as figure
of merit, ξslot ¼ Γslot=Aslot and ξclad ¼ Γclad=Aclad. In our case, Aslot is equal to the slot domain of
the slot waveguide and Astrip is equal to the silicon core domain of the strip waveguide. For
the optimized slot waveguide structure (s ¼ 116 nm, wg ¼ 200 nm), this figure of merit is
about ξslot ¼ 7:83� 1012 m�1 and for a typical strip waveguide (w ¼ 500 nm), it is about
ξslot ¼ 6:82� 1012 m�1. Even ξslot is 15% higher than ξstrip; one should keep in mind that a
modulator with extremely high field confinement usually suffers very high optical loss. This
off-loss can make any modulator useless. With the calculated field confinement factor, an
underestimation of the required interaction length for an EO phase modulator is ensured, but
such estimation might lead to a field confinement factor that looks prohibitive for using such
modulators. The key benefit of slot waveguides is nevertheless the use of organic materials
with EO coefficients that are more than one order of magnitude higher compared to semi-
conductors like GaAs or strained silicon.

Figure 11. Calculated field confinement factor Γclad of an SOI slot waveguide for the cladding region in dependence on the
slot width s and the rail width wg.
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3. Fabrication of silicon-on-insulator slot waveguides

After the physical layout is developed and simulated, the optimized design need to be
converted to a chip layout. Then the fabrication can be realized in an SOI pilot line. This section
describes a typical process flow, which can be used with a 200 mm SOI wafer and 248 nm
optical lithography or electron beam lithography. Commonly, SOI slot waveguides are fabri-
cated by optical lithography, which enables slot width in the range of 120 nm to 200 nm. To
reduce the slot width it is possible to use electron beam lithography.

The complete fabrication scheme is illustrated in Figure 13. The basis is an SOI wafer with a
220 nm silicon layer on top of a 2 μm buried oxide layer. In fact, the silicon layer is the actual
waveguide layer. It can be doped in a certain area (Figure 13a–c) with boron in order to reduce
electric conductivity. In this case, the boron doping concentration is about 1017 cm�3 and,
hence, the resulting conductivity is about 11:3 Ω�1cm�1. Then, the waveguide is reduced to
create thin slabs, which will be used as the electric connection from the electrodes to the slot
waveguide (Figure 13d–e). This is followed by etching the slot down until the substrate
(Figure 13f–h). It is essential to etch it completely because a connection between both silicon
rails would lead to a current flow, which in turn induces heat. To further reduce the electric
conductivity, another doping step with higher boron doping concentration needs to be
performed, as illustrated in Figure 13i–k. This higher doping area is placed a few hundreds

Figure 12. Calculated field confinement factor Γslot of an SOI slot waveguide for the slot region as a function of the slot
width s and the rail width wg.
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of nanometers away from the slot waveguide (for example, 800 nmÞ to avoid optical losses due to
two photon absorption and free carrier absorption. The boron doping concentration is 1020 cm�3

and, hence, the resulting conductivity is about 1177:86Ω�1cm�1. Finally, the electric contacts are
formed by depositing aluminum on the doped silicon (Figure 13i–n). A silicide intermediate
layer can be used between the aluminum and doped silicon in order to reduce the resistivity.

However, only a few SOI slot waveguide-based ring resonators are published so far. The main
reason for this fact is that slot-waveguide structures suffer from relatively high losses, mainly
caused by sidewall roughness [24]. As a consequence, slot waveguide resonators like micro-
ring resonators have typically small optical quality factors (Q-factors). One possible approach
to tackle this problem is to reduce propagation losses in the slot waveguides by atomic layer
deposition of thin dielectric films, for example, amorphous titanium dioxide (TiO2) [25, 26].
This reduces, on the one hand, propagation losses but on the other hand, it is associated with
additional and not economical production steps, which makes it rather unattractive from the
commercial point of view. Another way to tackle this problem is to improve the coupling
efficiency. For example, an improvement of 10 times mechanical, thermal the optical Q-factor
was demonstrated recently [27].

Figure 13. Schematic representation of the fabrication flow of a silicon-on-insulator slot waveguide.
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4. Electro-optic modulation in slot waveguides

Electro-optic modulators based on slot waveguides typically examine the linear EO effect, also
known as Pockels effect, in organic materials such as organic crystals or polymers. In general,
an EO polymer consists of a passive matrix of polymer chains that gives the material its
mechanical, thermal, and chemical stability. This matrix is doped with active molecules that
have a strong Pockels effect. Most EO devices based on organic EO materials use dipolar
molecules embedded in or covalently attached to polymeric material lattices. A device-relevant
EO activity requires a macroscopic non-centrosymmetric orientation, which is usually
achieved by electric field poling of molecules endowed with their own lack of symmetry. This
leads to a linear EO effect, which is appropriated for high-frequency applications.

The linear EO effect in terms of the refractive index change Δn can be determined by

Δn ¼ � 1
2
n3eoprE ¼ 1

neop
χ 2ð ÞE, (12)

where neop represents the refractive index of the EO polymer, r is the linear EO coefficient, E is the

electric field, and χ 2ð Þ denotes the second-order susceptibility. In SOI slot waveguides, the electric
field can be determined by E ¼ U=s, where U is the applied voltage. Comparing the coefficients
in Eq. (12) gives the relation between linear EO coefficient and second-order susceptibility

r ¼ � 2χ 2ð Þ

n4eop
: (13)

The linear EO coefficient r describes the EO activity of a centrosymmetric material and can be
represented by [9].

r∝Nβ cos 3θ
� �

(14)

Here, N is the chromophore number density or the number of nonlinear molecules in the
material contributing to the polarization, β represents the molecular first hyperpolarizability,
and cos 3θ

� �
denotes the average non-centrosymmetric order parameter.

θ denotes the angle between molecular dipole axis and the electric field vector. Eq. (14)
suggests strategies to increase the linear EO effect:

1. Increasing the chromophore number density N.

2. Using chromophores with high first hyperpolarizability β.

3. Maximizing the average non-centrosymmetric order parameter cos 3θ
� �

by inducing a
high molecular orientation.

Such requirements are best met by EO polymers which are dipolar and exhibit a highly
polarizable donor-π-acceptor (D-π-A) system. This D-π-A system can support a charge trans-
fer between electron donating and electron withdrawing groups [10]. For electron donating
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usually the following side groups are used: N CH3ð Þ2, OCH3, OH, while for electron accepting
groups the following ones: NO, O2N, CHO, CN. The π-electron conjugated segment serves to
transmit the charge, as illustrated in Figure 14.

In this work, we demonstrate EO modulation in an SOI slot waveguide using the azobenzene
dye Disperse Red 1 doped in poly(methyl methacrylate). This guest-host polymer system is
infiltrated into the slot waveguide by spin-coating. A ring resonator is employed to demonstrate
intensity modulation. Here, the slot waveguide is partially introduced in the ring. The geometry
values are the same as in our previous work in Ref. [11]. This ring resonator has been recently
shown to operate efficiently as EO switch [12] and is fabricated in a SiGe BiCMOS pilot line on a
200 nm SOI wafer at the Institute of Innovative Microelectronics IHP in Frankfurt (Oder),
Germany. This work, however, demonstrates intensity modulation by applying a function gen-
erator to the ground-signal-ground electrodes instead of a DC source. For this experiment, an
external cavity laser operating the optical C-band is used as light source, which is polarized to
obtain a quasi TEmode in the slot waveguide. A schematic of the complete experimental set-up is
shown in Figure 15. For our demonstration, we applied a sine signal with a peak-to-peak voltage
of 1 V at a frequency of 25 kHz. The oscilloscope traces in Figure 16 show the applied electrical

Figure 15. Schematic of the experimental set-up for EO modulation. An external cavity laser (ECL) is polarized and
coupled to the SOI chip. An erbium doped fiber amplifier (EDFA) is used to amplify the outcoupled light. A 2 nm optical
filter is applied to avoid signal noise from the EDFA and a variable attenuator is used to avoid damaging the InGaAs
photodetector. Finally, the modulated signal is recorded with a digital sampling oscilloscope (DSO). The digital
multimeter was used for wavelength adjustment.

Figure 14. D-π-a system. EO polymers are typically composed of electron donating (D) and electron accepting (A) side
groups.

Emerging Waveguide Technology202

signal (blue) and the observed optical signal (green). The present experiment demonstrates the
feasibility of a polymer filled SOI slot waveguide for EO modulation at low voltages. It is
worthwhile to note that the applied voltage of 1 V is compatible with common CMOS-based
drivers; making the present approach attractive from the commercial point of view.

5. Optical sensing in slot waveguides

The working principle of photonic ring resonators for biochemical sensing is based on refrac-
tive index sensing, i.e., the measurement of the resonance wavelength shift Δλ due to a
refractive index change Δns of the solution containing the analyte in specific concentration.
This refractive index change is typically subjected to a change in concentration. In order to
measure the resonance wavelengths, the light of a tunable laser is in-coupled to the photonic
chip out-coupled via an optical fiber, and detected by a photodiode. According to the reso-
nance conditions, only selected wavelengths can propagate in the ring and distinct resonance
peaks appear in the output spectrum.

In principle, the resonant wavelength λres of the device depends on the effective refractive
index neff of the optical waveguide that, in turn, is determined by the refractive index of the
analyte. Therefore, by detecting changes in the resonant wavelength Δλ of the ring, small
changes in refractive index Δns of the solution can be determined. The wavelength shift can
be calculated by [13].

Figure 16. Oscilloscope traces of the electrical sine signal (blue) and the modulated optical signal (green). The peak-to-
peak voltage of the electrical signal is 1 V and the modulation frequency is 25 kHz.
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Δλ ¼ λres

ng
ΔnsΓclad, (15)

where Γclad is the field confinement factor in the cladding which has to satisfy the condition
Δneff ¼ Γcladns.

Generally, there are two types of sensing mechanisms, namely homogenous sensing and
surface sensing, that a ring resonator can perform. The difference is the origin of sensing signal
as shown in Figure 17. Homogeneous sensing signals results from the refractive index change
induced by the presence of the analytes in the whole region of the evanescent field, which
leads to a non-specific measurement. Detection of chemicals, for example, 2-propanol, sodium

Figure 17. Schematic of the surface sensing principle. The cross section shows that the receptor molecules (antibody) are
located on top of slot waveguide surface. The resonance peak is shifted due to a specific binding event. From this data the
quantity of the adsorbed analyte is obtained.
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chloride, and ethylene glycol, has been demonstrated using homogenous sensing [14]. How-
ever, homogeneous sensing usually lacks detection specificity.

In contrast, surface sensing signals originate from analytes in the close vicinity of the ring
resonator surface [14]. In this case, the surface of the silicon waveguide is modified with an
antibody. Only specific analytes can be attached to the antibody, i.e., this analyte-antibody
binding leads to a specific measurement. Once the analyte-antibody binding takes place, the
residuals can be removed by drying or flushing to enhance the specific measurement. When
the antigen, for example, proteins or DNA, interacts with the antibody, the optical wave is
influenced in its propagation, the resonance condition changes, and the resonance peak shifts
by Δλ. The magnitude of the wavelength shift Δλ provides information on the quantity of the
adsorbed analyte, where the detection limit of the sensor is defined by the minimum resolvable
wavelength shift. Moreover, by measuring the peak wavelength shift during the binding
process, the binding kinetic can be observed.

However, the main advantage of SOI slot waveguides is the fact that more light can interact
with the analyte. A possible explanation for this is the large field confinement factor in the
cladding region [15]. This fact leads to an enhanced waveguide sensitivity defined as

Swg ¼
δng
δns

: (16)

The waveguide sensitivity, however, does not take into account the resonant structure of widely
used ring resonators. Therefore, a second sensitivity is defined as the ring resonator sensitivity
given by

Srr ¼ δλres

δns
: (17)

SOI slot waveguide based ring resonators have been demonstrated to achieve more than three
times larger ring resonator sensitivities compared to conventional strip waveguide based ring
resonators [8]. Notwithstanding this, slot waveguide based ring resonators have not been yet
translated into a large overall sensitivity since the optical losses increase the detection limit
described by the full width at half maximum (FWHM). At large FWHM the resonance peak
shift may not be resolved. To take both into account (ring resonator sensitivity and the
FWHM), we can define a figure of merit FOM given by

FOM ¼ Srr
FWHM

: (18)

However, the experimental demonstration of surface sensing is beyond the scope of this work,
as it needs sophisticated surface modification techniques. Instead, this work focuses on
homogenous sensing and demonstrates an exemplary detection of 2-propanol to prove the
feasibility of the novel ring resonator concept. This demonstration has the aim of verifying that
the concept has practical potential.

We will now turn to the experimental demonstration of homogeneous sensing. To validate our
theoretical investigations we fabricated a hybrid-waveguide ring resonator with an SiGe
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resonators [8]. Notwithstanding this, slot waveguide based ring resonators have not been yet
translated into a large overall sensitivity since the optical losses increase the detection limit
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shift may not be resolved. To take both into account (ring resonator sensitivity and the
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However, the experimental demonstration of surface sensing is beyond the scope of this work,
as it needs sophisticated surface modification techniques. Instead, this work focuses on
homogenous sensing and demonstrates an exemplary detection of 2-propanol to prove the
feasibility of the novel ring resonator concept. This demonstration has the aim of verifying that
the concept has practical potential.

We will now turn to the experimental demonstration of homogeneous sensing. To validate our
theoretical investigations we fabricated a hybrid-waveguide ring resonator with an SiGe
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BiCMOS pilot line. The slot width of the fabricated device is s ¼ 150 nm and the rail width is
wg ¼ 180 nm. A comprehensive study and all geometric parameters of the hybrid-waveguide
ring resonator can be found in Ref. [21].

As preliminary test, we measured 100, 75 and 50% concentrations of 2-propanol in de-ionized
water. The test liquids are directly dropped onto the surface of the sensor. The refractive indices of
the liquids were independently measured by means of a refractometer (Kern ORT 1RS) obtaining
1.3766, 1.3656, and 1.3546 for 100, 75, and 50%, respectively, in good agreement with literature
values [22, 23]. Figure 18 shows the resonance wavelength shift Δλ versus refractive index ns of
the liquid solutions [21]. Each measurement is carried out five times to prove reproducibility.
Regression analysis was used to predict the ring resonator sensitivity. A ring resonator sensitivity
of Srr ¼ 106:29 nm=RIU and a FOM of 1337 were observed. For comparison, a strip waveguide-
based ring resonator has typically a ring resonator sensitivity of about 70 nm=RIU and a FOM of
903. This result demonstrates the feasibility of SOI slot waveguides for biochemical sensing and
the advantage in terms of sensitivity with respect to SOI strip waveguides.

6. Summary

In conclusion, this work has theoretically and experimentally studied aspects of SOI slot
waveguides. Simulation and analysis of SOI slot waveguides have been carried out using a

Figure 18. Measured resonance wavelength shift versus refractive index of the test liquid (100, 75, and 50% 2-propanol in
deionized water). The slope of the linear fit gives the resonator sensitivity of Srr ¼ 106:29 nm=RIU [21].
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finite element method based mode solver. We have determined field confinement factors for
the slot and cladding region for applications as EO modulator and optical sensor, respectively.
According to the present simulation study, SOI slot waveguides provide about five times
higher field confinement in the cladding region with respect to conventional SOI strip wave-
guides. These results can be used for design optimizations in order to achieve optimum SOI
slot waveguide dimensions for sensing applications.

The present study was designed to determine the optical and electro-optical characteristics
of SOI slot waveguide-based devices. The presented hybrid-waveguide ring resonator
consisting of a slot waveguide implemented in a strip waveguide-based ring resonator has
a set of characteristics, which makes it an excellent and unique candidate for low power
switches and modulators in the field of optical communication systems. The device was
fabricated using CMOS fabrication processes, which enables high integration density and
scalable, large-volume manufacturing. One of the more significant findings to emerge from
this study is the significantly improved EO response compared to common ring-based
modulators making use of the plasma dispersion effect, giving rise to the perspective of
sub-femtojoule EO switching. In addition, we have performed intensity modulation at
25 kHz. So far, these characteristics are not combined in any other ring resonator to our
knowledge. Moreover, there is still significant room for enhancing the device performance
in terms of EO response, for example, by taking advantage of the continuously improving
EO polymers. Taken together, the presented results suggest that the slot waveguide-based
ring resonators are promising candidates for future EO switches, modulators and tunable
filters. Future work should investigate the poling procedure to achieve a larger linear EO
effect and therefore, higher modulation frequencies using the same EO polymer. Another
limitation is the utilized EO polymer. Using advanced EO polymers indicate that the current
results could be further improved. Notwithstanding these limitations, the device perfor-
mance observed in this study indicate the great promises of using EO polymers which are
essential for various hybrid photonic devices particularly for low-power applications. The
demonstrated ring resonator opens a new route toward promising applications in the realm
of polymer-based non-linear photonics.

A further aspect investigated in this work was the use of SOI slot waveguides for optical
sensing. As proof of principle, homogeneous sensing of different concentrations of 2-propanol
in de-ionized water was performed. This study set out to determine the overall sensitivity,
taking into account the optical losses and the ring resonator sensitivity. It turns out that the slot
waveguide-based ring resonator has a higher overall sensitivity than most traditional ring
resonator sensors based on strip waveguides. Thus, it appears to be promising for a wide
range of sensing applications, including biochemical sensors.
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finite element method based mode solver. We have determined field confinement factors for
the slot and cladding region for applications as EO modulator and optical sensor, respectively.
According to the present simulation study, SOI slot waveguides provide about five times
higher field confinement in the cladding region with respect to conventional SOI strip wave-
guides. These results can be used for design optimizations in order to achieve optimum SOI
slot waveguide dimensions for sensing applications.

The present study was designed to determine the optical and electro-optical characteristics
of SOI slot waveguide-based devices. The presented hybrid-waveguide ring resonator
consisting of a slot waveguide implemented in a strip waveguide-based ring resonator has
a set of characteristics, which makes it an excellent and unique candidate for low power
switches and modulators in the field of optical communication systems. The device was
fabricated using CMOS fabrication processes, which enables high integration density and
scalable, large-volume manufacturing. One of the more significant findings to emerge from
this study is the significantly improved EO response compared to common ring-based
modulators making use of the plasma dispersion effect, giving rise to the perspective of
sub-femtojoule EO switching. In addition, we have performed intensity modulation at
25 kHz. So far, these characteristics are not combined in any other ring resonator to our
knowledge. Moreover, there is still significant room for enhancing the device performance
in terms of EO response, for example, by taking advantage of the continuously improving
EO polymers. Taken together, the presented results suggest that the slot waveguide-based
ring resonators are promising candidates for future EO switches, modulators and tunable
filters. Future work should investigate the poling procedure to achieve a larger linear EO
effect and therefore, higher modulation frequencies using the same EO polymer. Another
limitation is the utilized EO polymer. Using advanced EO polymers indicate that the current
results could be further improved. Notwithstanding these limitations, the device perfor-
mance observed in this study indicate the great promises of using EO polymers which are
essential for various hybrid photonic devices particularly for low-power applications. The
demonstrated ring resonator opens a new route toward promising applications in the realm
of polymer-based non-linear photonics.

A further aspect investigated in this work was the use of SOI slot waveguides for optical
sensing. As proof of principle, homogeneous sensing of different concentrations of 2-propanol
in de-ionized water was performed. This study set out to determine the overall sensitivity,
taking into account the optical losses and the ring resonator sensitivity. It turns out that the slot
waveguide-based ring resonator has a higher overall sensitivity than most traditional ring
resonator sensors based on strip waveguides. Thus, it appears to be promising for a wide
range of sensing applications, including biochemical sensors.
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Abstract

The silicon photon technology platform is low transmission loss, small size, low cost of 
the process and easy integration with electronic components and other characteristics. 
It is designed to design high-density optical communication network system has a con-
siderable advantage. Such as high-density wavelength division multiplexing (DWDM) 
system, that is through the different wavelengths of signal processing. So that it can be 
used for optical connection switches, routing and other applications. It composed of a 
DWDM system, through the Mach-Zehnder interferometer, ring resonator (Add/Drop), 
array waveguide grating (AWG) and grating coupler and other structural components. 
It is designed by components to filter, switch, adjust and detect functions. The charac-
teristics of the ring resonator are for wavelength selection. It is suitable for the design of 
optical switches, signal switching and modulation applications. It is also the focus of this 
lab and this chapter to explore and study. The general edge coupling, between the optical 
fiber and the waveguide dimension is very different. As a result, larger insertion loss is 
caused. This study uses the vertical coupling method to investigate the characteristics of 
a ring resonator.

Keywords: ring waveguide, add/drop, grating couple

1. Introduction

Big data era is entering reality. However, due to the limitations of electronic physical charac-
teristics, the traditional electrical interconnect [1–12] are increasingly faced with the challenge 
of rapidly expanding data transmission due to their technical development. In terms of band-
width expansion, transmission delay, loss control, signal enhancement and other aspects of 
the urgent need for a fundamental breakthrough. This prompted researchers to start looking 
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Abstract

The silicon photon technology platform is low transmission loss, small size, low cost of 
the process and easy integration with electronic components and other characteristics. 
It is designed to design high-density optical communication network system has a con-
siderable advantage. Such as high-density wavelength division multiplexing (DWDM) 
system, that is through the different wavelengths of signal processing. So that it can be 
used for optical connection switches, routing and other applications. It composed of a 
DWDM system, through the Mach-Zehnder interferometer, ring resonator (Add/Drop), 
array waveguide grating (AWG) and grating coupler and other structural components. 
It is designed by components to filter, switch, adjust and detect functions. The charac-
teristics of the ring resonator are for wavelength selection. It is suitable for the design of 
optical switches, signal switching and modulation applications. It is also the focus of this 
lab and this chapter to explore and study. The general edge coupling, between the optical 
fiber and the waveguide dimension is very different. As a result, larger insertion loss is 
caused. This study uses the vertical coupling method to investigate the characteristics of 
a ring resonator.

Keywords: ring waveguide, add/drop, grating couple

1. Introduction

Big data era is entering reality. However, due to the limitations of electronic physical charac-
teristics, the traditional electrical interconnect [1–12] are increasingly faced with the challenge 
of rapidly expanding data transmission due to their technical development. In terms of band-
width expansion, transmission delay, loss control, signal enhancement and other aspects of 
the urgent need for a fundamental breakthrough. This prompted researchers to start looking 
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for new solutions. Si-based photonic devices use optical transmission signals. Compared 
to electrons, photons travel much faster than the electron’s velocity, and the mechanism by 
which light transmits signals is the wave impedance transformation, which consumes very 
little energy. The signal is not prone to distortion during transmission. In large bandwidth 
conditions can be greater transmission capacity. And silicon-based photonic devices also have 
complementary metal oxide semiconductor (CMOS) process compatible, small size, commu-
nication band transparent, anti-radiation and so on. It is precisely because of large bandwidth, 
low latency, low power consumption, low crosstalk and other advantages [13–21]. Emerging 
information technologies such as optical communications, optical interconnects and optical 
sensing based on the integration of silicon photonics demonstrate the development trend of 
building new information hardware. It is becoming an important foundation for a new gen-
eration of information systems and networks. A key issue that cannot be ignored for Si-based 
photonic integrated chips is the input and output of optical signals. In particular, silicon is an 
indirect bandgap material. Luminous efficiency has not yet reached the practical requirements. 
The prior art approach required the introduction of a separate light source from outside the 
photonic chip or the use of an on-chip hybrid integrated light gain material. Therefore, the 
photonic integrated chip needs among high efficiency, large bandwidth and easy integration 
of the optical coupling structure both in and out of the chip. Commonly used two kinds of 
coupling methods generally use the end level coupling structure or on-chip vertical coupling 
structure. It is compared to other various opto-couplers. The grating coupler uses the vertical 
diffractive optical field of the on-chip optical waveguide to realize the optical signal input or 
output of the wafer. It has the advantages of easy online on-chip testing, no wafer or wafer pre-
treatment, and no strict space limitations. Become a hot spot in the field of silicon-based pho-
tonics integration. With the gradual improvement of CMOS process accuracy. Silicon-based 
waveguides at or near the nanometer level are gradually getting out of the process limitations 
[22–36]. Raster coupler also gradually shows its unique technical advantages. This research 
mainly expounds the development status and future trend of grating coupler in recent years.

2. Grating coupler and characteristics

Silicon-based grating coupled devices can be divided into one-dimensional structure and two-
dimensional structure. According to the grating cell cycle, duty cycle, etching depth, etching 
angle can be divided into uniform grating coupler, non-uniform grating coupler and blazed 
grating coupler. Gratings are coupling functional devices in silicon-based photonic integrated 
wafers. The main research contents of grating coupler include coupling efficiency, coupling 
angle, working wavelength bandwidth, polarization correlation and so on.

This uniform grating coupler refers to the unit period of each grating as shown in Figure 1, 
duty cycle, etching depth are constant. Its structure is that the slit is generally perpendicular 
to the interface. The diffraction mode field of a uniform periodic grating coupler decays expo-
nentially. The mode field of single mode fiber is Gaussian distribution. The overlap between 
the two η3 is limited. This is a classic model of a grating coupler. The coupling efficiency of 
the grating coupler is a coupling efficiency η3 determined by the diffraction intensity, the 
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directional efficiency and the overlapping integral of the coupling light field. Coupling effi-
ciency is greatly affected. It is difficult to achieve efficient coupling. There are many ways to 
enhance the coupling efficiency. For example, an increase of multilayer dielectric mirrors, 
metal mirrors, overlays, and large duty cycle grating structures utilizing the slot effect. These 
methods either reduce reflection or enhance directivity, or reduce the reflection loss between 
the grating coupler and the optical fiber. This attenuated diffraction mode field and the opti-
cal mode field overlap integral is small. Coupling efficiency is greatly limited. The advantage 
of a uniform grating coupler is CMOS-compatible. The process is relatively simple. Moreover, 
the study of uniform structure is more comprehensive. Its processing method is more mature.

Non-uniform grating coupler effectively solves this mode field mismatch problem. The 
so-called non-uniform grating coupler, refers to the cycle and duty cycle or etching depth 
changes with the direction of light a quasi-periodic structure. Due to the fact that this struc-
ture no longer maintains a strict periodicity, the diffraction factor changes correspondingly 
as the grating cell structure changes. Therefore, the diffraction mode field no longer exhib-
its exponential decay. It is theoretically possible to achieve a Gaussian distribution of the 
diffracted light field. A non-uniform grating coupler structure exhibiting a Gaussian type 
in the diffraction mode field can be formed by a set of narrow-width-expanded slits. Etch 
depth from shallow to deep. This waveguide-to-grating reduction of the structure reduces the 
reflection loss, which is very helpful in improving the coupling efficiency due to the process 
challenges. This grating coupler structure developed slowly from the theory. One commonly 
used method of controlling the depth of etching is to take advantage of the load (hysteresis) 
effect of plasma etching. Optimize the correspondence between etching depth and slit width.

This is with the improvement of craftsmanship. Fine structures below 50 nm are also pos-
sible. The minimum width of the non-uniform grating coupler made by our research group is 
about 40 nm. The experimentally measured single-ended coupling loss is only 0.85 dB. Solve 
the problem of non-uniform periodic grating coupler on the fine processing requirements. 

Figure 1. Silicon-based grating coupled.
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Researchers at OFC/NFOEC 2013 presented a method for double-depth etching, as shown in 
Figure 3(a) . This method uses several pairs of shallow etched raster to replace the front nar-
row groove grating pairs. This is due to the shallow depth of etching. It reaches the same cou-
pling strength as the deep etched grating. It is necessary to increase the width of the groove. 
Reduce the technical difficulty. The minimum groove width in this article is 135 nm. The 
coupling loss is about 1.5 dB in the vertical coupling structure.

All along, to enhance the technology is to reduce the second-order reflections. It is improv-
ing the coupling efficiency. The grating coupler diffraction angle is about 10° angle. But this 
kind of declination not only has the limitation to the practical application. It caused packag-
ing difficulties. Hinder the large-scale integration of the device. Vertical coupling becomes 
another problem to be solved that limits the practical application of the grating coupler after 
the coupling efficiency. For 0° declination, which is the need for vertical coupling is even more 
pressing. It is a uniform grating coupler or a non-uniform grating coupler. The problem of 
vertical coupling has not been well solved. There is second order reflection in resonance state. 
Second order reflection greatly reduces the coupling efficiency. In the detuning state, the sec-
ond order reflections disappear. Coupling efficiency increases, but vertical coupling cannot be 
achieved. It can be seen from the Prague relations that it is to achieve vertical coupling. It must 
eliminate or reduce the second order reflections. Known methods have been the addition of 
distributed Bragg reflector (DBR) mirrors. The reflected light of the DBR mirror is canceled by 
the interference of the second order reflected light.

In this study, vertical coupling of 40% coupling efficiency was achieved by adding DBR mir-
rors. Its efficiency is close to the coupling efficiency (44%) without a DBR mirror. It is only 
weakening second-order reflections by process deviation. It cannot be completely eliminated. 
Coupling efficiency curve will fluctuate. And DBR reflector parameters of the process control 
are difficult. Changing the distance between the coupler and the mirror by 100 nm cancels 
out the interference and constructs the interference phase. The efficient is coupling into a 
great loss. Therefore, it is necessary to further study and improves the DBR mirror grating 
structure is the best way to eliminate second-order reflection is blazed grating. The slits of 
the blazed grating are not perpendicular to the wafer surface. Instead, there is a blaze angle 
in the normal direction of the raster plane. The diffraction mode field is the superposition of 
the total diffraction mode field. Blazed grating processing requirements is incompatible with 
CMOS process. For the process of the problem, the research proposed a gradual change of the 
gradient grating coupler. Use the multi-step structure instead of the inclined surface of the 
blazed grating. Asymmetric sub-grating structures proposed by researchers can theoretically 
be vertically coupled. At the same time coupling efficiency is not much loss.

3. Two-dimensional grating coupler

Two-dimensional grating coupler can be roughly divided into two kinds. One is a grating 
coupler similar to a photonic crystal structure. The other is the curved grating coupler. The 
two-dimensional photonic crystal grating coupler is proposed to solve the polarization prob-
lem in the grating waveguide as shown in Figure 2. The large difference is in the transmission 

Emerging Waveguide Technology214

characteristics of the two transmission modes (TE, TM mode) in the grating coupler. A typi-
cal grating coupler can only transmit one mode. Transmission loss to another mode is rela-
tively large. Waveguide birefringence is commonly used to describe polarization dependence. 
Defined as the difference between the effective refractive index or the group refractive index 
of the TE and TM modes, Δn = nTEeff -nTMeff. TEeff and TMeff are refractive index of the TE and 
TM modes. The ideal polarization correlation is zero. Zero birefringence is the inability to 
precisely control the waveguide size. Smaller size deviations result in changes in polarization 
dependence. In addition, the polarization dependence is also related to the heat outside the 
waveguide, pressure, etc., to achieve polarization insensitivity is very difficult.

A grating coupler for a two-dimensional photonic crystal is another solution. The light of 
different polarization state is separated in the grating coupler. In one path, the TM mode is 
changed into the TE mode, and the TE mode is transmitted in different waveguides. Finally, 
it received by another two-dimensional photonic crystal grating coupler. Compared with the 
former method, the process is relatively less difficult. This grating coupler requires exactly 
two waveguide devices. Otherwise there will be distortion in the synthesis. Arc grating cou-
pler can effectively increase the degree of integration. Grating couplers and transmission 
waveguides typically have a pitch of more than 100 μm. An arcuate grating coupler takes 
advantage of the optical focusing characteristics of a circular or oval structure. All the arcs 
have a common focus. The waveguide is placed at this focus. This greatly reduces the spacing 
between the grating region and the waveguide. Arc grating coupler and waveguide spacing is 
generally 20 μm or less. Arc grating coupler increases the integration density at the same time. 
The additional loss between the waveguide and the waveguide is also reduced. The reported 
coupling efficiency of the curved grating coupler is 1.25 dB.

Figure 2. Two-dimensional grating coupler.
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An infinitely long uniform grating with wavelength selectivity, in practical applications, the 
grating length is limited. This creates a spectral broadening. This broadening has a certain 
limit. Since the grating structure parameters of the non-uniform grating coupler are not fixed 
values. According to the Bragg formula, the diffracted waves no longer maintain a single 
wavelength. Chirp Structure in Non-uniform Grating Coupler. It is raised in order to improve 
the bandwidth. It compared to a uniform grating coupler. Chirped grating adds a concept of 
chirp. It is usually the grating cell cycle changes. The increase in bandwidth is mainly deter-
mined by the amount of chirp. The University of Hong Kong used a “fishbone” structure in 
the fabrication of sub-wavelength waveguide grating coupling devices. Compared to nor-
mal grating structures, this fishbone The 3 dB bandwidth of the structured grating coupler 
increases while reducing the back reflection, reaching 90 around 1530 nm, while the curved 
grating reduces the transmission loss with a theoretical result of 1.7 dB The grating coupling 
loss is 3.5 dB.

The chirped grating used in this study is a chirp structure with uniformly varying periods. 
The grating period changes linearly. Analogies show that the 3 dB bandwidth of a chirped 
grating increases to 140 nm at a grating average period of 700 nm, a chirp of 200 nm and a 
grating period of 20. The center wavelength is in the vicinity of 1550 nm. The experimentally 
measured 3 dB bandwidth is 120 nm, which is similar to the simulation results.

4. Ring waveguide add/drop

3D drawing of ring laterally coupled (left) and vertically coupled (right) to the straight 
waveguides.

The general application of this silicon-on-silicon micro-ring thermocouple switch is shown 
in Figure 3. The advantages of silicon nanocrystals are absorbing layers instead of polymer 
materials. It is compatible with standard micro-process technology. Silicone crystals have a 
wide absorption band which can extend close to the IR band. This system includes several fea-
tures, the temperature dependence of refractive index. Silicon materials usually have higher 
refractive index temperature dependence than glass materials. Silicon temperature coefficient 
of about −0.075/°C grade. It is suitable for thermo-optic switch, silicon material refractive 
index temperature dependence. Other inorganic material temperature difference is relatively 
large and unstable. Silicon materials have low voltage, low current drive characteristics. It is 
switching time up to a few msec. It is suitable for wavelength tunable filter. It is heated silicon 
material refractive index increases. The wavelength of the optical filter will move towards 
long wavelengths. When the pulse wave is added, the rise time is about 25 msec and the 
fall time is about 30 msec. Waveform is high on (Pump on) 150 msec. The resulting power 
is 3.4 μW, low off (Pump off) 150 msec. It corresponds to the thermal optical switch dis-
placement resonance wavelength of about 5 pm. Grating coupling effects via micro-cycle. 
This design structure is the most original resonant spectrum output to the optical detector. It 
observes resonance waves. It supplies a pulse of power to make the resonance wave read out 
by the optical detector displacement spectrum.
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The thermo-optic switch calculates the switching energy, H = hAδT, where h is the total switch-
ing energy of the resonant center wavelength to be shifted, which is calculated by dividing the 
energy of the silicon (~ 10−5/° C). The material heat transfer coefficient in the air, A is the sphere 
size. This circle diameter is 150 μm, Q = 3 × 10−5 its resonance wavelength at 1450 nm, so the 
wavelength shift is ~ 4.8 pm. = 4.8/10 = 0.48° C, h = 81 W/m2/° C for silicon rings. It calculate 
the required switching energy H = 2.9 μW.

The microsphere temperature reaches equilibrium after power is turned on and off. In other 
words, that in these microspheres must reach a certain temperature stable in the surrounding 
air. in order to make the desired resonant frequency shift very accurately fall in the desired 
band. The pulse signal has a very good control of the drive. This study based on micro-ring 
heat. The optical switch specially designs the precise power signal control circuit, which 
obtains better optical information processing efficiency for further breakthrough in the opti-
cal communication field.

5. Experiment and results

Edge coupler for wavelength selection platform is shown in Figure 4. The characteristics 
of a micro-switch ring wavelength selective switch are analyzed. The working states of the 
components and corresponding switching operations are analyzed. A new light intensity 
transfer function formula is used to numerically compare the spectral responses of differ-
ent operating states and the switching responses of different switching operations. The 
results show that the device can realize the signal wavelength of four ways of simultane-
ous access of three channels, simultaneous access of two channels, single-channel access 
and no-channel access Selective access, multi-channel access to the open-circuit crosstalk 
performance deterioration, off-state crosstalk performance is not affected. The realization 
of the device access conversion between the switching operation can be divided into three 
categories. It switches operation to achieve the best off. The change of the index of refrac-
tion of small micro-rings during state crosstalk is about 6.0 × 10−3. The value of the change 
refraction index is in small micro-rings. It fully switched is less than 8.0 × 10−4. It indicates 
that it is easy to realize by thermo-optic effect Switching operation, and temperature control 
of the larger tolerance, the loss of the device switching characteristics of the results show 
that the loss can be based on the actual value. The refractive index of the micro-ring value 
of the passage is closed.

Figure 3. 3D drawing of ring laterally coupled (left) and vertically coupled (right) to the straight waveguides.
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wide absorption band which can extend close to the IR band. This system includes several fea-
tures, the temperature dependence of refractive index. Silicon materials usually have higher 
refractive index temperature dependence than glass materials. Silicon temperature coefficient 
of about −0.075/°C grade. It is suitable for thermo-optic switch, silicon material refractive 
index temperature dependence. Other inorganic material temperature difference is relatively 
large and unstable. Silicon materials have low voltage, low current drive characteristics. It is 
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placement resonance wavelength of about 5 pm. Grating coupling effects via micro-cycle. 
This design structure is the most original resonant spectrum output to the optical detector. It 
observes resonance waves. It supplies a pulse of power to make the resonance wave read out 
by the optical detector displacement spectrum.
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The thermo-optic switch calculates the switching energy, H = hAδT, where h is the total switch-
ing energy of the resonant center wavelength to be shifted, which is calculated by dividing the 
energy of the silicon (~ 10−5/° C). The material heat transfer coefficient in the air, A is the sphere 
size. This circle diameter is 150 μm, Q = 3 × 10−5 its resonance wavelength at 1450 nm, so the 
wavelength shift is ~ 4.8 pm. = 4.8/10 = 0.48° C, h = 81 W/m2/° C for silicon rings. It calculate 
the required switching energy H = 2.9 μW.

The microsphere temperature reaches equilibrium after power is turned on and off. In other 
words, that in these microspheres must reach a certain temperature stable in the surrounding 
air. in order to make the desired resonant frequency shift very accurately fall in the desired 
band. The pulse signal has a very good control of the drive. This study based on micro-ring 
heat. The optical switch specially designs the precise power signal control circuit, which 
obtains better optical information processing efficiency for further breakthrough in the opti-
cal communication field.

5. Experiment and results

Edge coupler for wavelength selection platform is shown in Figure 4. The characteristics 
of a micro-switch ring wavelength selective switch are analyzed. The working states of the 
components and corresponding switching operations are analyzed. A new light intensity 
transfer function formula is used to numerically compare the spectral responses of differ-
ent operating states and the switching responses of different switching operations. The 
results show that the device can realize the signal wavelength of four ways of simultane-
ous access of three channels, simultaneous access of two channels, single-channel access 
and no-channel access Selective access, multi-channel access to the open-circuit crosstalk 
performance deterioration, off-state crosstalk performance is not affected. The realization 
of the device access conversion between the switching operation can be divided into three 
categories. It switches operation to achieve the best off. The change of the index of refrac-
tion of small micro-rings during state crosstalk is about 6.0 × 10−3. The value of the change 
refraction index is in small micro-rings. It fully switched is less than 8.0 × 10−4. It indicates 
that it is easy to realize by thermo-optic effect Switching operation, and temperature control 
of the larger tolerance, the loss of the device switching characteristics of the results show 
that the loss can be based on the actual value. The refractive index of the micro-ring value 
of the passage is closed.

Figure 3. 3D drawing of ring laterally coupled (left) and vertically coupled (right) to the straight waveguides.
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In photonic multiplexing signal processing circuit, it can change the frequency and output 
amplitude of the size of the functional circuitry. Multiprocessing signal function lies in the 
large optical switch array selection (Addressing). It can quickly indicate which one of the 
optical switches is going to act as a thermo-optic effect as shown in Figure 5. It is fed into 
the desired temperature relative to the waveform and amplitude selected. It causes the 
temperature to be generated to correspond to this wavelength (λ). This so-called exchange 
of light signals is controlled by the thin film heating elements distributed in the polymer 
stack. The current through the heater cause the metal film heat as shown in Figure 6. It 
changes the distribution of heat within the branching area of the waveguide, causing the 
refractive index of the waveguide below it to change. It can guide the optical coupling 
from the main waveguide to the target branch waveguide, and realize the light switching 
action as shown in Figure 7.

Figure 4. Edge coupler for wavelength selection platform.

Figure 5. The optical micro-ring switches.
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The system delivers laser light through a tunable laser (Yenista Tunicss-T100S) with a wave-
length range of 1490 to 1640 nm and a resolution of 1 pico-meter. The laser light is transmitted 
through the fiber to a 2 × 2 splitter The splitter transmits the laser light to one end of the Gas 
cell and one end of the polarization controller respectively. Gas cell can generate absolute 
position at a specific wavelength. It is able to generate wavelength calibration position axis for 
the measurement of components. Through the polarization controller is the component side. 
It is through the polarization controller to control the maximum intensity of light detector 
straight. Laser light is TE polarized incident. It propagates through the fiber and is coupled 
through two grating couplers. At the same time through both ends of the InGaAs photodetec-
tor with amplification function to receive the last as shown in Figure 8. The system converts 
the measured optical signal into an electrical signal. It is through the BNC cable to send data 
to the computer.

In Add/drop condition is shown in Figure 9, an incident light enters from the input port of the 
optical waveguide. Part of the energy continues to propagate forward through the coupling 
region during transmission. A portion of the energy is coupled to the ring resonator. The 
energy coupled to the ring resonator is after a half-turn. A portion of the energy is coupled 
to the drop port. After the remaining energy is further circulated for half a turn, a part of the 
energy will be coupled back to the optical waveguide. The remaining energy will continue 
to maintain the above mechanism for dissemination. It is until the energy depleted so far. It 
is selectivity to wavelengths through the ring resonator. It can effectively filter or capture the 
wavelength of the action. It can achieve the effect of controlling the wavelength.

Figure 6. Different ring resister with difference value of temperature.
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With a linear raster coupler, the input light is coupled to this raster coupler for propagation, 
which is a linear raster structure limitation. Light requires longer focal length when traveling. 
If the focal length is not enough, easily lead to the scattering of light lead to energy loss. It 
causes the grating coupler coupling efficiency to drop.

In this study, the curvature-type grating structure is used for the measurement as shown in 
Figure 10. It can reduce the focusing length a lot. It is not loss of coupling efficiency.

Under the same coupling gap, the energy coupling coefficient and energy loss are relatively 
larger and larger in radius. The main reason is the large radius of the micro-ring coupling 
longer. Its energy coupling distance is longer. Therefore, a larger energy coupling coefficient 

Figure 7. Wavelength shift of transmission spectrum in coupled-ring-resonator.

Figure 8. Optical micro-ring measurement platform.
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and coupling loss are generated. In addition, the total optical path of large radii in the ring 
resonator is larger than the small radius micro-rings. It produces extra spreading loss. Under 
the same coupling gap (200 μm) and radius 7.5 μm is shown in Figure 11(a). Under the same 
coupling gap (200 μm) and radius 2.5 μm is shown in Figure 11(b). Under the same coupling 
gap (200 μm) and radius 7.5 μm only drop is shown in Figure 11(c).

It takes a drop of R2.5 Gap 200 at an approximate wavelength of 1546 nm. The dip curve with 
drop (with drop) and the dip curve with no drop (without drop) are shown in Figure 12.

It takes a drop of R7.5 Gap 200 at a wavelength of approximately 1555 nm. The dip curve with 
drop (with drop) and the dip curve with no drop (without drop) are shown in Figure 13. It is 

Figure 9. In add/drop condition.

Figure 10. The vertical coupling system.

Investigation of Ring Waveguide Add/Drop with Grating Couple
http://dx.doi.org/10.5772/intechopen.76800

221



With a linear raster coupler, the input light is coupled to this raster coupler for propagation, 
which is a linear raster structure limitation. Light requires longer focal length when traveling. 
If the focal length is not enough, easily lead to the scattering of light lead to energy loss. It 
causes the grating coupler coupling efficiency to drop.

In this study, the curvature-type grating structure is used for the measurement as shown in 
Figure 10. It can reduce the focusing length a lot. It is not loss of coupling efficiency.

Under the same coupling gap, the energy coupling coefficient and energy loss are relatively 
larger and larger in radius. The main reason is the large radius of the micro-ring coupling 
longer. Its energy coupling distance is longer. Therefore, a larger energy coupling coefficient 

Figure 7. Wavelength shift of transmission spectrum in coupled-ring-resonator.

Figure 8. Optical micro-ring measurement platform.

Emerging Waveguide Technology220

and coupling loss are generated. In addition, the total optical path of large radii in the ring 
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drop (with drop) and the dip curve with no drop (without drop) are shown in Figure 12.
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Figure 11. (a) Under the same coupling gap (200 μm) and radius 7.5 μm. (b). Under the same coupling gap (200 μm) and 
radius 2.5 μm. and (c). Under the same coupling gap (200 μm) and radius 7.5 μm only drop.
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obviously very different. In the case of smaller micro-rings (R2.5 Gap 200), it presents a dif-
ferent drop wavelength. They differ by about 1 nm. In the case of large micro-rings (R7.5 Gap 
200), it shows the same drop wavelength.

It adopts CMOS processing compatible processing methods. It has prepared a variety of 
types of grating coupler. Among them, it is in improving the coupling efficiency. It based 
on optimizing uniform grating structure parameters. It is reduce the reflection loss by cover-
ing the multilayer dielectric film. Use slot effect to increase the specific diffraction intensity. 
The non-uniform periodic structure is designed to realize the Gaussian field of diffraction 
field. Coupling efficiency continues to increase. It is 44% from conventional uniform grating 
couplers. It is 65% of the multilayer dielectric film grating structure. The coupling efficiency 
measurement of the non-uniform grating structure has reached 81.8%. In the vertical cou-
pling by adding a DBR mirror. The second-order reflection at one end is canceled by the DBR 
reflected light interference. Vertical coupling was successfully achieved. In addition, the slope 
of the blazed grating is replaced by a step-change step structure. The analogy shows that the 
number of steps in a raster is 5. It could approximate the “shine” function.

The biggest advantage of a grating coupler lies in its testing and integration aspects. It com-
pared to the face coupler. Grating couplers do not need to be polished. No strict space restric-
tions. Alignment tolerance, processing requirements are relatively simple. It greatly increased 
the flexibility of system design. It is more suitable for large-scale integration. It is in the 

Figure 12. Take a drop of R2.5 gap 200 at an approximate wavelength of 1546 nm.
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Emerging Waveguide Technology222
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types of grating coupler. Among them, it is in improving the coupling efficiency. It based 
on optimizing uniform grating structure parameters. It is reduce the reflection loss by cover-
ing the multilayer dielectric film. Use slot effect to increase the specific diffraction intensity. 
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The biggest advantage of a grating coupler lies in its testing and integration aspects. It com-
pared to the face coupler. Grating couplers do not need to be polished. No strict space restric-
tions. Alignment tolerance, processing requirements are relatively simple. It greatly increased 
the flexibility of system design. It is more suitable for large-scale integration. It is in the 

Figure 12. Take a drop of R2.5 gap 200 at an approximate wavelength of 1546 nm.
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reported hybrid optoelectronic integration studies. Grating coupler compared with other cou-
pling methods. Performance improvement is significant. The deepening of research work and 
the continuous development is preparation technology. The coupling efficiency of the grating 
coupler, working wavelength, polarization mode and other characteristics will continue to 
improve. It can be expected that grating couplers with high efficiency, large bandwidth and 
vertical coupling will rapidly develop and mature in the practical direction. A key element is 
in silicon-based photonics integration.
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Abstract

Optical power couplers with arbitrary power splitting ratios are important components
for many applications such as Mach-Zehnder interferometer-based structures, filters,
switches, dispersion compensations, optical interconnects, and microring resonators. In
this chapter, we present a new approach to achieve a very high compact coupler with
arbitrary power splitting ratios on silicon on insulator (SOI) waveguides. The proposed
device requires only one 4�4 multimode interference (MMI) coupler. We use a passive
wide SOI waveguide to achieve the phase shifter. The footprint of the whole device is only
about 6�150 μm2. A large fabrication tolerance of �50 nm can be achieved. The modified
effective index method, beam propagation method, finite difference method, and finite
difference-time difference method are used to optimally design the whole device.

Keywords: multimode interference, silicon on insulator, multimode waveguide, finite
difference-time difference, finite difference method, modified effective index method

1. Introduction

Integrated optical couplers with arbitrary power coupling ratios are important components in
optical communication applications. Such couplers can be used in Mach-Zehnder interferom-
eter (MZI) structures, power taps, and microring resonators, and so on. In principle, any power
coupling ratio can be achieved for standard 2�2 directional couplers [1]. The power coupling
ratios can be controlled by adjusting the coupling length and/or the gap between the two
waveguides of the directional coupler [2]. In practice, accurate fabrication of the gap requires
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very tight control of the fabrication process. Moreover, additional loss due to mode conversion
loss has been found to be a problem [3].

A multimode interference (MMI) power splitter plays an important role in the development of
integrated photonics due to large fabrication tolerance, wide operation bandwidth, and com-
pact size. Therefore, MMI couplers with unequal power splitting ratios have been found in
many applications such as optical monitoring, optical microring resonators [4, 5], and optical
reflectors [6]. In order to achieve a coupler with a variable power splitting ratios, a Mach-
Zehnder interferometer (MZI) with a phase shifter at the arm can be used [7–11]. With a
conventional MMI coupler with a rectangular shape, it has been shown that such device can
only provide limited splitting ratios and therefore it has limited applications in all-optical
signal processing and optical networks.

In the literature, there are some methods for obtaining variable power optical couplers based
on MMI structures such as butterfly-like MMIs [12], exponential MMIs [13, 14], and angled
MMIs [15, 16]. However, these methods require a very complicated fabrication processes, and
they have a low fabrication tolerance. In addition, these methods are not suitable for silicon
photonics because of high losses.

In recent years, we have presented some methods to overcome the limitations of the previous
approaches such as by cascading three or four MMI couplers [17], using an MZI structure with
a multimode waveguide [18], using slot waveguide [19]. Other approaches are to use MMI
structure with QR code-like nanostructure [20, 21] or double MMI coupler [22]. However, such
approaches still require a quite complex fabrication process and they have a large footprint.

In this chapter, we present a new approach to achieve a 2�2 coupler based on only one 4�4
MMI coupler with wide waveguide on silicon on insulator waveguides. Our new method has
advantages of compact size, ease of fabrication with the current CMOS circuitry.

2. Theory of MMI matrix

Multimode interference coupler includes three regions: single mode input, output waveguides,
and multimode waveguide connecting with two input and output regions. The multimode
region has a large width to support some modes. The operation of the MMI coupler is based on
Talbot effect [4, 23]. Based on locations of input field excitations, there are three main interfer-
ence mechanisms: (1) general interference (GI) mechanism, which is independent of the modal
excitation; (2) restricted interference (RI) mechanism, in which excitation inputs are placed at
some special positions so that certain modes are not excited; (3) symmetric interference (SI)
mechanism, in which the excitation input is located at the center of the multimode section.

An NxN GI-MMI coupler has length L ¼ LMMI ¼ p
N 3Lπ, where p is a positive integer such that

p and N are without a common divisor. In practical designs, the shortest devices are obtained
for p = 1. The resulting amplitudes from image input i (i = 1,…,N) to output j (j = 1,…,N) can be
given in a compact form [23].
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Aij ¼ Aji ¼
ffiffiffiffi
1
N

r
(1)

where Aij
�� ��2 is the normalized power of the output images. The phases ϕij of the equal output

signals at the output waveguides can be calculated by [23]: for i + j: even, ϕij ¼
ϕ0 þ πþ π

16 j� ið Þ 8� jþ ið Þ and for i + j: odd, ϕij ¼ ϕ0 þ π
16 iþ j� 1ð Þ 8� j� iþ 1ð Þ; where the

input ports i (i = 1, 2,…,N) are numbered from bottom to top and the output ports j (j = 1, 2,…,
N) are numbered from top to bottom in the MMI coupler. ϕ0 ¼ �β0LMMI � π

2 is a constant
phase that depends upon the MMI geometry and therefore can be implied in the following
calculations.

In this chapter, the access waveguides are identical single mode waveguides with width Wa.
The input and output waveguides are located at [24].
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The electrical field inside the MMI coupler can be expressed by [25].
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We showed that the characteristics of an MMI device could be described by a transfer matrix
[2]. This transfer matrix is a very useful tool for analyzing cascaded MMI structures. The phase
ϕij associated with imaging an input i to an output j in an MMI coupler. These phases ϕij form a

matrix Φ, with i representing the row number, and j representing the column number. Then
the transfer matrix of the MMI coupler Μ is directly related to Φ, and the output field
distribution emerging from the MMI coupler can be written as

b ¼ Ma (4)

where a ¼ a1 a2…aN½ �T , b ¼ b1 b2…bN½ �T and M ¼ mij
� �

NxN . The superscript T indicates the
transpose of a matrix. ai(i = 1,…,N) is the complex field amplitude at input waveguide i and
bj (j = 1,…,N) is the complex field amplitude at output waveguide j. Elements of the transfer

matrix M are mij ¼ mji ¼ Aije
jϕij , where Aij is the field amplitude transfer coefficient and ϕij is

the phase shift when imaging from input i to output j.

Here, we propose a 4�4 MMI coupler with a width of WMMI , length of LMMI . A single 4�4
MMI coupler at a length of L1 ¼ 3Lπ

4 is described by the following transfer matrix [26–28].
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If the length is doubled to LMMI ¼ 2L1 ¼ 3Lπ=2, a new 4�4 MMI coupler is formed and its
transfer matrix is

S ¼ Mð Þ2 ¼ 1
2

1� j 0 0 1þ j
0 1� j 1þ j 0
0 1þ j 1� j 0
1þ j 0 0 1� j

2
6664

3
7775 (6)

3. Modified effective index and numerical methods

In this chapter, we use our proposed modified effective index method (MEIM) for designing
MMI structures based on silicon waveguides as shown in [29]. The principle of this MEIM is to
use the beat length Lπ of the MMI coupler as the invariant. Here, the beat length of an MMI
structure can be defined as Lπ ¼ π= β0 � β1

� �
, where β0 and β1 are the propagation constants of

the fundamental and first order modes, respectively. We shall find a matching value of the
cladding index for the effective index method that forces the beat length Lπ in the equivalent
2D model to be equal to the beat length in an accurate 3D model. By this way, we find an
optimal effective cladding index. For our silicon waveguide structure, in this chapter, we
found that equivalent effective indices of the core waveguide and the cladding waveguide are
to 2.82 and 2.19, respectively.

In order to optimally design the MMI coupler, we use the beam propagation method (BPM).
We showed that the width of the MMI is optimized to be WMMI = 6 μm for compact and high
performance device. Figure 1 shows numerical simulations at optimal MMI length of
LMMI ¼ 141:7 μm for signal at input port 1 and at input port 2. The simulations show that a
very low insertion loss of 0.7 dB for both cases [2].

Figure 1. Power splitting ratio scheme based on 4�4 MMI coupler (a) Input 1 and (b) Input 2.
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4. Arbitrary splitting ratio coupler based on a 4�4 MMI coupler

Figure 2 shows the new scheme for achieving arbitrary coupling ratios in only one 4�4 MMI
structure. We use two waveguides with different widths Wco1 ¼ 300nm and Wco2 ¼ 500nm at
the two arms of the structure. The cross-sectional view of the SOI waveguide is shown in
Figure 3. Here, the height of the SOI waveguide hco ¼ 220nm, the width of the SOI waveguide
varies from 300 nm to 500 nm for single mode operation at wavelength of 1550 nm.

By using the FDM method, the effective refractive index of the SOI waveguide at different
waveguide width of 300 nm to 500 nm can be calculated as shown in Figure 4. As an example,
Figure 5 shows the mode profile for the waveguide at the width of 300 nm and 500 nm,
respectively.

A change in the effective index will induce the change in the phase shift. The phase difference
between two waveguide then can be expressed by [30].

Δφ ¼ 2π
λ

Δneff Larm (7)

Figure 2. Power splitting ratio scheme based on 4�4 MMI coupler.

Figure 3. SOI waveguide structure.
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where Δneff is the difference in the effective index, Larm is the length of the waveguide with the
width ofWco2. As a result, the length of the waveguideWco2 to achieve the phase shift from 0 to
π is presented in Figure 6. We see that the short length of 3.5035 μm is required to achieve a
phase shift of π.

Due to the phase shift Δφ, the complex amplitudes at the input ports and output ports of the
coupler of Figure 2 can be described in terms of cascaded transfer matrices as

S ¼ 1ffiffiffi
2

p 1 j
j 1

� �
ejΔφ 0
0 1

" #
1ffiffiffi
2

p 1 j
j 1

� �
¼ ej

Δφ
2

τ κ

κ∗ �τ∗

� �
(8)

Figure 4. Effective refractive index of the SOI waveguide calculated by the FDM.

Figure 5. Field profile of the SOI waveguide (a) width of 300 nm and (b) width of 500 nm.
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where τ ¼ sin Δφ
2

� �
, and κ ¼ cos Δφ

2

� �
. Therefore, if an input signal having power presented at

input port 1 of the coupler in Figure 2, the normalized powers at output port 1 and output port
2 can be expressed by:

Out1 ¼ sin2 Δφ
2

� �
, and Out2 ¼ cos2

Δφ
2

� �
(9)

From Eqs. (7) and (9), the normalized output powers can be calculated and plotted in Figures 7
and 8. It is showed that any power splitting ratio can be achieved by changing the phase shift
from 0 to π or changing the length of the Wco2 waveguide from 0 to 3:51μm.

Consider the length of the Wco2 waveguide variation, the normalized output powers are
shown in Figure 9. The simulation shows that the changes in normalized output powers are
very small (nearly 0% in the range of �50 nm to +50 nm). It is feasible for the current CMOS
circuitry [31].

Finally, we use FDTDmethod to simulate our proposed structure and then make a comparison
with the analytical theory. In our FDTD simulations, we take into account the wavelength
dispersion of the silicon waveguide. We employ the design of the MMI coupler presented in
the previous section. A continuous light pulse of 15 fs pulse width is launched from the input
to investigate the transmission characteristics of the device. The grid size Δx ¼ Δy ¼ 20nm and
Δz ¼ 20nm are chosen in our simulations. The FDTD simulations for the whole device are
shown in Figure 10.

Figure 6. Length of the waveguide Wco2 required to achieve the phase shift from 0 to π.
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Figure 7. Normalized output powers at ports 2 (out1) and 3 (out2) for different phase shifts.

Figure 8. Normalized output powers at ports 2 and 3 for different Wco2 lengths.
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Figure 9. Normalized output powers at ports 2 and 3 for different Wco2 length variation.

Figure 10. Optical field propagation through the coupler for input signal presented at port 1 and for length of the Wco2,
(a) 1.75 μm and (b) 3.51 μm, and (c) mask design.
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Figure 7. Normalized output powers at ports 2 (out1) and 3 (out2) for different phase shifts.

Figure 8. Normalized output powers at ports 2 and 3 for different Wco2 lengths.
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Figure 9. Normalized output powers at ports 2 and 3 for different Wco2 length variation.

Figure 10. Optical field propagation through the coupler for input signal presented at port 1 and for length of the Wco2,
(a) 1.75 μm and (b) 3.51 μm, and (c) mask design.
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Figure 11 shows the FDTD simulations compared with theoretical analysis. The simulations
show that the device operation has a good agreement with our prediction by analytical theory.

5. Conclusions

We presented a compact structure with a footprint of 6�150 μm2 based on silicon on insulator
waveguides for 2�2 couplers with free of choice power splitting ratios. The new structure
requires only one 4�4 multimode interference coupler. The wide SOI waveguide is used to
achieve the phase shift. By changing the length of the wide waveguide from 0 to 3.51 μm, any
power splitting ratios can be achieved. The device operation has been verified by using the
FDTD. This coupler can be useful for optical interconnects, microring resonator applications.
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Figure 11. FDTD simulations compared with the theoretical analysis at different lengths of the Wco2 waveguide.
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requires only one 4�4 multimode interference coupler. The wide SOI waveguide is used to
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Abstract

This chapter describes using optical waveguide for communication between two relays 
on the opposite ends of the power systems transmission line (or transmission line). 
Transmission lines are a very important part of the power system. Because of that, relay 
protection must be fast and safe. Longitudinal differential protection satisfies these 
requirements. Pilot wire differential relays are commonly used for the protection of short 
lines. The existence of the pilot wires is a disadvantage. This protection is limited to lines 
of a few tens of kilometers. However, if optical protection ground wires (OPGWs) are 
used, instead of pilot wires, the length of the line ceases to be a limiting factor. The follow-
ing sections tell more about constructions, assembly and utilization of the optical wave-
guides in differential protection. Also, the newest algorithms of this protection are listed.

Keywords: differential protection, relay, communication, optical protection ground 
wires, transmission line

1. Introduction

Due to the transient stability of the power system, faults on the lines near the power plant or 
large substations must be switched off quickly. Longitudinal differential protection can be 
applied for fast and selective protection of lines.

The longitudinal differential protection principle is based on the comparison of the currents 
located at the beginning and at the end of the line, resulting in a quick, sensitive and simple 
protection concept that ensures that the faulted line is disconnected from the network. The 
protected zone is defined by the position of the current transformers from which signals are 
brought into the differential relay.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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1. Introduction

Due to the transient stability of the power system, faults on the lines near the power plant or 
large substations must be switched off quickly. Longitudinal differential protection can be 
applied for fast and selective protection of lines.

The longitudinal differential protection principle is based on the comparison of the currents 
located at the beginning and at the end of the line, resulting in a quick, sensitive and simple 
protection concept that ensures that the faulted line is disconnected from the network. The 
protected zone is defined by the position of the current transformers from which signals are 
brought into the differential relay.
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Analogue longitudinal differential protection is used for shorter, single-circuit transmission 
lines in double-fed networks. Pilot cable line connects secondary current transformers on the 
opposite sides of the protected line. A great disadvantage is the existence of pilot wire, and 
such protection is limited to short lines. If optical protection ground wires (OPGWs) are used, 
the length of the line ceases to be a limiting factor [1–3].

OPGW is a dual functioning cable performing the duties of a ground wire and also providing 
a patch for the transmission of voice, video or data signals. It is located at the top of the power 
line tower.

The second section presents a classic approach of longitudinal differential protection of trans-
mission lines. The operating principle is explained [1–3].

The third section talks more about OPGW. It describes two different constructions of the 
OPGW. The same characteristics of them are mentioned and showed. The elements for con-
necting OPGW with the tower are enumerated and shown [4–8].

The next section describes relay protection realized with pilot wires [9–11].

The fifth section discusses the use of digital protection. The algorithms mentioned in recent 
works are listed. A short recapitulation is performed. Of course, all solutions or algorithms 
are difficult to be implemented without using OPGW [12–23].

2. Longitudinal differential protection: a classic approach

Figure 1 shows the longitudinal differential protection operating principle. If the fault 
occurs outside the protected zone, the left- and right-end currents have the same direction 
and approximate intensities, that is, their difference is negligible and the protection does 
not trip. Should the fault occur within the protected zone, the right-end’s current changes 
its direction, establishing a significant current through the differential relay M, causing its 
tripping. Differential current is the current difference that tends to initiate operation and 
stabilization current is the current proportional to thought current that tends to inhibit 
operation.

Figure 1. Longitudinal differential protection of transmission lines—Protection operating principle.
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Equations (1) and (2) are used for calculating the stabilization and differential currents indi-
vidually for each phase [1–3]:

   I  stab   =   |   I  L   ¯
   |   +   |   I  R   

¯
   |    (1)

   I  diff   =   |   I  L   ¯
   −   I  R   
¯

   |    (2)

with the following explanation:

IL—basic harmonic phasor of the left-end phase current.

IR—basic harmonic phasor of the right-end phase current.

Figure 2 shows the tripping characteristic of the differential relay. The minimum tripping 
current (Imin) defines the minimum relay tripping threshold and is set to 20–50% of the rated 
transformer current. This quantity is defined since in an actual system, in a non-fault condi-
tion, there is always a difference between the currents measured on the opposite line ends due 
to the current transformers’ imperfection and the charging current.

The relay trips if the operating point, defined by the differential and stabilization currents’ 
RMS values, is located within the relay tripping area (Figure 2) [1–3].

3. Optical protection ground wires (OPGW)

OPGW is the high-technology equipment for sending/receiving different kinds of data 
through electrical transmission lines.

The transmission lines are perhaps the most important part of the power system. It connects 
other power system elements such as power plants and substations. Electrical energy finds 

Figure 2. Differential relay tripping characteristic.
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the way from plants to consumption, thanks to these lines. Electrical engineers found out a 
very easy way for data transmission using OPGW and mentioned lines.

Transmission lines have at least three phase conductors. These conductors transmit electrical 
power. For rated voltage above 110 kV, line towers have one or more earth wires on their top. 
It could be a metal wire with protective function. This earth wire conducts one part of the fault 
current and protects people around the tower from dangerous voltage. It serves as a lightning 
protection also because it is on the highest point of the tower.

OPGW could be used as the earth wire. It has the same protection functions like a metal earth 
wire (lightning and high over-voltages) but also includes communication that is especially 
important for relay protection. This fiber optic communication provides reliability in the 
power system protection and data transmission. OPGW construction and number of layers 
depend on the requirements (both mechanical and electrical). Originally, fiber is placed in the 
tube. Several metallic strands are located around the tube.

Nowadays, OPGW finds its place in electrical engineering. Displacing the metal earth wires 
by the OPGW is quite well represented. Dual function of these wires has been won.

Figure 3 shows the position of the OPGW on the top of the tower [4–8].

However, OPGW could be used for fast-data signal transmission. These signals could be pro-
tection signals, operation system data, signals for line testing and monitoring signals. Instead 
of this, video material or voice could be also carried out from one end of the line to another. 
OPGW is a multi-function conductor. The most important thing is the absence of additional 
investments for the trace. Transmission lines have already existed, so the only investment is 
in replacing the old wire with the new one.

Figure 3. Position of OPGW.
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3.1. OPGW cable constructions

Two types of the OPGWs are discussed. One is the central loose tube type and the other one 
is multi-loose tube type.

3.1.1. Central loose tube type

The steel tube is sealed and water resistant. The fibers are positioned in the center of the tube 
and are surrounded with water blocking gel. The stainless steel tube protects optical fibers 
from possible damages under abnormal operation conditions or during installation. The alu-
minum layer could be placed around this tube. Aluminum-clad steel wires create the external 
protection. This protection involves single or multiple layers of these wires. These aluminum 
wires provide compact construction. It has a dual function. One provides mechanical pro-
tection for sever conditions and the other one controls temperature rise during short-circuit 
conditions. Figure 4 shows the cross-section of the central loose tube type.

It could be up to 48 fibers placed inside of the stainless steel tube. For easy identification, these 
optical wires are colored and are in different shapes. Wires are organized in many layers also. 
This organization provides high mechanical strength and good sag tension performance.

The core is much smaller. It is about 9 microns. This type of cable is suitable for greater dis-
tance than multimode cable. Only one light wave can travel through the fiber. This is the 
reason for distortion absence. The attenuation parameter for the single-mode fiber is typi-
cally 0.35 dB/km at 1310 nm and 0.23 dB/km at 1550 nm. This fiber is optimized for use in the 
1300 nm & 1550 nm band [4].

3.1.2. Multi-loose tube type

The elements included in construction are almost the same. Optical fibers surrounded with 
water blocking gel are placed inside the stainless steel tube. This type has more than one 
tube. The tubes are helically positioned around the center of the cable. This is why it is called 
multi-loose tube type. The aluminum alloy is positioned in the external layer to give greater 
strength and resistance to corrosion.

Figure 4. Central loose tube type.
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The number of fibers is up to 144. The multi-loose tube type can meet the requirement of huge 
cross and large-current capacity.

This fiber has light traveling in the core in many rays called modes. It is made of glass fibers. 
The main application for multimode fibers is for short-reach optical transmission systems 
such as local area network (LAN) application. The attenuation parameter for multimode fiber 
is typically 0.8 dB/km at 1310 nm [4].

Telecom companies prefer this type of OPGW. Multi-loose tube type is good for video 
material transmission, internet connection and data for the SCADA system which is most 
important for electrical engineering. It is secure from accidental cutting due to construction 
work [4–8].

Figure 5 shows cross-section of the multi-loose tube type.

Tables 1–3 give some information on cable characteristics [7, 8].

3.2. OPGW cables’ hardware

OPGW cables are connected with the tower and there are many elements which are used 
for that such as tension assembly, suspension assembly and attaching clamps and vibration 
dampers. These elements provide mechanical strength of OPGW and reduce oscillations. 
Figures 6–9 show mentioned elements.

Sometimes, the distance between two nearest towers are longer then the length of OPGW. In 
that case, tension assembly has to be used. Connection with the tower is provided with tower 
clamps also [6].

An assembly with reinforced suspension clamp and neoprene inner covering, especially 
designed for OPGW cables, is shown in Figure 8.

Figure 5. Multi-loose tube type.
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Fiber count Diameter (mm) Weight (kg/km) Short circuit capacity (KA2s)

12 7.8 243 4.7

24 9 313 8.4

36 10.2 394 13.9

48 10.8 438 17.5

Table 1. Some characteristics of the single-layer central tube OPGW cable.

Fiber count Diameter (mm) Weight (kg/km) Short circuit capacity (KA2s)

12 13 671 42.2

24 15 825 87.9

28 16 857 132.2

36 17 910 186.3

Table 2. Some characteristics of the double-layer central tube OPGW cable.

Fiber count Diameter (mm) Weight (kg/km) Short circuit capacity (KA2s)

12 13.4 543,2 74.8

24 13.4 587,8 68.9

36 16.4 675,6 190.1

72 19.9 750 426.6

144 21.2 891,4 498.6

Table 3. Some characteristics of the multi-loose tube OPGW cable.

Figure 6. Double dead-end set passing for OPGW cable.
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Figure 9. Damper AMG—Four resonances asymmetric Stockbridge.

Figure 8. Suspension assembly with twisted chain link for OPGW cable.

Figure 7. Single dead-end set for OPGW cable.
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The dampers are used to absorb the cable vibrations as shown in Figure 9. The number of 
dampers is determined by the environmental conditions, the distance between towers, the 
type of OPGW cable and the installation parameters.

4. Differential transmission line protection with pilot relays

Pilot relays involve pilot wires. That is the main characteristic. It means that there is an inter-
connecting channel between two differential relays positioned at the opposite ends of the 
transmission line. Different types are used in practice. The distance between relays is the 
limiting factor. “Wire pilot”, “Carrier-current pilot” and “Microwave pilot” are three different 
types of pilot conductors.

A wire pilot consists of a two-wire circuit of the telephone-line type. This is the easy solution 
because these circuits already exist as a part of the local telephone company system. Solution 
with a wire pilot is economical for distances up to 5–10 miles.

Beyond 10 miles of distances, a carrier-current pilot usually becomes more economical. The 
circuit consists of a power line as a conductor for low-voltage, high-frequency currents and 
the ground wire as the return conductor.

When the number of requiring pilot channels becomes larger than economic capabilities, 
microwave pilots are used. These are radio systems with ultra-high frequency.

Figure 10 shows the schematic illustration of the a-c wire-pilot relaying principle.

It could be a d-c connection also but more elements have to be used. Figure 11 illustrates pilot 
wire d-c connection to current transformers. This connection is provided via phase sequence 
networks and saturating transformers. Phase sequence networks are directly connected to 
current transformers. Three phase currents flow in and a single-phase voltage flows out of 
the network [9–11].

Impedances of relay circuits are not the same rate as the pilot wire impedance. Insulating 
transformers match these impedances.

Pilot wire has some requirements and limitations of equipment such as the insulation capabil-
ity. High voltages may occur. Insulation capability depends on the highest values that could 

Figure 10. Schematic illustration of the opposed-voltage principle of the a-c wire-pilot relaying.
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occur. The main problem of the pilot wires is its length. It depends on loop resistance. There 
is a maximum value required. It is 2000 Ω. Shunt capacitance also has a limiting value. It is 
recommended that this capacitance be less than 1.5 microfarads.

Connection with the d-c wire pilot means that a lot of elements have to be used. This is one of 
the disadvantages. An a-c connection does not have these problems. Besides that, a-c connec-
tion also is immune to power swings. The good thing about d-c connection is the existence of 
these wires because of the telephone companies [10, 11].

5. Digital transmission line differential relays using digital 
communication

Natural disasters may be of significant impact on overhead transmission lines and cause com-
munication outage related to pilot protection.

A dedicated fiber connection relies solely on optics residing within the relays to send IEEE 
C37.94 signaling bi-directionally, usually on a pair of single-mode strands of fiber from one 
relay to another. Potential sources of trouble for direct-connected current differential relay 
schemes normally can be traced to one of the following:

Most line-current differential relays use a 64 kbps communication interface even though 
designs with higher bandwidths (n × 64 kbps) are more common. The data frame length 
depends on the different relay designs. It varies between 15 bits and 200 or 400 bits. Sometimes 
it could be out of these bounds. The current data transmission has a large range also—from 
one to four per cycle, sometimes even more. There are some line current differential relays 
generally used for distribution line protection that uses slower-speed asynchronous serial 
communications. Presently, the use of Ethernet communications has not been widely imple-
mented for line current differential relaying but is expected in future designs.

Figure 11. Pilot wire simplified arrangement.
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The communication channel can be over a dedicated fiber or over a multiplexed network, as 
shown in Figure 12. The dedicated fiber connection typically deploys LED or laser depending 
on the fiber’s distance. The laser option can typically be applied for up to 100 km. The longer 
fiber lengths may need repeaters [12].

In order to guarantee the safe and stable operation of high-voltage transmission lines, dif-
ferential protection is adopted as the main protection for the benefits of its phase-selection 
function and immunity to power swings and operation modes.

Many various principles for realization of the differential protection have been published in 
the recent literatures. The fast communication between relays installed at the opposite ends 
of the line is necessary [12].

There are a number of different relay measuring principles used by current differential relays:

• Percentage differential relays

• Charge comparison relays

• Power differential relays

• Alpha plane relay

These principles are briefly described in the following subsections.

5.1. Percentage differential relays

This is most like a classic approach. Figures 1 and 2 show a basic arrangement. At each ter-
minal, an evaluation of the sum of the local and remote current values is made in order to 
calculate a differential current. Under normal operating conditions or external faults, the cur-
rent entering at one end of the protected circuit is practically the same as that leaving at the 
other end. Hence, the differential current value is practically zero and operation of the pro-
tection will not occur. For a fault on the protected power line, the differential current value 

Figure 12. Protective relaying communications.
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the recent literatures. The fast communication between relays installed at the opposite ends 
of the line is necessary [12].

There are a number of different relay measuring principles used by current differential relays:

• Percentage differential relays
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• Power differential relays
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These principles are briefly described in the following subsections.

5.1. Percentage differential relays

This is most like a classic approach. Figures 1 and 2 show a basic arrangement. At each ter-
minal, an evaluation of the sum of the local and remote current values is made in order to 
calculate a differential current. Under normal operating conditions or external faults, the cur-
rent entering at one end of the protected circuit is practically the same as that leaving at the 
other end. Hence, the differential current value is practically zero and operation of the pro-
tection will not occur. For a fault on the protected power line, the differential current value 

Figure 12. Protective relaying communications.
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will exceed the operation threshold value and the protection will operate to clear the fault. 
There are so many modifications of the classic approach. Some of them use negative or zero-
sequence current components.

There are two types of algorithms for differential protection: those that use phasors [13–16] 
and those that use instantaneous values of electrical quantities [17, 18].

5.2. Charge comparison operating principle

Charging current is a capacitive leakage current on the transmission line. The operating prin-
ciples of charge comparison are similar to those of the more common percentage restraint cur-
rent differential type of protective relay. Current differential relays compare the total currents 
entering and leaving the primary protection zone. They will trip if the difference between 
these currents exceeds some pre-defined restraint limit. For this comparison to be made, the 
current differential relay at the local station has to know the identical phase current recorded 
at the remote station(s) for the same interval being considered at the local station. This 
requires precise communications delay measurement and compensation. With current dif-
ferential relays that compare instantaneous values, any error in compensation causes an error 
in the comparison and results in a variation of the pickup point. In addition, many samples 
per cycle are sent to the remote station, placing a burden on the communications channel [12].

The simple system shown in Figure 13 is assumed.

Charging current compensation is a solution which removes charging current from the mea-
sured current and hence excludes the charging current from the differential current calcula-
tion. The charging current (Ic) can be estimated on the basis of operational capacitance:

   I  C   =   2 × π ____ 
 √ 

__
 3  
   ×  U  n   ×  f  n   ×  c  d   × L ×  10   −6   (3)

where:

Ic—charging current (A),

Un—rated network voltage (kV),

fn—rated frequency (Hz),

cd—longitudinal operational capacitance (nF/km),

L—line length (km).

Then the compensated current can be calculated as follows:

   I  x   =  I  x  ′   −  I  C    (4)

where:

Ix—is compensated current at terminal x,

Ix’—is measured current at terminal x.
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Current that has a higher value should be compensated. It depends on the load flow direction. 
The higher value has current measured in the terminal where energy flows in.

Assuming a perfect alignment between local and remote currents, there is ±4 ms of error 
tolerance in the compensation. Given that line capacitance will cause a slight misalignment 
of the currents and that any compensation is going to have some resolution, it is practical 
to use ±3 ms as a limit for how much the communication channel delay can vary during 
normal operation without affecting the relaying. This is well within the normal operational 
limits of most communication channels in a dedicated fiber environment, even under adverse 
conditions.

5.3. Power differential relays

In addition to the classic approach, which uses current signals exclusively, there are solutions 
which require voltage inputs too [19–21].

Charging current is treated as the main cause of differential relay wrong operation in many 
papers. This current could be compensated with the power differential principle. This method 
proposes measuring currents and voltages at both ends of the transmission line. The original 
differential principle is saved. Operate and restrain values are compared but instead of cur-
rents, active powers at both ends are considered.

In this case, calculation time is reduced and length of line is not a limiting factor. These are 
the great advantages. Wrong operation during fault with low resistance and no faulted phase 
selection are the disadvantages of the mentioned technique.

There is a different method for realization of this protection based on power losses determi-
nation. It requires measuring currents and voltages at each end of the line too. Fault location 
could be determined in an easy way. This method compares difference in the real power at 
each end of the transmission line with the maximum power losses in the protected element. 
Every fault could be detected and the protection is secure and dependable. Fast communica-
tion between relays is very important [19–21].

Figure 13. Charging current compensation.
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5.4. Alpha plane relays

The alpha plane current differential protection principle compares individual magnitudes 
and angles of the currents. Magnitude and phase angle of each current at the opposite line 
ends are measured. According to these values, vector r is determined (its magnitude and 
angle). The alpha plane depicts the complex ratio of IR/IL, and it is shown in Figure 14.

Operating and restraining regions are presented in Figure 15. Comparison of the amplitudes 
and the angles lead to one of these decisions.

Figure 14. Complex current ratio plane (α-plane).

Figure 15. Current ratio plane.
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The horizontal axis variable a is the real part of the complex ratio of IR/IL, and the vertical axis 
variable b is the imaginary part of the complex ratio of IR/IL. In the alpha plane element, the 
angular setting α [°] and the radius setting R define restraining region. The first one allows 
the accommodation of current transformer and current alignment errors and the second one 
modifies sensitivity.

Data transmission delay has to be compensated. Current measuring and comparison depend 
on the communication channel. There are delays in two directions—transmit and receive. 
These delays sometimes are different. SONET/SDH systems could be the reason for this 
asymmetry. One technique for overcoming this problem, so-called ping-pong, involves mea-
suring the round-trip channel delay. The communications path-delay differences are typically 
less than 2 ms. Delays of 3–5 ms are rare [12].

The papers that emphasize this method are authored by Almedia and Silva [22, 23].

6. Conclusion

This chapter describes using optical waveguide for communication between two differential 
relays on the opposite ends of the power systems’ transmission line. Using the pilot wires 
limits utilizing this protection only for short lines. If optical protection ground wires are used, 
instead of pilot wires, the length of the line ceases to be a limiting factor. This chapter tells us 
more about constructions, assembly and utilization of the optical waveguides in differential 
protection. Also the newest algorithms of this protection are mentioned.

The sections present a classic approach of longitudinal differential protection of transmission 
lines, talk more about construction and installation of the OPGW cables and discuss digi-
tal protection algorithms. All the algorithms are difficult to be implemented without using 
OPGW.
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Abstract

End-fire mode spectroscopy technique provides reliable measurement of the whole 
mode spectrum of optical waveguides having arbitrary cross refractive index profile. The 
method is based on registration of light beams radiated from the abrupt output edge of 
the waveguide, with each beam corresponding to the individual waveguide mode. Due 
to different values of mode propagation constants, modes of different orders demon-
strate different refraction angles at the output waveguide face when modes reach that 
face under the same nonzero inclination angle. Just this feature is used in the technique. 
Mode excitation is performed directly through the input waveguide face, and therefore 
the technique can be applied to analyze mode spectrum of arbitrary waveguides, includ-
ing the ones with non-monotonic index profiles (particularly, symmetric step-index pro-
files or buried graded-index waveguides with any burying depths).

Keywords: waveguides, integrated optics, mode index, refractive index, optical 
measurements

1. Introduction

Optical waveguides are the basic elements of any photonic device, and their parameters define 
the operating performances of the whole photonic unit. Optimization of those parameters 
requires performing the choice of appropriate technology conditions. Development of fabri-
cation technology and further designing the waveguide elements having pre-defined proper-
ties need performing a control of the characteristics of trial waveguide samples. Furthermore, 
planar optical waveguides are used intensively in determination of the basic properties of 
optical materials. And the problem of reliable determination of the main waveguide perfor-
mances is still actual.
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Important part of examination of planar optical waveguides is measurement of the waveguide 
mode spectrum. Usually this procedure is performed by a well-known m-line spectroscopy 
technique (e.g., see [1–5]). The measured set of mode indices can be considered as initial data 
as for preliminary determination of the device operating performances as for reconstruction 
of cross refractive index profile in the formed trial sample. Traditional computing techniques 
allowing reconstruction of that profile are described in Refs. [6, 7]. However, in cases of planar 
waveguide structures with thick cover layers or so-called buried graded-index waveguides 
m-line spectroscopy does not provide reliable measurements. Thick cover layers or large 
burying depths do not allow tunneling the modes to the external prism and forming the cor-
responding spatial m-lines. In these cases, some modes (first of all, the lower-order modes) 
may be simply missed in examinations by m-line spectroscopy [8, 9]. The greater the burying 
depth the fewer number of modes can be measured by this method. To avoid missing the 
modes, a layer-by-layer etching of the sample surface could be applied [10, 11]. However, that 
procedure has many chances to cut a part of the refractive index profile occupied by the mode 
fields, and that should lead to distortion of the original waveguide mode spectrum. The use 
of nonlinear optical effects like second harmonic generation [9] can be successful only for lim-
ited number of optical materials demonstrating high values of the corresponding coefficients.

Here we describe a measuring technique named the end-fire mode spectroscopy which is suit-
able for examination of planar waveguides having arbitrary refractive index profiles including 
the case of buried waveguide structures with any burying depths, and the presented results 
of examination of buried waveguides prove this advantage of the technique. Furthermore, 
here we show that this technique allows also conducting direct measurements of another 
important characteristic – the maximal refractive index in graded-index waveguides, unlike 
conventional techniques that involve the set of measured mode indices and employ comput-
ing of the maximal value in the refractive index profile using different approximations.

2. Method content

2.1. Mode spectrum measuring

Usually waveguide mode spectrum is presented with a kit of mode indices Nm (the value 
obtained from the mode propagation constant βm as Nm = βm /k, where k = ω /c = 2π /λ; ω, c 
and λ – the light frequency, velocity and wavelength in vacuum correspondingly, m – the 
mode number). These values relate to the mode phase velocity, and they are involved into 
expressions describing the mode fields which are derived as solutions of wave equations. We 
can write a well-known general form of such expression for mode electric field vector (mag-
netic component of light wave is of the same view): Em (x,y,z,t) = E0(x,y) × exp[i(ωt – βm z)]. 
That representation is applied for all kinds of waveguides: planar and 3D (including stripe 
and channel waveguides, fibers, etc.) having as different step-like cross index distributions as 
graded-index ones. The expression written in cylindrical coordinates has a similar view (that 
approach is more convenient for optical fibers). Depending on the mode type, corresponding 
nonzero field projections are considered. Evidently, that expression describes unidirectional 
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propagation of light wave having some cross field distribution. That description means that 
the waveguide mode is represented by the equivalent model of plane wave propagating in 
homogeneous uniform medium with the same light phase velocity as the original waveguide 
mode. So, we can consider a waveguide transmitting several modes as an imaginary set of 
superimposed layers with uniform refractive indices Nm, each denoting the certain waveguide 
mode and transmitting the plane wave having corresponding cross field distribution as it is 
shown in Figure 1. Then our aim (to measure the mode spectrum) can be associated with the 
task of measuring the indices of different uniform media illuminated with plane light waves. 
That task can be performed by the technique like one of the usual methods of traditional bulk 
refractometry, for example by the goniometric technique that bases on the Snell’s law and 
employs registration of the beam declination angle when the prism of tested optical material 
is illuminated with the collimated incident light. Thus we could try to provide similar experi-
mental conditions in order to examine the waveguide samples.

The content of the end-fire mode spectroscopy is registration of light beams radiated from the 
abrupt output edge of a planar waveguide, with each beam corresponding to the individual 
waveguide mode. Due to different values of mode propagation constants, modes of different 
orders demonstrate different refraction angles at the output sample face if they are directed to 
that face under nonzero incidence angle into the waveguide. Just this feature is exploited by 
the technique in procedures of mode spectrum measurements. Both excitation and output of 
waveguide modes are performed at the sample faces by the end-fire coupling method which 
allows reliable launching and output of the whole mode spectrum in any planar waveguide. 
Therefore, the end-fire mode spectroscopy technique can be applied to examination of planar 
waveguides having arbitrary cross refractive index profiles including symmetric step-index 
ones and deep-buried graded-index waveguides.

The measuring block-scheme is shown in Figure 2. Collimated light beam is focused on the 
input waveguide face by the cylindrical lens. The whole mode spectrum can be launched in this 
manner in few-mode waveguides. Application of the input cylindrical lens provides obtaining 
collimated (in the sample planform) mode beams propagating into the examined waveguide. 
In the case of a thick multimode waveguide, a group of modes is excited simultaneously and 
can be registered. Further scanning the input sample face along the Y axis allows launching 
and registration of other mode groups until the whole waveguide mode spectrum is measured. 

Figure 1. Equivalent representation of graded-index planar waveguide as a set of superimposed layers having uniform 
refractive indices.
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Important part of examination of planar optical waveguides is measurement of the waveguide 
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2. Method content
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Usually waveguide mode spectrum is presented with a kit of mode indices Nm (the value 
obtained from the mode propagation constant βm as Nm = βm /k, where k = ω /c = 2π /λ; ω, c 
and λ – the light frequency, velocity and wavelength in vacuum correspondingly, m – the 
mode number). These values relate to the mode phase velocity, and they are involved into 
expressions describing the mode fields which are derived as solutions of wave equations. We 
can write a well-known general form of such expression for mode electric field vector (mag-
netic component of light wave is of the same view): Em (x,y,z,t) = E0(x,y) × exp[i(ωt – βm z)]. 
That representation is applied for all kinds of waveguides: planar and 3D (including stripe 
and channel waveguides, fibers, etc.) having as different step-like cross index distributions as 
graded-index ones. The expression written in cylindrical coordinates has a similar view (that 
approach is more convenient for optical fibers). Depending on the mode type, corresponding 
nonzero field projections are considered. Evidently, that expression describes unidirectional 
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propagation of light wave having some cross field distribution. That description means that 
the waveguide mode is represented by the equivalent model of plane wave propagating in 
homogeneous uniform medium with the same light phase velocity as the original waveguide 
mode. So, we can consider a waveguide transmitting several modes as an imaginary set of 
superimposed layers with uniform refractive indices Nm, each denoting the certain waveguide 
mode and transmitting the plane wave having corresponding cross field distribution as it is 
shown in Figure 1. Then our aim (to measure the mode spectrum) can be associated with the 
task of measuring the indices of different uniform media illuminated with plane light waves. 
That task can be performed by the technique like one of the usual methods of traditional bulk 
refractometry, for example by the goniometric technique that bases on the Snell’s law and 
employs registration of the beam declination angle when the prism of tested optical material 
is illuminated with the collimated incident light. Thus we could try to provide similar experi-
mental conditions in order to examine the waveguide samples.

The content of the end-fire mode spectroscopy is registration of light beams radiated from the 
abrupt output edge of a planar waveguide, with each beam corresponding to the individual 
waveguide mode. Due to different values of mode propagation constants, modes of different 
orders demonstrate different refraction angles at the output sample face if they are directed to 
that face under nonzero incidence angle into the waveguide. Just this feature is exploited by 
the technique in procedures of mode spectrum measurements. Both excitation and output of 
waveguide modes are performed at the sample faces by the end-fire coupling method which 
allows reliable launching and output of the whole mode spectrum in any planar waveguide. 
Therefore, the end-fire mode spectroscopy technique can be applied to examination of planar 
waveguides having arbitrary cross refractive index profiles including symmetric step-index 
ones and deep-buried graded-index waveguides.

The measuring block-scheme is shown in Figure 2. Collimated light beam is focused on the 
input waveguide face by the cylindrical lens. The whole mode spectrum can be launched in this 
manner in few-mode waveguides. Application of the input cylindrical lens provides obtaining 
collimated (in the sample planform) mode beams propagating into the examined waveguide. 
In the case of a thick multimode waveguide, a group of modes is excited simultaneously and 
can be registered. Further scanning the input sample face along the Y axis allows launching 
and registration of other mode groups until the whole waveguide mode spectrum is measured. 

Figure 1. Equivalent representation of graded-index planar waveguide as a set of superimposed layers having uniform 
refractive indices.
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Cylindrical lens in the recording block is not necessary for measuring the mode spectrum. That 
lens should be installed in procedures of complex measuring as described below.

Two scheme variants providing skew incidence of waveguide beams to the sample output face 
have been proposed [12]. The former one uses the trapezoidal (in planform section) samples 
having non-parallel opposite (input and output) waveguide faces as it is shown in Figure 3.  
The latter one allows testing the samples having usual rectangular form with mode launching 
performed under special procedure by focusing the probe beam on the polished side face of 
the examined waveguide. Application of a cylindrical lens for mode excitation enables obtain-
ing collimated (in planform XZ section) waveguide beams in both scheme variants. The latter 
variant is very attractive because of its non-destructive character, but the alternative former 
scheme is more convenient for conducting measurements.

The optical scheme has been built according to the former measuring variant in our exper-
iments, and Figure 3 demonstrates light ray paths in planform XZ section of the sample. 
Whereas the directions of simultaneously excited modes slightly differ due to different refrac-
tion at the input sample face, the rays of only one mode beam are shown into the waveguide 
in order to simplify the drawing. Each output light beam is associated with the individual 
waveguide mode, and the mode orders of the corresponding modes are identified by the 

Figure 2. Measuring block-scheme. 1 – Laser with collimator, 2 – Polarizer, 3 and 6 – Cylindrical lenses, 4 – Examined 
waveguide sample, 5 – Goniometer sample mount, 7 – Goniometer telescope.

Figure 3. Planform of the sample on the goniometer mount. Two-sided arrow denotes here the cylindrical lens generatrix; 
other designations are the same as in Figure 2.
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inclination of a certain output beam to the output waveguide face: the lower the mode order, 
the bigger the output angle. The fundamental mode forms the light beam having maximal 
value of the output angle ψmax. In the upright YZ projection, the output beams have large 
divergence (see Figure 2). Therefore, these beams appear on the cross screen apart of the 
sample as separate light strips.

Application of the Snell’s law both to input and output sample faces leads to following expres-
sion for calculating the mode indices Nm:

   N  m   =  √ 
_______________________________

      (sin   ψ  m   / sin  α + sin  i / tan  α)    2  +   (sin  i)    2     (1)

where m is the mode order, i and ψm are the incident and output angles of the spatial light 
beams measured in the XZ plane, and α is the angle between the input and output waveguide 
faces.

Evidently, normal incidence of the probe beam to the input waveguide face (i.e., the condition 
i = 0) is the simplest scheme variant that is most suitable for measuring. For such scheme, Eq. 
(1) transforms to.

   N  m   = sin   ψ  m   / sin  α  (2)

When graded-index waveguides are examined, the pattern of output beams has a specific 
view as a set of slightly curved light strips on the cross screen. The simplest way to explain 
that pattern is application of the known ray approximation of waveguide light propagation. 
Following to that approach, Figure 4 demonstrates the rays into shallow graded-index planar 
waveguide. All drawn rays represent the same waveguide mode.

One can see that the ray 3 is radiated being parallel to the sample surface from the output face 
point with the depth of so-called turning point which corresponds to the depth in the refrac-
tive index cross distribution where the mode index is equal to the refractive index value. So, 
just the direction of that ray in the planform XZ plane should be registered in measuring the 
waveguide mode spectrum. The ray scheme demonstrates also the rays 2 and 4 radiated from 
arbitrary point of the output face under equal opposite tilts. The presence of those rays means 

Figure 4. Ray approximation of mode propagation into graded-index planar waveguide. All plotted rays represent the 
same mode.
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Cylindrical lens in the recording block is not necessary for measuring the mode spectrum. That 
lens should be installed in procedures of complex measuring as described below.

Two scheme variants providing skew incidence of waveguide beams to the sample output face 
have been proposed [12]. The former one uses the trapezoidal (in planform section) samples 
having non-parallel opposite (input and output) waveguide faces as it is shown in Figure 3.  
The latter one allows testing the samples having usual rectangular form with mode launching 
performed under special procedure by focusing the probe beam on the polished side face of 
the examined waveguide. Application of a cylindrical lens for mode excitation enables obtain-
ing collimated (in planform XZ section) waveguide beams in both scheme variants. The latter 
variant is very attractive because of its non-destructive character, but the alternative former 
scheme is more convenient for conducting measurements.

The optical scheme has been built according to the former measuring variant in our exper-
iments, and Figure 3 demonstrates light ray paths in planform XZ section of the sample. 
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tion at the input sample face, the rays of only one mode beam are shown into the waveguide 
in order to simplify the drawing. Each output light beam is associated with the individual 
waveguide mode, and the mode orders of the corresponding modes are identified by the 
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inclination of a certain output beam to the output waveguide face: the lower the mode order, 
the bigger the output angle. The fundamental mode forms the light beam having maximal 
value of the output angle ψmax. In the upright YZ projection, the output beams have large 
divergence (see Figure 2). Therefore, these beams appear on the cross screen apart of the 
sample as separate light strips.

Application of the Snell’s law both to input and output sample faces leads to following expres-
sion for calculating the mode indices Nm:

   N  m   =  √ 
_______________________________

      (sin   ψ  m   / sin  α + sin  i / tan  α)    2  +   (sin  i)    2     (1)

where m is the mode order, i and ψm are the incident and output angles of the spatial light 
beams measured in the XZ plane, and α is the angle between the input and output waveguide 
faces.

Evidently, normal incidence of the probe beam to the input waveguide face (i.e., the condition 
i = 0) is the simplest scheme variant that is most suitable for measuring. For such scheme, Eq. 
(1) transforms to.

   N  m   = sin   ψ  m   / sin  α  (2)

When graded-index waveguides are examined, the pattern of output beams has a specific 
view as a set of slightly curved light strips on the cross screen. The simplest way to explain 
that pattern is application of the known ray approximation of waveguide light propagation. 
Following to that approach, Figure 4 demonstrates the rays into shallow graded-index planar 
waveguide. All drawn rays represent the same waveguide mode.

One can see that the ray 3 is radiated being parallel to the sample surface from the output face 
point with the depth of so-called turning point which corresponds to the depth in the refrac-
tive index cross distribution where the mode index is equal to the refractive index value. So, 
just the direction of that ray in the planform XZ plane should be registered in measuring the 
waveguide mode spectrum. The ray scheme demonstrates also the rays 2 and 4 radiated from 
arbitrary point of the output face under equal opposite tilts. The presence of those rays means 

Figure 4. Ray approximation of mode propagation into graded-index planar waveguide. All plotted rays represent the 
same mode.
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that the output light beam is symmetric relatively to the ray 3. Furthermore, the rays 1–3 are 
radiated from the sample points at different depths where the refractive index has different val-
ues. Therefore, the projections of those output rays to the planform XZ should have different 
directions in that plane. Thus the pattern of the output light beam (corresponding to the certain 
waveguide mode) on the cross screen apart the sample looks like a curved light strip which is 
symmetric relatively to the waveguide surface as it is shown in Figure 5. As we must register 
the rays that are analogous to the ray 3, we find those rays at the top of parabolic-like light strip.

Reliability of the results of mode spectrum measuring by the end-fire mode spectroscopy was 
proved in comparative examinations of graded-index planar waveguides fabricated in optical 
glasses. The mode spectrum of the same waveguides had been measured independently with 
the described technique and also by the traditional m-line spectroscopy method. Whereas the 
main advantage of the end-fire spectroscopy is its capability to analyze buried waveguides, 
several shallow graded-index samples had been chosen for comparative measuring because 
the traditional technique provides reliable results only for that type of waveguides.

Figure 6 presents the photo of the typical pattern formed by output light beams on the cross 
screen apart from the sample in examinations by the end-fire mode spectroscopy.

The whole spectrum of TE modes was launched simultaneously in this experiment, and the 
light strips really demonstrate some curvature due to the cross graded-index profile in the 
examined waveguide layer (see Figure 6a). The centers of the parabolic-like light curves were 
used for measuring the output angles ψm. The enlarged view of those central parts of the light 
strips (Figure 6b) demonstrates good separation of the strips. So, they can be easily registered 
in measuring.

As an example, Table 1 presents the results of comparative examinations of the planar wave-
guide fabricated on the substrate of commercial sodium-containing glass K8 by ion exchange 
in a potassium nitrate melt at 400°C. The probe light of 633 nm wavelength was used, and 
the bevel angle between the opposite sample faces was measured with the goniometer by the 
autocollimation method as α = 380 57′ 08′′± 5′′.

Figure 5. Spatial light beam radiated from the output waveguide face.

Emerging Waveguide Technology264

A good agreement between the mode index values measured by both techniques is evident. 
The difference between the results obtained by those methods does not exceed 10−4, which is 
similar to the errors considered quite acceptable in traditional mode index measurements.

Furthermore, the samples of buried waveguide structures have been tested by the end-fire 
spectroscopy technique. Planar buried waveguides have been formed in optical glasses by 
two-staged ion exchange. First, the shallow planar waveguides having the maximal refractive 
index at the sample surface were fabricated. Then the samples were treated into another melt 
providing appearance of reverse direction of diffusion process into the sample. That proce-
dure led to decreasing the surface refractive index while the maximum of the cross index dis-
tribution was shifted deeper to the sample depth. Performed choice of the stage’s durations 
resulted in fabrication of buried waveguide structures.

Mode excitation was performed in examinations by focusing the light beam to the input sam-
ple face. However, no waveguide modes have been registered in examinations of those struc-
tures by traditional m-line spectroscopy while both direct watching and application of 40x 

Figure 6. Photos of the patterns on the cross screen in procedures of mode spectrum measuring (a, b) and in complex 
measuring (c). λ = 633 nm, planar K8:K+ waveguide. (Here all photos – Negatives, colored positives – In online version).

Table 1. Comparative examination of planar K8: K+ waveguide, TE modes, λ = 633 nm.
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light strips really demonstrate some curvature due to the cross graded-index profile in the 
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A good agreement between the mode index values measured by both techniques is evident. 
The difference between the results obtained by those methods does not exceed 10−4, which is 
similar to the errors considered quite acceptable in traditional mode index measurements.

Furthermore, the samples of buried waveguide structures have been tested by the end-fire 
spectroscopy technique. Planar buried waveguides have been formed in optical glasses by 
two-staged ion exchange. First, the shallow planar waveguides having the maximal refractive 
index at the sample surface were fabricated. Then the samples were treated into another melt 
providing appearance of reverse direction of diffusion process into the sample. That proce-
dure led to decreasing the surface refractive index while the maximum of the cross index dis-
tribution was shifted deeper to the sample depth. Performed choice of the stage’s durations 
resulted in fabrication of buried waveguide structures.

Mode excitation was performed in examinations by focusing the light beam to the input sam-
ple face. However, no waveguide modes have been registered in examinations of those struc-
tures by traditional m-line spectroscopy while both direct watching and application of 40x 
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and 90x objectives proved the presence of the mode light spots at the output sample face. That 
means that the obtained burying depths were sufficient for the case when the “tails” of mode 
field distribution were so weak near the sample surface that their tunneling to the prism did 
not resulted in appearance of the output light beams which could be registered. Application 
of the end-fire mode spectroscopy technique allowed analyzing the waveguide structures 
that supported propagation of single TE mode. The results of performed examinations by the 
described technique are presented in Table 2.

Thus, the end-fire mode spectroscopy technique has demonstrated successfully its advanta-
geous feature that is capability of examination of planar structures of any type.

2.2. Evaluation of maximal refractive index

Besides mode spectrum measuring, the technique enables evaluating the maximal refractive 
index in graded-index waveguides. A principle of that procedure can also be explained involv-
ing ray approximation of mode propagation. One can conclude from Figure 4 that we should 
register the ray 1 radiated from the waveguide at the sample point having maximal refractive 
index in the graded-index layer. Determination of that index is performed using the output 
angle ϕ of that boundary ray of the emitted light beam. That angle is marked in Figure 5,  
and we see that it must be measured in the plane formed by both the considered ray and 
the normal to the output sample face, and that plane is tilted to the planform XZ plane. Ray 
tracing performed for that boundary ray shows that the maximal refractive index Nmax can be 
determined by solving Eq. [13].

   N  max   ⋅ cos  {arcsin  [ ( N  m   /  N  max  )  cos  α] }  = sin  ϕ  (3)

However, in our optical scheme the goniometer measures the angles lying in the XZ plane. So, 
we obtain in our measuring the values of the angle ϕxz which is the projection of the angle ϕ to 
the XZ plane, and the relation between those angles should be used in calculations. Another 
circumstance to be considered is following: both angular and linear apertures of the goniom-
eter telescope are limited, but the registered beam is high-divergent in the upright projec-
tion YZ. Therefore, we should apply the cylindrical lens (drawn by dash line in Figure 2)  

Table 2. Examination of buried waveguides by end-fire mode spectroscopy, TE0, λ = 633 nm.
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in the recording scheme block in order to collimate the measured light beam. Considering the 
parameters of the lens, relation between the mentioned angles can be deduced as.

  tan  ϕ = tan   ϕ  XZ    √ 
______________________________

    [1 +   (d / 2f)    2 ]  [  ( N  max   /  N  m  )    2  −   (cos  α)    2 ]    / sin  α  (4)

where f is the focus length of the cylindrical lens, and d is the size of the output curved light 
strip measured along the Y axis behind that lens. Considering (4) and also a known relation 
sec2ϕ = 1 + tan2ϕ, one can deduce from (3) the final equation containing the only unknown 
Nmax. Numerical solution of the obtained equation gives the desired value of the maximal 
refractive index in the graded-index waveguide.

It should be noted that mentioned collimation of the output beam is needed only in measure-
ments of the maximal refractive index when one must register high-divergent boundary rays. 
Measurement of the mode spectrum is performed by registering the central parts of the out-
put light beams, and it does not matter is the output cylindrical lens applied or not in that case.

As an example, let us consider the results of evaluation of the maximal refractive index in 
the K8: K+ waveguide whose mode spectrum is presented above. The photo of the pattern of 
output light beam obtained in measuring by the described technique is shown in Figure 6c. 
For comparison, the maximal refractive index had been measured directly by the end-fire 
mode spectroscopy and also computed according to conventional methods using the mea-
sured mode spectrum. The White-Heidrich method [6] gives the result as Nmax,WH = 1.52204, 
and the Chiang method [7] is resulted in Nmax,Ch = 1.52138. So, these widespread computing 
techniques give different results for the same waveguide. Basing on the results obtained for 
waveguides of that type (see, for example, Ref. [14]), and also taking into account our previ-
ous experience we can guess that application of the White-Heidrich technique is more appro-
priate for reconstruction of refractive index profile in the examined sample because the used 
fabrication technology results in graded-index layers demonstrating cross refractive index 
distributions which are well described with the erfc function. Direct measuring conducted by 
the end-fire mode spectroscopy resulted in the value Nmax = 1.5223 when the highest-order 
mode was registered. This value is evidently closer to the result of the White-Heidrich method 
than the solution of the Chiang method. It means that the described technique provides direct 
measuring of the maximal refractive index in graded-index waveguides with rather good 
accuracy. We must note that some imprecision occurs in measuring caused by diffractive 
character of real output light beams that defines smudgy ends of registered light strips and 
therefore impedes obtaining a high accuracy. However, the deviation of the measured result 
from the actual one is less than the difference (and, consequently, uncertainty) between the 
results computed according to traditional techniques. In any way, the obtained value is to 
be considered as the result of maximal index estimation and can be used as itself for further 
estimations of treatment conditions or waveguide unit performances, as for choosing between 
the noted traditional computing techniques of index profile reconstruction.

The pattern shown in Figure 6c demonstrates that application of the cylindrical leans in 
the scheme recording block really does not affect the central parts of light strips and allows 
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and 90x objectives proved the presence of the mode light spots at the output sample face. That 
means that the obtained burying depths were sufficient for the case when the “tails” of mode 
field distribution were so weak near the sample surface that their tunneling to the prism did 
not resulted in appearance of the output light beams which could be registered. Application 
of the end-fire mode spectroscopy technique allowed analyzing the waveguide structures 
that supported propagation of single TE mode. The results of performed examinations by the 
described technique are presented in Table 2.

Thus, the end-fire mode spectroscopy technique has demonstrated successfully its advanta-
geous feature that is capability of examination of planar structures of any type.

2.2. Evaluation of maximal refractive index

Besides mode spectrum measuring, the technique enables evaluating the maximal refractive 
index in graded-index waveguides. A principle of that procedure can also be explained involv-
ing ray approximation of mode propagation. One can conclude from Figure 4 that we should 
register the ray 1 radiated from the waveguide at the sample point having maximal refractive 
index in the graded-index layer. Determination of that index is performed using the output 
angle ϕ of that boundary ray of the emitted light beam. That angle is marked in Figure 5,  
and we see that it must be measured in the plane formed by both the considered ray and 
the normal to the output sample face, and that plane is tilted to the planform XZ plane. Ray 
tracing performed for that boundary ray shows that the maximal refractive index Nmax can be 
determined by solving Eq. [13].

   N  max   ⋅ cos  {arcsin  [ ( N  m   /  N  max  )  cos  α] }  = sin  ϕ  (3)
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Table 2. Examination of buried waveguides by end-fire mode spectroscopy, TE0, λ = 633 nm.
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in the recording scheme block in order to collimate the measured light beam. Considering the 
parameters of the lens, relation between the mentioned angles can be deduced as.

  tan  ϕ = tan   ϕ  XZ    √ 
______________________________

    [1 +   (d / 2f)    2 ]  [  ( N  max   /  N  m  )    2  −   (cos  α)    2 ]    / sin  α  (4)

where f is the focus length of the cylindrical lens, and d is the size of the output curved light 
strip measured along the Y axis behind that lens. Considering (4) and also a known relation 
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from the actual one is less than the difference (and, consequently, uncertainty) between the 
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The pattern shown in Figure 6c demonstrates that application of the cylindrical leans in 
the scheme recording block really does not affect the central parts of light strips and allows 
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conducting measurements of the mode spectrum also in that variant of optical scheme. So, 
the end-fire mode spectroscopy technique allows performing reliable direct complex mea-
surements of the set of important optical characteristics of arbitrary planar waveguides (the 
mode spectrum and the maximal refractive index) in a single procedure.

3. Measuring conditions

3.1. Choice of the sample form

For enhancing the technique sensitivity and accuracy, we must consider the conditions pro-
viding maximal variation δψm of the light beam emission line related to mode index varia-
tion δNm. Referring to Eq. (2), one can see that the value of the term ∂ψm/∂Nm = sin α/(1 − N2

m 
sin2α)1/2 increases with a rise in the bevel angle α between the opposite waveguide faces. So, 
in order to provide high method sensitivity we must maximize that angle. The same can be 
concluded from the dependence ψm(α) that is plotted in Figure 7.

However, when α approaches the value αlim = arcsin(1/Nm), total inner reflection appears at 
the output waveguide face, and the mode is reflected back to the waveguide (to the side 
sample face) instead of being emitted out through the output sample face. That limit value 
is marked in the graph with the dash line. Proper choice of the angle α should be performed 
considering the maximal refractive index value, which is expected to be obtained into the 
sample by the applied method of waveguide fabrication. Slightly overestimated value of that 
refractive index is substituted for Nm to the expression for αlim. Being calculated in such a man-
ner, angle limit represents the optimal value of the angle α. Indeed, as the mode indices are 
always less than the maximal refractive index in a waveguide, described manner of the bevel 
angle choice prevents the occurrence of total inner reflection at the output sample face for all 
modes of the examined waveguide.

Figure 7. Influence of the sample bevel angle on the sensitivity of measuring. Nm = 1.55.
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3.2. Requirements to the collimator

Adjustment of the collimator must provide acceptable divergence of the collimated light 
beam. Let us first consider the axial section of that beam by the plane normal to the waveguide 
surface (the upright plane YZ in Figure 2). One can conclude from the drawn ray scheme 
that divergent (in that upright projection) beam causes a mismatch between apertures of 
waveguide mode and exciting focused spatial light beam. That mismatch results in decreas-
ing the excitation efficiency. However, it does not influence on the registered angular values 
(they are measured into another planform projection XZ). Now let us consider the affect of 
beam divergence into that plane XZ (that coincides with the sample surface) on the results of 
angular measurements. One can conclude from Figure 3 that if a divergence of the incident 
light beam is small, each output beam acquires a slight angular broadening, but it remains 
approximately axisymmetric relatively to the direction ψm. Therefore, registration of the cen-
tral direction of each weakly divergent output light beam eliminates the affect of possible 
small maladjustment of the collimator.

Another requirement concerns performances of examined waveguides: the divergence of 
each output beam must be less than the angles between the output beams corresponding to 
waveguide modes of adjacent orders. Otherwise, overlapped different beams could not be 
distinguished and measured. Let us evaluate these angles basing on performances of graded-
index waveguides which mostly demonstrate the closer mode indices (and, hence, would 
form the least beam spatial separation in the considered scheme) for higher-order modes. 
Considering the presented condition for the bevel angle α, we can deduce following expres-
sion from Eq.(1) for adjacent higher-order modes: Nm – Nm + 1 ≈ Nmax × (ψm – ψm + 1) cos ψav, where 
ψav = (ψm + ψm + 1)/2. On the other hand, we obtain from Eq. (1) that cos ψm = [1 – (Nav /Nmax)2]1/2 
where Nav – the value corresponding to the mean direction between considered output beams, 
and Nav ≈ (Nm + Nm + 1)/2. Hence the angle between those light beams δψ = ψm – ψm + 1 ≈ (Nm – 
Nm + 1)/(N2

max – N2
av)1/2. As an example, let us evaluate δψ for some planar graded-index wave-

guide fabricated by ion-exchanged diffusion in commercial glass. Defining the model values 
as Nmax = 1.53, Nav = 1.51 and also (Nm – Nm + 1) = 10−4 for higher-order modes, we obtain δψ ≈ 
4 × 10−4 radian ≈ 1.4 arcmin. So, the divergence of the collimated light beam must not exceed 
that limit. That condition can be easily met in adjusting the optical scheme.

Thus we can expect that the source of the main affect on the results could be deviations from 
the conditions of mode excitation occurring in the launching scheme unit.

3.3. Tolerance of incident beam direction

As Eq. (1) involves the angle of incidence i, that angle can be considered as a factor capa-
ble of affecting the reliability of the results of mode index measurements. Being considered 
together, Eqs. (1) and (2) allow evaluating the occurred errors caused by deviation of the 
incident beam from the condition of normal incidence to the input waveguide face. Indeed, 
in the basic measuring regime calculations of mode indices are executed according to Eq. (2). 
However, if the mode launching unit is adjusted inaccurately (i.e. when i ≠ 0), substitution of 
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conducting measurements of the mode spectrum also in that variant of optical scheme. So, 
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However, when α approaches the value αlim = arcsin(1/Nm), total inner reflection appears at 
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sample face) instead of being emitted out through the output sample face. That limit value 
is marked in the graph with the dash line. Proper choice of the angle α should be performed 
considering the maximal refractive index value, which is expected to be obtained into the 
sample by the applied method of waveguide fabrication. Slightly overestimated value of that 
refractive index is substituted for Nm to the expression for αlim. Being calculated in such a man-
ner, angle limit represents the optimal value of the angle α. Indeed, as the mode indices are 
always less than the maximal refractive index in a waveguide, described manner of the bevel 
angle choice prevents the occurrence of total inner reflection at the output sample face for all 
modes of the examined waveguide.
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3.2. Requirements to the collimator

Adjustment of the collimator must provide acceptable divergence of the collimated light 
beam. Let us first consider the axial section of that beam by the plane normal to the waveguide 
surface (the upright plane YZ in Figure 2). One can conclude from the drawn ray scheme 
that divergent (in that upright projection) beam causes a mismatch between apertures of 
waveguide mode and exciting focused spatial light beam. That mismatch results in decreas-
ing the excitation efficiency. However, it does not influence on the registered angular values 
(they are measured into another planform projection XZ). Now let us consider the affect of 
beam divergence into that plane XZ (that coincides with the sample surface) on the results of 
angular measurements. One can conclude from Figure 3 that if a divergence of the incident 
light beam is small, each output beam acquires a slight angular broadening, but it remains 
approximately axisymmetric relatively to the direction ψm. Therefore, registration of the cen-
tral direction of each weakly divergent output light beam eliminates the affect of possible 
small maladjustment of the collimator.

Another requirement concerns performances of examined waveguides: the divergence of 
each output beam must be less than the angles between the output beams corresponding to 
waveguide modes of adjacent orders. Otherwise, overlapped different beams could not be 
distinguished and measured. Let us evaluate these angles basing on performances of graded-
index waveguides which mostly demonstrate the closer mode indices (and, hence, would 
form the least beam spatial separation in the considered scheme) for higher-order modes. 
Considering the presented condition for the bevel angle α, we can deduce following expres-
sion from Eq.(1) for adjacent higher-order modes: Nm – Nm + 1 ≈ Nmax × (ψm – ψm + 1) cos ψav, where 
ψav = (ψm + ψm + 1)/2. On the other hand, we obtain from Eq. (1) that cos ψm = [1 – (Nav /Nmax)2]1/2 
where Nav – the value corresponding to the mean direction between considered output beams, 
and Nav ≈ (Nm + Nm + 1)/2. Hence the angle between those light beams δψ = ψm – ψm + 1 ≈ (Nm – 
Nm + 1)/(N2

max – N2
av)1/2. As an example, let us evaluate δψ for some planar graded-index wave-

guide fabricated by ion-exchanged diffusion in commercial glass. Defining the model values 
as Nmax = 1.53, Nav = 1.51 and also (Nm – Nm + 1) = 10−4 for higher-order modes, we obtain δψ ≈ 
4 × 10−4 radian ≈ 1.4 arcmin. So, the divergence of the collimated light beam must not exceed 
that limit. That condition can be easily met in adjusting the optical scheme.

Thus we can expect that the source of the main affect on the results could be deviations from 
the conditions of mode excitation occurring in the launching scheme unit.

3.3. Tolerance of incident beam direction

As Eq. (1) involves the angle of incidence i, that angle can be considered as a factor capa-
ble of affecting the reliability of the results of mode index measurements. Being considered 
together, Eqs. (1) and (2) allow evaluating the occurred errors caused by deviation of the 
incident beam from the condition of normal incidence to the input waveguide face. Indeed, 
in the basic measuring regime calculations of mode indices are executed according to Eq. (2). 
However, if the mode launching unit is adjusted inaccurately (i.e. when i ≠ 0), substitution of 
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measured values ψm to Eq. (2) leads to appearance of errors because the right way is applica-
tion of Eq. (1) in this case.

Let us evaluate those errors. We can deduce from Eq. (2) that ∂Nm/∂ψm = (cos ψm/ sin α). Ray 
tracing that was performed for the scheme shown in Figure 3 resulted in following ψm(i) depen-
dence: ψm = arcsin{Nm sin[α − arcsin(sin i/ Nm)]}. We could note that the operating variant of the 
measuring technique is the case i ≈ 0. Then, considering negligibility of the angle i, the term ∂ψm/ 
∂i can be written as ∂ψm/ ∂i ≈ − cos α / cos ψm. Substituting that term into the expression for ∂Nm/ 
∂ψm and defining ΔNm = |∂Nm|, we can evaluate the mode index error as ΔNm = Δi / tan α. Here 
Δi denotes the increment of angle i from some value. Since we are considering the deviation 
from the condition of normal incidence of the input beam (i.e., from zero angle of incidence), 
just the small angle i plays itself the role of the increment Δi here. Then, replacing the values 
in the derived expression, we obtain the desired dependence of the mode index error on the 
angle of incidence:

  Δ  N  m   (i)  = i / tan  α  (5)

where i is a small angle in radian measure. This expression indicates that the mentioned mode 
index errors caused by wrong application of Eq. (2) in the case of deviation from the condition 
of normal incidence of the input light beam will be identical for all modes in the examined 
waveguide.

To confirm that unobvious conclusion, we can consider the described sample of K8: K+ wave-
guide and evaluate numerically the mentioned errors by another manner. In this case we 
assume that considered mode index error can be defined as ΔNm(i) = Nm − N’m, where N’m is 
the incorrect value calculating according to Eq.(2) without involving the angle of incidence, 
and Nm is the actual mode index value. The mode indices measured by the traditional m-line 
spectroscopy technique (see Table 1) are substituted for those actual values. Defining the 
angle of incidence i as a variable and using the actual mode index values, we calculated from 
Eq. (1) the values of the output angle ψ’m that would be obtained in measurements for the 
given angles i. Then we substitute those angles ψ’m into Eq. (2) and find the corresponding N’m 
values. The errors of mode index determination are obtained by comparing the actual mode 
indices with those calculated N’m values. The results of determination of ΔNm(i) values by that 
manner are shown in Figure 8.

It can be noted that the errors calculated for the modes of different orders are really identical 
in the most practical cases of small angles of incidence. The ΔNm(i) dependence obtained for 
that waveguide sample by calculation according to Eq. (5) coincides completely with the one 
shown in this figure. So, the obtained results confirm a validity of the derived Eq. (5), and it 
can be applied for evaluation of mode index errors. We can note here that precise adjustment 
of the used GS-5 goniometer sample mount in our experiments allowed limiting the values 
of the angle of incidence within the range of 5 arcsec. Therefore the mentioned errors do not 
exceed 3 × 10−5, and that is quite acceptable value corresponding to the usual level of errors 
occurred in measuring by the traditional m-line spectroscopy technique.

One can also see from Eq. (5) that the choice of the bevel angle α closer to the upper limit 
value makes it possible not only to increase the sensitivity of the end-fire mode spectroscopy 
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technique but also to reduce the influence of deviation from the condition of normal beam 
incidence to the input waveguide face.

3.4. Adjustment of input cylindrical lens

Besides the inclination of the incident beam in the XZ plane, occurrence of some turn of the 
cylindrical lens generatrix relatively to the waveguide plane in the launching scheme block 
is possible in measuring. Let us consider that case of the lens rotated around its optical axis 
assuming that the lens axis is directed along the normal to the input sample face. The ray 
paths in waveguide mode excitation procedure are shown in Figure 9.

Let the lens generatrix be tilted toward the surface of the sample by angle γ. Then the plane 
of incidence of the focused light beam (that involves the two-sided arrow denoting the lens 
in the scheme) is turned to the vertical Y axis by the same angle as it is shown in Figure 9.  
Considering reversible character of light paths in optical systems containing the passive  

Figure 8. Errors caused by deviation from the condition of normal incidence of exciting beam.

Figure 9. Waveguide mode excitation under the turn of input cylindrical lens.
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measured values ψm to Eq. (2) leads to appearance of errors because the right way is applica-
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index errors caused by wrong application of Eq. (2) in the case of deviation from the condition 
of normal incidence of the input light beam will be identical for all modes in the examined 
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the incorrect value calculating according to Eq.(2) without involving the angle of incidence, 
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It can be noted that the errors calculated for the modes of different orders are really identical 
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occurred in measuring by the traditional m-line spectroscopy technique.
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paths in waveguide mode excitation procedure are shown in Figure 9.

Let the lens generatrix be tilted toward the surface of the sample by angle γ. Then the plane 
of incidence of the focused light beam (that involves the two-sided arrow denoting the lens 
in the scheme) is turned to the vertical Y axis by the same angle as it is shown in Figure 9.  
Considering reversible character of light paths in optical systems containing the passive  

Figure 8. Errors caused by deviation from the condition of normal incidence of exciting beam.

Figure 9. Waveguide mode excitation under the turn of input cylindrical lens.

End-Fire Mode Spectroscopy: A Measuring Technique for Optical Waveguides
http://dx.doi.org/10.5772/intechopen.75558

271



elements only, we can consider our case in the reverse direction as an emission of the wave-
guide mode from the output waveguide face. That approach allows using the reasons and the 
results described above.

It is shown that the output mode beam looks like a curved light strip on the cross screen when 
a skew incidence of collimated beam to the output face is performed into the waveguide, and 
the strip edges demonstrate maximal inclinations from the longitudinal upright section. Then 
our studied case can be considered as reversible one – the tilted boundary rays of the incident 
light beam formed with the turned cylindrical lens excite the mode which is directed at some 
angle to the normal to the input sample face (see Figure 9) while the paraxial rays of the inci-
dent beam still meet the condition of normal incidence. That means excitation of divergent 
(in the planform XZ plane) waveguide mode beam, and consequently the spatial light beam 
which is radiated from the opposite output sample face should demonstrate angular broaden-
ing into that XZ projection.

If the numerical aperture of the exciting lens, as well as the size and position of the light 
spot at the input sample face are matched with the corresponding parameters of the excited 
mode, the output light beam is approximately axisymmetric relatively to the direction of 
unperturbed output beam, and that produces no additional errors neither in measuring the 
output beam direction nor in further calculation of the mode index. However, a set of wave-
guide modes is excited usually with the end-fire technique, and there is a natural wish to 
use this circumstance by measuring the characteristics of several modes under the single 
adjustment procedure. For this purpose, one scans the input end with the focused input 
beam and chooses a beam position that leads to optimizing the visibility of the mode’s set. 
Then only the part of the shifted incident beam actually excites some individual mode. As 
the exciting lens is turned in the considered manner, the output light beam is broadened 
asymmetrically (relatively to the output mode direction that could be in the case of zero lens 
turn) as can be seen in Figure 9. Just that reason leads to additional errors in measuring. The 
detailed procedure of determination of dependence ΔNm(γ) is presented in Ref. [15]. Here 
we show in Figure 10 the example of that dependence calculated for the waveguide K8: K+ 
considered above. Unlike the error type described in the preceding paragraph, one can see 
that the errors caused by lens turning differ one from another for modes of different orders, 
and the lowest-order mode indicate the minimum error. The noted difference between the 
errors decreases as the mode order increases, and for the two highest modes the mentioned 
errors almost coincide.

Whereas the considered error ΔNm(γ) is substantially less than the error ΔNm(i) for identical 
values of the angles i and γ, the former error caused by the lens turning dominates in practice 
because the used standard equipment provides precise control of normal light incidence to 
the sample face, but does not enable accurate orienting the lens generatrix relatively to the 
sample surface. In those cases the expected errors of the lens orientation could be up to the 
order of arc minutes, and therefore just that range of angle γ variations is used in the graph 
shown in Figure 10. It is seen that mode index errors are rather significant for those angles γ, 
and, in order to keep the errors within acceptable limits (no greater than 10−4), one should try 
to control the orientation of the cylindrical lens with accuracy of about 2–3 arcmin.
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For tuning the lens turn, a rather simple technique associated with a variant of autocollimation 
method could be suggested. The performed procedures are illustrated by Figures 11 and 12.

First the tilt of the incident light beam should be registered by watching through the goniom-
eter telescope or with the photoreceiver matrix. Then the reference glass cube (given in the 
goniometer tool kit) is installed on the goniometer sample mount, and the reflected light beam 
is registered near the opposite direction according to the scheme in Figure 11. Registered light 
strip patterns are shown in Figure 12.

If the measuring system is misadjusted in parameter γ, the strips representing direct and 
reflected beams demonstrate opposite inclinations at the angle of 2γ to each other. Turning 

Figure 10. Errors caused by the turn of input cylindrical lens.

Figure 11. Adjusting the orientation of input cylindrical lens under consecutive registration of direct and reflected light 
beams.
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elements only, we can consider our case in the reverse direction as an emission of the wave-
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mode, the output light beam is approximately axisymmetric relatively to the direction of 
unperturbed output beam, and that produces no additional errors neither in measuring the 
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guide modes is excited usually with the end-fire technique, and there is a natural wish to 
use this circumstance by measuring the characteristics of several modes under the single 
adjustment procedure. For this purpose, one scans the input end with the focused input 
beam and chooses a beam position that leads to optimizing the visibility of the mode’s set. 
Then only the part of the shifted incident beam actually excites some individual mode. As 
the exciting lens is turned in the considered manner, the output light beam is broadened 
asymmetrically (relatively to the output mode direction that could be in the case of zero lens 
turn) as can be seen in Figure 9. Just that reason leads to additional errors in measuring. The 
detailed procedure of determination of dependence ΔNm(γ) is presented in Ref. [15]. Here 
we show in Figure 10 the example of that dependence calculated for the waveguide K8: K+ 
considered above. Unlike the error type described in the preceding paragraph, one can see 
that the errors caused by lens turning differ one from another for modes of different orders, 
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and, in order to keep the errors within acceptable limits (no greater than 10−4), one should try 
to control the orientation of the cylindrical lens with accuracy of about 2–3 arcmin.
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For tuning the lens turn, a rather simple technique associated with a variant of autocollimation 
method could be suggested. The performed procedures are illustrated by Figures 11 and 12.

First the tilt of the incident light beam should be registered by watching through the goniom-
eter telescope or with the photoreceiver matrix. Then the reference glass cube (given in the 
goniometer tool kit) is installed on the goniometer sample mount, and the reflected light beam 
is registered near the opposite direction according to the scheme in Figure 11. Registered light 
strip patterns are shown in Figure 12.

If the measuring system is misadjusted in parameter γ, the strips representing direct and 
reflected beams demonstrate opposite inclinations at the angle of 2γ to each other. Turning 

Figure 10. Errors caused by the turn of input cylindrical lens.

Figure 11. Adjusting the orientation of input cylindrical lens under consecutive registration of direct and reflected light 
beams.
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the lens around its ax and repeating the procedures one can obtain coincidence of orienta-
tions of those light strips. This will be the criterion for correct orientation of the cylindrical 
lens – the lens generatrix gets right orientation parallel to the sample mount surface. For 
example: using the micrometer ocular of the goniometer tool kit we were able to adjust the 
lens orientation with the accuracy of 2 arcmin. It can be concluded from the dependences 
shown in Figure 10 that the corresponding mode index errors are reduced to an acceptable 
level. We can also note that our evaluation results in the maximum level of the measurement 
errors when the cylindrical lens is rotated around the axis, accompanied by the displacement 
of the input beam as it scans over the end of the waveguide. The mode index errors decrease 
as the incident beam is shifted toward the position that matches the region of localization of 
the measured mode, and the range of allowable lens tilts is broadened.

4. Conclusion

The presented materials prove applicability of the end-fire mode spectroscopy technique 
to analysis of planar optical waveguides with arbitrary cross refractive index profiles, 
and performed measurements of the characteristics of buried waveguides highlight this 
advantage of the technique. Furthermore, the technique allows conducting reliable direct 
complex measurements of the set of important optical characteristics of arbitrary planar 
waveguides (the mode spectrum and the maximal refractive index) in a single procedure. 
End-fire mode spectroscopy has a good potential for wide practical application in examina-
tions of planar structures. Further developments should be aimed at modifying the measur-
ing scheme in order to be able to analyze 3D optical guides. That could allow extending the 
area of technique applications by involving additional large group of waveguides includ-
ing optical fibers.

Figure 12. Patterns from the goniometer telescope in adjusting procedure: Direct (a) and reflected (b) light beams before, 
and also after (c) the procedure.
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Abstract

This chapter deals with the advances in polymeric waveguide gratings for filtering and 
integrated optics applications. Optical polymer materials are widely used for planar and 
corrugated micro-optical waveguide grating structures ranging from down a microm-
eter to several hundred micrometers. Light in a polymeric waveguide is transmitted in 
discrete modes whose propagation orders depend on incident wavelength, waveguide 
dimensional parameters, and material properties. Diffracted optical structures are permit-
tivity-modulated microstructures whose micro-relief surface profiles exhibit global/local 
periodicity. The resonant nature and location of such globally periodic structures (diffrac-
tion gratings) excite leaky waveguide modes which couple incident light into reflected/
transmitted plane wave diffraction orders. It describes design & analysis, fabrication, and 
characterization of sub-wavelength polymer grating structures replicated in different 
polymeric materials (polycarbonate, cyclic olefin copolymer, Ormocomp) by a simple, 
cost-effective, accurate, and large scale production method. The master stamp (mold) for 
polymer replication is fabricated with an etchless process with smooth surface profile.

Keywords: resonant waveguide gratings, polymeric materials, nanoimprint lithography

1. Introduction

Conventional optical waveguides work on the principle to guide waves in a material sur-
rounded by other material media, the refractive index of the material should be slightly higher 
than that of surrounded media such that light can bounce along the waveguide by means of 
total internal reflections at the boundaries between different media. The indefinite guiding 
progress the waves from successive boundaries which must interfere constructively to gener-
ate a continuous and stable interference pattern along the waveguide. If the interference pat-
tern in not fully constructive, the waves cancel, owing to the self-destruction. The conventional 
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optical waveguides are primarily the most common type of thin film optical filters used widely 
as narrowband filters in laser cavities, optical telecommunications, and light modulators [1]. 
However, the realization of sub-nanometer narrowband filters with thin film technique require 
hundreds of optical thin-films stack with stringent tolerances over thicknesses and refractive 
index variations [2]. Resonant Waveguide Gratings (RWGs) are a new class of narrowband fil-
ters and are widely used in applications such as polarizers [3], laser cavity reflectors [3, 4], light 
modulators [5], biosensors [6], and wavelength division multiplexing [7]. Such narrowband 
reflectance/transmittance spectral characteristics can be observed by sub-wavelength grating 
structures in terms of resonance anomalies [8, 9] with numerous potential applications. RWG 
operates with resonance effects with relatively simpler structure of few layers. Owing to the 
resonant nature of the sub-wavelength grating, the leaky modes are supported by the struc-
ture (waveguide layer and a grating layer) [10]. In the absence of the grating layer, waveguide 
layer supports a true bound mode. This bound mode becomes leaky when a grating layer is 
added with the waveguide layer. Eventually, optical energy is coupled out of the waveguide 
into radiation modes. On the other hand, the incident plane wave energy is coupled to the 
waveguide. The incident plane wave energy is coupled into leaky modes and then back to one 
or more radiation modes. This coupling mostly depends on the wavelength, angle of incidence 
and other structural parameters of the grating layer. At resonance a sharp peak in reflected/
transmitted light might be observed at a specific combination of these parameters.

Large scale demands for cost-effective yet reliable and efficient photonic components have 
led many researchers to consider polymer materials. Polymeric materials become widely use-
ful and increasingly attractive in the fabrication of various micro and nanostructures with 
the potential replacement of conventional inorganic materials such as SiO2 and LiNbO3 or 
semiconductors. Novel polymers have been introduced for replication of nanostructure RWG 
through inexpensive and mass-production process [11]. The polymeric materials offer high 
thermal expansion coefficient (almost an order of magnitude) in comparison to traditional 
inorganic materials as well as thermo-optic coefficient which enable them to use as fast rate 
switches. Investigations to fabricate RWG in polymeric materials have been actively pursued 
throughout over the past two decades [12, 13].

The capability to fabricate precise novel structures at micro to nanoscale with a wide variety 
of materials imposes great challenges to the advancement of nanotechnology and the nanosci-
ences. The semiconductor industry continues pushing to lower structural size and to manu-
facture smaller transistors and high density integrated circuits. The demanding industrial 
processes through newly developed lithographic methodologies need to address some critical 
issues such as speed, reliability, overlay accuracy, etc. Many alternative approaches have been 
used to manufacture nanostructures in past two decades, despite of using expensive tools such 
as deep-UV projection lithography and electron beam lithography techniques. These techniques 
include micro-contact printing, scanning probe based techniques, dip-pen lithography, and 
Nanoimprint Lithography (NIL) [14]. NIL can not only fabricate nanostructures in resists but 
can also imprint functional devices in many polymers through ease and cost-effective processes 
in a number of applications such as photonics, data storage, biotechnology, and electronics [15].

In this chapter we present details of design, fabrication, and characterization of polymeric RWG 
employing affordable techniques and mass production processes. The fabrication of master 
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stamp by electron beam lithography and subsequent replication in polymer materials by NIL 
is presented to target a number of applications in thermoplastics and UV curable polymers.

2. Theory of resonant waveguide gratings

The grating structure to enhance the resonance anomalies of a periodic profile (periodic 
modulation of refractive index) by coupling illuminating plane wave to the leaky modes of 
the waveguide of the grating is known as resonant waveguide gratings. Diffraction grating 
splits incident plane wave to propagate in different directions so-called diffraction orders. 
The periodic structure undergo complete interference and resonates with no transmission at a 
particular wavelength and incident angle [16]. As a result, light couples out of the waveguide, 
propagates up to smaller distances, and appears in the form of narrower reflectance peaks 
whose power varies from 0 to 100% over a range of structural parameters [10, 16, 17].

The propagation constant of a leaky mode is complex quantity and expressed as,

  β =  β  0   + i𝛾𝛾,  (1)

where   β  
0
    and  γ  are pure real numbers while the imaginary part ( γ ) of the propagation constant 

represents the propagation loss of the leaky modes [18]. Generally, the spectral width of a 
resonance curve is proportional to this propagation loss and the full width at half maximum 
is approximated by.

  ∆  λ  FWHM   =  λ  0     
d𝛾𝛾 ___ π   , (2)

where   λ  
0
    is the resonant wavelength, d is the periodicity.

In 1994, researchers used Effective Medium Theory (EMT) to model stratified media as a thin-
film stack possessing some effective index. The attempts were made to achieve symmetric 
spectral response with low sidebands by varying thicknesses of thin-film stacks. This approach 
results in to design an effective thin-film layer to be antireflective at resonant wavelength 
[19, 20]. Several researchers considered thin-film model for the design of symmetric filters 
and suggested numerical solutions based on rigorous modeling methods [21]. To design grat-
ing layer, the effective index model was suggested for thin-film method [19]. In 1956, Rytov 
developed a transcendental equation based on EMT to correlate effective refractive index of a 
stratified medium to physical parameters and wavelength of light [22]. This equation can be 
applied to grating problems and written as for a TE-polarized light:

    ( n  H  2   −  n  eff  2  )    1/2  tan [π   ( n  H  2   −  n  eff  2  )      1 __ 2    ×   
fd

 __ λ  ]  = −   ( n  L  2  −  n  eff  2  )    1/2  tan [π   ( n  L  2  −  n  eff  2  )      1 __ 2    ×   
 (1 − f) d

 _____ λ  ] ,  (3)

where nH, nL, neff are the high, low, and effective indices of the grating, respectively, f is the fill 
factor, d is the grating periodicity, and λ is the wavelength of the light. In the long wavelength 
limit   (  d __ λ   → 0)  , (Eq. (3)) can be solved in terms of an analytic relation:
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[19, 20]. Several researchers considered thin-film model for the design of symmetric filters 
and suggested numerical solutions based on rigorous modeling methods [21]. To design grat-
ing layer, the effective index model was suggested for thin-film method [19]. In 1956, Rytov 
developed a transcendental equation based on EMT to correlate effective refractive index of a 
stratified medium to physical parameters and wavelength of light [22]. This equation can be 
applied to grating problems and written as for a TE-polarized light:

    ( n  H  2   −  n  eff  2  )    1/2  tan [π   ( n  H  2   −  n  eff  2  )      1 __ 2    ×   
fd

 __ λ  ]  = −   ( n  L  2  −  n  eff  2  )    1/2  tan [π   ( n  L  2  −  n  eff  2  )      1 __ 2    ×   
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where nH, nL, neff are the high, low, and effective indices of the grating, respectively, f is the fill 
factor, d is the grating periodicity, and λ is the wavelength of the light. In the long wavelength 
limit   (  d __ λ   → 0)  , (Eq. (3)) can be solved in terms of an analytic relation:
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   n  eff   =   [f  n  H  2   +  (1 − f)   n  L  2 ]    1/2 .  (4)

Eq. (3) is referred as the exact effective index model whereas (Eq. (4)) as zeroth order effective 
index model.

The fundamental structure of a RWG is shown in Figure 1. The waveguide grating consist of 
a substrate material with refractive index nt, a coupled grating layer with refractive index dis-
tribution n2(x) along x-direction and a superstrate layer (generally air) with refractive index 
ni. When light of wavelength λ illuminates the grating at an incident angle θi, it results in 
generation of various propagated diffraction orders through one-dimensional grating which 
can be calculated by fundamental grating equation, given as:

   n  2   sin  θ  m   =  n  i   sin  θ  in   + m   λ __ d  ,  (5)

where λ is the wavelength, θin is the incident angle of light, d is the periodicity of the grating 
structure, θm is the diffraction order, m = 0, ±1, ±2, ±3,… is the index of diffraction order, ni, 
and n2 are the indices before and after the interface. For reflection gratings n2 is replaced by ni 
and for transmission gratings by nt.

Narrow reflection or transmission peaks can be achieved by understanding the physics of the 
structure which depends on the excitation of leaky waveguide modes. Consider a reflection 
grating with periodicity smaller than the wavelength of light used to allow only zeroth-order 
diffraction under plane wave illumination as shown in Figure 2. The resulted reflecting fields 
from the gratings may be assumed to produce from two contributions, namely: a direct reflec-
tion and a scattered field reflection [22]. The inherent direct reflection from upper interface is 
primary reflection so-called Fresnel reflection whereas the secondary reflection from the grat-
ing structure is due to excitation and rescattering of leaky waveguide modes whose phase 
vary continuously to fulfill the coupling relation given below:

Figure 1. Schematic representation of resonant waveguide Grating’s structure with forward and backward propagated 
diffraction orders.
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   γ  0   =  k  x   + n   2π ___ d  ,  (6)

where d is periodicity of the grating,   γ  
0
    is propagation constant of fundamental mode and   

k  
x
    is wave vector associated with the illuminating plane wave. At the resonance regime the 

rapidly varying phase of the secondary field with respect to the incident field (wave number) 
becomes similar in phase which gives rise resonance in the form of narrow reflected peak with 
wavelength or angle of incidence [23]. In Figure 1, the leaky waveguide modes in lateral direc-
tion are represented by propagation constant  γ . Due to the leaky nature of propagated modes, 
they are shown to possess both real and imaginary parts and form a plane, so-called complex  
γ -plane. A leaky mode is described by a pole on this complex  γ -plane. A planar waveguide 
supports at least one mode, the pole of which is represented by the real value on this  γ -plane. 
Owing to the introduction of periodicity in the planar structure, such single mode splits into 
an infinite number of spatially diffracted orders whose poles are represented by complex 
values on this complex  γ -plane with a separation of    2π ___ d   . Thus, the leaky waveguide modes are 
primarily associated with the periodicity of grating structure and much more closely spaced 
poles can be observed for sufficiently small periodic structure compared to incident wave-
length. The magnitudes of real and imaginary parts of such complex poles show the extent 
of leaky modes excited by the input plane wave i.e., the coupling of the real part of modes 
(poles) with input filed and the associated coupling loss, respectively [24].

3. Selection of polymer materials for optical waveguide

Polymeric materials have become potential candidate with versatility optical device perfor-
mance and functionality. In comparison to inorganic materials, polymeric materials pos-
sess many attributable characteristics. The properties of polymer materials can be changed 

Figure 2. Schematic view of RWG with refractive index distributions and coated high index cover layer.
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chemically after modifying the chemical structure of the monomers, polymer backbones, 
addition of functional groups or chromophores. Polymer materials can be made to manipu-
late easily by many conventional or unconventional fabrication methods such as reactive 
ion etching (dry etching), wet etching, soft lithography etc. [25]. Polymer materials offer a 
simple, low-cost, and reliable fabrication process irrespective to fragile silica or expensive 
semiconductor materials. Functional polymeric materials provide interesting properties for 
integrating several diversified materials with different functionalities.

Optical waveguide structures can be fabricated directly by electron beam lithography which is 
the most effective method to fabricate micro- and nanostructures [25]. Alternatively, soft lithog-
raphy technique has been extensively developed during past 20 years and improving optical 
waveguide manufacturing by the use of a master stamp to generate several soft molds to repro-
duce its replicas [25, 26]. Figure 3 shows schematic of the originally NIL process proposed by 
Chao almost two decades before [27, 28]. The master stamp or mold containing nanoscale sur-
face relief features is pressed against a polymeric material on a substrate with tightly controlled 
temperature and pressure to create a thickness contrast in polymer material. Furthermore, a 
thin residual layer is made beneath the stamp protrusions as a cushioning layer to protect 
nanoscale structure on mold surface from a direct impact of mold on the substrate. However, 
this residual layer can be removed at the end of the process by an anisotropic O2 plasma etch-
ing. Figure 3b and c shows Scanning Electron Microscopy (SEM) images of a mold with pillar 
array of diameter 10 nm and replicated hole array in poly (methyl methacrylate) (PMMA) [28].

4. RWG modeling tool

In this chapter the RWG structures are designed and modeled using most efficient method 
which is based on the Fourier expansion, commonly known as Fourier Modal Method 
(FMM) or the coupled wave method (CWM) [29]. FMM determines eigen-solution values 
of Maxwell’s equations in a periodic or piecewise continuous medium by expanding the 
electromagnetic fields and permittivity functions to Fourier series and applying the bound-
ary conditions to show fields inside the grating by an algebraic eigenvalue problem [30]. 
Employing FMM to periodic-modulated region, the modulated region sections in slabs 

Figure 3. (a) Schematic representation of originally proposed NIL process by Chou. (b) Scanning Electron Microscopy (SEM) 
image of a mold possessing pillar array diameter of 10 nm. (c) Replicated structure of mold in PMMA polymer material 
with hole array of size 10 nm. Reproduced with permission from [27]. Copyright 1997, American Institute of Physics.
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where solution of Maxwell’s equations is determined at each slab. Such solutions appear 
in the form of forward and backward propagated fields consisting of modal fields. These 
fields are pseudoperiodic in nature and expressed in the   e   ±i𝛽𝛽z  , where β is the eigenvalue of a 
mode. The eigenvalue problem is shown in matrix form which expresses a set of allowed β 
values and transverse field distributions for each polarization of light. The emerging fields 
from each slab are combined at each interface by applying boundary values. This compu-
tation shows an overall field inside the modulated region which is then matched with the 
fields in homogeneous regions surrounding the modulated region. At the end the problem 
is expressed in a matrix form to calculate complex transmission and reflection field ampli-
tudes [31].

5. Cost-effective master stamp fabrication process by electron beam 
lithography (EBL) and hydrogen silsesquioxane (HSQ) resist

The properties of stamping material play a significant role in replication process to achieve 
a well-defined replicated features. In this section, patterns are defined on a resist material  

Figure 4. Schematic representation of fabrication and replication process of HSQ mold and polymeric binary grating 
structures with nanoscale surface-relief features. Reproduced with permission from [11]. Copyright 2012, SPIE.
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which is coated on a silicon substrate and written by electron beam lithography (EBL) 
without reactive ion etching (RIE) of silicon. Moreover, accurate control to pattern depth is 
challenging and inaccuracies in depth profiles are inherent with different width structures. 
Furthermore, the associated EBL proximity effect increases with the pattern depths and 
become more pronounced when beam size becomes comparable to the pattern size. The line 
edge variations occurred due to incomplete suppression of resist after development process 
resulted in polymer molecule agglomerate formation at pattern line edges [20]. Hydrogen 
silsesquioxane (HSQ) is a high resolution, inorganic, negative tone EB resist material with 
small linewidth variations in comparison to positive EB resists such as PMMA and ZEP. To 
fabricate structures with high resolutions, the molecular size of resist material need to be 
smaller than the nanoscale features to be replicated for which HSQ resist possesses domi-
nating properties with slight line roughness and high etch resistance in addition [32].

In this Chapter we show replication of nanoscale structures in thermoplastic thin films and UV 
curable polymers by using an HSQ mold. The mold is fabricated by spin coating HSQ resist layer 
on silicon substrate, direct e-beam writing followed by development process without reactive ion 
etching. The HSQ resist thickness is adjusted to obtain structure design height h. Additionally, 

Figure 5. SEM images of top view of HSQ resist master stamp on silicon substrate with periodicity (d = 325 nm) at 
different magnifications: (a) 100.00 KX, (b) 150.00 KX, (c) 200.00 KX, and (d) 250.00 KX.
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the formed structure is heat treated to improve mechanical properties of the resist for 180 min 
at 300°C temperature. Such thermal treatment improves density and hardness of HSQ resist to 
enable it for the use of hard stamp with high imprint pattern fidelity. The heat treated mold(s) are 
surface treated in nitrogen environment to deposit a silane layer to act as an antiadhesive layer 
for imprinting. Finally, the imprinted polymeric gratings with several periodicities are coated 
with high index amorphous TiO2 thin films by atomic layer deposition. Spectral characteristics of 
the replicated structures are investigated by a variable angle spectroscopic ellipsometer. Figure 4 
depicts schematic representation of complete process flow of HSQ mold fabrication and imprint-
ing into polymeric materials (thermoplastics and UV curable) with high index TiO2 thin layer.

Figure 5 shows SEM images of top view of HSQ resist molds (grating structures) at different 
magnifications on silicon substrate with period d of 325 nm. Figure 6a and b shows cross-
sectional view of SEM images of HSQ binary molds with period 425 nm and Figure 6c and d 
with period 325 nm [33].

Figure 7 shows imprinted sub-wavelength grating structures in thermoplastic and UV curable 
plastic materials by NIL tool. Figure 8 shows various thin films of amorphous TiO2 coated on 
polycarbonate, cyclic olefin copolymer and UV curable Ormocomp by atomic layer deposition  

Figure 6. SEM images of cross-sectional view of HSQ resist master stamp on silicon with periodicities: (a and b) 
d = 425 nm and (c and d) d = 325 nm. Reproduced with permission from [33]. Copyright 2013, NUST.
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as a waveguide layer [30]. The details of conformal growth of amorphous TiO2 thin films by 
atomic layer deposition is described in Refs. [34, 35].

Figure 9 shows the ellipsometric measurement setup when a linearly polarized plane wave 
(electric field vector is parallel called TE or perpendicular called TM to the grating lines) 
incident on the sample at an incident angle Φ with respect to normal of the RWG sample. The 
light-matter interaction results in specular reflectance/transmittance of the resonant gratings. 
The polarization state (TE or TM) of the illuminated light is selected by a polarizer stage which 
transforms the unpolarized light beam into a linearly polarized light beam. The polarization 
stage composed of a polarizer mounted on a continuously rotated stepper motor with high 
accuracy. The rotating polarizer changes the intensity of the light. The phase and amplitude of 
the modulated light represents the polarization state of the beam entering the analyzer/detec-
tor. In general, ellipsometer predicts the ellipticity of the polarization state of the light, optical 
constants (n and k) of optical materials, and the thickness of the thin film. The ellipsometric 
measurement uses two parameters which are connected by Eq. (7) [36].

Figure 7. SEM images of cross-sectional view of imprinted structures in: (a and b) polycarbonate with period d = 368 nm, 
(c) cyclic olefin copolymer with period d = 325 nm and (d) UV curable material Ormocomp with period d = 325 nm. 
Reproduced with permission from [33]. Copyright 2013, NUST.
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Figure 8. SEM images of amorphous TiO2 coated replicated gratings: (a) polycarbonate with period d = 368 nm and TiO2 
thickness t = 80 nm, (b) polycarbonate with period d = 368 nm and TiO2 thickness t = 60 nm, (c) cyclic olefin copolymer 
with period d = 325 nm and TiO2 thickness t = 50 nm, and (d) UV curable material Ormocomp with period d = 325 nm 
and TiO2 thickness t = 50 nm. Reproduced with permission from [33]. Copyright 2013, NUST.

Figure 9. Experimental setup of an ellipsometer to measure specular reflectance or transmittance.

Polymer Resonant Waveguide Gratings
http://dx.doi.org/10.5772/intechopen.76917

287



as a waveguide layer [30]. The details of conformal growth of amorphous TiO2 thin films by 
atomic layer deposition is described in Refs. [34, 35].

Figure 9 shows the ellipsometric measurement setup when a linearly polarized plane wave 
(electric field vector is parallel called TE or perpendicular called TM to the grating lines) 
incident on the sample at an incident angle Φ with respect to normal of the RWG sample. The 
light-matter interaction results in specular reflectance/transmittance of the resonant gratings. 
The polarization state (TE or TM) of the illuminated light is selected by a polarizer stage which 
transforms the unpolarized light beam into a linearly polarized light beam. The polarization 
stage composed of a polarizer mounted on a continuously rotated stepper motor with high 
accuracy. The rotating polarizer changes the intensity of the light. The phase and amplitude of 
the modulated light represents the polarization state of the beam entering the analyzer/detec-
tor. In general, ellipsometer predicts the ellipticity of the polarization state of the light, optical 
constants (n and k) of optical materials, and the thickness of the thin film. The ellipsometric 
measurement uses two parameters which are connected by Eq. (7) [36].

Figure 7. SEM images of cross-sectional view of imprinted structures in: (a and b) polycarbonate with period d = 368 nm, 
(c) cyclic olefin copolymer with period d = 325 nm and (d) UV curable material Ormocomp with period d = 325 nm. 
Reproduced with permission from [33]. Copyright 2013, NUST.

Emerging Waveguide Technology286

Figure 8. SEM images of amorphous TiO2 coated replicated gratings: (a) polycarbonate with period d = 368 nm and TiO2 
thickness t = 80 nm, (b) polycarbonate with period d = 368 nm and TiO2 thickness t = 60 nm, (c) cyclic olefin copolymer 
with period d = 325 nm and TiO2 thickness t = 50 nm, and (d) UV curable material Ormocomp with period d = 325 nm 
and TiO2 thickness t = 50 nm. Reproduced with permission from [33]. Copyright 2013, NUST.

Figure 9. Experimental setup of an ellipsometer to measure specular reflectance or transmittance.

Polymer Resonant Waveguide Gratings
http://dx.doi.org/10.5772/intechopen.76917

287



  tanψ  e   iΔ  =   
 R  p  

 ___  R  s  
  ,  (7)

Where Rp and Rs are the complex-amplitude reflectance coefficients for p- and s-polarization 
state of light, Ψ represents elliptical state of polarization and Δ is the relative phase of the 
vibrations along x- and y-directions which can vary from zero to 2π.

6. Results and discussion

Figure 10 shows designed and experimentally predicted spectral response (specular 
reflectance) of replicated grating structures in polycarbonate (PC), cyclic olefin copolymer 
(COC), and UV curable polymer Ormocomp [33]. The measured specular reflectance of PC, 
COC, and Ormocomp show reflectance peaks at 698.6 nm, 631.4 nm, and 630.4 nm with 
peak reflectance efficiencies 0.71, 0.94, and 0.65, respectively as shown in Figure 10d–f. 
The resonance peaks occur at different spectral positions with lower diffraction efficien-
cies than those calculated theoretically as shown in Figure 10a–c. The spectral shifts might 
occur due to inaccuracies in the dimensional profile of the replicated structures includ-
ing rounding of grating edges rather completely rectangular as shown in ideal profile 
of Figures 1 and 2. The reduction of measured peak efficiencies are most likely caused 
by scattering of light from surface roughness, slight irregularities in the straightness of 
the grating lines, porosity and volume variations in polymers that cause refractive index 
changes in microscopic scale.

The observed variations may also be explained by molecular orientations of the polymer 
chains. The stress induction during mold filling may result in a partial orientation and con-
figuration of polymeric chain along principal stress directions. Such molecular orientations 
may relax in thermal environment over a certain length of time. If however, temperature 
environment is kept constant, for example, for a UV curable material, the molecular orienta-
tions can be frozen up in the glassy state of the polymers. Such frozen-in-stresses in the newly 
molecular chain orientations may lead to generate an anisotropic behavior in the refractive 
index and cause peak shift.

Figure 11a and b shows specular reflectance of two designed replicated gratings in polycar-
bonate (with periodicities d = 425 nm and d = 368 nm), illuminated with TE-polarized light 
(electric field is parallel to grating lines) at three different angles of incidence (18°, 19°, and 
20°) with Full Width Half Maximum (FWHM) of about 11 nm. Figure 11c and d shows mea-
sured spectral reflectance of designed gratings (with periodicities d = 425 nm and d = 368 nm) 
with FWHM of 13.5 nm and 11 nm, respectively. The experimentally predicted spectra is in 
close agreement to that of calculated, however, the wavelength shifts may be attributed due 
to slight variations of refractive indices of materials interacted with light. Figure 11e shows 
the simulated reflectance efficiency variations of two gratings with TiO2 thicknesses of 60 nm 
and 75 nm. Figure 10f shows experimentally measured spectral efficiencies verses calculated 

Emerging Waveguide Technology288

ones with two TiO2 thicknesses. Both experimentally measured and calculated spectra are in 
agreement, provided few spectral shifts occur due to reasons described above.

For replication by thermal NIL, the temperature of the polymer materials are raised above glass 
transition temperature (Tg) of polymers. At such a condition (T ˃ Tg), both Young’s modulus 
and viscosity of polymers reduce by several orders of magnitude in comparison to their values 
at room temperatures. Moreover, below Tg the value of Young’s modulus of glassy polymers 
remains constant for many polymers, approximately 3 × 109 Pa in comparison to their respective 
values at room temperature. In general practice, the temperature rise for thermal NIL is 60–90°C 
above Tg so that polymer transform into a viscous flow to fill micro and nanocavities, however, 
after imprinting process polymer is cooled down below Tg to preserve imprinted pattern. In 
fact, Tg is onset temperature for molecular motion in polymers. There are many factors which 
increase energy for molecular motion, such as, intermolecular forces, interchain steric hindrance 
(branching or cross-linking, bulky and stiff side groups). In some processes, it is desirable to use 
lower temperature values, which is then compensated by corresponding increase in the pro-
cess pressure and time to obtain perfect imprinting. The requirement of high temperature and 
pressure for NIL process may restrict the production of NIL technology. Furthermore, the mis-
match of thermal expansion coefficient between the mold material and substrate may impose 
limitations for pattern overlay for large substrates. Alternatively, liquid precursors having low 
Young’s modulus and viscosity can be cured by UV light at ambient temperatures. Due to low 
viscosity of the fluid the imprinting process is facilitated and minimize pattern density effects.

Figure 10. Theoretically calculated and experimentally measured specular reflectance of replicated gratings with grating 
height h = 120 nm and TiO2 thickness t = 50 nm: a) polycarbonate with periodicity (d = 368 nm), b) cyclic olefin copolymer 
with periodicity (d = 325 nm), c) Ormocomp with periodicity (d = 325 nm); measured reflectance spectra of all three 
designed gratings: d) polycarbonate, e) cyclic olefin copolymer, and f) ormocomp. Reproduced with permission from 
[37]. Copyright 2013, Elsevier.

Polymer Resonant Waveguide Gratings
http://dx.doi.org/10.5772/intechopen.76917

289



  tanψ  e   iΔ  =   
 R  p  

 ___  R  s  
  ,  (7)

Where Rp and Rs are the complex-amplitude reflectance coefficients for p- and s-polarization 
state of light, Ψ represents elliptical state of polarization and Δ is the relative phase of the 
vibrations along x- and y-directions which can vary from zero to 2π.
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Figure 11. Theoretically calculated specular reflectance at three illuminating angles of replicated gratings: (a) with 
d = 425 nm, (b) with d = 368 nm. Experimentally calculated specular reflectance at three illuminating angles of replicated 
gratings: (c) with d = 425 nm, (d) with d = 368 nm, (e) variation in simulated spectral reflectance as a function of TiO2 
thickness t and wavelength of illuminating TE light, and (f) theoretically calculated and experimentally predicted 
specular reflectance as a function of wavelength. Blue curves show layer thickness t = 60 nm and brown curves t = 75 nm. 
Reproduced with permission from [11]. Copyright 2012, American Optical Society.
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7. Conclusions

The replication of nanophotonic components with sub-wavelength features in polymeric 
materials is demonstrated and described as the most promising technology to produce nar-
row band-pass filters which are efficient, reliable, cost-effective, environmentally stable and 
effective at bulk scale production. Nanoimprint lithography is an economic process which 
initially requires the manufacturing of a master stamp (mold) which is fabricated commonly 
by EBL and reactive ion etching (RIE) processes. These processes enhance cost, inaccuracies 
and a reduction in efficiency and device performance. This work presented the manufactur-
ing of master stamp by EBL using a negative tone binary electron beam resist HSQ without 
RIE process. The sub-wavelength replicated structures’ profile height was adjusted by the 
thickness of resist layer on silicon substrate by spin coating process. A direct pattern writing 
on HSQ resist was performed by EBL followed by development for sufficient time. The RIE 
process step was replaced by HSQ pattern resist heat treatment to improve the mechanical 
and physical properties such as hardness and density of HSQ resist, respectively. The simple 
etchless process of mold formation brings fast prototyping of nano-optical devices with rapid 
processing time and high pattern fidelity, superior optical performance and wide applicabil-
ity to mass production.

In NIL two important steps performed are mold release and pattern transfer. The imprinting 
process lead strong adhesive forces between the mold and the resist at large contact area. A 
perfect mold release keeps both resist shape integrity and a complete mold-resist separation 
as well as suitable plasma-etching resistance for pattern transfer into substrate. This means, 
nanoimprint resists which give rise both mold-release, etch-resist properties and allow fast 
and precise nanoimprinting are highly desirable.

The replicated grating structures in polymer materials further coat by thin dielectric films of 
TiO2 as waveguide layer to support optical modes. Theoretically simulated results agree with 
the experimentally measured for the RWG in a number of polymers such as polycarbonate, 
cyclic olefin copolymer and Ormocomp.
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Abstract

This chapter presents techniques to solve problems of propagation along the straight
rectangular and circular waveguides with inhomogeneous dielectric materials in the cross
section. These techniques are very important to improve the methods that are based on
Laplace and Fourier transforms and their inverse transforms also for the discontinuous
rectangular and circular profiles in the cross section (and not only for the continuous
profiles). The main objective of this chapter is to develop the techniques that enable us to
solve problems with inhomogeneous dielectric materials in the cross section of the straight
rectangular and circular waveguides. The second objective is to understand the influence
of the inhomogeneous dielectric materials on the output fields. The method in this chapter
is based on the Laplace and Fourier transforms and their inverse transforms. The pro-
posed techniques together with the methods that are based on Laplace and Fourier trans-
forms and their inverse transforms are important to improve the methods also for the
discontinuous rectangular and circular profiles in the cross section. The applications are
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emphasis on recent developments has been published [1]. Examples of important methods
have been proposed such as finite-difference method, the integral-equation method, and
methods based on series expansion. Full-vectorial matched interface and boundary method
for modal analysis of dielectric waveguides has been proposed [2]. The method distinguishes
itself with other existing interface methods by avoiding the use of the Taylor series expansion
and by introducing the concept of the iterative use of low-order jump conditions.

A review of the hollow waveguide and the applications has been presented [3, 4]. A review of
hollow waveguides, infrared transmitting, and fibers has been presented [5]. Hollow wave-
guides with metallic and dielectric layers have been proposed to reduce the transmission
losses. A hollow waveguide can be made from any flexible or rigid tube, such as glass, plastic
or glass, and the inner hollow surface is covered by a metallic layer and a dielectric overlayer.
The structure of the layer enables to transmit both the TE and TM polarization with low
attenuation [6, 7].

Selective suppression of electromagnetic modes in rectangular waveguides has been presented
[8] by using distributed wall losses. Analytical model for the corrugated rectangular wave-
guide has been extended to compute the dispersion and interaction impedance [9].

A Fourier operator method has been used to derive for the first time an exact closed-form
eigenvalue equation for the scalar mode propagation constants of a buried rectangular dielec-
tric waveguide [10]. Wave propagation in an inhomogeneous transversely magnetized rectan-
gular waveguide has been studied with the aid of a modified Sturm-Liouville differential
equation [11]. A fundamental and accurate technique to compute the propagation constant of
waves in a lossy rectangular waveguide has been proposed [12]. This method is based on
matching the electric and magnetic fields at the boundary and allowing the wavenumbers to
take complex values.

A method that relates to the propagation constant for the bound modes in the dielectric
rectangular waveguides has been proposed [13]. An analysis of rectangular folded-waveguide
slow-wave structure has been developed using conformal mapping by using Schwarz
Christoffel transformation [14]. A simple closed form expression to compute the time-domain
reflection coefficient for a transient TE10 mode wave incident on a dielectric step discontinuity
in a rectangular waveguide has been presented [15]. In this paper, an exponential series
approximation was provided for efficient computation of the reflected and transmitted field
waveforms.

The electromagnetic fields in rectangular conducting waveguides filled with uniaxial aniso-
tropic media have been characterized [16]. In this paper, the electric type dyadic Green’s
function due to an electric source was derived by using eigenfunctions expansion and the
Ohm-Rayleigh method. An improved generalized admittance matrix technique based on
mode matching method has been proposed [17]. The generalized scattering matrix of wave-
guide structure and its discontinuity problems is obtained with relationship equations and
reflection coefficients.

A full-vectorial boundary integral equation method for computing guided modes of optical
waveguides has been proposed [18]. Method for the propagation constants of fiber waveguides
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of arbitrary cross section shape has been proposed [19]. In this paper, the proposed techniques
used to solve problems of scattering by irregularly shaped dielectric bodies, and in the static
limit, for solving the problem of an irregular dielectric or permeable body in an external field.

The rectangular dielectric waveguide technique for the determination of complex permittivity
of a wide class of dielectric materials of various thicknesses and cross sections has been
described [20]. In this paper, the technique has been presented to determine the dielectric
constant of materials. The fields and propagation constants of dielectric waveguides have been
determined within the scalar regime [21] by using two-dimensional Fourier series expansions.
Propagation of modes in some rectangular waveguides using the finite-difference time-domain
method has been proposed [22]. Analysis of rectangular waveguide using finite element
method has been proposed [23].

Wave propagation and dielectric permittivity reconstruction in the case of a rectangular wave-
guide have been studied [24]. According to this paper, we study the electromagnetic wave
propagation in a rectangular waveguide filled with an inhomogeneous dielectric material in the
longitudinal direction. Light propagation in a cylindrical waveguide with a complex, metallic
and dielectric function has been proposed [25]. Advancement of algebraic function approxima-
tion in eigenvalue problems of lossless metallic waveguides to infinite dimensions has been
investigated [26]. The method of algebraic function approximation in eigenvalue problems of
lossless metallic waveguides such as a closed uniform cylindrical waveguides has been proposed
[27]. Analysis of longitudinally inhomogeneous waveguides using Taylor’s series expansion has
been proposed [28]. Analysis of longitudinally inhomogeneous waveguides using the Fourier
series expansion has been proposed [29]. The method of external excitation for analysis of
arbitrarily-shaped hollow conducting waveguides has been proposed [30].

A circular metallic hollow waveguide with inner dielectric multilayers has been designed by
Miyagi and Kawakami [31] with the emphasis on low-loss transmission of the HE11 mode for
the infrared. According to this paper, the transmission losses of the dielectric-coated metal
waveguides are drastically reduced when a multiple dielectric layer is formed instead of a
single dielectric layer. The simplest and most efficient multilayer structure is a three-dielectric-
layer stack deposited on a metal layer.

A transfer matrix function for the analysis of electromagnetic wave propagation along the
straight dielectric waveguide with arbitrary profiles has been proposed [32]. According to this
paper, the method is based on the Laplace and Fourier transforms, and the inverse Laplace and
Fourier transforms. A rigorous approach for the propagation of electromagnetic fields along a
straight hollow waveguide with a circular cross section has been proposed [33]. The cross
section is made of a metallic layer, and only one dielectric layer upon it. The separation of
variables is obtained by using the orthogonal-relations. The longitudinal components of the
fields are developed into the Fourier-Bessel series. The transverse components of the fields are
expressed as functions of the longitudinal components in the Laplace plane and are obtained
by using the inverse Laplace transform by the residue method.

In order to solve more complex problems of coatings in the cross section of the dielectric
waveguides, such as rectangular and circular profiles, then it is important to develop in each
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modal an improved technique to calculate the dielectric profile, the elements of the matrix and
its derivatives of the dielectric profile.

The main objective of this chapter is to develop the techniques that enable us to solve problems
with inhomogeneous dielectric materials in the cross section of the straight rectangular and
circular waveguides. The second objective is to understand the influence of the inhomoge-
neous dielectric materials on the output fields. Thus, we need to develop the technique and a
particular application to calculate the profiles in the cross section. Namely, we need to calculate
the dielectric profile, the elements of the matrix and its derivatives of the dielectric profile in
the cases of the straight rectangular and circular waveguides. The proposed techniques are
important to improve the methods that are based on Laplace and Fourier transforms and their
inverse Laplace and Fourier transforms also for the discontinuous rectangular and circular
profiles in the cross section (and not only for the continuous profiles).

2. Formulation of the problem

In this chapter, we present techniques for solving discontinuous problems of dielectric mate-
rials in the cross section of the straight waveguide for applications in the microwave and
millimeter-wave regimes and in the cases of infrared regime. The proposed techniques are
very effective in relation to the conventional methods because they allow the development of
expressions in the cross section only according to the specific discontinuous problem. In this
way, the mode model method becomes an improved method to solve discontinuous problems
in the cross section.

Three examples of inhomogeneous dielectric materials in the cross section of the straight
waveguides are shown in Figure 1(a)–(c). Figure 1(a) shows an example of rectangular profile
in the cross section of the straight rectangular waveguide. Figure 1(b) shows an example of

Figure 1. Three examples of inhomogeneous dielectric materials in the cross section of the straight waveguides. (a)
Rectangular profile in the cross section of the straight rectangular waveguide; (b) Circular profile in the cross section of
the straight rectangular waveguide; (c) Three dielectric layers and a metallic layer in the cross section of the hollow
waveguide.
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circular profile in the cross section of the straight rectangular waveguide. Figure 1(c) shows an
example for three dielectric layers and a metallic layer in the cross section of the straight
hollow waveguide.

In order to solve these inhomogeneous dielectric materials, we need to calculate the dielectric
profile, the elements of the matrix and its derivatives of the dielectric profile. In the next
section, we explain the techniques to solve problems with inhomogeneous dielectric materials
in the cross section of the straight rectangular waveguide (Figure 1(a) and 1(b)) and also in the
cross section of the straight circular waveguide (Figure 1(c)).

3. The technique to solve inhomogeneous dielectric profiles

Theparticular application is based on theωε function [34]. Theωε function is used in order to solve
discontinuous problems of the rectangular profile, and circular profile in the cross section of the

straight waveguide. The ωε function is defined as ωε rð Þ ¼ Cε exp �ε2= ε2 � rj j2
� �h i

for ∣r∣ > ε,

whereCε is a constant, and
Ð
ωε rð Þdr ¼ 1. In the limit ε ! 0, theωε function is shown in Figure 2.

The technique that based on ωε function is very effective to solve complex problems, in relation
to the conventional methods, especially when we have a large numbers of dielectric layers and
a metal layer, as shown in Figure 1(c). We will demonstrate how to use with the proposed
technique for all the cases that are shown in the examples in Figure 1(a)–(c).

3.1. The technique based on ωε function for the rectangular profile in the cross section of
the straight rectangular waveguide

The elements of the matrix g(n, m) are calculated for an arbitrary profile in the cross section of
the straight waveguide according to Figure 3(a) and 3(b). Figure 3(a) shows the arbitrary
profile in the cross section of the straight waveguide. Figure 3(b) shows the rectangular profile
in the cross section of the straight waveguide, according to Figure 1(a).

Figure 2. The technique based on ωε function in the limit ε ! 0 to solve discontinuous problems.
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circular profile in the cross section of the straight rectangular waveguide. Figure 1(c) shows an
example for three dielectric layers and a metallic layer in the cross section of the straight
hollow waveguide.
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profile, the elements of the matrix and its derivatives of the dielectric profile. In the next
section, we explain the techniques to solve problems with inhomogeneous dielectric materials
in the cross section of the straight rectangular waveguide (Figure 1(a) and 1(b)) and also in the
cross section of the straight circular waveguide (Figure 1(c)).
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to the conventional methods, especially when we have a large numbers of dielectric layers and
a metal layer, as shown in Figure 1(c). We will demonstrate how to use with the proposed
technique for all the cases that are shown in the examples in Figure 1(a)–(c).

3.1. The technique based on ωε function for the rectangular profile in the cross section of
the straight rectangular waveguide

The elements of the matrix g(n, m) are calculated for an arbitrary profile in the cross section of
the straight waveguide according to Figure 3(a) and 3(b). Figure 3(a) shows the arbitrary
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Figure 2. The technique based on ωε function in the limit ε ! 0 to solve discontinuous problems.
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Thedielectric profile g x; yð Þ is given according to ε x; yð Þ ¼ ε0 1þ g x; yð Þð Þ. According to Figure 3(a)
and 3(b) and for g x; yð Þ ¼ g0, we obtain

g n;mð Þ ¼ g0
4ab

ða
�a

dx
ðb
�b

exp �j kxxþ kyy
� �� �

dy

¼ g0
4ab

ðx12
x11

dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dyþ
ð�x11

�x12
dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dy

(

þ
ð�x11

�x12
dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dyþ
ðx12
x11

dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dy

)
:

(1)

If y11 and y12 are not functions of x, then the dielectric profile is given by

g n;mð Þ ¼ g0
ab

ðx12
x11

cos kxxð Þdx
ðy12
y11

cos kyy
� �

dy: (2)

The derivative of the dielectric profile in the case of y11 and y12 are functions of x, is given by

gx n;mð Þ ¼ 2
amπ

ðx12
x11

gx x; yð Þ sin ky
2

y12 � y11
� �� �

cos
ky
2

y12 þ y11
� �� �

cos kxxð Þdx, (3)

where gx x;yð Þ¼ 1=e x;yð Þð Þ de x;yð Þ=dxð Þ, e x;yð Þ¼ e0 1þg x;yð Þð Þ, kx ¼ nπxð Þ=a, and ky ¼ mπyð Þ=b.
Similarly, we can calculate the value of gy n;mð Þ, where gy x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dyð Þ.

For the cross section as shown in Figures 1(a) and 3(b), the center of the rectangle is located at
(0.5 a, 0.5 b), y12 = b/2 + c/2 and y11 = b/2�c/2. Thus, for this case, y12 � y11 = c and y12 þ y11 = b.

Figure 3. (a). The arbitrary profile in the cross section of the straight waveguide. (b). The rectangular profile in the cross
section of the straight waveguide, according to Figure 1(a).
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3.2. The technique based on ωε function for the circular profile in the cross section of the
straight rectangular waveguide

The equation of the circle is given by x� a=2ð Þ2 þ y� b=2ð Þ2 ¼ r2. The center of the circle is
located at (0.5 a, 0.5 b), as shown in Figure 1(b). We obtain two possibilities without this

y11 xð Þ ¼ b=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
and y12 xð Þ ¼ b=2þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
, where y12 � y11 ¼

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
and y12 þ y11 ¼ b.

The dielectric profile for the circle is givenwhere the center is located at (0.5 a, 0.5 b) (Figure 1(b)) by

g x; yð Þ ¼ g0 0 ≤ r < r1 � ε1=2
g0 exp 1� qε rð Þ� �

r1 � ε1=2 ≤ r < r1 þ ε1=2
,

�
(4)

where

qε rð Þ ¼ ε12

ε12 � r� r1 � ε1=2ð Þ½ �2 , (5)

else g x; yð Þ = 0. The radius of the circle is given by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

The derivatives of the dielectric profile for the circle are given where the center is located at (0.5 a,
0.5 b), as shown in Figure 1(b), where r1 � ε1=2 ≤ r < r1 þ ε1=2 by

gx ¼
�2 g0 cosθexp 1� qε rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qε rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (6)

gy ¼
�2 g0 sinθexp 1� qε rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qε rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (7)

else gx = 0, and gy = 0.

The elements of the matrices for the circular profile are given where the center is located at (0.5 a,
0.5 b) (Figure 1(b)) by

g n;mð Þ ¼ g0
ab

ð2π
0

ðr1�ε1=2

0
cos

nπ
a
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2

� �� �
cos

mπ
b

r sinθþ b
2

� �� �(

þ
ð2π
0
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r1�ε1=2
cos

nπ
a
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2

� �� �
cos

mπ
b

r sinθþ b
2
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exp 1� qε rð Þ� �)

rdrdθ,

(8)

gx n;mð Þ ¼ � 2g0
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ð2π
0

ðr1þε1=2

r1�ε1=2

ε12 r� r1 � ε1=2ð Þ½ � exp 1� qε rð Þ� �
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8><
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cos
nπ
a
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2
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b
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2
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rdrdθ,

(9)
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g n;mð Þ ¼ g0
4ab

ða
�a

dx
ðb
�b

exp �j kxxþ kyy
� �� �

dy

¼ g0
4ab

ðx12
x11

dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dyþ
ð�x11

�x12
dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dy

(

þ
ð�x11

�x12
dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dyþ
ðx12
x11

dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dy

)
:

(1)

If y11 and y12 are not functions of x, then the dielectric profile is given by

g n;mð Þ ¼ g0
ab

ðx12
x11

cos kxxð Þdx
ðy12
y11

cos kyy
� �

dy: (2)

The derivative of the dielectric profile in the case of y11 and y12 are functions of x, is given by

gx n;mð Þ ¼ 2
amπ

ðx12
x11

gx x; yð Þ sin ky
2

y12 � y11
� �� �

cos
ky
2

y12 þ y11
� �� �

cos kxxð Þdx, (3)

where gx x;yð Þ¼ 1=e x;yð Þð Þ de x;yð Þ=dxð Þ, e x;yð Þ¼ e0 1þg x;yð Þð Þ, kx ¼ nπxð Þ=a, and ky ¼ mπyð Þ=b.
Similarly, we can calculate the value of gy n;mð Þ, where gy x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dyð Þ.

For the cross section as shown in Figures 1(a) and 3(b), the center of the rectangle is located at
(0.5 a, 0.5 b), y12 = b/2 + c/2 and y11 = b/2�c/2. Thus, for this case, y12 � y11 = c and y12 þ y11 = b.

Figure 3. (a). The arbitrary profile in the cross section of the straight waveguide. (b). The rectangular profile in the cross
section of the straight waveguide, according to Figure 1(a).
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3.2. The technique based on ωε function for the circular profile in the cross section of the
straight rectangular waveguide

The equation of the circle is given by x� a=2ð Þ2 þ y� b=2ð Þ2 ¼ r2. The center of the circle is
located at (0.5 a, 0.5 b), as shown in Figure 1(b). We obtain two possibilities without this

y11 xð Þ ¼ b=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
and y12 xð Þ ¼ b=2þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
, where y12 � y11 ¼

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x� a=2ð Þ2

q
and y12 þ y11 ¼ b.

The dielectric profile for the circle is givenwhere the center is located at (0.5 a, 0.5 b) (Figure 1(b)) by

g x; yð Þ ¼ g0 0 ≤ r < r1 � ε1=2
g0 exp 1� qε rð Þ� �

r1 � ε1=2 ≤ r < r1 þ ε1=2
,

�
(4)

where

qε rð Þ ¼ ε12

ε12 � r� r1 � ε1=2ð Þ½ �2 , (5)

else g x; yð Þ = 0. The radius of the circle is given by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

The derivatives of the dielectric profile for the circle are given where the center is located at (0.5 a,
0.5 b), as shown in Figure 1(b), where r1 � ε1=2 ≤ r < r1 þ ε1=2 by

gx ¼
�2 g0 cosθexp 1� qε rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qε rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (6)

gy ¼
�2 g0 sinθexp 1� qε rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qε rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (7)

else gx = 0, and gy = 0.

The elements of the matrices for the circular profile are given where the center is located at (0.5 a,
0.5 b) (Figure 1(b)) by

g n;mð Þ ¼ g0
ab

ð2π
0

ðr1�ε1=2

0
cos

nπ
a

r cosθþ a
2

� �� �
cos

mπ
b

r sinθþ b
2

� �� �(

þ
ð2π
0

ðr1þε1=2

r1�ε1=2
cos

nπ
a

r cosθþ a
2

� �� �
cos

mπ
b

r sinθþ b
2

� �� �
exp 1� qε rð Þ� �)

rdrdθ,

(8)

gx n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þε1=2

r1�ε1=2

ε12 r� r1 � ε1=2ð Þ½ � exp 1� qε rð Þ� �
cosθ

ε12 � r� r1 � ε1=2ð Þ½ �2
h i2

1þ g0 exp 1� qε rð Þ� �� �

8><
>:

cos
nπ
a

r cosθþ a
2

� �� �
cos

mπ
b

r sinθþ b
2

� �� ��
rdrdθ,

(9)
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gy n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þε1=2

r1�ε1=2

ε12 r� r1 � ε1=2ð Þ½ � exp 1� qε rð Þ� �
sinθ

ε12 � r� r1 � ε1=2ð Þ½ �2
h i2

1þ g0 exp 1� qε rð Þ� �� �

8><
>:

cos
nπ
a

r cosθþ a
2

� �� �
cos

mπ
b

r sinθþ b
2

� �� ��
rdrdθ,

(10)

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

The proposed techniques in this subsection and the subsection 3.1 relate to the method for
the propagation along the straight rectangular metallic waveguide [32]. The techniques and
the particular applications to solve the rectangular and circular profiles in the cross section of
the straight rectangular waveguide are important in order to improve the mode model [32].
The method is based on the Laplace and Fourier transform and their inverse transforms.
Laplace transform is necessary to obtain the comfortable and simple input-output connections
of the fields. The output transverse field profiles are computed by the inverse Laplace and
Fourier transforms.

The matrix G is given by the form.

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱

⋮ g20 ⋱ ⋱ ⋱

gnm ⋱ ⋱ ⋱ g00 ⋮

⋮

gNM … … … … … g00

2
666666666666664

3
777777777777775

: (11)

Similarly, theGx andGy matrices are obtained by the derivatives of the dielectric profile. These
matrices relate to the method that is based on the Laplace and Fourier transforms and their
inverse [32].

Several examples will demonstrate in the next section in order to explore the effects of the
rectangular and circular materials in the cross section (Figure 1(a) and 1(b)) along the straight
waveguide on the output field. All the graphical results will be demonstrated as a response to
a half-sine (TE10) input-wave profile and the rectangular and circular materials in the cross
section of the straight rectangular waveguide.

3.3. The technique based on ωε function for the circular profile in the cross section of the
straight circular waveguide

The cross section of hollow waveguide (Figure 1(c)) is made of a tube of various types of three
dielectric layers and a metallic layer. The internal and external diameters are denoted as 2b,
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2b1, 2b2, 2a, and 2(a+δm), respectively, where δm is the thickness of the metallic layer. In
addition, we denote the thickness of the dielectric layers as d1, d2, and d3, respectively, where
d1 = b1 � b, d2 = b2 � b1, and d3 = a� b2. The refractive index in the particular case with the three
dielectric layers and the metallic layer in the cross section of the straight hollow waveguide
(Figure 1(c)) is calculated as follows:

n rð Þ ¼

n0 0 ≤ r < b� ε1=2

n0 þ n1 � n0ð Þ exp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2
" #

b� ε1=2 ≤ r < bþ ε1=2

n1 bþ ε1=2 ≤ r < b1 � ε2=2

n1 þ n2 � n1ð Þ exp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2
" #

b1 � ε2=2 ≤ r < b1 þ ε2=2

n2 b1 þ ε2=2 ≤ r < b2 � ε2=2

n2 þ n3 � n2ð Þ exp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2
" #

b2 � ε2=2 ≤ r < b2 þ ε3=2

n3 b2 þ ε3=2 ≤ r < a� ε3=2

n3 þ nm � n3ð Þ exp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2
" #

a� ε3=2 ≤ r < aþ ε4=2

nm else

,

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(12)

where the parameters ε1, ε2, ε3, and ε4 are very small [e.g., ε1 = ε2 = ε3 = a� b½ �=50, ε4 = δm/50].
The refractive indices of the air, dielectric and metallic layers are denoted as n0, n1, n2, n3, and
nm, respectively. In this study, we suppose that n3 > n2 > n1.

The transverse derivative of the dielectric profile is calculated as follows:

gr rð Þ ¼

0 0≤ r< b� ε1=2

�4 n1 � n0ð Þexp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2

" #
r� bþ ε1=2ð Þ½ �ε12

n0 þ n1 � n0ð Þexp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2

" #
ε12 � r� bþ ε1=2ð Þ½ �2
h i2 b� ε1=2≤ r< bþ ε1=2

0 bþ ε1=2≤ r< b1 � ε2=2

�4 n2 � n1ð Þexp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2

" #
r� b1 þ ε2=2ð Þ½ �ε22

n2 þ n3 � n2ð Þexp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2

" #
ε12 � r� b1 þ ε2=2ð Þ½ �2
h i2 b1 � ε2=2≤ r< b1 þ ε2=2

0 b1 þ ε2=2≤ r< b2 � ε3=2

�4 n3 � n2ð Þexp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2

" #
r� b2 þ ε3=2ð Þ½ �ε32

n3 þ nm � n3ð Þexp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2

" #
ε12 � r� b1 þ ε2=2ð Þ½ �2
h i2 b2 � ε3=2≤ r< b2 þ ε3=2

0 b2 þ ε3=2≤ r< a� ε4=2

�4 nm � n3ð Þexp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2

" #
r� aþ ε4=2ð Þ½ �ε42

n3 þ nm � n3ð Þexp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2

" #
ε42 � r� aþ ε4=2ð Þ½ �2
h i2 a� ε4=2≤ r< aþ ε4=2

0 else

:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(13)
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gy n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þε1=2

r1�ε1=2

ε12 r� r1 � ε1=2ð Þ½ � exp 1� qε rð Þ� �
sinθ

ε12 � r� r1 � ε1=2ð Þ½ �2
h i2

1þ g0 exp 1� qε rð Þ� �� �

8><
>:

cos
nπ
a

r cosθþ a
2

� �� �
cos

mπ
b

r sinθþ b
2

� �� ��
rdrdθ,

(10)

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

The proposed techniques in this subsection and the subsection 3.1 relate to the method for
the propagation along the straight rectangular metallic waveguide [32]. The techniques and
the particular applications to solve the rectangular and circular profiles in the cross section of
the straight rectangular waveguide are important in order to improve the mode model [32].
The method is based on the Laplace and Fourier transform and their inverse transforms.
Laplace transform is necessary to obtain the comfortable and simple input-output connections
of the fields. The output transverse field profiles are computed by the inverse Laplace and
Fourier transforms.

The matrix G is given by the form.

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱

⋮ g20 ⋱ ⋱ ⋱

gnm ⋱ ⋱ ⋱ g00 ⋮

⋮

gNM … … … … … g00

2
666666666666664

3
777777777777775

: (11)

Similarly, theGx andGy matrices are obtained by the derivatives of the dielectric profile. These
matrices relate to the method that is based on the Laplace and Fourier transforms and their
inverse [32].

Several examples will demonstrate in the next section in order to explore the effects of the
rectangular and circular materials in the cross section (Figure 1(a) and 1(b)) along the straight
waveguide on the output field. All the graphical results will be demonstrated as a response to
a half-sine (TE10) input-wave profile and the rectangular and circular materials in the cross
section of the straight rectangular waveguide.

3.3. The technique based on ωε function for the circular profile in the cross section of the
straight circular waveguide

The cross section of hollow waveguide (Figure 1(c)) is made of a tube of various types of three
dielectric layers and a metallic layer. The internal and external diameters are denoted as 2b,
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2b1, 2b2, 2a, and 2(a+δm), respectively, where δm is the thickness of the metallic layer. In
addition, we denote the thickness of the dielectric layers as d1, d2, and d3, respectively, where
d1 = b1 � b, d2 = b2 � b1, and d3 = a� b2. The refractive index in the particular case with the three
dielectric layers and the metallic layer in the cross section of the straight hollow waveguide
(Figure 1(c)) is calculated as follows:

n rð Þ ¼

n0 0 ≤ r < b� ε1=2

n0 þ n1 � n0ð Þ exp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2
" #

b� ε1=2 ≤ r < bþ ε1=2

n1 bþ ε1=2 ≤ r < b1 � ε2=2

n1 þ n2 � n1ð Þ exp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2
" #

b1 � ε2=2 ≤ r < b1 þ ε2=2

n2 b1 þ ε2=2 ≤ r < b2 � ε2=2

n2 þ n3 � n2ð Þ exp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2
" #

b2 � ε2=2 ≤ r < b2 þ ε3=2

n3 b2 þ ε3=2 ≤ r < a� ε3=2

n3 þ nm � n3ð Þ exp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2
" #

a� ε3=2 ≤ r < aþ ε4=2

nm else

,

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(12)

where the parameters ε1, ε2, ε3, and ε4 are very small [e.g., ε1 = ε2 = ε3 = a� b½ �=50, ε4 = δm/50].
The refractive indices of the air, dielectric and metallic layers are denoted as n0, n1, n2, n3, and
nm, respectively. In this study, we suppose that n3 > n2 > n1.

The transverse derivative of the dielectric profile is calculated as follows:

gr rð Þ ¼

0 0≤ r< b� ε1=2

�4 n1 � n0ð Þexp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2

" #
r� bþ ε1=2ð Þ½ �ε12

n0 þ n1 � n0ð Þexp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2

" #
ε12 � r� bþ ε1=2ð Þ½ �2
h i2 b� ε1=2≤ r< bþ ε1=2

0 bþ ε1=2≤ r< b1 � ε2=2

�4 n2 � n1ð Þexp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2

" #
r� b1 þ ε2=2ð Þ½ �ε22

n2 þ n3 � n2ð Þexp 1� ε22

ε22 � r� b1 þ ε2=2ð Þ½ �2

" #
ε12 � r� b1 þ ε2=2ð Þ½ �2
h i2 b1 � ε2=2≤ r< b1 þ ε2=2

0 b1 þ ε2=2≤ r< b2 � ε3=2

�4 n3 � n2ð Þexp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2

" #
r� b2 þ ε3=2ð Þ½ �ε32

n3 þ nm � n3ð Þexp 1� ε32

ε32 � r� b2 þ ε3=2ð Þ½ �2

" #
ε12 � r� b1 þ ε2=2ð Þ½ �2
h i2 b2 � ε3=2≤ r< b2 þ ε3=2

0 b2 þ ε3=2≤ r< a� ε4=2

�4 nm � n3ð Þexp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2

" #
r� aþ ε4=2ð Þ½ �ε42

n3 þ nm � n3ð Þexp 1� ε42

ε42 � r� aþ ε4=2ð Þ½ �2

" #
ε42 � r� aþ ε4=2ð Þ½ �2
h i2 a� ε4=2≤ r< aþ ε4=2

0 else

:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(13)
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The proposed technique in this subsection relates to the theoretical model that based on
Maxwell’s equations, Fourier-Bessel series, Laplace transform, and the inverse Laplace trans-
form [33]. In this theoretical model, the longitudinal components of the fields are developed
into the Fourier-Bessel series. The transverse components of the fields are expressed as func-
tions of the longitudinal components in the Laplace plane and are obtained by using the
inverse Laplace transform by the residue method. The separation of the variables is obtained
by using the orthogonal relations.

The output transverse components of the fields of the straight hollow waveguide are finally
expressed in a form of transfer matrix function, and the derivation has been already explained in
detail in Ref. [33]. The contribution of the proposed technique to calculate the refractive indices
(n rð Þ) and the transverse derivative of the dielectric profile (gr) for three dielectric layers is
important to improve the method that is based on the mode model [33]. This improved method
is important to reduce the transmission losses of the dielectric coated metal waveguides.

4. Numerical results

Several examples for all geometry of the rectangular and circular waveguides and the dielectric
profile are demonstrated in this section for three cases, as shown in Figure 1(a)–(c).

4.1. Numerical results for the rectangular dielectric material in the cross section of the
straight rectangular waveguide

The analytical method for the dielectric slab [35] is shown in Figure 4(a). The slab profile in the
cross section is based on transcendental equation, as follows:

Ey1 ¼ j
kz
ε0

sin νxð Þ 0 < x < t (14)

Ey2 ¼ j
kz
ε0

sin νtð Þ
cos μ t� a=2ð Þ� � cos μ x� a=2ð Þ� �

t < x < tþ d (15)

Ey3 ¼ j
kz
ε0

sin ν a� xð Þ½ � tþ d < x < a, (16)

where ν �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2o � k2z

q
and μ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εrk2o � k2z

q
result from the transcendental equation.

a� d
d

� �
dμ
2

tan
dμ
2

� �
� tνð Þ cot tνð Þ ¼ 0: (17)

The criterion for the convergence of the solution is given by
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C Nð Þ � log
max jENþ2

y � EN
y j

� �

∣max ENþ2
y

� �
�min EN

y

� �
∣

8<
:

9=
;, (18)

for N ≥ 1, where 2N þ 1ð Þ2 is the number of the modes. By increasing the order N, then Ey Nð Þ
approaches Ey.

Figure 4(a) shows the geometry of the slab profile for practical case of the slab dielectric
material, where a = 20 mm, b = 10 mm, d = 3.3 mm, t = 8.35 mm, λ ¼ 6:9 cm, and er = 9.

Figure 4(b) demonstrates the output result of the comparison between the theoretical model
with the analytical solution [35].

Figure 4(c) shows the criterion of the convergence in Eq. (18). Between N = 7 and N = 9 the
value of the criterion is equal to �2. According to Figure 4(b) and 4(c), the comparison has
shown good agreement.

All the next graphical results are demonstrated as a response to a half-sine (TE10) input-wave
profile.

Figure 5(a)–(f) relates to discontinuous problemaccording to Figure 1(a).Figure 5(a)–(d) shows the
results of the output field as a response to a half-sine (TE10) input-wave profile. In this case,
c = d = 3.3mm and the center of the rectangle is located at the point (0.5 a, 0.5 b), as shown in Figure 1
(a) for er = 3, 5, 7, and 10, respectively. The other parameters are a = b = 2 cm , z = 15 cm, k0 = 167 1=m,
λ = 3.75 cm, and β = 58 1=m. The output fields are strongly affected by the input wave profile (TE10

mode), the rectangular profile, and the location of the center of the rectangle (0.5 a, 0.5 b).

Figure 5(e) shows the output amplitude and the Gaussian shape of the central peak in the
same cross section of Figure 5(a)–(d), where a = 2 cm, b = 2 cm, y = b/2 = 10 mm, c = 3.3 mm,
d = 3.3 mm, z = 15 cm, k0 = 167 1=m, and for er =3, 5, 7, and 10, respectively.

Figure 4. (a). The cross section of the straight rectangular waveguide. (b). The results between our model and the
analytical method. (c). The criterion of the convergence according to Eq. (18).
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The proposed technique in this subsection relates to the theoretical model that based on
Maxwell’s equations, Fourier-Bessel series, Laplace transform, and the inverse Laplace trans-
form [33]. In this theoretical model, the longitudinal components of the fields are developed
into the Fourier-Bessel series. The transverse components of the fields are expressed as func-
tions of the longitudinal components in the Laplace plane and are obtained by using the
inverse Laplace transform by the residue method. The separation of the variables is obtained
by using the orthogonal relations.

The output transverse components of the fields of the straight hollow waveguide are finally
expressed in a form of transfer matrix function, and the derivation has been already explained in
detail in Ref. [33]. The contribution of the proposed technique to calculate the refractive indices
(n rð Þ) and the transverse derivative of the dielectric profile (gr) for three dielectric layers is
important to improve the method that is based on the mode model [33]. This improved method
is important to reduce the transmission losses of the dielectric coated metal waveguides.

4. Numerical results

Several examples for all geometry of the rectangular and circular waveguides and the dielectric
profile are demonstrated in this section for three cases, as shown in Figure 1(a)–(c).

4.1. Numerical results for the rectangular dielectric material in the cross section of the
straight rectangular waveguide

The analytical method for the dielectric slab [35] is shown in Figure 4(a). The slab profile in the
cross section is based on transcendental equation, as follows:

Ey1 ¼ j
kz
ε0

sin νxð Þ 0 < x < t (14)

Ey2 ¼ j
kz
ε0

sin νtð Þ
cos μ t� a=2ð Þ� � cos μ x� a=2ð Þ� �

t < x < tþ d (15)

Ey3 ¼ j
kz
ε0

sin ν a� xð Þ½ � tþ d < x < a, (16)

where ν �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2o � k2z

q
and μ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εrk2o � k2z

q
result from the transcendental equation.

a� d
d

� �
dμ
2

tan
dμ
2

� �
� tνð Þ cot tνð Þ ¼ 0: (17)

The criterion for the convergence of the solution is given by
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C Nð Þ � log
max jENþ2

y � EN
y j

� �

∣max ENþ2
y

� �
�min EN

y

� �
∣

8<
:

9=
;, (18)

for N ≥ 1, where 2N þ 1ð Þ2 is the number of the modes. By increasing the order N, then Ey Nð Þ
approaches Ey.

Figure 4(a) shows the geometry of the slab profile for practical case of the slab dielectric
material, where a = 20 mm, b = 10 mm, d = 3.3 mm, t = 8.35 mm, λ ¼ 6:9 cm, and er = 9.

Figure 4(b) demonstrates the output result of the comparison between the theoretical model
with the analytical solution [35].

Figure 4(c) shows the criterion of the convergence in Eq. (18). Between N = 7 and N = 9 the
value of the criterion is equal to �2. According to Figure 4(b) and 4(c), the comparison has
shown good agreement.

All the next graphical results are demonstrated as a response to a half-sine (TE10) input-wave
profile.

Figure 5(a)–(f) relates to discontinuous problemaccording to Figure 1(a).Figure 5(a)–(d) shows the
results of the output field as a response to a half-sine (TE10) input-wave profile. In this case,
c = d = 3.3mm and the center of the rectangle is located at the point (0.5 a, 0.5 b), as shown in Figure 1
(a) for er = 3, 5, 7, and 10, respectively. The other parameters are a = b = 2 cm , z = 15 cm, k0 = 167 1=m,
λ = 3.75 cm, and β = 58 1=m. The output fields are strongly affected by the input wave profile (TE10

mode), the rectangular profile, and the location of the center of the rectangle (0.5 a, 0.5 b).

Figure 5(e) shows the output amplitude and the Gaussian shape of the central peak in the
same cross section of Figure 5(a)–(d), where a = 2 cm, b = 2 cm, y = b/2 = 10 mm, c = 3.3 mm,
d = 3.3 mm, z = 15 cm, k0 = 167 1=m, and for er =3, 5, 7, and 10, respectively.

Figure 4. (a). The cross section of the straight rectangular waveguide. (b). The results between our model and the
analytical method. (c). The criterion of the convergence according to Eq. (18).
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By increasing only the value of er of the rectangular dielectric profile, the TE10 wave profile
decreased, the Gaussian shape of the output field increased, and the relative amplitude decreased.
In addition, by increasing only the value of er, the width of the Gaussian shape decreased.

The output profiles and the amplitudes for N = 1, 3, 5, and 7 are shown in Figure 5(f), for er =
10. By increasing only the parameter of the order N, the output field approaches to the final
output field.

According to the results, we see that the output fields are strongly affected by the inputwave profile
(TE10 mode), the rectangular profile, and the location of the center of the rectangle (0.5 a, 0.5 b).

4.2. Numerical results for the circular dielectric material in the cross section of the straight
rectangular waveguide

Figure 6(a)–(f) relates to discontinuous problem according to Figure 1(b). Figure 6(a)–(d)
demonstrates the results of the output field as a response to TE10 input-wave profile, for er =
3, 5, 7, and 10, respectively. The radius of the circle in this case is equal to 2.5 mm and the center
of the circle is located at the point (0.5 a, 0.5 b), as shown in Figure 1(b).

The other parameters are a = b = 2 cm , z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.

Figure 6(e) shows the output amplitude and the Gaussian shape of the central peak in the
same cross section of Figure 6(a)–(d), where er =3, 5, 7, and 10, respectively.

Figure 5. The output field as a response to a half-sine (TE10) input-wave profile where c = d = 3.3 mm and the center of the
rectangle is located at the point (0.5 a, 0.5 b) according to Figure 1(a), where: (a). er = 3; (b). er = 5; (c). er = 7; (d). er = 10. The
other parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m . (e). The output field for er =3, 5, 7,
and 10, respectively, where a = b = 2 cm, y = b/2 = 10 mm. (f). The output profiles for N = 1, 3, 5, and 7, where er = 10.
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The output profiles are shown in Figure 6(f) for N = 1, 3, 5, and 7, where er = 10. The other
parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.

By increasing only the parameter er of the circular dielectric profile from 3 to 10, the Gaussian
shape of the output transverse profile of the field increased, the TE10 wave profile decreased,
and the relative amplitude of the output field decreased.

The output fields of Figure 6(a)–(f) are strongly affected by the input wave profile (TE10 mode),
the circular profile, and the location of the center of the circle (0.5 a, 0.5 b).

It is interesting to see a similar behavior of the output results in the cases of rectangular profiles
(Figure 5(a)–(f)) that relate to Figure 1(a) and in the cases of circular profiles (Figure 6(a)–(f))
that relate to Figure 1(b), for every value of er, respectively. According to these output results,
we see the similar behavior for every value of er, but the amplitudes of the output fields are
different.

4.3. Numerical results for the three dielectric layers and a metallic layer
in the cross section of the straight hollow waveguide

The comparison between our theoretical result of the output power density with the laboratory
result in the case of the straight hollow waveguide with one dielectric layer and a metallic layer

Figure 6. The output field as a response to a half-sine (TE10) input-wave profilewhere the radius of all circle is equal to 2.5mm
and the center of the circle is located at the point (0.5 a, 0.5 b) according to Figure 1(b), where: (a). er = 3; (b). er = 5; (c). er = 7; (d).
er = 10. The other parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m,λ = 3.75 cm, and β = 58 1=m . (e). The output field for er =3,
5, 7, and 10, respectively, where a = b = 20 mm, y = b/2 = 10 mm. The radius of all circles is equal to 2.5 mm. (f). The output
profiles for N = 1, 3, 5, and 7, where er = 10.
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By increasing only the value of er of the rectangular dielectric profile, the TE10 wave profile
decreased, the Gaussian shape of the output field increased, and the relative amplitude decreased.
In addition, by increasing only the value of er, the width of the Gaussian shape decreased.

The output profiles and the amplitudes for N = 1, 3, 5, and 7 are shown in Figure 5(f), for er =
10. By increasing only the parameter of the order N, the output field approaches to the final
output field.

According to the results, we see that the output fields are strongly affected by the inputwave profile
(TE10 mode), the rectangular profile, and the location of the center of the rectangle (0.5 a, 0.5 b).

4.2. Numerical results for the circular dielectric material in the cross section of the straight
rectangular waveguide

Figure 6(a)–(f) relates to discontinuous problem according to Figure 1(b). Figure 6(a)–(d)
demonstrates the results of the output field as a response to TE10 input-wave profile, for er =
3, 5, 7, and 10, respectively. The radius of the circle in this case is equal to 2.5 mm and the center
of the circle is located at the point (0.5 a, 0.5 b), as shown in Figure 1(b).

The other parameters are a = b = 2 cm , z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.

Figure 6(e) shows the output amplitude and the Gaussian shape of the central peak in the
same cross section of Figure 6(a)–(d), where er =3, 5, 7, and 10, respectively.

Figure 5. The output field as a response to a half-sine (TE10) input-wave profile where c = d = 3.3 mm and the center of the
rectangle is located at the point (0.5 a, 0.5 b) according to Figure 1(a), where: (a). er = 3; (b). er = 5; (c). er = 7; (d). er = 10. The
other parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m . (e). The output field for er =3, 5, 7,
and 10, respectively, where a = b = 2 cm, y = b/2 = 10 mm. (f). The output profiles for N = 1, 3, 5, and 7, where er = 10.
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The output profiles are shown in Figure 6(f) for N = 1, 3, 5, and 7, where er = 10. The other
parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.

By increasing only the parameter er of the circular dielectric profile from 3 to 10, the Gaussian
shape of the output transverse profile of the field increased, the TE10 wave profile decreased,
and the relative amplitude of the output field decreased.

The output fields of Figure 6(a)–(f) are strongly affected by the input wave profile (TE10 mode),
the circular profile, and the location of the center of the circle (0.5 a, 0.5 b).

It is interesting to see a similar behavior of the output results in the cases of rectangular profiles
(Figure 5(a)–(f)) that relate to Figure 1(a) and in the cases of circular profiles (Figure 6(a)–(f))
that relate to Figure 1(b), for every value of er, respectively. According to these output results,
we see the similar behavior for every value of er, but the amplitudes of the output fields are
different.

4.3. Numerical results for the three dielectric layers and a metallic layer
in the cross section of the straight hollow waveguide

The comparison between our theoretical result of the output power density with the laboratory
result in the case of the straight hollow waveguide with one dielectric layer and a metallic layer

Figure 6. The output field as a response to a half-sine (TE10) input-wave profilewhere the radius of all circle is equal to 2.5mm
and the center of the circle is located at the point (0.5 a, 0.5 b) according to Figure 1(b), where: (a). er = 3; (b). er = 5; (c). er = 7; (d).
er = 10. The other parameters are a = b = 2 cm, z = 15 cm, k0 = 167 1=m,λ = 3.75 cm, and β = 58 1=m . (e). The output field for er =3,
5, 7, and 10, respectively, where a = b = 20 mm, y = b/2 = 10 mm. The radius of all circles is equal to 2.5 mm. (f). The output
profiles for N = 1, 3, 5, and 7, where er = 10.
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is demonstrated in Figure 7(a) and 7(b). In this example, the diameter (2a) of the waveguide is
2 mm, the thickness of the dielectric layer [d AgIð Þ] is 0:75 μm, and the minimum spot-size (w0) is
0.3 mm. The length of the straight waveguide is 1 m. The refractive indices of the air, the
dielectric layer (AgI) and the metallic layer (Ag) are n 0ð Þ ¼ 1, n AgIð Þ ¼ 2:2, and n Agð Þ ¼
13:5� j75:3, respectively. The value of the refractive index of the material at a wavelength of
λ=10.6 μm is taken from the table compiled by Miyagi et al. [36].

The results of the output power density jSavjð Þ (e.g., Figure 7(a)) show the behavior of the
solutions for the TEM00 mode in excitation. The comparison between our theoretical result
(Figure 7(a)) and the published experimental data [37], as shown also in Figure 7(b) shows
good agreement of a Gaussian shape as expected, except for the secondary small propagation
mode. The experimental result is taken into account the roughness of the internal wall of the
waveguide, but our theoretical model is not taken the roughness.

Miyagi and Kawakami showed that transmission losses of the dielectric-coated metal wave-
guides are drastically reduced when a multiple dielectric layer is formed instead of a single
dielectric layer [31]. The simplest and most efficient multilayer structure is three dielectric
layers that deposited on a metal layer.

Thus, in this subsection, we present the output results that relate to the proposed technique
and the particular application for the cross section of the straight hollow waveguide with three
dielectric layers (and not only with one dielectric layer) and a metallic layer. In this case, we
can improve the method [33], in the case of the three dielectric layers and a metallic layer in the
cross section of the straight hollow waveguide.

Figure 8(a)–(c) relates to discontinuous problem according to Figure 1(c). The output power
density for the straight hollow waveguide with three dielectric layers is shown in Figure 8(a)–
(c). Figure 8(a) is shown for a = 0.8 mm and w0 = 0.1 mm. Figure 8(b) is shown for a = 0.8 mm
and w0 = 0.3 mm. Figure 8(c) is shown for a = 0.6 mm and w0 = 0.3 mm. The other parameters
are b = 0.5 mm, λ ¼ 10:6 μm , n 0ð Þ = 1, n1 = 2.22�j 10�6, n2 = 4�j 10�6, n3 = 6�j 10�6, nm = n Agð Þ =
13.5�j 75.3, and the length of the straight waveguide is 1 m.

Figure 7. The comparison between our theoretical results of the output power density with the laboratory results in the
case of the straight hollow waveguide with one dielectric layer. The parameters are a = 1 mm, w0 = 0.3 mm, d AgIð Þ= 0.75
μm, λ = 10.6 μm, n 0ð Þ = 1, n AgIð Þ = 2.2, n Agð Þ = 13.5�j 75, and the length of the straight waveguide is 1 m. (a). theoretical
result. (b). laboratory result.
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By changing only the spot size from w0 = 0.1 to 0.3 mm, with the same other parameters, the
output power density is changed, as shown in Figure 8(a) and 8(b). The results of the output
power density jSavjð Þ show the behavior of the solutions for the TEM00 mode in excitation. By
changing only the spot size from w0 = 0.3 to 0.1 mm, the width of the output Gaussian becomes
more narrow. The output field results are strongly affected by the spot size and the structure of
the three layers and the metallic layer in the cross section of the straight hollow waveguide.

This mode model can be a useful tool to predict the relevant parameters in the case of the
hollow waveguide with three dielectric layers and a metallic layer (Ag) for practical applica-
tions (output fields, output power density and output power transmission), before carrying
out experiments in the laboratory.

5. Conclusions

The main objective of this chapter was to develop the techniques that enable us to solve
problems with inhomogeneous dielectric materials in the cross section of the straight rectan-
gular and circular waveguides. The proposed techniques are very effective in relation to the
conventional methods because they allow the development of expressions in the cross section
only according to the specific discontinuous problem. In this way, the mode model methods
become an improved methods to solve discontinuous problems in the cross section (and not
only for continuous problems).

Three examples of inhomogeneous dielectric profiles in the cross section of the straight wave-
guides were shown in Figure 1(a)–(c). Figure 1(a) and 1(b) show the rectangular and circular
profiles in the cross section of the straight rectangular waveguide, respectively. Figure 1(c)
shows three dielectric layers and a metallic layer in the cross section of the straight hollow
waveguide. The second objective is to understand the influence of the inhomogeneous dielec-
tric materials on the output fields.

The proposed techniques are important to improve the methods that are based on Laplace and
Fourier transforms and their inverse transforms also for the discontinuous rectangular and

Figure 8. The output power density for the straight hollow waveguide with three dielectric layers, where (a). a = 0.8 mm
and w0 = 0.1 mm. (b). a = 0.8 mm and w0 = 0.3 mm. (c). a = 0.6 mm and w0 = 0.3 mm. The other parameters are: b = 0.5 mm,
λ ¼ 10:6 μm , n 0ð Þ = 1, n1 = 2.22�j 10�6, n2 = 4�j 10�6, n3 = 6�j 10�6, nm = n Agð Þ = 13.5�j 75.3, and the length of the straight
waveguide is 1 m.
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is demonstrated in Figure 7(a) and 7(b). In this example, the diameter (2a) of the waveguide is
2 mm, the thickness of the dielectric layer [d AgIð Þ] is 0:75 μm, and the minimum spot-size (w0) is
0.3 mm. The length of the straight waveguide is 1 m. The refractive indices of the air, the
dielectric layer (AgI) and the metallic layer (Ag) are n 0ð Þ ¼ 1, n AgIð Þ ¼ 2:2, and n Agð Þ ¼
13:5� j75:3, respectively. The value of the refractive index of the material at a wavelength of
λ=10.6 μm is taken from the table compiled by Miyagi et al. [36].

The results of the output power density jSavjð Þ (e.g., Figure 7(a)) show the behavior of the
solutions for the TEM00 mode in excitation. The comparison between our theoretical result
(Figure 7(a)) and the published experimental data [37], as shown also in Figure 7(b) shows
good agreement of a Gaussian shape as expected, except for the secondary small propagation
mode. The experimental result is taken into account the roughness of the internal wall of the
waveguide, but our theoretical model is not taken the roughness.

Miyagi and Kawakami showed that transmission losses of the dielectric-coated metal wave-
guides are drastically reduced when a multiple dielectric layer is formed instead of a single
dielectric layer [31]. The simplest and most efficient multilayer structure is three dielectric
layers that deposited on a metal layer.

Thus, in this subsection, we present the output results that relate to the proposed technique
and the particular application for the cross section of the straight hollow waveguide with three
dielectric layers (and not only with one dielectric layer) and a metallic layer. In this case, we
can improve the method [33], in the case of the three dielectric layers and a metallic layer in the
cross section of the straight hollow waveguide.

Figure 8(a)–(c) relates to discontinuous problem according to Figure 1(c). The output power
density for the straight hollow waveguide with three dielectric layers is shown in Figure 8(a)–
(c). Figure 8(a) is shown for a = 0.8 mm and w0 = 0.1 mm. Figure 8(b) is shown for a = 0.8 mm
and w0 = 0.3 mm. Figure 8(c) is shown for a = 0.6 mm and w0 = 0.3 mm. The other parameters
are b = 0.5 mm, λ ¼ 10:6 μm , n 0ð Þ = 1, n1 = 2.22�j 10�6, n2 = 4�j 10�6, n3 = 6�j 10�6, nm = n Agð Þ =
13.5�j 75.3, and the length of the straight waveguide is 1 m.

Figure 7. The comparison between our theoretical results of the output power density with the laboratory results in the
case of the straight hollow waveguide with one dielectric layer. The parameters are a = 1 mm, w0 = 0.3 mm, d AgIð Þ= 0.75
μm, λ = 10.6 μm, n 0ð Þ = 1, n AgIð Þ = 2.2, n Agð Þ = 13.5�j 75, and the length of the straight waveguide is 1 m. (a). theoretical
result. (b). laboratory result.
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By changing only the spot size from w0 = 0.1 to 0.3 mm, with the same other parameters, the
output power density is changed, as shown in Figure 8(a) and 8(b). The results of the output
power density jSavjð Þ show the behavior of the solutions for the TEM00 mode in excitation. By
changing only the spot size from w0 = 0.3 to 0.1 mm, the width of the output Gaussian becomes
more narrow. The output field results are strongly affected by the spot size and the structure of
the three layers and the metallic layer in the cross section of the straight hollow waveguide.

This mode model can be a useful tool to predict the relevant parameters in the case of the
hollow waveguide with three dielectric layers and a metallic layer (Ag) for practical applica-
tions (output fields, output power density and output power transmission), before carrying
out experiments in the laboratory.

5. Conclusions

The main objective of this chapter was to develop the techniques that enable us to solve
problems with inhomogeneous dielectric materials in the cross section of the straight rectan-
gular and circular waveguides. The proposed techniques are very effective in relation to the
conventional methods because they allow the development of expressions in the cross section
only according to the specific discontinuous problem. In this way, the mode model methods
become an improved methods to solve discontinuous problems in the cross section (and not
only for continuous problems).

Three examples of inhomogeneous dielectric profiles in the cross section of the straight wave-
guides were shown in Figure 1(a)–(c). Figure 1(a) and 1(b) show the rectangular and circular
profiles in the cross section of the straight rectangular waveguide, respectively. Figure 1(c)
shows three dielectric layers and a metallic layer in the cross section of the straight hollow
waveguide. The second objective is to understand the influence of the inhomogeneous dielec-
tric materials on the output fields.

The proposed techniques are important to improve the methods that are based on Laplace and
Fourier transforms and their inverse transforms also for the discontinuous rectangular and

Figure 8. The output power density for the straight hollow waveguide with three dielectric layers, where (a). a = 0.8 mm
and w0 = 0.1 mm. (b). a = 0.8 mm and w0 = 0.3 mm. (c). a = 0.6 mm and w0 = 0.3 mm. The other parameters are: b = 0.5 mm,
λ ¼ 10:6 μm , n 0ð Þ = 1, n1 = 2.22�j 10�6, n2 = 4�j 10�6, n3 = 6�j 10�6, nm = n Agð Þ = 13.5�j 75.3, and the length of the straight
waveguide is 1 m.
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circular profiles in the cross section. The technique based on ωε function was explained in
detail in this chapter.

The result of the comparison between the theoretical models with the analytical solution [35] is
shown in Figure 4(b) and the convergence is shown in Figure 4(c). The comparison has shown
good agreement.

The results for the rectangular profile in the cross section of the straight rectangular waveguide
(Figure 1(a)) were shown in Figure 5(a)–(f). Figure 5(a)–(d) shows the results of the output
field as a response to a half-sine (TE10) input-wave profile. The output fields are strongly
affected by the input wave profile (TE10 mode), the rectangular profile, and the location of the
center of the rectangle (0.5 a, 0.5 b).

By increasing only the value of er of the rectangular dielectric material, the Gaussian shape of
the output field increased, the TE10 wave profile decreased, the relative amplitude decreased,
and the width of the Gaussian shape decreased. The output field approaches to the final
output field, by increasing only the parameter of the order N, as shown in Figure 5(f).

The results for the circular profile in the cross section of the straight rectangular waveguide
(Figure 1(b)) were shown in Figure 6(a)–(f). Figure 6(a)–(d) shows the results of the output
field as a response to a half-sine (TE10) input-wave profile.

By increasing only the value of the parameter er of the circular dielectric material (Figure 1(b))
in the rectangular cross section from 3 to 10, the Gaussian shape of the output transverse
profile of the field increased, the TE10 wave profile decreased, and the relative amplitude of
the output field decreased.

The output fields of Figure 5(a)–(f) and Figure 6(a)–(f) are strongly affected by the input wave
profile (TE10 mode), the rectangular profile or circular profile, and the location of the center of
the rectangle or the circle (0.5 a, 0.5 b).

It is interesting to see a similar behavior of the output results in the cases of rectangular profiles
(Figure 5(a)–(f)) that relate to Figure 1(a) and in the cases of circular profiles (Figure 6(a)–(f)) that
relate to Figure 1(b), for every value of er, respectively. According to these output results, we see
the similar behavior for every value of er, but the amplitudes of the output fields are different.

The comparison between our theoretical result (Figure 7(a)) and the published experimental
data [37], as shown also in Figure 7(b) shows good agreement of a Gaussian shape as expected,
except for the secondary small propagation mode. The experimental result is taken into
account the roughness of the internal wall of the waveguide, but our theoretical model is not
taken the roughness.

The output power density for the straight hollow waveguide with three dielectric layers
(Figure 1(c)) is shown in Figure 8(a)–(c). The output field results are strongly affected by the
spot size and the structure of the three layers and the metallic layer in the cross section of the
straight hollow waveguide.

These models are useful to predict the structure of the output fields for rectangular and circular
profiles in straight waveguides in the cases of microwave and millimeter-wave regimes and in
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the cases of infrared regime. These models can be a useful tool to predict the relevant parameters
for practical applications, before carrying out experiments in the laboratory.
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circular profiles in the cross section. The technique based on ωε function was explained in
detail in this chapter.

The result of the comparison between the theoretical models with the analytical solution [35] is
shown in Figure 4(b) and the convergence is shown in Figure 4(c). The comparison has shown
good agreement.

The results for the rectangular profile in the cross section of the straight rectangular waveguide
(Figure 1(a)) were shown in Figure 5(a)–(f). Figure 5(a)–(d) shows the results of the output
field as a response to a half-sine (TE10) input-wave profile. The output fields are strongly
affected by the input wave profile (TE10 mode), the rectangular profile, and the location of the
center of the rectangle (0.5 a, 0.5 b).

By increasing only the value of er of the rectangular dielectric material, the Gaussian shape of
the output field increased, the TE10 wave profile decreased, the relative amplitude decreased,
and the width of the Gaussian shape decreased. The output field approaches to the final
output field, by increasing only the parameter of the order N, as shown in Figure 5(f).

The results for the circular profile in the cross section of the straight rectangular waveguide
(Figure 1(b)) were shown in Figure 6(a)–(f). Figure 6(a)–(d) shows the results of the output
field as a response to a half-sine (TE10) input-wave profile.

By increasing only the value of the parameter er of the circular dielectric material (Figure 1(b))
in the rectangular cross section from 3 to 10, the Gaussian shape of the output transverse
profile of the field increased, the TE10 wave profile decreased, and the relative amplitude of
the output field decreased.

The output fields of Figure 5(a)–(f) and Figure 6(a)–(f) are strongly affected by the input wave
profile (TE10 mode), the rectangular profile or circular profile, and the location of the center of
the rectangle or the circle (0.5 a, 0.5 b).

It is interesting to see a similar behavior of the output results in the cases of rectangular profiles
(Figure 5(a)–(f)) that relate to Figure 1(a) and in the cases of circular profiles (Figure 6(a)–(f)) that
relate to Figure 1(b), for every value of er, respectively. According to these output results, we see
the similar behavior for every value of er, but the amplitudes of the output fields are different.

The comparison between our theoretical result (Figure 7(a)) and the published experimental
data [37], as shown also in Figure 7(b) shows good agreement of a Gaussian shape as expected,
except for the secondary small propagation mode. The experimental result is taken into
account the roughness of the internal wall of the waveguide, but our theoretical model is not
taken the roughness.

The output power density for the straight hollow waveguide with three dielectric layers
(Figure 1(c)) is shown in Figure 8(a)–(c). The output field results are strongly affected by the
spot size and the structure of the three layers and the metallic layer in the cross section of the
straight hollow waveguide.

These models are useful to predict the structure of the output fields for rectangular and circular
profiles in straight waveguides in the cases of microwave and millimeter-wave regimes and in
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the cases of infrared regime. These models can be a useful tool to predict the relevant parameters
for practical applications, before carrying out experiments in the laboratory.
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nique to calculate two kinds of the periodic profiles. The method is based on Laplace
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bers of dielectric profiles. The application is useful for straight waveguides in the
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1. Introduction

Review of numerical and approximate methods for the modal analysis of general optical
dielectric waveguides with emphasis on recent developments has been published [1]. Exam-
ples of interesting methods, such as the finite difference method and the finite element method
have been reviewed. The method for the eigenmode analysis of two-dimensional step-index
waveguides has been proposed [2]. The method distinguishes itself other existing interface
methods by avoiding the use of the Taylor series expansion and by introducing the concept of
the iterative use of low-order jump conditions.

The method of selective suppression of electromagnetic modes in a rectangular waveguides by
using distributed wall losses has been proposed [3]. Analytical design method for corrugated
rectangular waveguide has been proposed [4].

A Fourier operator method has been used to derive for the first time an exact closed-form
eigenvalue equation for the scalar mode propagation constants of a buried rectangular dielec-
tric waveguide [5]. Wave propagation in an inhomogeneous transversely magnetized rectan-
gular waveguide has been studied with the aid of a modified Sturm-Liouville differential
equation [6]. A fundamental and accurate technique to compute the propagation constant of
waves in a lossy rectangular waveguide has been proposed [7]. This method is based on
matching the electric and magnetic fields at the boundary and allowing the wave numbers to
take complex values.

A great amount of numerical results for cylindrical dielectric waveguide array have been
presented [8]. Dielectric cylinders have been arrayed by a rectangular mode. When the area of
dielectric cylinder in a unit cell varied from a small number to a big one and even maximum,
interactions between space harmonics firstly got stronger but finally got weaker. Full-wave
analysis of dielectric rectangular waveguides has been presented [9]. The waveguide proper-
ties of permeable one-dimensional periodic acoustic structures have been studied [10]. Analy-
sis of rectangular folded-waveguide millimeter wave slow-wave structure using conformal
transformation has been developed [11].

A simple closed-form expression to compute the time-domain reflection coefficient for a
transient TE10 mode wave incident on a dielectric step discontinuity in a rectangular wave-
guide has been presented [12]. In this paper, an exponential series approximation was pro-
vided for efficient computation of the reflected and transmitted field waveforms.

A waveguide with layered-periodic walls for different relations between the dielectric permit-
tivities of the central layer and the superlattice layers has been proposed [13]. A full-vectorial
boundary integral equation method for computing guided modes of optical waveguides has
been presented [14]. A method for the propagation constants of arbitrary cross-sectional
shapes has been described [15]. Experiment and simulation of TE10 cut-off reflection phase in
gentle rectangular downtapers has been studied [16].

The rectangular dielectric waveguide technique for the determination of complex permittivity
of a wide class of dielectric materials of various thicknesses and cross sections has been
described [17]. In this paper, the technique has been presented to determine the dielectric
constant of materials. Fourier decomposition method applied to mapped infinite domains has
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been described [18], and this method is reliable down to modal cutoff. Analysis for new types
of waveguide with Fourier’s expansion differential method has been proposed [19].

Propagation characteristics of modes in some rectangular waveguides using the finite-
difference time-domain method have been proposed [20]. Analysis of rectangular waveguide
using finite element method has been presented for arbitrarily shaped waveguide [21]. Wave
propagation and dielectric permittivity reconstruction in the case of a rectangular waveguide
have been studied [22].

Important method for the analysis of electromagnetic wave propagation along the straight
dielectric waveguide with arbitrary profiles has been proposed [23]. The mode model method
for wave propagation in the straight waveguide with a circular cross section has been pro-
posed [24]. This method in Refs. [23, 24] related to the methods based on Laplace and Fourier
transforms and the inverse Laplace and Fourier transforms.

The objectives in this chapter are to explore the effect of the periodic rectangular and circular
profiles in the cross section of the straight waveguide on the output field and to develop the
technique to calculate the dielectric profile, the elements of the matrix, and its derivatives of the
dielectric profile. The proposed technique is important to improve the mode model also for the
periodic rectangular and circular profiles and not only for the continuous profiles.

2. Periodic rectangular and circular profiles in the cross section of the
straight waveguide

In this chapter we introduce two different techniques, and the particular applications allow us
to improve the mode model so that we can solve inhomogeneous problems also for periodic
profiles in the cross section of the straight waveguide. Thus, in this chapter we introduce two
techniques to calculate the dielectric profile, the elements of the matrix, and its derivatives of
dielectric profile in the cases of periodic rectangular and circular profiles in the cross section of
the straight rectangular waveguide.

The proposed techniques are very effective in relation to the conventional methods because
they allow the development of expressions in the cross section only according to the specific
discontinuous problem. In this way, the mode model method becomes an improved method to
solve discontinuous problems in the cross section (and not only for continuous problems).

Three examples of periodic rectangular profiles are shown in Figure 1(a–c), and three exam-
ples of periodic circular profiles are shown in Figure 1(d–f) in the cross section of the straight
rectangular waveguide.

An example of periodic structure with two rectangular profiles along x-axis is shown in
Figure 1(a), where the centers of the left rectangle and right rectangle are located at the points
(0.25 a, 0.5 b) and (0.75 a, 0.5 b), respectively. An example of periodic structure with two
rectangular profiles along y-axis is shown in Figure 1(b), where the centers of the upper
rectangle and lower rectangle are located at the points (0.5 a, 0.75 b) and (0.5 a, 0.25 b).

An example of periodic structure with four rectangular profiles along x-axis and y-axis is
shown in Figure 1(c). The center of the first rectangle is located at the point (0.25 a, 0.25 b),
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been described [18], and this method is reliable down to modal cutoff. Analysis for new types
of waveguide with Fourier’s expansion differential method has been proposed [19].

Propagation characteristics of modes in some rectangular waveguides using the finite-
difference time-domain method have been proposed [20]. Analysis of rectangular waveguide
using finite element method has been presented for arbitrarily shaped waveguide [21]. Wave
propagation and dielectric permittivity reconstruction in the case of a rectangular waveguide
have been studied [22].

Important method for the analysis of electromagnetic wave propagation along the straight
dielectric waveguide with arbitrary profiles has been proposed [23]. The mode model method
for wave propagation in the straight waveguide with a circular cross section has been pro-
posed [24]. This method in Refs. [23, 24] related to the methods based on Laplace and Fourier
transforms and the inverse Laplace and Fourier transforms.

The objectives in this chapter are to explore the effect of the periodic rectangular and circular
profiles in the cross section of the straight waveguide on the output field and to develop the
technique to calculate the dielectric profile, the elements of the matrix, and its derivatives of the
dielectric profile. The proposed technique is important to improve the mode model also for the
periodic rectangular and circular profiles and not only for the continuous profiles.

2. Periodic rectangular and circular profiles in the cross section of the
straight waveguide

In this chapter we introduce two different techniques, and the particular applications allow us
to improve the mode model so that we can solve inhomogeneous problems also for periodic
profiles in the cross section of the straight waveguide. Thus, in this chapter we introduce two
techniques to calculate the dielectric profile, the elements of the matrix, and its derivatives of
dielectric profile in the cases of periodic rectangular and circular profiles in the cross section of
the straight rectangular waveguide.

The proposed techniques are very effective in relation to the conventional methods because
they allow the development of expressions in the cross section only according to the specific
discontinuous problem. In this way, the mode model method becomes an improved method to
solve discontinuous problems in the cross section (and not only for continuous problems).

Three examples of periodic rectangular profiles are shown in Figure 1(a–c), and three exam-
ples of periodic circular profiles are shown in Figure 1(d–f) in the cross section of the straight
rectangular waveguide.

An example of periodic structure with two rectangular profiles along x-axis is shown in
Figure 1(a), where the centers of the left rectangle and right rectangle are located at the points
(0.25 a, 0.5 b) and (0.75 a, 0.5 b), respectively. An example of periodic structure with two
rectangular profiles along y-axis is shown in Figure 1(b), where the centers of the upper
rectangle and lower rectangle are located at the points (0.5 a, 0.75 b) and (0.5 a, 0.25 b).

An example of periodic structure with four rectangular profiles along x-axis and y-axis is
shown in Figure 1(c). The center of the first rectangle is located at the point (0.25 a, 0.25 b),
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the center of the second rectangle is located at the point (0.75 a, 0.25 b), the center of the third
rectangle is located at the point (0.25 a, 0.75 b), and the center of the fourth rectangle is located
at the point (0.75 a, 0.75 b).

An example of periodic structure with two circular profiles along x-axis is shown in Figure 1(d),
where the centers of the left circle and right circle are located at the points (0.25 a, 0.5 b) and (0.75
a, 0.5 b). An example of periodic structure with two circular profiles along y-axis is shown in
Figure 1(e), where the centers of the upper circle and lower circle are located at the points (0.5 a,
0.75 b) and (0.5 a, 0.25 b).

An example of periodic structure with four circular profiles along x-axis and y-axis is shown in
Figure 1(f). The center of the first circle is located at the point (0.25 a, 0.25 b), the center of the
second circle is located at the point (0.75 a, 0.25 b), the center of the third circle is located at the
point (0.25 a, 0.75 b), and the center of the fourth circle is located at the point (0.75 a, 0.75 b).

The objective of this chapter is to introduce two different techniques that allow us to improve
the model so that we can solve nonhomogeneous problems also for periodic profiles in the

Figure 1. Examples of the periodic rectangular profiles (a–c) and periodic circular profiles (d–f) in the cross section of the
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cross section of the straight rectangular waveguide. Thus, we need to introduce a technique
and a particular application for the two geometric shapes composed of rectangles or circles in
the cross section. We need to calculate the dielectric profile, the elements of the matrix, and its
derivatives of the dielectric profile in the cases of periodic rectangular profiles (Figure 1(a–c))
and periodic circular profiles (Figure 1(d–f)) in the cross section of the straight rectangular
waveguide.

It is very interesting to compare between two different techniques of the two different kinds of
the profiles (rectangular and circular) in the cross section of the rectangular straight wave-
guide.

3. The techniques to solve two different profiles in the cross section

The two kinds of the different techniques enable us to solve practical problems for the periodic
rectangular profiles (Figure 1(a–c)) and periodic circular profiles (Figure 1(d–f)) in the cross
section of the straight rectangular waveguide.

Figure 2(a) shows one rectangular profile where the center of the rectangle is located at the
point (0.5 a, 0.5 b). Figure 2(b) shows one circular profile where the center is located at the
point (0.5 a, 0.5 b). The proposed techniques to solve discontinuous problems with two
different profiles (rectangular and circular) in the cross section will introduce according to
Figure 2(a and b).

Figure 2(a) shows one rectangular profile in the cross section, and Figure 2(b) shows one
circular profile in the cross section. The dielectric profile g x; yð Þ is given according to
e x; yð Þ ¼ e0 1þ g x; yð Þð Þ. According to Figure 3(a and b) and for g x; yð Þ ¼ g0, we obtain

Figure 2. Examples of the rectangular and circular profiles in the cross section of the straight rectangular waveguide. (a)
One rectangular profile. (b) One circular profile.
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the center of the second rectangle is located at the point (0.75 a, 0.25 b), the center of the third
rectangle is located at the point (0.25 a, 0.75 b), and the center of the fourth rectangle is located
at the point (0.75 a, 0.75 b).

An example of periodic structure with two circular profiles along x-axis is shown in Figure 1(d),
where the centers of the left circle and right circle are located at the points (0.25 a, 0.5 b) and (0.75
a, 0.5 b). An example of periodic structure with two circular profiles along y-axis is shown in
Figure 1(e), where the centers of the upper circle and lower circle are located at the points (0.5 a,
0.75 b) and (0.5 a, 0.25 b).

An example of periodic structure with four circular profiles along x-axis and y-axis is shown in
Figure 1(f). The center of the first circle is located at the point (0.25 a, 0.25 b), the center of the
second circle is located at the point (0.75 a, 0.25 b), the center of the third circle is located at the
point (0.25 a, 0.75 b), and the center of the fourth circle is located at the point (0.75 a, 0.75 b).

The objective of this chapter is to introduce two different techniques that allow us to improve
the model so that we can solve nonhomogeneous problems also for periodic profiles in the

Figure 1. Examples of the periodic rectangular profiles (a–c) and periodic circular profiles (d–f) in the cross section of the
straight rectangular waveguide.
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cross section of the straight rectangular waveguide. Thus, we need to introduce a technique
and a particular application for the two geometric shapes composed of rectangles or circles in
the cross section. We need to calculate the dielectric profile, the elements of the matrix, and its
derivatives of the dielectric profile in the cases of periodic rectangular profiles (Figure 1(a–c))
and periodic circular profiles (Figure 1(d–f)) in the cross section of the straight rectangular
waveguide.

It is very interesting to compare between two different techniques of the two different kinds of
the profiles (rectangular and circular) in the cross section of the rectangular straight wave-
guide.

3. The techniques to solve two different profiles in the cross section

The two kinds of the different techniques enable us to solve practical problems for the periodic
rectangular profiles (Figure 1(a–c)) and periodic circular profiles (Figure 1(d–f)) in the cross
section of the straight rectangular waveguide.

Figure 2(a) shows one rectangular profile where the center of the rectangle is located at the
point (0.5 a, 0.5 b). Figure 2(b) shows one circular profile where the center is located at the
point (0.5 a, 0.5 b). The proposed techniques to solve discontinuous problems with two
different profiles (rectangular and circular) in the cross section will introduce according to
Figure 2(a and b).

Figure 2(a) shows one rectangular profile in the cross section, and Figure 2(b) shows one
circular profile in the cross section. The dielectric profile g x; yð Þ is given according to
e x; yð Þ ¼ e0 1þ g x; yð Þð Þ. According to Figure 3(a and b) and for g x; yð Þ ¼ g0, we obtain

Figure 2. Examples of the rectangular and circular profiles in the cross section of the straight rectangular waveguide. (a)
One rectangular profile. (b) One circular profile.
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g n;mð Þ ¼ g0
4ab

ðx12
x11

dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dyþ
ð�x11

�x12
dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dy

(

þ
ð�x11

�x12
dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dyþ
ðx12
x11

dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dy

)
: (1)

If y11 and y12 are not functions of x, then the dielectric profile is given by

g n;mð Þ ¼ g0
ab

ðx12
x11

cos kxxð Þdx
ðy12
y11

cos kyy
� �

dy: (2)

The derivative of the dielectric profile in the case of y11 and y12 which are functions of x is given
by

gx n;mð Þ ¼ 2
amπ

ðx12
x11

gx x; yð Þsin ky
2

y12 � y11
� �� �

cos
ky
2

y12 þ y11
� �� �

cos kxxð Þdx, (3)

where gx x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dxð Þ, e x; yð Þ ¼ e0 1þ g x; yð Þð Þ, kx ¼ nπxð Þ=a, and ky ¼ mπyð Þ =b.
Similarly, we can calculate the value of gy n;mð Þ, where gy x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dyð Þ.

For the cross section as shown in Figure 2(a) and according to Figure 3(b), the center of the
rectangle is located at (0.5 a, 0.5 b), y12 = b/2 + c/2, and y11 = b/2 � c/2. Thus, for this case,
y12 � y11 = c and y12 þ y11 = b. In the same principle, the location of the rectangle should be
taken into account.

Figure 3. (a) The arbitrary profile in the cross section. (b) The rectangular profile in the cross section, as shown in Figure 2(a).
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The particular application is based on the ωε function [25]. The ωε function is used in order to
solve rectangular profile, periodic rectangular profiles, circular profile, and periodic circular
profile in the cross section of the straight waveguide. The ωε function is defined as

ωε rð Þ ¼ Cεexp �ε2= ε2 � rj j2
� �h i

for ∣r∣ > ε, where Cε is a constant and
Ð
ωε rð Þdr ¼ 1. In the

limit ε ! 0, the ωε function is shown in Figure 4.

The technique based on ωε function is very effective to solve complex problems, in relation to
the conventional methods, especially when we have a large number of dielectric profiles, as
shown in Figure 1(c and f). We will demonstrate how to use with the proposed technique for
all the cases that are shown in the examples of Figure 1(a–f).

3.1. The technique based on ωε function for the periodic rectangular profile
in the cross section

Figure 1(a) shows the periodic rectangular profile where the center of the left rectangle is
located at (0.25 a, 0.5 b) and the right rectangle is located at (0.75 a, 0.5 b). This dielectric profile
is given by

g xð Þ ¼

g0exp 1� q1 xð Þ� �
a=2ð Þ � d1 � εð Þ=2 ≤ x < a=2ð Þ � d1 þ εð Þ=2

g0 a=2ð Þ � d1 þ εð Þ=2 < x < a=2ð Þ þ d1 � εð Þ=2
g0exp 1� q2 xð Þ� �

a=2ð Þ þ d1 � εð Þ=2 ≤ x < a=2ð Þ þ d1 þ εð Þ=2
g0exp 1� q3 xð Þ� �

3a=2ð Þ � d2 � εð Þ=2 ≤ x < 3a=2ð Þ � d2 þ εð Þ=2
g0 3a=2ð Þ � d2 þ εð Þ=2 < x < 3a=2ð Þ þ d2 � εð Þ=2
g0exp 1� q4 xð Þ� �

3a=2ð Þ þ d2 � εð Þ=2 ≤ x < 3a=2ð Þ þ d2 þ εð Þ=2
0 else

,

8>>>>>>>>>>><
>>>>>>>>>>>:

(4a)

and

Figure 4. The technique based on ωε function in the limit ε ! 0 to solve discontinuous problems.
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� �� �

dyþ
ð�x11
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dx
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� �� �
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þ
ð�x11

�x12
dx
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� �� �

dyþ
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dx
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: (1)

If y11 and y12 are not functions of x, then the dielectric profile is given by

g n;mð Þ ¼ g0
ab

ðx12
x11

cos kxxð Þdx
ðy12
y11

cos kyy
� �

dy: (2)

The derivative of the dielectric profile in the case of y11 and y12 which are functions of x is given
by

gx n;mð Þ ¼ 2
amπ

ðx12
x11

gx x; yð Þsin ky
2

y12 � y11
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cos
ky
2

y12 þ y11
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cos kxxð Þdx, (3)

where gx x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dxð Þ, e x; yð Þ ¼ e0 1þ g x; yð Þð Þ, kx ¼ nπxð Þ=a, and ky ¼ mπyð Þ =b.
Similarly, we can calculate the value of gy n;mð Þ, where gy x; yð Þ ¼ 1=e x; yð Þð Þ de x; yð Þ=dyð Þ.

For the cross section as shown in Figure 2(a) and according to Figure 3(b), the center of the
rectangle is located at (0.5 a, 0.5 b), y12 = b/2 + c/2, and y11 = b/2 � c/2. Thus, for this case,
y12 � y11 = c and y12 þ y11 = b. In the same principle, the location of the rectangle should be
taken into account.

Figure 3. (a) The arbitrary profile in the cross section. (b) The rectangular profile in the cross section, as shown in Figure 2(a).
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The particular application is based on the ωε function [25]. The ωε function is used in order to
solve rectangular profile, periodic rectangular profiles, circular profile, and periodic circular
profile in the cross section of the straight waveguide. The ωε function is defined as

ωε rð Þ ¼ Cεexp �ε2= ε2 � rj j2
� �h i

for ∣r∣ > ε, where Cε is a constant and
Ð
ωε rð Þdr ¼ 1. In the

limit ε ! 0, the ωε function is shown in Figure 4.

The technique based on ωε function is very effective to solve complex problems, in relation to
the conventional methods, especially when we have a large number of dielectric profiles, as
shown in Figure 1(c and f). We will demonstrate how to use with the proposed technique for
all the cases that are shown in the examples of Figure 1(a–f).

3.1. The technique based on ωε function for the periodic rectangular profile
in the cross section

Figure 1(a) shows the periodic rectangular profile where the center of the left rectangle is
located at (0.25 a, 0.5 b) and the right rectangle is located at (0.75 a, 0.5 b). This dielectric profile
is given by

g xð Þ ¼

g0exp 1� q1 xð Þ� �
a=2ð Þ � d1 � εð Þ=2 ≤ x < a=2ð Þ � d1 þ εð Þ=2

g0 a=2ð Þ � d1 þ εð Þ=2 < x < a=2ð Þ þ d1 � εð Þ=2
g0exp 1� q2 xð Þ� �

a=2ð Þ þ d1 � εð Þ=2 ≤ x < a=2ð Þ þ d1 þ εð Þ=2
g0exp 1� q3 xð Þ� �

3a=2ð Þ � d2 � εð Þ=2 ≤ x < 3a=2ð Þ � d2 þ εð Þ=2
g0 3a=2ð Þ � d2 þ εð Þ=2 < x < 3a=2ð Þ þ d2 � εð Þ=2
g0exp 1� q4 xð Þ� �

3a=2ð Þ þ d2 � εð Þ=2 ≤ x < 3a=2ð Þ þ d2 þ εð Þ=2
0 else

,

8>>>>>>>>>>><
>>>>>>>>>>>:

(4a)

and

Figure 4. The technique based on ωε function in the limit ε ! 0 to solve discontinuous problems.
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g yð Þ ¼

g0exp 1� q5 yð Þ� �
b� c� εð Þ=2 ≤ y < b� cþ εð Þ=2

g0 b� cþ εð Þ=2 < y < bþ c� εð Þ=2
g0exp 1� q6 yð Þ� �

bþ c� εð Þ=2 ≤ y < bþ cþ εð Þ=2
0 else

,

8>>><
>>>:

(4b)

where

q1 xð Þ ¼ ε2

ε2 � x� a=2ð Þ � d1 þ εð Þ=2½ �2 , q2 xð Þ ¼ ε2

ε2 � x� a=2ð Þ þ d1 � εð Þ=2½ �2 ,

q3 xð Þ ¼ ε2

ε2 � x� 3a=2ð Þ � d2 þ εð Þ=2½ �2 , q4 xð Þ ¼ ε2

ε2 � x� 3a=2ð Þ þ d2 � εð Þ=2½ �2

q5 yð Þ ¼ ε2

ε2 � y� b� cþ εð Þ=2½ �2 , q6 yð Þ ¼ ε2

ε2 � y� bþ c� εð Þ=2½ �2 :

The elements of the matrix are given in this case by

g n;mð Þ ¼ g0
ab

ð a=2ð Þ�d1þεð Þ=2

a=2ð Þ�d1�εð Þ=2
exp 1� q1 xð Þ� �

cos
nπx
a

� �
dxþ

(

ð a=2ð Þþd1�εð Þ=2

a=2ð Þ�d1þεð Þ=2
cos

nπx
a

� �
dxþ

ð a=2ð Þþd1þεð Þ=2

a=2ð Þþd1�εð Þ=2
exp 1� q2 xð Þ� �

cos
nπx
a

� �
dxþ

ð 3a=2ð Þ�d2þεð Þ=2

3a=2ð Þ�d2�εð Þ=2
exp 1� q3 xð Þ� �

cos
nπx
a

� �
dxþ

ð 3a=2ð Þþd2�εð Þ=2

3a=2ð Þ�d2þεð Þ=2
cos

nπx
a

� �
dxþ

ð 3a=2ð Þþd2þεð Þ=2

3a=2ð Þþd2�εð Þ=2
exp 1� q4 xð Þ� �

cos
nπx
a

� �
dx

)

ð b�cþεð Þ=2

b�c�εð Þ=2
exp 1� q5 yð Þ� �

cos
mπy
b

� �
dyþ

ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dyþ

(

ð bþcþεð Þ=2

bþc�εð Þ=2
exp 1� q6 yð Þ� �

cos
mπy
b

� �
dyg: (5)

The derivatives of the dielectric profile are given in this case by

gx ¼

d
dx

ln 1þ g0 q1 xð Þ� �� �
a=2ð Þ � d1 � εð Þ=2 ≤ x < a=2ð Þ � d1 þ εð Þ=2

d
dx

ln 1þ g0 q2 xð Þ� �� �
a=2ð Þ þ d1 � εð Þ=2 ≤ x < a=2ð Þ þ d1 þ εð Þ=2

d
dx

ln 1þ g0 q3 xð Þ� �� �
3a=2ð Þ � d2 � εð Þ=2 ≤ x < 3a=2ð Þ � d2 þ εð Þ=2

d
dx

ln 1þ g0 g4 xð Þ� �� �
3a=2ð Þ þ d2 � εð Þ=2 ≤ x < 3a=2ð Þ þ d2 þ εð Þ=2

0 else

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(6a)
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and

gy ¼

d
dx

ln 1þ g0 q5 yð Þ� �� �
b� c� εð Þ=2 ≤ y < ðb� cþ εÞ=2

d
dx

ln 1þ g0 q6 yð Þ� �� �
bþ c� εð Þ=2 ≤ x < bþ cþ εð Þ=2

0 else

:

8>>>><
>>>>:

(6b)

The derivative of the dielectric profile for m = 0 in the case of the periodic profile (Figure 1(a))
in the cross section of the waveguide is given in the limit ε ! 0 by

gx n;m ¼ 0ð Þ ¼ 1
a

ð a=2ð Þ�d1þεð Þ=2

a=2ð Þ�d1�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q1 xð Þ� �� �

dx

(

þ
ð a=2ð Þþd1þεð Þ=2

a=2ð Þþd1�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q2 xð Þ� �� �

dx

þ
ð 3a=2ð Þ�d2þεð Þ=2

3a=2ð Þ�d2�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q3 xð Þ� �� �

dx

þ
ð 3a=2ð Þþd2þεð Þ=2

3a=2ð Þþd2�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q4 xð Þ� �� �

dx

)
:

Similarly, we can calculate the derivative of the dielectric profile for any value of n and m.

3.2. The technique based on ωε function for one circular profile in the cross section

The dielectric profile for one circle is given where the center is located at (0.5 a, 0.5 b) (Figure 2(b))
by

g x; yð Þ ¼ g0 0 ≤ r < r1 � ε1=2
g0exp 1� qε rð Þ� �

r1 � ε1=2 ≤ r < r1 þ ε1=2
,

�
(7)

where

qe rð Þ ¼ ε12

ε12 � r� r1 � ε1=2ð Þ½ �2 ,

else g x; yð Þ ¼ 0.

The radius of the circle is given by

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
:

Similarly, we can calculate the periodic circular profiles according to their location.
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g yð Þ ¼

g0exp 1� q5 yð Þ� �
b� c� εð Þ=2 ≤ y < b� cþ εð Þ=2

g0 b� cþ εð Þ=2 < y < bþ c� εð Þ=2
g0exp 1� q6 yð Þ� �

bþ c� εð Þ=2 ≤ y < bþ cþ εð Þ=2
0 else

,

8>>><
>>>:

(4b)

where

q1 xð Þ ¼ ε2

ε2 � x� a=2ð Þ � d1 þ εð Þ=2½ �2 , q2 xð Þ ¼ ε2

ε2 � x� a=2ð Þ þ d1 � εð Þ=2½ �2 ,

q3 xð Þ ¼ ε2

ε2 � x� 3a=2ð Þ � d2 þ εð Þ=2½ �2 , q4 xð Þ ¼ ε2

ε2 � x� 3a=2ð Þ þ d2 � εð Þ=2½ �2

q5 yð Þ ¼ ε2

ε2 � y� b� cþ εð Þ=2½ �2 , q6 yð Þ ¼ ε2

ε2 � y� bþ c� εð Þ=2½ �2 :

The elements of the matrix are given in this case by

g n;mð Þ ¼ g0
ab

ð a=2ð Þ�d1þεð Þ=2

a=2ð Þ�d1�εð Þ=2
exp 1� q1 xð Þ� �

cos
nπx
a

� �
dxþ

(

ð a=2ð Þþd1�εð Þ=2

a=2ð Þ�d1þεð Þ=2
cos

nπx
a

� �
dxþ

ð a=2ð Þþd1þεð Þ=2

a=2ð Þþd1�εð Þ=2
exp 1� q2 xð Þ� �

cos
nπx
a

� �
dxþ

ð 3a=2ð Þ�d2þεð Þ=2

3a=2ð Þ�d2�εð Þ=2
exp 1� q3 xð Þ� �

cos
nπx
a

� �
dxþ

ð 3a=2ð Þþd2�εð Þ=2

3a=2ð Þ�d2þεð Þ=2
cos

nπx
a

� �
dxþ

ð 3a=2ð Þþd2þεð Þ=2

3a=2ð Þþd2�εð Þ=2
exp 1� q4 xð Þ� �

cos
nπx
a

� �
dx

)

ð b�cþεð Þ=2

b�c�εð Þ=2
exp 1� q5 yð Þ� �

cos
mπy
b

� �
dyþ

ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dyþ

(

ð bþcþεð Þ=2

bþc�εð Þ=2
exp 1� q6 yð Þ� �

cos
mπy
b

� �
dyg: (5)

The derivatives of the dielectric profile are given in this case by

gx ¼

d
dx

ln 1þ g0 q1 xð Þ� �� �
a=2ð Þ � d1 � εð Þ=2 ≤ x < a=2ð Þ � d1 þ εð Þ=2

d
dx

ln 1þ g0 q2 xð Þ� �� �
a=2ð Þ þ d1 � εð Þ=2 ≤ x < a=2ð Þ þ d1 þ εð Þ=2

d
dx

ln 1þ g0 q3 xð Þ� �� �
3a=2ð Þ � d2 � εð Þ=2 ≤ x < 3a=2ð Þ � d2 þ εð Þ=2

d
dx

ln 1þ g0 g4 xð Þ� �� �
3a=2ð Þ þ d2 � εð Þ=2 ≤ x < 3a=2ð Þ þ d2 þ εð Þ=2

0 else

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(6a)
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and

gy ¼

d
dx

ln 1þ g0 q5 yð Þ� �� �
b� c� εð Þ=2 ≤ y < ðb� cþ εÞ=2

d
dx

ln 1þ g0 q6 yð Þ� �� �
bþ c� εð Þ=2 ≤ x < bþ cþ εð Þ=2

0 else

:

8>>>><
>>>>:

(6b)

The derivative of the dielectric profile for m = 0 in the case of the periodic profile (Figure 1(a))
in the cross section of the waveguide is given in the limit ε ! 0 by

gx n;m ¼ 0ð Þ ¼ 1
a

ð a=2ð Þ�d1þεð Þ=2

a=2ð Þ�d1�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q1 xð Þ� �� �

dx

(

þ
ð a=2ð Þþd1þεð Þ=2

a=2ð Þþd1�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q2 xð Þ� �� �

dx

þ
ð 3a=2ð Þ�d2þεð Þ=2

3a=2ð Þ�d2�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q3 xð Þ� �� �

dx

þ
ð 3a=2ð Þþd2þεð Þ=2

3a=2ð Þþd2�εð Þ=2
cos kxxð Þ d

dx
ln 1þ g0 q4 xð Þ� �� �

dx

)
:

Similarly, we can calculate the derivative of the dielectric profile for any value of n and m.

3.2. The technique based on ωε function for one circular profile in the cross section

The dielectric profile for one circle is given where the center is located at (0.5 a, 0.5 b) (Figure 2(b))
by

g x; yð Þ ¼ g0 0 ≤ r < r1 � ε1=2
g0exp 1� qε rð Þ� �

r1 � ε1=2 ≤ r < r1 þ ε1=2
,

�
(7)

where

qe rð Þ ¼ ε12

ε12 � r� r1 � ε1=2ð Þ½ �2 ,

else g x; yð Þ ¼ 0.

The radius of the circle is given by

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
:

Similarly, we can calculate the periodic circular profiles according to their location.
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Thus, the derivatives of the dielectric profile for one circle are given where the center is located
at (0.5 a, 0.5 b) (Figure 2(b)) in the region r1 � ε1=2 ≤ r < r1 þ ε1=2 by

gx ¼
�2 g0 cosθ exp 1� qe rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qe rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (8a)

gy ¼
�2 g0 sinθ exp 1� qe rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qe rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (8b)

else gx ¼ 0, and gy ¼ 0.

The elements of the matrices for one circle are given where the center is located at (0.5 a, 0.5 b)
(Figure 2(b)) by

g n;mð Þ ¼ g0
ab

ð2π
0

ðr1�e1=2

0
cos

nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� �
þ

(

ð2π
0

ðr1þe1=2

r1�e1=2
cos

nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� �
exp 1� qε rð Þ� �)

rdrdθ, (9)

gx n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þe1=2

r1�e1=2

e1
2 r� r1 � e1=2ð Þ½ �exp 1� qe rð Þ� �

cosθ

e12 � r� r1 � e1=2ð Þ½ �2
h i2

1þ g0exp 1� qe rð Þ� �� �

8><
>:

cos
nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� ��
rdrdθ, (10a)

gy n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þe1=2

r1�e1=2

e1
2 r� r1 � e1=2ð Þ½ �exp 1� qe rð Þ� �

sinθ

e12 � r� r1 � e1=2ð Þ½ �2
h i2

1þ g0exp 1� qe rð Þ� �� �

8><
>:

cos
nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� ��
rdrdθ, (10b)

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

Similarly, we can calculate the periodic circular profile according to the number of the circles
and the locations of their centers.

The matrix G is given by the form

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱
⋮ g20 ⋱ ⋱ ⋱
gnm ⋱ ⋱ ⋱ g00 ⋮
⋮
gNM … … … … … g00

2
666666666664

3
777777777775

: (11)
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Similarly, theGx andGy matrices are obtained by the derivatives of the dielectric profile. These
matrices relate to the method that is based on the Laplace and Fourier transforms and their
inverse transforms [23].

The technique is important to solve discontinuous periodic rectangular and circular profiles in
the cross section of the straight waveguide. The graphical results in the next section will be
demonstrated as a response to a half-sine (TE10) input-wave profile.

4. Numerical results of periodic rectangular and circular dielectric
materials

All the graphical results are demonstrated as a response to a half-sine (TE10) input-wave profile for
the periodic rectangular profiles (Figure 1(a–c)) and the periodic circular profiles (Figure 1(d–f)) in
the cross section of the straight rectangular waveguide.

The output fields for the periodic structure with the two rectangular profiles along x-axis
(Figure 1(a)) are demonstrated in Figure 5(a and b) for er ¼ 3 and for er ¼ 10, respectively. In
this examples, the left rectangle is located at the point (0.25 a, 0.5 b), and the center of the right
rectangle is located at the point (0.75 a, 0.5 b). Figure 5(c) shows the output field as the function
of x-axis where y = b/2 = 10 mm for four values of er ¼ 3, 5, 7, and 10, respectively.

Figure 5. The output field as a response to a half-sine (TE10) input-wave profile for the periodic rectangular profiles (a–c)
that relate to cross section (Figure 1(a)) and for the periodic circular profiles (d–f) that relate to cross section (Figure 1(d)).
The results are shown for (a) er ¼ 3; (b) er ¼ 10; (c) er ¼ 3, 5, 7, and 10; (d) er ¼ 3; (e) er ¼ 10; and (f) er ¼ 3, 5, 7, and 10.
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Thus, the derivatives of the dielectric profile for one circle are given where the center is located
at (0.5 a, 0.5 b) (Figure 2(b)) in the region r1 � ε1=2 ≤ r < r1 þ ε1=2 by

gx ¼
�2 g0 cosθ exp 1� qe rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qe rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (8a)

gy ¼
�2 g0 sinθ exp 1� qe rð Þ� �

r� r1 � ε1=2ð Þ½ �ε12

1þ g0 exp 1� qe rð Þ� �� �
ε12 � r� r1 � ε1=2ð Þ½ �2
h i2 , (8b)

else gx ¼ 0, and gy ¼ 0.

The elements of the matrices for one circle are given where the center is located at (0.5 a, 0.5 b)
(Figure 2(b)) by

g n;mð Þ ¼ g0
ab

ð2π
0

ðr1�e1=2

0
cos

nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� �
þ

(

ð2π
0

ðr1þe1=2

r1�e1=2
cos

nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� �
exp 1� qε rð Þ� �)

rdrdθ, (9)

gx n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þe1=2

r1�e1=2

e1
2 r� r1 � e1=2ð Þ½ �exp 1� qe rð Þ� �

cosθ

e12 � r� r1 � e1=2ð Þ½ �2
h i2

1þ g0exp 1� qe rð Þ� �� �

8><
>:

cos
nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� ��
rdrdθ, (10a)

gy n;mð Þ ¼ � 2g0
ab

ð2π
0

ðr1þe1=2

r1�e1=2

e1
2 r� r1 � e1=2ð Þ½ �exp 1� qe rð Þ� �

sinθ

e12 � r� r1 � e1=2ð Þ½ �2
h i2

1þ g0exp 1� qe rð Þ� �� �

8><
>:

cos
nπ
a

rcosθþ a
2

� �� �
cos

mπ
b

rsinθþ b
2

� �� ��
rdrdθ, (10b)

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

Similarly, we can calculate the periodic circular profile according to the number of the circles
and the locations of their centers.

The matrix G is given by the form

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱
⋮ g20 ⋱ ⋱ ⋱
gnm ⋱ ⋱ ⋱ g00 ⋮
⋮
gNM … … … … … g00

2
666666666664

3
777777777775

: (11)
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Similarly, theGx andGy matrices are obtained by the derivatives of the dielectric profile. These
matrices relate to the method that is based on the Laplace and Fourier transforms and their
inverse transforms [23].

The technique is important to solve discontinuous periodic rectangular and circular profiles in
the cross section of the straight waveguide. The graphical results in the next section will be
demonstrated as a response to a half-sine (TE10) input-wave profile.

4. Numerical results of periodic rectangular and circular dielectric
materials

All the graphical results are demonstrated as a response to a half-sine (TE10) input-wave profile for
the periodic rectangular profiles (Figure 1(a–c)) and the periodic circular profiles (Figure 1(d–f)) in
the cross section of the straight rectangular waveguide.

The output fields for the periodic structure with the two rectangular profiles along x-axis
(Figure 1(a)) are demonstrated in Figure 5(a and b) for er ¼ 3 and for er ¼ 10, respectively. In
this examples, the left rectangle is located at the point (0.25 a, 0.5 b), and the center of the right
rectangle is located at the point (0.75 a, 0.5 b). Figure 5(c) shows the output field as the function
of x-axis where y = b/2 = 10 mm for four values of er ¼ 3, 5, 7, and 10, respectively.

Figure 5. The output field as a response to a half-sine (TE10) input-wave profile for the periodic rectangular profiles (a–c)
that relate to cross section (Figure 1(a)) and for the periodic circular profiles (d–f) that relate to cross section (Figure 1(d)).
The results are shown for (a) er ¼ 3; (b) er ¼ 10; (c) er ¼ 3, 5, 7, and 10; (d) er ¼ 3; (e) er ¼ 10; and (f) er ¼ 3, 5, 7, and 10.
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The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, λ ¼ 3:75 cm, β ¼ 58 1=m,
k0 ¼ 167 1=m, and z ¼ 15 cm.

The output fields for the periodic structure with the two circular profiles along x-axis (Figure 1(d))
are demonstrated in Figure 5(d and e) for er ¼ 3 and for er ¼ 10, respectively. In this examples,
the left circle is located at the point (0.25 a, 0.5 b), and the center of the right circle is located at
the point (0.75 a, 0.5 b). Figure 5(f) shows the output field as the function of x-axis where
y = b/2 = 10 mm for four values of er ¼ 3, 5, 7, and 10, respectively.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangu-
lar profiles (Figure 5(a–c)) that relate to Figure 1(a) and in the cases of periodic circular profiles
(Figure 5(d–f)) that relate to Figure 1(d), where er ¼ 3 and 10, respectively. The behavior is
similar, but not for every er, and the amplitudes of the output fields are different.

The output fields (Figure 5(a–f)) are strongly affected by the input-wave profile (TE10 mode), the
periodic structure with the two rectangular profiles or the two circular profiles along x-axis, and
the distance between the two centers of the rectangular or the circular profiles.

The output fields for the periodic structure with the two rectangular profiles along y-axis
(Figure 1(b)) are demonstrated in Figure 6(a–c) for er ¼ 3, 5, and 10, respectively. The centers
of the upper rectangle and the lower rectangle are located at the points (0.5 a, 0.75 b) and

Figure 6. The output field as a response to a half-sine (TE10) input-wave profile for the periodic rectangular profiles (a–c)
that relate to cross section (Figure 1(b)). The results are shown for (a) er ¼ 3; (b) er ¼ 5; (c) er ¼ 10; (d) er ¼ 3, 5, 7, and 10;
and (e) er ¼ 3, 5, 7, and 10.
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(0.5 a, 0.25 b), respectively. The output field is shown in Figure 6(d) for x-axis where y = b/2 =
10 mm and is shown in Figure 6(e) for y-axis where x = a/2 = 10 mm and for er ¼ 3, 5, 7, and 10,
respectively.

The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, c ¼ 2:5 mm, d ¼ 2:5 mm, λ ¼ 3:75 cm,
β ¼ 58 1=m, k0 ¼ 167 1=m, and z ¼ 15 cm.

By changing only the parameter er from 3 to 10, the relative profile of the output field is
changed from a half-sine (TE10) profile to a Gaussian shape profile, as shown in Figure 6(d).
The output field in Figure 6(e) demonstrates the periodic structure with the two rectangular
profiles for er ¼ 3, 5, 7, and 10.

The output fields for the periodic structure with the two circular profiles along y-axis (Figure 1(e))
are demonstrated in Figure 7(a–c) for er ¼ 3, 5, and 10, respectively. The centers of the upper
circle and the lower circle are located at the points (0.5 a, 0.75 b) and (0.5 a, 0.25 b), respectively.
The output field is shown in Figure 7(d) for x-axis where y = b/2 = 10 mm and is shown in
Figure 7(e) for y-axis where x = a/2 = 10 mm for er ¼ 3, 5, 7, and 10, respectively.

By changing only the parameter er from 3 to 10, the relative profile of the output field is
changed from a half-sine (TE10) profile to a Gaussian shape profile. The output field in Figure 7
(e) demonstrates the periodic structure with the two circular profiles for er ¼ 3, 5, 7, and 10.

Figure 7. The output field as a response to a half-sine (TE10) input-wave profile for the periodic circular profiles (a–c) that
relate to cross section (Figure 1(e)). The results are shown for (a) er ¼ 3; (b) er ¼ 5; (c) er ¼ 10; (d) er ¼ 3, 5, 7, and 10; and
(e) er ¼ 3, 5, 7, and 10.
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The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, λ ¼ 3:75 cm, β ¼ 58 1=m,
k0 ¼ 167 1=m, and z ¼ 15 cm.

The output fields for the periodic structure with the two circular profiles along x-axis (Figure 1(d))
are demonstrated in Figure 5(d and e) for er ¼ 3 and for er ¼ 10, respectively. In this examples,
the left circle is located at the point (0.25 a, 0.5 b), and the center of the right circle is located at
the point (0.75 a, 0.5 b). Figure 5(f) shows the output field as the function of x-axis where
y = b/2 = 10 mm for four values of er ¼ 3, 5, 7, and 10, respectively.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangu-
lar profiles (Figure 5(a–c)) that relate to Figure 1(a) and in the cases of periodic circular profiles
(Figure 5(d–f)) that relate to Figure 1(d), where er ¼ 3 and 10, respectively. The behavior is
similar, but not for every er, and the amplitudes of the output fields are different.

The output fields (Figure 5(a–f)) are strongly affected by the input-wave profile (TE10 mode), the
periodic structure with the two rectangular profiles or the two circular profiles along x-axis, and
the distance between the two centers of the rectangular or the circular profiles.

The output fields for the periodic structure with the two rectangular profiles along y-axis
(Figure 1(b)) are demonstrated in Figure 6(a–c) for er ¼ 3, 5, and 10, respectively. The centers
of the upper rectangle and the lower rectangle are located at the points (0.5 a, 0.75 b) and

Figure 6. The output field as a response to a half-sine (TE10) input-wave profile for the periodic rectangular profiles (a–c)
that relate to cross section (Figure 1(b)). The results are shown for (a) er ¼ 3; (b) er ¼ 5; (c) er ¼ 10; (d) er ¼ 3, 5, 7, and 10;
and (e) er ¼ 3, 5, 7, and 10.
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(0.5 a, 0.25 b), respectively. The output field is shown in Figure 6(d) for x-axis where y = b/2 =
10 mm and is shown in Figure 6(e) for y-axis where x = a/2 = 10 mm and for er ¼ 3, 5, 7, and 10,
respectively.

The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, c ¼ 2:5 mm, d ¼ 2:5 mm, λ ¼ 3:75 cm,
β ¼ 58 1=m, k0 ¼ 167 1=m, and z ¼ 15 cm.

By changing only the parameter er from 3 to 10, the relative profile of the output field is
changed from a half-sine (TE10) profile to a Gaussian shape profile, as shown in Figure 6(d).
The output field in Figure 6(e) demonstrates the periodic structure with the two rectangular
profiles for er ¼ 3, 5, 7, and 10.

The output fields for the periodic structure with the two circular profiles along y-axis (Figure 1(e))
are demonstrated in Figure 7(a–c) for er ¼ 3, 5, and 10, respectively. The centers of the upper
circle and the lower circle are located at the points (0.5 a, 0.75 b) and (0.5 a, 0.25 b), respectively.
The output field is shown in Figure 7(d) for x-axis where y = b/2 = 10 mm and is shown in
Figure 7(e) for y-axis where x = a/2 = 10 mm for er ¼ 3, 5, 7, and 10, respectively.

By changing only the parameter er from 3 to 10, the relative profile of the output field is
changed from a half-sine (TE10) profile to a Gaussian shape profile. The output field in Figure 7
(e) demonstrates the periodic structure with the two circular profiles for er ¼ 3, 5, 7, and 10.

Figure 7. The output field as a response to a half-sine (TE10) input-wave profile for the periodic circular profiles (a–c) that
relate to cross section (Figure 1(e)). The results are shown for (a) er ¼ 3; (b) er ¼ 5; (c) er ¼ 10; (d) er ¼ 3, 5, 7, and 10; and
(e) er ¼ 3, 5, 7, and 10.
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The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, c ¼ 2:5 mm, d ¼ 2:5 mm, λ ¼ 3:75 cm,
β ¼ 58 1=m, k0 ¼ 167 1=m, and z ¼ 15 cm. The radius of the circle is equal to 2:5 mm.

The output fields (Figure 6(a–e)) and Figure 7(a–e)) are strongly affected by the input-wave profile
(TE10 mode), the periodic structure with the two rectangular profiles (Figure 1(b)) or circular
profiles (Figure 1(e)) along y-axis, and the distance between the two centers of the profiles.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangu-
lar profiles (Figure 6(a–e)) that relate to Figure 1(b) and in the cases of periodic circular profiles
(Figure 7(a–e)) that relate to Figure 1(e), for every value of er, respectively. According to these
output results, we see the similar behavior for every value of er, but the amplitudes of the
output fields are different.

The output fields for the periodic structure with four rectangular profiles along x-axis and
y-axis (Figure 1(c)) are demonstrated in Figure 8(a and b) for er ¼ 1:2 and 1:4, respectively. The
center of the first rectangle is located at the point (0.25 a, 0.25 b), the center of the second
rectangle is located at the point (0.75 a, 0.25 b), the center of the third rectangle is located at the
point (0.25 a, 0.75 b), and the center of the firth rectangle is located at the point (0.75 a, 0.75 b).

Figure 8. The output field as a response to a half-sine (TE10) input-wave profile in the case of four rectangular profiles
along x-axis and along y-axis (Figure 1(c)) for (a) er ¼ 1:2 and (b) er ¼ 1:4. The output field as a response to a half-sine
(TE10) input-wave profile in the case of four circular profiles along x-axis and along y-axis (Figure 1(f)) for (c) er ¼ 4 and
(b). er ¼ 10.
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By increasing the parameter er from 1.2 to 1.4, the output dielectric profile of the structure of
the periodic rectangular profile increased, the output profile of the half-sine (TE10) profile
decreased, and the output amplitude increased. These results are strongly affected by the
half-sine (TE10) input-wave profile and the locations of the rectangular profiles along x-axis
and along y-axis. The parameters are a ¼ 2 cm, b ¼ 2 cm, z ¼ 15 cm, k0 ¼ 167 1=m, λ ¼ 3:75 cm,
and β ¼ 58 1=m.

The output fields for the periodic structure with four circular profiles along x-axis and y-axis
(Figure 1(f)) are demonstrated in Figure 8(c and d) for er = 4 and 10, respectively. The center of
the first circle is located at the point (0.25 a, 0.25 b), the center of the second circle is located at
the point (0.75 a, 0.25 b), the center of the third circle is located at the point (0.25 a, 0.75 b), and
the center of the firth circle is located at the point (0.75 a, 0.75 b). The parameters are a ¼ 2 cm,
b ¼ 2 cm, z ¼ 15 cm, k0 ¼ 167 1=m, λ ¼ 3:75 cm, and β ¼ 58 1=m.

These results are strongly affected by the half-sine (TE10) input-wave profile, the locations of
the rectangular profiles (Figure 1(c)) or circular profiles (Figure 1(f)) along x-axis and along
y-axis, and the distance between the centers of the profiles. By increasing the parameter εr, the
Gaussian shape of the output field increased.

5. Conclusions

The main objective of this research was to understand the influence of the periodic rectangular
and circular profiles in the cross section along the straight rectangular waveguide on the
output field. The second objective was to develop the technique to calculate two kinds of the
proposed periodic profiles in the cross section. The calculations are based on using Laplace
and Fourier transforms, and the output fields are computed by the inverse Laplace and Fourier
transforms.

The contribution of the technique and the particular application is important to improve the
method that is based on Laplace and Fourier transforms and their inverse transforms also for
the discontinuous problems of the periodic rectangular and circular profiles in the cross section
(and not only for the continuous profiles). The particular application is based on the ωε

function. Thus, the proposed techniques are very effective in relation to the conventional
methods because they allow the development of expressions in the cross section only
according to the specific discontinuous problem.

All the graphical results were demonstrated as a response to a half-sine (TE10) input-wave
profile and the periodic profiles in the cross section of the straight rectangular waveguide.

Three examples of periodic rectangular profiles are shown in Figure 1(a–c), and three exam-
ples of periodic circular profiles are shown in Figure 1(d–f) in the cross section of the straight
rectangular waveguide. It is very interesting to compare between two different techniques of
the two different kinds of the profiles (rectangular and circular) in the cross section of the
rectangular straight waveguide.

Periodic Rectangular and Circular Profiles in the Cross Section of the Straight Waveguide Based on Laplace…
http://dx.doi.org/10.5772/intechopen.76794

331



The parameters of these examples are a ¼ 2 cm, b ¼ 2 cm, c ¼ 2:5 mm, d ¼ 2:5 mm, λ ¼ 3:75 cm,
β ¼ 58 1=m, k0 ¼ 167 1=m, and z ¼ 15 cm. The radius of the circle is equal to 2:5 mm.

The output fields (Figure 6(a–e)) and Figure 7(a–e)) are strongly affected by the input-wave profile
(TE10 mode), the periodic structure with the two rectangular profiles (Figure 1(b)) or circular
profiles (Figure 1(e)) along y-axis, and the distance between the two centers of the profiles.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangu-
lar profiles (Figure 6(a–e)) that relate to Figure 1(b) and in the cases of periodic circular profiles
(Figure 7(a–e)) that relate to Figure 1(e), for every value of er, respectively. According to these
output results, we see the similar behavior for every value of er, but the amplitudes of the
output fields are different.

The output fields for the periodic structure with four rectangular profiles along x-axis and
y-axis (Figure 1(c)) are demonstrated in Figure 8(a and b) for er ¼ 1:2 and 1:4, respectively. The
center of the first rectangle is located at the point (0.25 a, 0.25 b), the center of the second
rectangle is located at the point (0.75 a, 0.25 b), the center of the third rectangle is located at the
point (0.25 a, 0.75 b), and the center of the firth rectangle is located at the point (0.75 a, 0.75 b).

Figure 8. The output field as a response to a half-sine (TE10) input-wave profile in the case of four rectangular profiles
along x-axis and along y-axis (Figure 1(c)) for (a) er ¼ 1:2 and (b) er ¼ 1:4. The output field as a response to a half-sine
(TE10) input-wave profile in the case of four circular profiles along x-axis and along y-axis (Figure 1(f)) for (c) er ¼ 4 and
(b). er ¼ 10.
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By increasing the parameter er from 1.2 to 1.4, the output dielectric profile of the structure of
the periodic rectangular profile increased, the output profile of the half-sine (TE10) profile
decreased, and the output amplitude increased. These results are strongly affected by the
half-sine (TE10) input-wave profile and the locations of the rectangular profiles along x-axis
and along y-axis. The parameters are a ¼ 2 cm, b ¼ 2 cm, z ¼ 15 cm, k0 ¼ 167 1=m, λ ¼ 3:75 cm,
and β ¼ 58 1=m.

The output fields for the periodic structure with four circular profiles along x-axis and y-axis
(Figure 1(f)) are demonstrated in Figure 8(c and d) for er = 4 and 10, respectively. The center of
the first circle is located at the point (0.25 a, 0.25 b), the center of the second circle is located at
the point (0.75 a, 0.25 b), the center of the third circle is located at the point (0.25 a, 0.75 b), and
the center of the firth circle is located at the point (0.75 a, 0.75 b). The parameters are a ¼ 2 cm,
b ¼ 2 cm, z ¼ 15 cm, k0 ¼ 167 1=m, λ ¼ 3:75 cm, and β ¼ 58 1=m.

These results are strongly affected by the half-sine (TE10) input-wave profile, the locations of
the rectangular profiles (Figure 1(c)) or circular profiles (Figure 1(f)) along x-axis and along
y-axis, and the distance between the centers of the profiles. By increasing the parameter εr, the
Gaussian shape of the output field increased.

5. Conclusions

The main objective of this research was to understand the influence of the periodic rectangular
and circular profiles in the cross section along the straight rectangular waveguide on the
output field. The second objective was to develop the technique to calculate two kinds of the
proposed periodic profiles in the cross section. The calculations are based on using Laplace
and Fourier transforms, and the output fields are computed by the inverse Laplace and Fourier
transforms.

The contribution of the technique and the particular application is important to improve the
method that is based on Laplace and Fourier transforms and their inverse transforms also for
the discontinuous problems of the periodic rectangular and circular profiles in the cross section
(and not only for the continuous profiles). The particular application is based on the ωε

function. Thus, the proposed techniques are very effective in relation to the conventional
methods because they allow the development of expressions in the cross section only
according to the specific discontinuous problem.

All the graphical results were demonstrated as a response to a half-sine (TE10) input-wave
profile and the periodic profiles in the cross section of the straight rectangular waveguide.

Three examples of periodic rectangular profiles are shown in Figure 1(a–c), and three exam-
ples of periodic circular profiles are shown in Figure 1(d–f) in the cross section of the straight
rectangular waveguide. It is very interesting to compare between two different techniques of
the two different kinds of the profiles (rectangular and circular) in the cross section of the
rectangular straight waveguide.
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Figure 5(a–c) relates to Figure 1(a) and Figure 5(d–f) relates to Figure 1(d). The output fields
(Figure 6(a–f)) are strongly affected by the input-wave profile (TE10 mode), the periodic
structure with the two rectangular profiles or the two circular profiles along x-axis, and the
distance between the two centers of the rectangular or the circular profiles.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangular
profiles (Figure 5(a–c)) that relate to Figure 1(a) and in the cases of circular profiles (Figure 5(d–f))
that relate to Figure 1(d), where er ¼ 3 and 10, respectively. The behavior is similar, but not for
every er, and the amplitudes of the output fields are different.

Figure 6(a–e) relates to Figure 1(b) and Figure 7(a–e) relates to Figure 1(e). The output fields
(Figure 6(a–e) and Figure 7(a–e)) are strongly affected by the input-wave profile (TE10 mode),
the periodic structure with the two rectangular profiles (Figure 1(b)) or circular profiles
(Figure 1(e)) along y-axis, and the distance between the two centers of the profiles.

By changing only the parameter er from 3 to 10, the relative profile of the output field is
changed from a half-sine (TE10) profile to a Gaussian shape profile, as shown in Figure 6(d)
and Figure 7(d). The output fields in Figure 6(e) and in Figure 7(e) demonstrate the periodic
structure with the two rectangular and circular profiles for er ¼ 3, 5, 7, and 10.

It is interesting to see a similar behavior of the output results in the cases of periodic rectangu-
lar profiles (Figure 6(a–e)) that relate to Figure 1(b) and in the cases of periodic circular profiles
(Figure 7(a–e)) that relate to Figure 1(e), for every value of er, respectively. According to these
output results, we see the similar behavior for every value of er, but the amplitudes of the
output fields are different.

The results of the periodic structures of the output field along x-axis and y-axis are demon-
strated in Figure 8(a–d). Figure 8(a and b) relates to Figure 1(c) and Figure 8(c and d) relates to
Figure 1(f). By increasing the parameter er, the output dielectric profile of the structure of the
periodic rectangular profile increased, the output profile of the half-sine (TE10) profile
decreased, and the output amplitude increased. The results are strongly affected by the half-
sine (TE10) input-wave profile and the locations of the rectangular or circular profiles. The
results show in general similar behavior of the output field, but not the same results, and also
the amplitudes of the output fields are different.

The application is useful for straight waveguides in the microwave and the millimeter wave
regimes, with periodic rectangular and periodic circular profiles in the cross section of the
straight waveguide.
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Abstract

Rapid development of the integrated optics and photonics makes it necessary to create
cheap and simple technology of optical waveguide systems formation. Photolithography
methods, widely used for these tasks recently, require the production of a number of
precision amplitude and phase masks. This fact makes this technology expensive and the
formation process long. On another side there is a cheap and one-step holographic record-
ing method in photopolymer compositions. Parameters of the waveguide system formed
by this method are determined by recording geometry and material’s properties. Besides,
compositions may contain liquid crystals that make it possible to create elements, control-
lable by external electric field. In this chapter, the theoretical model of the holographic
formation of controllable waveguide channels system in photopolymer liquid crystalline
composition is developed. Special attention is paid to localization of waveguides in the
media caused by light field attenuation during the formation process.

Keywords: photopolymer, liquid crystal, waveguide, holography

1. Introduction

The ability to formwaveguide systems for optical and terahertz radiation in photopolymerizable
compositions recently is of great interest among researchers: [1–4]. Formed holographically or by
photolithography methods, such waveguides are widely used in the integrated optics and
photonics devices. Besides, it seems urgent to create the manageable light guides, in which the
light propagation conditions can be controlled by external influences, such as an electric field.
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One of the possible solutions of this problem is a holographic recording of the waveguide
channels in a photopolymer composition containing liquid crystals.

The aim of this chapter is to develop the theoretical model of holographic formation of
controllable waveguide channels system in photopolymer liquid crystalline composition with
dye sensitizer, also known as polymer-dispersed (PDLC) or polymer-stabilized (PSLC) liquid
crystals.

2. Theoretical model

We consider the incidence of two plane monochromatic waves E0 and E1 with incidence angles
θ0 and θ1 on the PDLC (PSLC) sample for two formation geometries: transmission (Figure 1a)
and reflection (Figure 1b) ones.

Thus, recording waves in the general case can be described as:

E0 r; tð Þ ¼ e0 � E0 rð Þ � ei� ωt�k0 �r�φ0 rð Þð Þ�α r;tð Þ� N0 �rð Þ,

E1 r; tð Þ ¼ e1 � E1 rð Þ � ei� ωt�k1 �r�φ1 rð Þð Þ�α r;tð Þ� N1 �rð Þ,
(1)

where e0, e1 are the unit polarizations vectors of the beams; E0 rð Þ, E1 rð Þ are the spatial ampli-
tude distributions; φ0 rð Þ, φ1 rð Þ are spatial phase distributions; k0, k1 are the wave vectors;
N0,N1 are wave normals; α r; tð Þ is the absorption coefficient; ω ¼ 2π=λ, λ is the wavelength
of the recording radiation.

Investigated material is characterized by optical anisotropy properties; thus, in the material,
each of recording wave (Eq. (1)) will be divided into two mutually orthogonal ones called
ordinary and extraordinary. So, in the sample, Eq. (1) should be rewritten as:

Figure 1. Waveguide channels holographic formation: (a) transmission recording geometry and (b) reflection recording
geometry.

Emerging Waveguide Technology336

E0 r; tð Þ ¼
X
m¼o, e

em0 � E0 rð Þ � ei� ωt�km
0 �r�φ0 rð Þð Þ�α r;tð Þ� Nm

0 �rð Þ,

E1 r; tð Þ ¼
X
m¼o, e

em1 � E1 rð Þ � ei� ωt�km
1 �r�φ1 rð Þð Þ�α r;tð Þ� Nm

1 �rð Þ, (2)

where m = o corresponds to ordinary waves and m = e corresponds to extraordinary waves,
respectively.

For two recording geometries (see Figure 1), the spatial distributions of the forming field
intensities are determined by the following expression:

IT r; tð Þ ¼
X
m¼o, e

I0 rð Þ � e�α r;tð Þ� Nm
0 þNm

1ð Þ�r½ � � 1þmm rð Þcos Km � rþ φ0 rð Þ � φ1 rð Þ� �� �

IR r; tð Þ ¼
X
m¼o, e

I0 rð Þ � e �α r;tð Þ�d
2½ � � ch α r; tð Þ � Nm

0 þNm
1

� � � r� d
2

� �� �
� 1þmm rð Þcos Km � rþ φ0 rð Þ � φ1 rð Þ� �� �

,
(3)

where IT r; tð Þ, IR r; tð Þ are the spatial distributions of light field intensity for transmission and

reflection geometries, respectively; I0 rð Þ ¼ E2
0 rð Þ þ E2

1 rð Þ, mm rð Þ ¼ 2E0 rð Þ�E1 rð Þ
E2
0 rð ÞþE2

1 rð Þ � em0 � em1
� �

are the

local contrasts of interference patterns; Km ¼ km
0 � km

1 ; d is the thickness of the material.

Under the influence of light field in photopolymer liquid crystalline composition with dye
sensitizer, the dye molecule absorbs a light radiation quantum with the dye radical and the
primary radical initiator formation. The radical of dye is not involved in further chemical
reactions and turns to colorless leuco form.

Thus, during the waveguide channel system formation, dye concentration decreases. This fact
causes the light-induced decreasing of light absorption. The absorption coefficient dependence
of a mount of absorbed radiation can be written as [5]:

� dα r; tð Þ
dt

¼ βq � α0 � Iabs r; tð Þ, (4)

where α r; tð Þ ¼ α0 � Kd r; tð Þ is the absorption coefficient with light-induced change taken into
account; Kd r; tð Þ is dye concentration; α0 is the absorption of one molecule; βq is quantum yield

of dye; and Iabs r; tð Þ is the light intensity from Bouguer-Lambert law:

ITabs r; tð Þ ¼
X
m¼o, e

E2
0 rð Þ � 1� e�α r;tð Þ� Nm

0 �r½ �� �
þ E2

1 rð Þ � 1� e�α r;tð Þ� Nm
1 �r½ �� �

IRabs r; tð Þ ¼
X
m¼o, e

E2
0 rð Þ � 1� e�α r;tð Þ� Nm

0 �r½ �� �
þ E2

1 rð Þ � 1� e�α r;tð Þ� d�Nm
1 �r½ �� � , (5)

where ITabs r; tð Þ, IRabs r; tð Þ are defined for transmission and reflection geometries, respectively.

Then, the solution of Eq. (3) for light-induced absorption change for transmission and reflec-
tion geometries is obtained in [5] as follows:

A Theoretical Model of the Holographic Formation of Controllable Waveguide Channels System in Photopolymer…
http://dx.doi.org/10.5772/intechopen.74838

337



One of the possible solutions of this problem is a holographic recording of the waveguide
channels in a photopolymer composition containing liquid crystals.

The aim of this chapter is to develop the theoretical model of holographic formation of
controllable waveguide channels system in photopolymer liquid crystalline composition with
dye sensitizer, also known as polymer-dispersed (PDLC) or polymer-stabilized (PSLC) liquid
crystals.

2. Theoretical model

We consider the incidence of two plane monochromatic waves E0 and E1 with incidence angles
θ0 and θ1 on the PDLC (PSLC) sample for two formation geometries: transmission (Figure 1a)
and reflection (Figure 1b) ones.

Thus, recording waves in the general case can be described as:

E0 r; tð Þ ¼ e0 � E0 rð Þ � ei� ωt�k0 �r�φ0 rð Þð Þ�α r;tð Þ� N0 �rð Þ,

E1 r; tð Þ ¼ e1 � E1 rð Þ � ei� ωt�k1 �r�φ1 rð Þð Þ�α r;tð Þ� N1 �rð Þ,
(1)

where e0, e1 are the unit polarizations vectors of the beams; E0 rð Þ, E1 rð Þ are the spatial ampli-
tude distributions; φ0 rð Þ, φ1 rð Þ are spatial phase distributions; k0, k1 are the wave vectors;
N0,N1 are wave normals; α r; tð Þ is the absorption coefficient; ω ¼ 2π=λ, λ is the wavelength
of the recording radiation.

Investigated material is characterized by optical anisotropy properties; thus, in the material,
each of recording wave (Eq. (1)) will be divided into two mutually orthogonal ones called
ordinary and extraordinary. So, in the sample, Eq. (1) should be rewritten as:

Figure 1. Waveguide channels holographic formation: (a) transmission recording geometry and (b) reflection recording
geometry.
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E0 r; tð Þ ¼
X
m¼o, e

em0 � E0 rð Þ � ei� ωt�km
0 �r�φ0 rð Þð Þ�α r;tð Þ� Nm

0 �rð Þ,

E1 r; tð Þ ¼
X
m¼o, e

em1 � E1 rð Þ � ei� ωt�km
1 �r�φ1 rð Þð Þ�α r;tð Þ� Nm

1 �rð Þ, (2)

where m = o corresponds to ordinary waves and m = e corresponds to extraordinary waves,
respectively.

For two recording geometries (see Figure 1), the spatial distributions of the forming field
intensities are determined by the following expression:

IT r; tð Þ ¼
X
m¼o, e

I0 rð Þ � e�α r;tð Þ� Nm
0 þNm

1ð Þ�r½ � � 1þmm rð Þcos Km � rþ φ0 rð Þ � φ1 rð Þ� �� �

IR r; tð Þ ¼
X
m¼o, e

I0 rð Þ � e �α r;tð Þ�d
2½ � � ch α r; tð Þ � Nm

0 þNm
1

� � � r� d
2

� �� �
� 1þmm rð Þcos Km � rþ φ0 rð Þ � φ1 rð Þ� �� �

,
(3)

where IT r; tð Þ, IR r; tð Þ are the spatial distributions of light field intensity for transmission and

reflection geometries, respectively; I0 rð Þ ¼ E2
0 rð Þ þ E2

1 rð Þ, mm rð Þ ¼ 2E0 rð Þ�E1 rð Þ
E2
0 rð ÞþE2

1 rð Þ � em0 � em1
� �

are the

local contrasts of interference patterns; Km ¼ km
0 � km

1 ; d is the thickness of the material.

Under the influence of light field in photopolymer liquid crystalline composition with dye
sensitizer, the dye molecule absorbs a light radiation quantum with the dye radical and the
primary radical initiator formation. The radical of dye is not involved in further chemical
reactions and turns to colorless leuco form.

Thus, during the waveguide channel system formation, dye concentration decreases. This fact
causes the light-induced decreasing of light absorption. The absorption coefficient dependence
of a mount of absorbed radiation can be written as [5]:

� dα r; tð Þ
dt

¼ βq � α0 � Iabs r; tð Þ, (4)

where α r; tð Þ ¼ α0 � Kd r; tð Þ is the absorption coefficient with light-induced change taken into
account; Kd r; tð Þ is dye concentration; α0 is the absorption of one molecule; βq is quantum yield

of dye; and Iabs r; tð Þ is the light intensity from Bouguer-Lambert law:

ITabs r; tð Þ ¼
X
m¼o, e

E2
0 rð Þ � 1� e�α r;tð Þ� Nm

0 �r½ �� �
þ E2

1 rð Þ � 1� e�α r;tð Þ� Nm
1 �r½ �� �

IRabs r; tð Þ ¼
X
m¼o, e

E2
0 rð Þ � 1� e�α r;tð Þ� Nm

0 �r½ �� �
þ E2

1 rð Þ � 1� e�α r;tð Þ� d�Nm
1 �r½ �� � , (5)

where ITabs r; tð Þ, IRabs r; tð Þ are defined for transmission and reflection geometries, respectively.

Then, the solution of Eq. (3) for light-induced absorption change for transmission and reflec-
tion geometries is obtained in [5] as follows:
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αm
T r; tð Þ ¼ αsub þ α0Kd0 � e�βq�α0� Nm

0 þNm
1ð Þ�r�t½ �

αm
R r; tð Þ ¼ αsub þ α0Kd0 � e�βq�α0� Nm

0 �rþd�Nm
1 �rð Þ�t½ � , (6)

where αsub is the substrate absorption coefficient and Kd0 is the initial dye concentration.

The process of waveguide channels’ holographic formation is described by the kinetic equa-
tions system (KES), written for monomer concentration and refraction index [6–8]:

∂Mm r; tð Þ
∂t

¼ div Dm
M r; tð Þgrad Mm r; tð Þ� �� Kg � α0βKd0τ0Im r; tð Þ

Kb

� �0,5
Mm r; tð Þ, (7)

∂nm r; tð Þ
∂t

¼ δnp � Kg � α0βKd0τ0Im r; tð Þ
Kb

� �0,5 Mm r; tð Þ
Mn

þ δnlcdiv Dm
LC r; tð ÞgradMm r; tð Þ

Mn

� �
, (8)

where Mn is the initial concentration of the monomer; Kg, Kb are parameters of the rate of
growth and breakage of the polymer chain, respectively; β is the parameter of initiation
reaction; τ0 is lifetime of the excited state of the dye molecule; Dm

M r; tð Þ, Dm
LC r; tð Þ are the

diffusion coefficients of the monomer and liquid crystal, respectively; δnp, δnlc are weight
coefficients of the contribution of photopolymerization and diffusion processes; and Im r; tð Þ is
the intensity distribution (Eq. (3)).

Diffusion coefficients can be defined from the following equations:

Dm
M r; tð Þ ¼ DMnexp �sM 1�Mm r; tð Þ

Mn

� �� �

Dm
LC r; tð Þ ¼ DLCnexp �sLC 1� Lm r; tð Þ

Ln

� �� � , (9)

where DMn and DLCn are the initial diffusion coefficients, respectively; sM, sLC are rates of
reduction in time; Ln, Lm r; tð Þ are the initial and current concentrations of liquid crystal.

Weight coefficients δnp and δnlc from Eq. (7) are found from the Lorentz-Lorentz formula [8]:

δnp ¼ 4π
3

� n2st þ 2
� �

6n2st
� αM þ αP

l

� �
� rM
WM

, (10)

δnlc ¼ 4π
3

� n2st þ 2
� �

6n2st
� αM

rM
WM

þ αLC
rLC
WLC

� �
, (11)

where αM, αP, αLC are the polarizability of monomer, polymer, and liquid crystal molecules,
respectively; rM, rLC are the density of the monomer and liquid crystal, respectively;WM,WLC

are molecular weights; l is the average length of polymeric chains; and nst is the refractive
index of the composition prior to the start of the recording process, determined by the Lorentz-
Lorentz formula from the refractive indices of the monomer and the liquid crystal [8]:
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nst ¼ Mn � n
2
M � 1

n2M þ 2
þ Ln � n

2
LC � 1

n2LC þ 2
, (12)

where nM, nLC are the monomer and liquid crystal refractive indices.

Because of periodical character of the forming fields’ intensities’ spatial distributions, solution
of KES can be found as a sum of H spatial harmonics [8]:

Mm r; τð Þ ¼
XH

j¼0

Mm
j r; τð Þcos jKmrð Þ, nm r; τð Þ ¼ nst þ

XH

j¼0

nmj r; τð Þcos jKmrð Þ, (13)

where Mm
j r; τð Þ ¼ 1

2π

Ðπ
�π

Mm
j r; τð Þcos jKmrð Þ d Kmrð Þ, nmj r; τð Þ ¼ 1

2π

Ðπ
�π

nmj r; τð Þcos jKmrð Þ d Kmrð Þ
are the monomer concentration and refractive index harmonics amplitudes, respectively; nst is
the PDLC (PSLC) refractive index at τ ¼ 0; τ ¼ t=Tm

M is the relative time; Tm
M ¼ 1

Dm
Mn� Kmj j2 is the

components’ diffusion characteristic time.

By substituting Eq. (13) to the KES (Eqs. (7 and 8)) and using the orthogonality of spatial
harmonics, a system of coupled kinetic differential equations for the amplitudes of monomer
concentration harmonics can be obtained for Dm

M r; tð Þ ¼ Dm
LC r; tð Þ ¼ Dm

Mn (stable diffusion coef-
ficients) and Kd r; tð Þ ¼ Kd0 (stable absorption) [6]:

∂Mm
0 r; τð Þ
∂τ

¼
XH

l¼0

am0, l rð ÞMm
l r; τð Þ

∂Mm
1 r; τð Þ
∂τ

¼ �Mm
1 r; τð Þ þ

XH

l¼0

am1, l rð ÞMm
l r; τð Þ

::……………………………………

∂Mm
H r; τð Þ
∂τ

¼ �N2Mm
H r; τð Þ þ

XH

l¼0

amN, l rð ÞMm
l r; τð Þ

,

8>>>>>>>>>>><
>>>>>>>>>>>:

(14)

and also a system of differential equations for the amplitudes of refraction index harmonics:

∂nm0 r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

am0, l rð ÞMm
l r; τð Þ

∂nm1 r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

am1, l rð ÞMm
l r; τð Þ þ δnlcMm

1 r; τð Þ
:…………………………………………………

∂nmH r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

amH, l rð ÞMm
l r; τð Þ þ δnlcH2Mm

H r; τð Þ

:

8>>>>>>>>>>><
>>>>>>>>>>>:

(15)

In equation systems Eqs. (14) and (15), a coefficient matrix is introduced [6]:
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αm
T r; tð Þ ¼ αsub þ α0Kd0 � e�βq�α0� Nm

0 þNm
1ð Þ�r�t½ �

αm
R r; tð Þ ¼ αsub þ α0Kd0 � e�βq�α0� Nm

0 �rþd�Nm
1 �rð Þ�t½ � , (6)

where αsub is the substrate absorption coefficient and Kd0 is the initial dye concentration.

The process of waveguide channels’ holographic formation is described by the kinetic equa-
tions system (KES), written for monomer concentration and refraction index [6–8]:

∂Mm r; tð Þ
∂t

¼ div Dm
M r; tð Þgrad Mm r; tð Þ� �� Kg � α0βKd0τ0Im r; tð Þ

Kb

� �0,5
Mm r; tð Þ, (7)

∂nm r; tð Þ
∂t

¼ δnp � Kg � α0βKd0τ0Im r; tð Þ
Kb

� �0,5 Mm r; tð Þ
Mn

þ δnlcdiv Dm
LC r; tð ÞgradMm r; tð Þ

Mn

� �
, (8)

where Mn is the initial concentration of the monomer; Kg, Kb are parameters of the rate of
growth and breakage of the polymer chain, respectively; β is the parameter of initiation
reaction; τ0 is lifetime of the excited state of the dye molecule; Dm

M r; tð Þ, Dm
LC r; tð Þ are the

diffusion coefficients of the monomer and liquid crystal, respectively; δnp, δnlc are weight
coefficients of the contribution of photopolymerization and diffusion processes; and Im r; tð Þ is
the intensity distribution (Eq. (3)).

Diffusion coefficients can be defined from the following equations:

Dm
M r; tð Þ ¼ DMnexp �sM 1�Mm r; tð Þ

Mn

� �� �

Dm
LC r; tð Þ ¼ DLCnexp �sLC 1� Lm r; tð Þ

Ln

� �� � , (9)

where DMn and DLCn are the initial diffusion coefficients, respectively; sM, sLC are rates of
reduction in time; Ln, Lm r; tð Þ are the initial and current concentrations of liquid crystal.

Weight coefficients δnp and δnlc from Eq. (7) are found from the Lorentz-Lorentz formula [8]:

δnp ¼ 4π
3

� n2st þ 2
� �

6n2st
� αM þ αP

l

� �
� rM
WM

, (10)

δnlc ¼ 4π
3

� n2st þ 2
� �

6n2st
� αM

rM
WM

þ αLC
rLC
WLC

� �
, (11)

where αM, αP, αLC are the polarizability of monomer, polymer, and liquid crystal molecules,
respectively; rM, rLC are the density of the monomer and liquid crystal, respectively;WM,WLC

are molecular weights; l is the average length of polymeric chains; and nst is the refractive
index of the composition prior to the start of the recording process, determined by the Lorentz-
Lorentz formula from the refractive indices of the monomer and the liquid crystal [8]:
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nst ¼ Mn � n
2
M � 1

n2M þ 2
þ Ln � n

2
LC � 1

n2LC þ 2
, (12)

where nM, nLC are the monomer and liquid crystal refractive indices.

Because of periodical character of the forming fields’ intensities’ spatial distributions, solution
of KES can be found as a sum of H spatial harmonics [8]:

Mm r; τð Þ ¼
XH

j¼0

Mm
j r; τð Þcos jKmrð Þ, nm r; τð Þ ¼ nst þ

XH

j¼0

nmj r; τð Þcos jKmrð Þ, (13)

where Mm
j r; τð Þ ¼ 1

2π

Ðπ
�π

Mm
j r; τð Þcos jKmrð Þ d Kmrð Þ, nmj r; τð Þ ¼ 1

2π

Ðπ
�π

nmj r; τð Þcos jKmrð Þ d Kmrð Þ
are the monomer concentration and refractive index harmonics amplitudes, respectively; nst is
the PDLC (PSLC) refractive index at τ ¼ 0; τ ¼ t=Tm

M is the relative time; Tm
M ¼ 1

Dm
Mn� Kmj j2 is the

components’ diffusion characteristic time.

By substituting Eq. (13) to the KES (Eqs. (7 and 8)) and using the orthogonality of spatial
harmonics, a system of coupled kinetic differential equations for the amplitudes of monomer
concentration harmonics can be obtained for Dm

M r; tð Þ ¼ Dm
LC r; tð Þ ¼ Dm

Mn (stable diffusion coef-
ficients) and Kd r; tð Þ ¼ Kd0 (stable absorption) [6]:

∂Mm
0 r; τð Þ
∂τ

¼
XH

l¼0

am0, l rð ÞMm
l r; τð Þ

∂Mm
1 r; τð Þ
∂τ

¼ �Mm
1 r; τð Þ þ

XH

l¼0

am1, l rð ÞMm
l r; τð Þ

::……………………………………

∂Mm
H r; τð Þ
∂τ

¼ �N2Mm
H r; τð Þ þ

XH

l¼0

amN, l rð ÞMm
l r; τð Þ

,

8>>>>>>>>>>><
>>>>>>>>>>>:

(14)

and also a system of differential equations for the amplitudes of refraction index harmonics:

∂nm0 r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

am0, l rð ÞMm
l r; τð Þ

∂nm1 r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

am1, l rð ÞMm
l r; τð Þ þ δnlcMm

1 r; τð Þ
:…………………………………………………

∂nmH r; τð Þ
∂τ

Mn ¼ �δnp
XH

l¼0

amH, l rð ÞMm
l r; τð Þ þ δnlcH2Mm

H r; τð Þ

:

8>>>>>>>>>>><
>>>>>>>>>>>:

(15)

In equation systems Eqs. (14) and (15), a coefficient matrix is introduced [6]:
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amj, l rð Þ ¼ �

em1 em2 em3 0 0 0 : 0 0 0 0
2em2 em11 em2 em3 0 0: : 0 0 0 0
2em3 em2 em1 em2 em3 0 : 0 0 0 0
0 em3 em2 em1 em2 em3 : 0 0 0 0
0 0 em3 em2 em1 em2 : 0 0 0 0
0 0 0 em3 em2 em1 : 0 0 0 0
: : : : : : : : : : :

0 0 0 0 0 0 : em1 em2 em3 0
0 0 0 0 0 0 : em2 em1 em2 em3
0 0 0 0 0 0 : em3 em2 em1 em2
0 0 0 0 0 0 : 0 em3 em2 em1

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>;

, (16)

where em1 ¼
ffiffi
2

p
bms

1þ Lms
� �

; em11 ¼
ffiffi
2

p
bms

1þ 3Lms =2
� �

; em2 ¼
ffiffi
2

p
mm

s
4bms

; em3 ¼
ffiffi
2

p
bms

Lms =2; mm
s ¼ mm rð Þ;

Lms ¼ Lm rð Þ ¼ � mm rð Þ½ �2=16; bms ¼ bm rð Þ ¼ Tm
p rð Þ

Tm
M rð Þ are the parameters that characterize the ratio of

polymerization and diffusion rates; and Tm
p rð Þ is the characteristic polymerization time:

Tm
p rð Þ ¼ 1

Kg
� 2Kb

α0βKd0τ0Im rð Þ
� �0,5

, (17)

Tm
M rð Þ is the characteristic diffusion time:

Tm
M rð Þ ¼ 1

Dm
Mn � Km � rþ φ0 rð Þ � φ1 rð Þ� �2 : (18)

Coefficients amj, l rð Þ describe the contributions of photopolymerization and diffusion recording

mechanisms. However, for analysis of equation systems Eqs. (14) and (15), it is convenient to
introduce the coupling coefficients cmj, l rð Þ ¼ amj, l rð Þ � j2δj, l (δj, l is the Kronecker symbol), which

characterizes the coupling between j and l harmonics. The difference between coefficients cmj, l rð Þ
and amj, l rð Þ characterizes the contribution of monomer diffusion to the recording process and it

is proportional to the second degree of the harmonic’s number. The increase of this contribu-
tion according to the harmonic’s number is due to grating period decrease and, respectively,
the diffusion characteristic time decrease for this harmonic.

For solution of the coupled differential equations system (14), the initial conditions should be
introduced:

Mm
0 r; τ ¼ 0ð Þ ¼ Mn,Mm

1 r; τ ¼ 0ð Þ ¼ 0,…,Mm
H r; τ ¼ 0ð Þ ¼ 0: (19)

The solution can be found using the operator method [6]. The general solution for the spatial
amplitude profiles of monomer concentration harmonics will be:
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Mm
j r; τð Þ ¼ Mn

XH

l¼0

Am
j, l rð Þexp λm

l rð Þ � τ� �
, (20)

where functional dependencies of coefficients λm
l rð Þ are defined as the roots of the characteris-

tic equation cmj, l rð Þ � λm
l rð Þ

���
��� ¼ 0. Analysis shows that λm

l rð Þ is real, different, and negative.

Coefficients Am
j, l rð Þ are defined as solutions of a system of linear algebraic equations:

1 1 1 : 1
λm
0 λm

1 λm
2 : λm

H

λm2

0 λm2

1 λm2

2 : λm2

H

λm3

0 λm3

1 λm3

2 : λm3

H

λm4

0 λm4

1 λm4

2 : λm4

H

: : : : :

λmH

0 λmH

1 λmH

2 : λmH

H

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

�

Am
j,0

Am
j,1

Am
j,2

Am
j,3

Am
j,4

…

Am
j,H

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

¼ Mn

δj,0
cmj,0
XH

i0¼0

cmj, i0c
m
i0,0

XH

i1¼0

cmj, i1
XH

i0¼0

cmi1, i0c
m
i0,0

:………………………………………
XH

i N�2ð Þ¼0

cmj, iN�1
…
XH

i2¼0

cmi3 , i2
XH

i1¼0

cmi2, i1
XH

i0¼0

cmi1 , i0c
m
i0 ,0

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;

,

(21)

where λm
l ¼ λm

l rð Þ, Am
j, l ¼ Am

j, l rð Þ, cmj, l ¼ cmj, l rð Þ.

Then, by substituting (20) to (15) and by integrating the resulting differential equations with
initial conditions, we get.

nm0 r; τ ¼ 0ð Þ ¼ 0, nm1 r; τ ¼ 0ð Þ ¼ 0,…nmH r; τ ¼ 0ð Þ ¼ 0 (22)

The general solution for the amplitude of j-harmonic of the refractive index can be found:

nmj r; τð Þ ¼ nmp j r; τð Þ þ nmlc j r; τð Þ, (23)

where nmp j r; τð Þ ¼ δnp
PH
l¼0

amj, l rð ÞP
H

q¼0
Am

l,q rð Þ 1�exp λm
q rð Þ�τ½ �

λm
q rð Þ , nmlc j r; τð Þ ¼ �δnlc � j2

PH
q¼0

Am
j,q rð Þ 1�exp λm

q rð Þ�τ½ �
λm
q rð Þ ,

j = 0,…,H.

Thus, Eqs. (13), (20), and (23) are the general solutions of nonlinear photopolymerization
diffusion holographic recording of waveguide channels system in PDLCs (PSLCs) in the case
of stable diffusion coefficients and stable absorption. They define kinetics of spatial profiles of
monomer concentration—Mm r; τð Þ and refractive index nm r; τð Þ.
In case of high nonlinearity, it is possible to form the specific spatial profile of refractive index.
The nonlinearity of recording is achieved by changing the ratio of the photopolymerization
and diffusion mechanism contributions to the process of structure’s formation.
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amj, l rð Þ ¼ �

em1 em2 em3 0 0 0 : 0 0 0 0
2em2 em11 em2 em3 0 0: : 0 0 0 0
2em3 em2 em1 em2 em3 0 : 0 0 0 0
0 em3 em2 em1 em2 em3 : 0 0 0 0
0 0 em3 em2 em1 em2 : 0 0 0 0
0 0 0 em3 em2 em1 : 0 0 0 0
: : : : : : : : : : :

0 0 0 0 0 0 : em1 em2 em3 0
0 0 0 0 0 0 : em2 em1 em2 em3
0 0 0 0 0 0 : em3 em2 em1 em2
0 0 0 0 0 0 : 0 em3 em2 em1

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>;

, (16)

where em1 ¼
ffiffi
2

p
bms

1þ Lms
� �

; em11 ¼
ffiffi
2

p
bms

1þ 3Lms =2
� �

; em2 ¼
ffiffi
2

p
mm

s
4bms

; em3 ¼
ffiffi
2

p
bms

Lms =2; mm
s ¼ mm rð Þ;

Lms ¼ Lm rð Þ ¼ � mm rð Þ½ �2=16; bms ¼ bm rð Þ ¼ Tm
p rð Þ

Tm
M rð Þ are the parameters that characterize the ratio of

polymerization and diffusion rates; and Tm
p rð Þ is the characteristic polymerization time:

Tm
p rð Þ ¼ 1

Kg
� 2Kb

α0βKd0τ0Im rð Þ
� �0,5

, (17)

Tm
M rð Þ is the characteristic diffusion time:

Tm
M rð Þ ¼ 1

Dm
Mn � Km � rþ φ0 rð Þ � φ1 rð Þ� �2 : (18)

Coefficients amj, l rð Þ describe the contributions of photopolymerization and diffusion recording

mechanisms. However, for analysis of equation systems Eqs. (14) and (15), it is convenient to
introduce the coupling coefficients cmj, l rð Þ ¼ amj, l rð Þ � j2δj, l (δj, l is the Kronecker symbol), which

characterizes the coupling between j and l harmonics. The difference between coefficients cmj, l rð Þ
and amj, l rð Þ characterizes the contribution of monomer diffusion to the recording process and it

is proportional to the second degree of the harmonic’s number. The increase of this contribu-
tion according to the harmonic’s number is due to grating period decrease and, respectively,
the diffusion characteristic time decrease for this harmonic.

For solution of the coupled differential equations system (14), the initial conditions should be
introduced:

Mm
0 r; τ ¼ 0ð Þ ¼ Mn,Mm

1 r; τ ¼ 0ð Þ ¼ 0,…,Mm
H r; τ ¼ 0ð Þ ¼ 0: (19)

The solution can be found using the operator method [6]. The general solution for the spatial
amplitude profiles of monomer concentration harmonics will be:
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where functional dependencies of coefficients λm
l rð Þ are defined as the roots of the characteris-
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l rð Þ

���
��� ¼ 0. Analysis shows that λm
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(21)

where λm
l ¼ λm

l rð Þ, Am
j, l ¼ Am

j, l rð Þ, cmj, l ¼ cmj, l rð Þ.

Then, by substituting (20) to (15) and by integrating the resulting differential equations with
initial conditions, we get.

nm0 r; τ ¼ 0ð Þ ¼ 0, nm1 r; τ ¼ 0ð Þ ¼ 0,…nmH r; τ ¼ 0ð Þ ¼ 0 (22)

The general solution for the amplitude of j-harmonic of the refractive index can be found:

nmj r; τð Þ ¼ nmp j r; τð Þ þ nmlc j r; τð Þ, (23)

where nmp j r; τð Þ ¼ δnp
PH
l¼0

amj, l rð ÞP
H

q¼0
Am

l,q rð Þ 1�exp λm
q rð Þ�τ½ �

λm
q rð Þ , nmlc j r; τð Þ ¼ �δnlc � j2

PH
q¼0

Am
j,q rð Þ 1�exp λm

q rð Þ�τ½ �
λm
q rð Þ ,

j = 0,…,H.

Thus, Eqs. (13), (20), and (23) are the general solutions of nonlinear photopolymerization
diffusion holographic recording of waveguide channels system in PDLCs (PSLCs) in the case
of stable diffusion coefficients and stable absorption. They define kinetics of spatial profiles of
monomer concentration—Mm r; τð Þ and refractive index nm r; τð Þ.
In case of high nonlinearity, it is possible to form the specific spatial profile of refractive index.
The nonlinearity of recording is achieved by changing the ratio of the photopolymerization
and diffusion mechanism contributions to the process of structure’s formation.
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3. Numerical simulations

To investigate the formation processes, numerical simulations of first four refractive index
harmonics kinetics for transmission and reflection geometries were made with the following
parameters: λ ¼ 633 nm and θ0 ¼ �θ1 ¼ 30

�
for transmission geometry (Figure 1a) and

θ0 ¼ �θ1 ¼ 60
�
for reflection geometry (Figure 1b); E0 rð Þ ¼ E1 rð Þ ¼ 1; φ0 rð Þ, ¼ φ1 rð Þ ¼ 0;

e0, e1 are oriented with respect to extraordinary waves in material; d ¼ 10 μm; δnp=δni ¼ 0:5;
and for two values of parameter b ¼ be ¼ 0:2 and b ¼ be ¼ 5 in the absence of absorption.
Values b ¼ 0:2 and 5 are chosen as an example to investigate two common cases: b << 1 and
b >> 1. Simulations were made by Eq. (23); results are shown in Figure 2.

As can be seen from Figure 2, in the case of predomination of polymerization (be ¼ 0:2,
Figure 2a), the structure forms quickly, but amplitudes of higher harmonics are high, so the
spatial profile of refractive index changes has an inharmonic character. In another case of
diffusion predominance (be ¼ 5, Figure 2b), spatial profile is quasi-sinusoidal, but it is slower.
These effects can be explained by the following. When polymerization is rapid, in the area of
the maximum of intensity distribution (Eq. (3)), molecules of liquid crystal do not have time to
diffuse, so the concentrations’ gradient is not high enough; monomer molecules do not diffuse
fromminimums of intensity distribution. Thus, profile of refractive index distribution becomes
inharmonic. So, it can be concluded that ratio of polymerization and diffusion rates bm r; τð Þ
defines the distribution nm r; τð Þ.
Corresponding distributions ne r; τ ¼ 50ð Þ for two examined cases in the absence of absorption
are shown in Figure 3.

In Figure 3, a new spatial coordinate is introduced: ξ ¼ y for transmission geometry (see
Figure 1a) and ξ ¼ z for reflection geometry (see Figure 1b).

According to Eqs. (17) and (18), parameter bm r; τð Þ depends on formation field’s amplitude and
phase distributions as well as material properties. So, by controlling these parameters one can
create any distribution of refractive index nm r; τð Þ. As is shown in Figure 3, distributions can be
quasi-rectangular (Figure 3a) and quasi-sinusoidal (Figure 3b), so they can be mentioned as
waveguides systems.

It should be also noted that the amplitude of refractive index change when b ¼ 0:2 (Figure 3a),
due to high amplitudes of higher harmonics (see Figure 2a), is lower than in the case of b ¼ 5.

To investigate the impact of absorption on the spatial profile of structure along the thickness of
the sample, numerical simulations were made with the following parameters: λ ¼ 633 nm;
θ0 ¼ �θ1 ¼ 30

�
for transmission geometry (Figure 1a) and θ0 ¼ �θ1 ¼ 60

�
for reflection geom-

etry (Figure 1b); E0 rð Þ ¼ E1 rð Þ ¼ 1; φ0 rð Þ, ¼ φ1 rð Þ ¼ 0; e0, e1 are oriented with respect to
extraordinary waves in material; d ¼ 10 μm; δnp=δni ¼ 0:5; b ¼ be ¼ 5; αd ¼ 2 Np. Simulations
were made by Eq. (23) for the amplitude of the first harmonic of refractive index and for two
formation geometries. Results are shown in Figure 4.
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As shown in Figure 4, absorption of the formation field causes dependence of the first har-
monic on z-coordinate (see Figure 1) during the recording process. Thus, the spatial profile of
refractive index changes its character in time and space.

In Figure 4, some characteristic cases of localization of maximum of refractive index change in
the thickness can be seen. In particular, in the case of transmission geometry (Figure 4a) at
τ ¼ 2:5, maximum is localized between 1.5 and 3.5 μm of the material thickness. For reflection
geometry (Figure 4b), one maximum is localized near 5 μm at τ ¼ 1:25, and there are two

Figure 2. Refractive index harmonics kinetics for b ¼ 0:2 (a) and b ¼ 5 (b).
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create any distribution of refractive index nm r; τð Þ. As is shown in Figure 3, distributions can be
quasi-rectangular (Figure 3a) and quasi-sinusoidal (Figure 3b), so they can be mentioned as
waveguides systems.

It should be also noted that the amplitude of refractive index change when b ¼ 0:2 (Figure 3a),
due to high amplitudes of higher harmonics (see Figure 2a), is lower than in the case of b ¼ 5.

To investigate the impact of absorption on the spatial profile of structure along the thickness of
the sample, numerical simulations were made with the following parameters: λ ¼ 633 nm;
θ0 ¼ �θ1 ¼ 30

�
for transmission geometry (Figure 1a) and θ0 ¼ �θ1 ¼ 60

�
for reflection geom-

etry (Figure 1b); E0 rð Þ ¼ E1 rð Þ ¼ 1; φ0 rð Þ, ¼ φ1 rð Þ ¼ 0; e0, e1 are oriented with respect to
extraordinary waves in material; d ¼ 10 μm; δnp=δni ¼ 0:5; b ¼ be ¼ 5; αd ¼ 2 Np. Simulations
were made by Eq. (23) for the amplitude of the first harmonic of refractive index and for two
formation geometries. Results are shown in Figure 4.
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monic on z-coordinate (see Figure 1) during the recording process. Thus, the spatial profile of
refractive index changes its character in time and space.

In Figure 4, some characteristic cases of localization of maximum of refractive index change in
the thickness can be seen. In particular, in the case of transmission geometry (Figure 4a) at
τ ¼ 2:5, maximum is localized between 1.5 and 3.5 μm of the material thickness. For reflection
geometry (Figure 4b), one maximum is localized near 5 μm at τ ¼ 1:25, and there are two
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other maximums at τ > 2:5. These effects take place because of dependence bm rð Þ. Absorption
causes the dependence on z-coordinate and spatial distributions of amplitude, and the phase of
recording field (Eqs. (1) and (2)) causes the dependence on x and y coordinates. In more
general cases, there is also a temporal dependence bm r; τð Þ caused by photo-induced effects
(Eq. (6)).

Figure 3. Refractive index distributions for b ¼ 0:2 (a) and b ¼ 5 (b).
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To illustrate the localization of waveguide channels into the material, in Figure 5, there are
some more two-dimensional spatial distributions of refractive index, obtained by Eq. (23) for
transmission and reflection geometries—b ¼ be ¼ 5 and for different values of τ.

It follows from the abovementioned that by controlling the spatial distribution of light field
and taking the absorption effects into account, the waveguide systems localized into the

Figure 4. Impact of light absorption: transmission geometry (a) and reflection geometry (b).
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material can be holographically formed. Localization is important because of the necessity to
create a predetermined refractive index profile independent from properties of possible sub-
strates (electrodes, glass, polymer layers, etc.). In particular, to create the waveguide system
localized near the bottom substrate, formation geometry should be transmissive and formation

Figure 5. Two-dimensional refractive index distributions: transmission geometry (a–c) and reflection geometry (d–f).
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should be stopped before τ ¼ 0:5, for localization into the center of the sample—
0:5 < τ < 2:5—for transmission and reflection geometries, and for τ > 2:5, waveguides will be
localized near the top substrate for transmission geometry and not localized for reflection
geometry. The given values of τ are valid for the formation parameters given earlier.

In our recent works [9–18], we have seen that the impact of the external electric field on the
holographic structure formed in PDLC (PSLC) leads to the refractive index change due to
electro-optical orientation mechanisms, that is typical to liquid crystals, and the recorded
structure can be “erased”. So, it can be supposed that the impact of external electric field on
individual waveguides will lead to its “erasing”, and it is possible to “switch off” some
waveguides or change the system’s period, and so on.

4. Conclusion

Thus, in this chapter, the theoretical model of holographic formation of controllable waveguide
channels system in photopolymer liquid crystalline composition is developed. The most gen-
eral cases are described by the developed model, and numerical simulations were made for
plane recording waves and stable absorption cases. Special attention is paid to localization of
waveguides in the media caused by light field attenuation during the formation process.

It is shown that parameters of the waveguide system formed by holography’s methods are
determined by recording geometry and material’s properties. Also, by control of these param-
eters, waveguides can be localized into the sample that makes them independent from sub-
strates. Also, introduced compositions contain liquid crystals that make it possible to create
elements, controllable by external electric field.

Obtained results can be used for new photonics devices based on photopolymer liquid crys-
talline composition development.
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1. Introduction

Systems of conductors for signal transmission or power transmission, that are, in general,
classified as waveguide systems, systems of protection, coordination and control of the main
system, the waveguide system, are as important as the conductors that are used. For projecting
these accessory systems, analysis of short-circuit levels, overvoltages, as well as the duration of
transient phenomena are very important [1–9]. In several situations, it is not possible to
perform tests related to the occurrence of transient electromagnetic phenomena in actual
transmission systems [10]. One situation for this is when the systems are in the design phase
and have not yet been built or fabricated. Another situation is where the system cannot be shut
down for maintenance or testing, for example, in the case of transmission lines responsible for
interconnecting great power plants to great consumer centers. Because the theory and equa-
tions related to the propagation of electromagnetic fields in systems of conductors can be
related to power and signal transmissions, different transmission systems are modeled as
transmission lines or waveguides [1–14]. For example, systems with low voltage, low power
and very high frequency for signal transmission and systems with very high voltage, very high
power and low frequency can be modeled as transmission lines or waveguides. In analyses of
these types of electrical systems affected by electromagnetic transient phenomena, time-
domain and frequency-dependent models are considered efficient and accurate for applica-
tions in this field [1–16]. Ways to improve these models have been researched yet, searching for
increasing the accuracy of the results and the efficiency of the applied methods. For the
analysis of the propagation of transient electromagnetic phenomena in electrical networks
using transmission line theory, the waveguides can be decomposed into infinitesimal parts
modeled by π circuits or T circuits [3–11, 17]. Simple numerical routines for this type of
analysis can be good tools for undergraduate students to investigate and simulate these types
of phenomena [11, 18–20] and to test improvements in the numerical model applied to the
mentioned analyses. On the other hand, for more complex numerical or simpler numerical
models, to a greater or lesser degree, respectively, numerical routines are influenced by numer-
ical errors [1–23].

Considering the simplified representation of a transmission line by π circuit cascades, the
solution of this system is obtained with the application of trapezoidal integration, and the
results are affected by numerical oscillations or Gibbs’ oscillations [1–27]. It is possible to
minimize the influence of numerical oscillations or Gibbs’ oscillations, in the obtained results,
by means of structural modifications of these circuits [11, 17]. The proposed modification
initially involves adding damping resistors (RD) in all π circuits [11, 17]. These resistors are
introduced in parallel with the elements in a series of the π circuits (elements representing the
longitudinal parameters of transmission lines or waveguides) [28]. However, in spite of
decreasing the effects of numerical oscillations considerably, the incorporation of damping
resistances in each circuit of the cascade increases the computational time to perform the
analyses and simulations of electromagnetic phenomena propagation. So, an alternative struc-
ture for the π circuit cascade is proposed, which involves the absence of damping resistance in
half of all π circuits, all of which circuits are grouped in the center of the cascade. In other
cases, the different structures of π circuits, with and without damping resistance, are applied
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alternately in the composition of the cascade used to represent transmission lines or wave-
guides for analysis and simulations of transient electromagnetic phenomena propagation
[29–32]. If the damping resistances are not applied in each π circuit of the cascade that represents
the waveguides or the transmission lines, the numerical simulation can be numerically unstable
[28–32]. The results of several simulations that will be used to compare and determine which
structure is adequate to reduce Gibbs’ oscillations without compromising the computational
time will be presented. In this case, it is considered cascades with classicalπ circuits and cascades
with damping resistances applied in each π circuit. The results presented for these comparisons
are based on output voltage versus time graphs and three-dimensional graphs that establish the
relationship between the first voltage peaks with the number of π circuits and the damping
resistance values during the first voltage reflection to the end of the line.

2. Trapezoidal rule

The trapezoidal rule or Heun’s method is a numerical integration method based on the
transformation of differential equations into their algebraic equivalents. The integral of a
function is approximated by the first-degree function related to the original function (the area
of a trapezoid) where the endpoints are approximated by points of intersection between the
original and the first-degree functions. By improving approximation accuracy, a large range of
independent variable values can be subdivided into equally small portions, called integration
steps (Figure 1).

Applying the trapezoidal rule, the equation below is obtained:

ðt kþ1ð Þ

t kð Þ
f tð Þdt ≈ Δt

2
f tkþ1ð Þ þ f tkð Þ½ � (1)

The time step is

Figure 1. Schema of trapezoidal rule for numerical integration.
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Δt ¼ tkþ1 � tk (2)

Using Eq. (1), Eq. (3) is obtained:

ðt kþ1ð Þ

t kð Þ
f tð Þdt ≈ ytþ1 � yt ¼ Δy ! ytþ1 ¼ yt þ

Δt
2

f tkð Þ þ f tkþ1ð Þ½ � (3)

Considering a model of a physical system (or physical phenomenon), x is a vector composed
by state variables of the mentioned system. Also, considering that the physical system is
described by the first-order differential linear system, Eq. (4) is obtained:

dx
dt

¼ Axþ Bu ! x• ¼ Axþ Bu (4)

In this case, the Amatrix represents the system, the Bmatrix is related to independent inputs of
the system, the u vector is the input vector, and the x vector is the vector of the state variables
of the system. For numerical applications, Eq. (5) is considered:

Δx
Δt

≈
dx
dt

, if Δt ! 0 (5)

From Eqs. (3)–(5), for very small time step, Eq. (6) is obtained:

xtþ1 ¼ xt þ Δt
2

x•tþ1 þ x•t
h i

! xtþ1 ¼ xt þ Δt
2

Axtþ1 þ Butþ1 þ Axt þ But½ � (6)

Simplifying Eq. (6) and considering that I is the identity matrix, Eq. (7) is obtained:

xtþ1 ¼ I � Δt
2
A

� ��1

� I þ Δt
2
A

� �
xt þ I � Δt

2
A

� ��1

� Δt
2
B utþ1 þ ut½ �

xtþ1 ¼ A1A2xt þ A1B1 utþ1 þ ut½ �
(7)

In this case, A1, A2, and B1 elements in Eq. (7) are

ytþ1 ¼ I � Δt
2
A

� ��1

� I þ Δt
2
A

� �
yt þ I � Δt

2
A

� ��1

� Δt
2
B utþ1 þ ut½ �

ytþ1 ¼ A1A2yt þ A1B1 utþ1 þ ut½ �
(8)

Using Eq. (7), it is possible to determine the next state (xt + 1) of the analyzed system, if the
current state (xt) is known. This characteristic is very important for numerical applications
where the functions that describe the physical system are not known or do not exist.

3. Transmission line equivalent circuit model

Analyzing the propagation of waves in transmission lines or waveguides, these systems can be
decomposed into infinitesimal portions that can be represented by π circuits. For representing
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the whole system, there is a need to use a cascade with a large number of π circuits. The
generic unit of π circuits is shown in Figure 2.

Based on the structure of π circuit and Kirchhoff’s laws, the relations of voltages and currents
for this generic unit are determined by Eq. (9):

dik
dt

¼ ik
•
¼ 1

L
vk�1 � R � ik � vkð Þ and

dvk
dt

¼ vk
• ¼ 1

C
ik � G � vk � ikþ1ð Þ (9)

Each π circuit has two state variables: the transversal voltage (vk) and the longitudinal current
(ik). For describing the whole transmission line or the waveguide, it is necessary to use an n-
order linear numerical system. So, the x vector is

x ¼ ½ i 1 v1 i 2 v 2 ⋯ i k v k ⋯ in vn �T (10)

In this case, the structure of the A matrix is based on Eq. (9):

A ¼

�R
L

� 1
L

0 ⋯ ⋯ 0

1
C

�G
C

� 1
C

⋱ ⋱ ⋮

0 ⋱ ⋱ ⋱ ⋱ ⋮

⋮ ⋱
1
C

�G
C

� 1
C

0

⋮ ⋱ ⋱
1
L

�R
L

� 1
L

0 ⋯ ⋯ 0
2
C

�G
C

2
66666666666666664

3
77777777777777775

(11)

Considering only one voltage source in the initial of the transmission line or the waveguide,
the B vector is in Eq. (12). If other sources are connected to the system in different points, the B
vector should be adequately changed:

B ¼ 1
L

0 ⋯ 0
� � T

(12)

If damping resistances are included in π circuits, this is shown in Figure 3. The relations of
voltages and currents for the generic unit of π circuits are in Eq. (13):

Figure 2. The generic unit of π circuits.
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ik
•
¼ vk�1 � R � ik � vk

L
and vk

• ¼ ik � 2GD þ Gð Þvk þ GD vk�1 þ vkþ1ð Þ � ikþ1

C
(13)

Based on Figure 3 and Eq. (12), the structure of the B vector is in Eq. (14). In this case, only one
voltage source at the initial of the waveguide is considered:

B ¼ 1 L= GD=C 0⋯0½ �T (14)

Also, based on Figure 3 and Eq. (12), the structure of the A matrix is in Eq. (15). In this case,
new non-null elements are included because of the application of damping resistances:

A ¼

�R
L

� 1
L

0 ⋯ ⋯ ⋯ ⋯ 0

1
C

� Gþ 2GDð Þ
C

� 1
C

GD

C
⋱ ⋱ ⋱ ⋮

0 ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

⋮ ⋱
1
L

�R
L

� 1
L

⋱ ⋱ ⋮

⋮ ⋱
GD

C
1
C

� Gþ 2GDð Þ
C

� 1
C

GD

C
⋮

⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ 0

⋮ ⋱ ⋱ ⋱ ⋱
1
L

�R
L

� 1
L

0 ⋯ ⋯ ⋯ 0
GD

C
2
C

� Gþ 2GDð Þ
C

2
66666666666666666666664

3
77777777777777777777775

(15)

The damping resistance is determined by

RD ¼ kD
2L
Δ t

, GD ¼ 1
RD

, kD ¼ RDΔ t
2L

¼ Δ t
2LGD

(16)

The R, L, G, and C values are calculated by Eq. (17) where d is the line length and n is the
number of π circuits:

R ¼ R
0 � d
n
, L ¼ L

0 � d
n
, G ¼ G

0 � d
n
, C ¼ C

0 � d
n

(17)

Figure 3. Introduction of damping resistances in π circuits.
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4. Numerical computation

In Figure 4, the flowchart applied to obtain the results of electromagnetic transient phenomena
simulations without the introduction of damping resistances is shown.

In case of Figure 4, the flowchart is based on Eq. (6) to Eq. (12). The simulations are carried out
considering that the analyzed waveguide or the transmission line is connected to an indepen-
dent step voltage source of 1 pu. The end line is opened, and, because of this, the value of the
propagated voltage wave is doubled compared to the voltage value at the initial line. Using the
flowchart of Figure 4, the parameter values applied to the obtained results are R’ = 0.03 Ω/km,
L’ = 1.2 mH/km, G’ = 0.5 μS/km, C0 = 10 nF/km, Δt = 50 ns, and d = 5 km.

In Figure 5, the flowchart related to the inclusion of damping resistances in the π circuits for
representing the analyzed waveguide or the transmission line is shown. The values of R’, L’,

Figure 4. Flowchart for numerical simulations without application of damping resistances.

Figure 5. Flowchart for numerical simulations with applications of damping resistances.
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The damping resistance is determined by

RD ¼ kD
2L
Δ t

, GD ¼ 1
RD

, kD ¼ RDΔ t
2L

¼ Δ t
2LGD

(16)

The R, L, G, and C values are calculated by Eq. (17) where d is the line length and n is the
number of π circuits:

R ¼ R
0 � d
n
, L ¼ L

0 � d
n
, G ¼ G

0 � d
n
, C ¼ C

0 � d
n

(17)

Figure 3. Introduction of damping resistances in π circuits.
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4. Numerical computation

In Figure 4, the flowchart applied to obtain the results of electromagnetic transient phenomena
simulations without the introduction of damping resistances is shown.

In case of Figure 4, the flowchart is based on Eq. (6) to Eq. (12). The simulations are carried out
considering that the analyzed waveguide or the transmission line is connected to an indepen-
dent step voltage source of 1 pu. The end line is opened, and, because of this, the value of the
propagated voltage wave is doubled compared to the voltage value at the initial line. Using the
flowchart of Figure 4, the parameter values applied to the obtained results are R’ = 0.03 Ω/km,
L’ = 1.2 mH/km, G’ = 0.5 μS/km, C0 = 10 nF/km, Δt = 50 ns, and d = 5 km.

In Figure 5, the flowchart related to the inclusion of damping resistances in the π circuits for
representing the analyzed waveguide or the transmission line is shown. The values of R’, L’,

Figure 4. Flowchart for numerical simulations without application of damping resistances.

Figure 5. Flowchart for numerical simulations with applications of damping resistances.
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G’, C0, Δt, and n are the same that were used to simulations without damping resistances. The
analyzed system is also connected to the 1 pu step voltage, and the end line is also opened.

5. Effects of the simulation accuracy without damping resistance

Applying the flowchart of Figure 4, the main obtained results are shown in Figure 6. For these
results, the time step (Δt) is 50 ns, and the number of π circuits is changed from 50 to 500 with
step variation of 1 unit. In general, when the voltage waves are reflected the first time at the end
line, the voltage values reach 2.5 pu, initially. This initial value is due to the influence of
numerical oscillations or Gibbs’ oscillations. These oscillations cause numerical errors of 25%
because, in this case, the exact values should be 2 pu. While the reflected voltage wave is
propagated to the line initial, after new reflection at the initial line, Gibbs’ oscillations are being
damped. In case of the second voltage wave reflection at the end line, the voltage values should
be null ones. In this instant time, there are numerical problems again that are also represented
by Gibbs’ oscillations. So, the results obtained from numerical routine based on the flowchart
without the application of damping resistances are highly influenced by numerical oscillations
during abrupt changes at voltage related to the energization of the transmission line or the
waveguide. For the systems modeled by the transmission line theory concepts, the step voltage
source represents the main problems that introduce abrupt changes in voltages in the line.

The numerical routine described by the flowchart is simple. Despite this characteristic, the
numerical simulations lead to results with errors of 25% independently that the number of π
circuits is applied. The increase of the number of π circuits is not related to a correspondent
decrease of the numerical errors and numerical oscillations in the obtained results. A proposed
alternative is the introduction of damping resistances for decreasing numerical errors and
Gibbs’ oscillations in the obtained results. Next, both items show the results obtained with this
alternative.

Figure 6. The step voltage wave propagation varying the number of circuits for the first reflection at the analyzed end line
without the application of damping resistances.
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6. Improvement of the simulation accuracy with damping resistance

Applying damping resistances and using the kD factor as 2.5, the obtained results are shown in
Figure 7. Comparing Figure 7 to Figure 6, if the number of π circuits is increased, numerical
oscillations or Gibbs’ oscillations are decreased. So, considering a constant value for the kD
factor, if an adequate number of π circuits is applied, numerical oscillations can be minimized.
Similar results can be obtained changing the value of the kD factor. In this case, in Figure 8, the
results are obtained using 200 π circuits for different values of the kD factor. Based on these
results, the numerical oscillations are decreased if the factor is decreased. Because in this
chapter the kD is the integer, the lower value of kD is 1, and the best reductions of numerical

Figure 7. The step voltage wave propagation varying the number of circuits for the first reflection at the analyzed end line
with the application of damping resistances and kD = 2.5.

Figure 8. The step voltage wave propagation varying the factor kD for the first reflection at the analyzed end line with the
application of damping resistances and n = 200.
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oscillations are obtained for this value. Based on Figures 7 and 8, there are two parameters that
can minimize numerical oscillations: the number of π circuits and the value of the kD factor.

7. Effects of kD factor variation

Applying damping resistances, from Figures 9–15, the number of π circuits is changed from 50
to 500 for different values of the kD factor. In Figure 9, the results are related to kD = 1. For this
value of the kD factor, the numerical oscillations are highly minimized. Low numerical oscilla-
tions are observed for the number of π circuits about 50. In Figure 10, with kD = 2.5, the
numerical oscillations reach higher values than the results shown in Figure 9, and they are
related to a range from 50 to about 100 that is bigger than the range observed in Figure 9. In

Figure 9. Results for different quantities of π circuits and kD = 1.

Figure 10. Results for different quantities of π circuits and kD = 2.5.
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Figure 10, the second overvoltage peak that is lower than the first overvoltage peak is also
observed. Both overvoltage peaks are caused by numerical oscillations. Compared to Figure 9,
in Figure 10, for the same time interval, the number of overvoltage peaks is increased showing
that the damping of numerical oscillations is not effective as well as when the kD factor is equal
to 1. Based on Eq. (16), the kD factor is related to the time step (Δt), and the value of this factor is
also related to the frequency of the oscillations that are significantly reduced by the application
of damping resistances. So, increasing the value of the kD factor, not all numerical oscillations
are damped. Because of this, the overvoltage peaks are increased, and other lower overvoltage
peaks arise.

Increasing the value of the kD factor, the influence of damping resistances is decreased. So, the
voltage peaks caused by Gibbs’ oscillations are increased, if the kD factor is increased. This

Figure 11. Results for different quantities of π circuits and kD = 5.

Figure 12. Results for different quantities of π circuits and kD = 7.5.

Application of Numeric Routine for Simulating Transients in Power Line Communication (PLC) Systems
http://dx.doi.org/10.5772/intechopen.74753

361



oscillations are obtained for this value. Based on Figures 7 and 8, there are two parameters that
can minimize numerical oscillations: the number of π circuits and the value of the kD factor.

7. Effects of kD factor variation

Applying damping resistances, from Figures 9–15, the number of π circuits is changed from 50
to 500 for different values of the kD factor. In Figure 9, the results are related to kD = 1. For this
value of the kD factor, the numerical oscillations are highly minimized. Low numerical oscilla-
tions are observed for the number of π circuits about 50. In Figure 10, with kD = 2.5, the
numerical oscillations reach higher values than the results shown in Figure 9, and they are
related to a range from 50 to about 100 that is bigger than the range observed in Figure 9. In

Figure 9. Results for different quantities of π circuits and kD = 1.

Figure 10. Results for different quantities of π circuits and kD = 2.5.

Emerging Waveguide Technology360

Figure 10, the second overvoltage peak that is lower than the first overvoltage peak is also
observed. Both overvoltage peaks are caused by numerical oscillations. Compared to Figure 9,
in Figure 10, for the same time interval, the number of overvoltage peaks is increased showing
that the damping of numerical oscillations is not effective as well as when the kD factor is equal
to 1. Based on Eq. (16), the kD factor is related to the time step (Δt), and the value of this factor is
also related to the frequency of the oscillations that are significantly reduced by the application
of damping resistances. So, increasing the value of the kD factor, not all numerical oscillations
are damped. Because of this, the overvoltage peaks are increased, and other lower overvoltage
peaks arise.

Increasing the value of the kD factor, the influence of damping resistances is decreased. So, the
voltage peaks caused by Gibbs’ oscillations are increased, if the kD factor is increased. This

Figure 11. Results for different quantities of π circuits and kD = 5.

Figure 12. Results for different quantities of π circuits and kD = 7.5.

Application of Numeric Routine for Simulating Transients in Power Line Communication (PLC) Systems
http://dx.doi.org/10.5772/intechopen.74753

361



effect is observed in Figures 11–15. The highest voltage peak for each value of the kD factor is
about 2.5 pu. Another consequence is that the second voltage peak is increased, while the kD
factor is decreased. The influence of damping resistances for minimizing the numerical oscil-
lations in proposed transmission line model is more effective for small values for the kD factor,
considering the lower limit as 1.

Analyzing the results from Figures 9–15, the highest voltage peak for each value of the kD
factor is related to the lowest number of π circuits. Increasing the number of π circuits for the
same kD factor value, the voltage peak values can be decreased. Changing adequately the kD
factor and the number of π circuits, Gibbs’ oscillations can be minimized. The sets of kD values
and the numbers of π circuits that minimize the numerical oscillations can be determined by
analyzing the first voltage peaks of a great number of simulations.

Figure 13. Results for different quantities of π circuits and kD = 10.

Figure 14. Results for different quantities of π circuits and kD = 12.5.
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8. Number of π circuit variation

Setting the number of π circuits, the results are analyzed considering the kD changing from 1 to
10. Applying 50 units of π circuits, the voltage peaks are not damped significantly if the kD is
changed. It is observed in Figure 16. For 100 units of π circuits, the voltage peaks are damped
for values of the kD factor from 1 to about 3 (Figure 17).

Considering 150 units of π circuits, the range of the kD factor that the voltage peaks are
damped is bigger than the previous results. It is shown in Figure 18. In this case, this kD factor
range is from 1 to about 4. For 200 units of π circuits, the higher limit of the mentioned range is
increased to about 5 (Figure 19). If 250 units of π circuits are applied, the range is further
increased and the higher limit is about 6 (Figure 20). Similar relations are observed in

Figure 15. Results for different quantities of π circuits and kD = 15.

Figure 16. Results for different values of the kD factor and n = 50.
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Figure 17. Results for different values of the kD factor and n = 100.

Figure 18. Results for different values of the kD factor and n = 150.

Figure 19. Results for different values of the kD factor and n = 200.
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Figures 21–23. If the quantity of π circuits is increased, the range of the kD factor that is related
to the minimization of Gibbs’ oscillations is increased. In this case, the increase of this quantity
is directly related to the increase of the simulation time.

Still analyzing Figures 21–23, it is observed that the relation between the number of the π
circuits and the influence of the kD factor in minimizing the voltage peaks is not linear. There is
a saturation point where the increase of the number of π circuits can no longer minimize
significant Gibbs’ oscillations and, consequently, the voltage peaks in obtained simulations.
Because of this, another type of analysis is shown in Figure 24. In this case, the voltage peaks
are related to the correspondent values of the kD factor and the number of π circuits. In case of
Figure 24, the results are obtained to a time step (Δt) of 50 ns. A region where the numerical
oscillations are critically damped and there are no voltage peaks can be observed. In this case,
the voltage value is 2 pu and corresponds to the exact values that can be obtained using a
numerical routine of Laplace’s transformation. So, a specific type of analysis is related to the

Figure 20. Results for different values of the kD factor and n = 250.

Figure 21. Results for different values of the kD factor and n = 300.
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Figure 22. Results for different values of the kD factor and n = 400.

Figure 23. Results for different values of the kD factor and n = 500.

Figure 24. Voltage peaks related to the kD factor and the number of π circuits for Δt = 50 ns.

Emerging Waveguide Technology366

application of three-dimensional graphics showing the influence of the kD factor values and the
number of π circuits on the voltage peaks obtained during the numerical simulations. It is
shown in the next section.

9. Other analyses

Based on the results shown in the previous sections, it is concluded that the numerical oscilla-
tions and, consequently, the voltage peaks obtained by the proposed model are influenced
jointly by two factors: the damping resistance value and the number of π circuits applied to the
numerical simulations of electromagnetic phenomena in waveguides or transmission lines.
Because of this, the analyses of this joint influence must be based on three-dimensional
graphics. In Figure 24, the highest voltage peaks during the first wave reflection on the
transmission end line or the receiving end terminal of the waveguide are shown. These peaks
depend on the kD factor and the number of π circuits considering the time step as 50 ns. In
Figures 25 and 26, the time steps are 10 ns and 200 ns, respectively. These graphics are used for
completing the analyses carried out in the previous sections.

Based on the last three sets of obtained results of this chapter (Figures 24–26), for a specific
time step, there are sets of the number of π circuits and the kD factor values adequate for
minimizing Gibbs’ oscillations and, consequently, the voltage peaks in simulations of electro-
magnetic transient phenomena in transmission lines using the numerical routine proposed in
this chapter. The time step choice or determination is related to the fundamental frequency of
the simulated phenomena. This choice or determination can be related to the type of the
analyzed circuit. For example, transmission lines for power systems or waveguides for data
transmission can be mentioned.

Figure 25. Voltage peaks related to the kD factor and the number of π circuits for Δt = 10 ns.
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10. Conclusions

Modifications on the classical structure of π circuits for modeling transmission lines are
presented. These modified π circuits are applied to obtain a cascade that represents the analyzed
transmission lines. Based on the electromagnetic basic concepts, very long circuits for power
transmission and circuits for data transmission can be analyzed using the theoretical bases of the
transmission lines. So, a numerical routine for simulating electromagnetic transient phenomena
in waveguides (transmission lines for power systems or data transmission) is obtained.

In the proposed numerical routine, damping resistances for minimizing Gibbs’ oscillations or
numerical oscillations are included. These oscillations are caused by the numerical integration
method applied to the solution of the linear system that describes the waveguide. Applying
this proposed numerical routine, several results of simulations varying the number of π
circuits, the kD factor, and the time step are obtained. These results are concentrated on three-
dimensional graphics where the joint influence is shown.

Based on the obtained results, it is observed that there are ranges of the model parameters
adequate for the minimization of numerical oscillations that influence these results. The main
model parameters that influence the minimization of numerical oscillations are the number of
π circuits and the kD factor. The kD factor is applied to calculate the value of damping resis-
tances included in each π circuit of the mentioned cascade.
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