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Preface

This book is devoted to a description of the modeling of nanosystems and a detailed exposi‐
tion of the application of molecular dynamics methods to problems from various fields of
technology: material science, the formation of composite molecular complexes, and trans‐
port of nanosystems. The research results of the modeling of various nanosystems are pre‐
sented: soft supramolecular nanostructures, metallic nanosized crystals, nanosized beams of
single-crystal Cu, and drug delivery systems.

A collection of five scientific chapters on the application of molecular dynamics methods to
the simulation of different nanosystems is presented. Each chapter represents a comprehen‐
sive study.

Chapter 1 is devoted to the analysis of the value of the method of molecular dynamics for
solving the problem “Designing Materials with Controlled Properties” of the modern indus‐
trial revolution "Production 4.0."

Chapter 2 presents the theoretical background of the molecular dynamics simulations of the
design and assembly of soft supramolecular structures based on small building blocks and
also provides an overview of the available MD-based methods, including path-based and
alchemical-free energy calculations. Practical instructions on the selection of methods and
post-treatment procedures are introduced. Relevant examples in which noncovalent interac‐
tions dominate are presented. Several examples are presented in which simulations are used
for establishing the contributions of NCI to the free energy in systems: host-guest com‐
plexes, polyelectrolytes, and proteins.

In Chapter 3, the atomic mechanisms governing the strength of nanosized metallic crystals
on the basis of size and orientation effects, the temperature dependence of strength and
atomism of fracture of body-centered cubic crystals under triaxial uniform (hydrostatic) ten‐
sion, and the concept of local instability are described. The molecular dynamics simulations
and experimental studies of the deformation and failure of tungsten and molybdenum
nanocrystals are presented. Simulation methods based on the molecular dynamics methods
and extended Finnis-Sinclair semi-empirical potential are used. The in situ mechanical load‐
ing of nanosized crystals in the field-induced mechanical experiments is realized using the
Maxwell mechanical stress induced by high-electric fields.

Chapter 4 presents the molecular dynamics simulations of nanosized beams of single-crystal
Cu  with two different crystallographic orientations and with square-shaped defects, loaded
in displacement-controlled tension until ruptured. Research methods are based on the mo‐
lecular dynamics methods and used a program LAMMPS with an EAM potential for model‐
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ing the atomic interactions. Simulation showed various processes of plastic deformation in
the field of defects and allowed to establish the complex behavior of defects.

Chapter 5 presents different applications of atomistic and coarse-grain (CG) molecular dy‐
namics simulations to drug delivery systems (DDSs). An excellent detailed review of the
modeling in this area is also presented. Different applications of drug delivery carriers, such
as liposomes, polymeric micelles, and polymersomes using atomistic and CG molecular dy‐
namics simulations, are investigated.

The information from this book will be useful for engineers, technologists, researchers, and
postgraduate students interested in the study of the whole complex of computer simulation
based on the concept of molecular dynamics methods for the task of designing and produc‐
ing nanomaterials and nanosystems with controlled properties.

I would like to express my appreciation to all the contributors of this book. My special
thanks go to the Author Service Manager, Ms. Anita Condic, and other staff at InTech pub‐
lishing for their kind support and great efforts in bringing this book to completion.

Prof. Alexander Vakhrushev
Head of Department Mechanics of Nanostructures

Institute of Mechanics, Udmurt Federal Research Center
Ural Branch of the Russian Academy of Sciences, Russia

Head of Department Nanotechnology and Microsystems
Kalashnikov Izhevsk State Technical University, Russia

XII Preface
Chapter 1

Introductory Chapter: Molecular Dynamics: Basic Tool
of Nanotechnology Simulations for “Production 4.0”
Revolution

Alexander V. Vakhrushev

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.79045

Provisional chapter

DOI: 10.5772/intechopen.79045

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. 

Introductory Chapter: Molecular Dynamics: Basic Tool 
of Nanotechnology Simulations for “Production 4.0”
Revolution

Alexander V. Vakhrushev

Additional information is available at the end of the chapter

1. Introduction

One of the main tasks of the modern industrial revolution “Production 4.0” is the transla-
tion of all processes preceding the actual receipt of a new product in a digital representa-
tion. Forecasts for the development of this stage of production point to the ever-increasing 
value of computer modeling, the urgency of which will constantly increase. It is expected 
that computer modeling will be invested more financial and intellectual resources. This is 
especially relevant for one of the main tasks of the industrial revolution “Production 4,” called 
“designing materials with controlled properties,” which is the basis for the development of 
effective biotechnologies and nanotechnologies. A full and exact solution to this complex 
problem is impossible without considering the properties and processes of the formation of 
materials with controlled properties at the atomic and nanoscale of mathematical description 
and modeling.

However, specific feature of the physical processes in nanoscale systems is that the key phe-
nomena determining the behavior of a nanoscale system in real time at the macroscale take 
place at small space and time scales [1, 2]. Many experimental and theoretical studies have 
shown that the properties of a nanoscale system depend not only on the properties of its con-
stituent elements but also on the regularities of the spatial arrangement of the nanoelements 
in nanosystem and the parameters of the nanoelements interaction.

In this perspective, the molecular dynamics, which allows to describe the formation, evo-
lution, and properties of the above-mentioned nanosystems in a sufficiently complete and 
precise manner, should become one of the methods for calculating and modeling modern 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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engineers and technologists. This is explained by the fact that molecular dynamics, being a 
powerful tool of scientific research, is increasingly becoming a full-fledged stage in obtain-
ing new materials, creating a new technological process and designing a new product at the 
nanoscale level. This process was observed in the 1960–1980s of the last century with respect 
to the finite element method and led to the fact that this method is now being applied well 
and confidently by modern engineers and technologists in the creation of new materials and 
machines. We can expect that the process of industrial revolution “Production 4.0” method of 
molecular dynamics will be adopted as an instrument of engineers and technologists.

However, this will only be the beginning of a deeper penetration of modeling into digital pro-
duction. It should be noted that, at present, in modern scientific research methods of model-
ing, the molecular dynamics is usually the key element of a more complex and comprehensive 
multilevel mathematical modeling comprising multiple spatial and temporal scales [3–5]. The 
main stages of such a multi-level modeling of nanosystems are quantum modeling, molecular 
dynamics, mesomechanics and continuum mechanics.

The calculation of the configurations of a molecular formation, which are the constituents 
of a nanoparticle, is based on the quantum mechanics (“ab initio”) methods of modeling. 
These methods give the most complete and precise presentation of nano-objects and take 
into account quantum effects, but they are very intensive computationally. At present, the 
use of the quantum mechanics methods for the calculation of nanoscale systems is limited to 
1000–2000 atoms composing a nanoscale system.

The modeling of the coalescence of molecules into nanoelements can be performed by the 
molecular dynamics method. The method allows to consider systems containing up to 10 
million atoms and more than that, but it does not take into account quantum phenomena.

The calculation of the movement of nanoelements and their coalescence is the task for meso-
dynamics. The characteristic feature of mesodynamics is the simultaneous use of the methods 
of molecular and classical dynamics.

It should also be noted that a number of phenomena, in particular, the phenomena taking 
place at the final stages of the nanoscale system formation, can be considered within the 
framework of continuum mechanics.

Each of the above methods has its own advantages and limitations. The use of any of the above 
methods of modeling or their combination for specific nanotechnology problems depends on 
the calculation accuracy required.

One can point to a number of problems of such modeling listed below:

• multiscale nature and connectedness of problems,

• large number of variables,

• variation of scales both over space and in time,

• characteristic times of processes at different scales differ by orders of magnitude,

• variation of the problem variables at different scales of modeling,
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• matching of boundary conditions at the transition from one modeling scale to another 
when the problem variables are changed,

• stochastic behavior of nanoscale systems.

Molecular dynamics allows us to proceed correctly from the study of atomic and molecular 
processes by methods of quantum mechanics to the study of processes at the macrolevel by 
the methods of continuous medium mechanics. The main problem here is the matching of the 
boundary conditions of the modeling problems at each space-time scale.

Thus, we can distinguish two main functions of molecular dynamics:

• the method of modeling the processes of nanosystem formation and theoretical analysis of 
their properties

• the bridge connecting the various stages of multilevel modeling of nanosystems.

Based on the foregoing, the purpose of this book is to describe a number of problems in the 
modeling of nanosystems and a detailed exposition of the application of molecular dynamics 
methods to problems from various fields of technology: material science, the formation of 
composite molecular complexes, transport of nanosystems, etc. The book summarizes the 
research results of the authors in the field of modeling of various nanosystems: soft supra-
molecular nanostructures, nano-sized beams of single-crystal Cu, metallic nanosized crystals, 
drug delivery systems, and systems stabilized by hydrogen bonds.

The study of the materials of this book can be the beginning of the reader’s study of the whole 
complex of modeling based on the concept of molecular dynamics modeling.

In addition, it should be noted that the research materials dynamics methods presented in the 
book can be the basis for the development of artificial intelligence methods in relation to the 
problem “designing materials with controlled properties.”

To get more complete information about the methods of molecular dynamics and its signifi-
cance in the overall complex multilevel task of modeling nanosystems and nanomaterials, the 
novice reader can get additional information from the list of literature. In this list of papers 
and books, the works [6–23] to modeling by methods of quantum mechanics, works [24–31] 
to molecular dynamics, and works [32, 33] to mesodynamics are devoted.
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Abstract

The design and assembly of soft supramolecular structures based on small building blocks 
are governed by non-covalent interactions, selective host-guest interactions, or a combi-
nation of different interaction types. There is a surprising number of studies supporting 
the use of computational models for mimicking supramolecular nanosystems and study-
ing the underlying patterns of molecular recognition and binding, in multi-dimensional 
approaches. Based on physical properties and mathematical concepts, these models are 
able to provide rationales for the conformation, solvation and thermodynamic character-
ization of this type of systems. Molecular dynamics (MD), including free-energy calcula-
tions, yield a direct coupling between experimental and computational investigation. This 
chapter provides an overview of the available MD-based methods, including path-based 
and alchemical free-energy calculations. The theoretical background is briefly reviewed 
and practical instructions are introduced on the selection of methods and post-treatment 
procedures. Relevant examples in which non-covalent interactions dominate are presented.

Keywords: molecular dynamics, free-energy, non-covalent interactions, host-guest 
systems, supramolecular structures

1. Introduction

In the past 3 decades, atomistic simulations and free-energy calculations have emerged as 
indispensable tools to tackle deep chemical and biological questions that experiment has left 
unresolved. To fully understand the vast majority of chemical and biological processes, it is 
often necessary to examine their underlying free-energy behavior [1]. This is the case, for 
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instance, of phase diagrams, protein-ligand and drug binding affinities, drug partitioning, 
reaction rates, equilibrium constants, acid-base equilibria, solvation contributions, or confine-
ment energies. The prediction of these quantities, with relevance in the field of computer-
aided drug design requires knowledge of the related free-energy changes [2]. Most of the 
research topics involving molecular modeling and simulation, with free-energy calculations, 
stem from pharmaceutical applications [1, 3, 4]. Those methods have provided insight into 
the time evolution of host-guest systems and of protein-ligand interactions [2, 4] and have 
revealed the respective dynamic behavior in water, thus establishing relevant recognition and 
affinity patterns. However, the formation of inclusion complexes is frequently used as a drug 
solubilizing approach, aiming at better therapeutic outcomes. This makes results sparse and 
focused on individual systems, lacking a comprehensive characterization for assessing the 
factors that govern, for example, the inclusion process. Despite the continuous progress and 
development of improved algorithms, the estimation of binding free energies by molecular 
dynamics (MD) simulations still requires significant computational efforts due to the mathe-
matical complexity imposed by the solvated systems, often composed by myriads of atoms [3]. 
Recently, Pais and co-workers [5] have proposed an automated procedure based on umbrella 
sampling and the “flexible molecule” approximation for the calculation of binding constants 
in complexes formed between β-cyclodextrin and several naphthalene derivatives. In this type 
of complexes, the guest molecule may alter the structure of the host, leading to relevant coop-
erative effects, when compared to the free molecules. Inclusion of guests into host molecules is 
essentially governed by (i) relatively weak non-covalent interactions (NCI), including hydro-
phobic, van der Waals and electrostatic interactions, π-π stacking, hydrogen bonding, or a 
combination of these interactions, and also by (ii) stronger ionic and dipolar interactions. In 
addition to several reviews (see e.g. [6, 7]), including many dealing with specific host-guest 
systems [4, 7–12], a large number of research papers are available on this subject, including 
some focused on mechanistic aspects of the inclusion phenomena (see e.g. Refs. [5, 13–15].)

In fact, both the efficiency and accuracy of free-energy calculations have been greatly improved 
by a wide variety of methods [16]. However, it is increasingly difficult for researchers to find 
their way through the maze of available computational techniques. Why are there so many 
methods? Are they conceptually related? Do they differ in efficiency and accuracy? Why do 
methods that appear to be very similar carry different names? Which method is the best for 
a specific problem? How to choose the most relevant method to tackle the system at hand? 
These questions may leave researchers in the field confused and looking for clear guidelines. 
However, answers to these questions are not straightforward. A distinction has been made 
between two classes of free-energy transformations, namely those of alchemical and geomet-
rical nature [17]. While the former exploits the malleability of the potential energy function 
and the virtually infinite possibilities of computer simulations to transform between chemi-
cally distinct states, the latter includes positional, orientational, and conformational changes 
in macromolecules and complexes thereof. At the practical level, such transformations are 
achieved using a variety of approaches, which can be separated into four main groups, (i) 
probability distributions and histograms, (ii) perturbation theory, (iii) non-equilibrium work 
and (iv) gradient-based methods [18]. One recurrent question concerns the selection of the 
most relevant approach to tackle the problem at hand, which can be reworded in terms of the 
best-suited, cost-effective method to obtain a reliable answer. To a large extent, this question 
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can be addressed by considering the actual nature of the transformation, alchemical, or geo-
metrical, and subsequently by deciding which one, among the aforementioned methods, is 
more likely to yield the desired free-energy change at a minimal computational effort.

A detailed overview of the concepts and fundamentals of the available methods for estimat-
ing free energies is given in Ref. [16]. The guiding principle is that most of these are based on 
a few fundamental assumptions, devised by some pioneers in the field [19–23]. With some 
exceptions, more recent contributions are not based on innovative fundamental principles, 
but are “astute and ingenious ways of applying those already known” [16].

2. Context and relevant aspects

In the context of non-covalent binding, host-guest systems have emerged as useful models 
for assessing the accuracy of simulation methods. This can be explained by the fact that these 
systems display interesting features comparable to protein-ligand binding, including hydro-
gen bonds, conformational restriction and desolvation, and also possess an adequate size for 
conducting more precise thermodynamic calculations [24]. This is the case of cyclodextrin 
host-guest systems, which mimic several characteristics of protein-ligand binding with the 
advantage of being much more accessible due to their small size. These characteristics also 
facilitate the selection of the force field (FF) based on the attribution of the level of accuracy.

Specifically, the combination of MD and free-energy calculations with experimental results 
have revealed the relevant interaction patterns in the formation of inclusion complexes 
between several host (e.g. cyclodextrins [4, 5], cucurbiturils [25] and bambusurils [8, 26]) and 
guest molecules (e.g. antitumor and antiviral drugs [27], steroids [28], flavonoids [29] and 
small ionic species [26]). These small aggregates, comprising typically two (in 1:1 host-guest 
complexes) or three molecules (in 1:2 complexes) have been the basis of fundamental develop-
ments for establishing what governs associations in soft-matter and stability in larger supra-
molecular nanostructures, such as nanogels and targeted nanoparticles.

Despite significant advances in molecular modeling techniques and the comparative simplic-
ity of host-guest systems, there is still a need for a tractable and theoretically sound compu-
tational method to interpret experimental data and help with the design of new hosts for 
targeted molecular guests. Similarly to other macromolecular systems, host-guest systems 
exhibit marked entropy-enthalpy compensation. Such property has been observed for NCI in 
both water and organic solvents. Among the wide applications of alchemical transformations, 
host-guest chemistry occupies the most prominent position [30].

A fundamental aspect to be understood is the precise manner in which the guest molecule 
binds to the host. MD simulations have greatly contributed to understanding molecular bind-
ing phenomena as a fully dynamical process. However, these simulations are limited by the 
time scales that can be routinely sampled. The introduction of special-purpose machines and 
the evolution of parallel codes, has increased enormously the time scales accessible by fully 
atomistic MD. However, guest molecules (e.g. drugs) with long residence times are common, 
and the respective association/dissociation from a host or receptor cannot be observed by 

Modeling Soft Supramolecular Nanostructures by Molecular Simulations
http://dx.doi.org/10.5772/intechopen.74939

9



instance, of phase diagrams, protein-ligand and drug binding affinities, drug partitioning, 
reaction rates, equilibrium constants, acid-base equilibria, solvation contributions, or confine-
ment energies. The prediction of these quantities, with relevance in the field of computer-
aided drug design requires knowledge of the related free-energy changes [2]. Most of the 
research topics involving molecular modeling and simulation, with free-energy calculations, 
stem from pharmaceutical applications [1, 3, 4]. Those methods have provided insight into 
the time evolution of host-guest systems and of protein-ligand interactions [2, 4] and have 
revealed the respective dynamic behavior in water, thus establishing relevant recognition and 
affinity patterns. However, the formation of inclusion complexes is frequently used as a drug 
solubilizing approach, aiming at better therapeutic outcomes. This makes results sparse and 
focused on individual systems, lacking a comprehensive characterization for assessing the 
factors that govern, for example, the inclusion process. Despite the continuous progress and 
development of improved algorithms, the estimation of binding free energies by molecular 
dynamics (MD) simulations still requires significant computational efforts due to the mathe-
matical complexity imposed by the solvated systems, often composed by myriads of atoms [3]. 
Recently, Pais and co-workers [5] have proposed an automated procedure based on umbrella 
sampling and the “flexible molecule” approximation for the calculation of binding constants 
in complexes formed between β-cyclodextrin and several naphthalene derivatives. In this type 
of complexes, the guest molecule may alter the structure of the host, leading to relevant coop-
erative effects, when compared to the free molecules. Inclusion of guests into host molecules is 
essentially governed by (i) relatively weak non-covalent interactions (NCI), including hydro-
phobic, van der Waals and electrostatic interactions, π-π stacking, hydrogen bonding, or a 
combination of these interactions, and also by (ii) stronger ionic and dipolar interactions. In 
addition to several reviews (see e.g. [6, 7]), including many dealing with specific host-guest 
systems [4, 7–12], a large number of research papers are available on this subject, including 
some focused on mechanistic aspects of the inclusion phenomena (see e.g. Refs. [5, 13–15].)

In fact, both the efficiency and accuracy of free-energy calculations have been greatly improved 
by a wide variety of methods [16]. However, it is increasingly difficult for researchers to find 
their way through the maze of available computational techniques. Why are there so many 
methods? Are they conceptually related? Do they differ in efficiency and accuracy? Why do 
methods that appear to be very similar carry different names? Which method is the best for 
a specific problem? How to choose the most relevant method to tackle the system at hand? 
These questions may leave researchers in the field confused and looking for clear guidelines. 
However, answers to these questions are not straightforward. A distinction has been made 
between two classes of free-energy transformations, namely those of alchemical and geomet-
rical nature [17]. While the former exploits the malleability of the potential energy function 
and the virtually infinite possibilities of computer simulations to transform between chemi-
cally distinct states, the latter includes positional, orientational, and conformational changes 
in macromolecules and complexes thereof. At the practical level, such transformations are 
achieved using a variety of approaches, which can be separated into four main groups, (i) 
probability distributions and histograms, (ii) perturbation theory, (iii) non-equilibrium work 
and (iv) gradient-based methods [18]. One recurrent question concerns the selection of the 
most relevant approach to tackle the problem at hand, which can be reworded in terms of the 
best-suited, cost-effective method to obtain a reliable answer. To a large extent, this question 

Molecular Dynamics8

can be addressed by considering the actual nature of the transformation, alchemical, or geo-
metrical, and subsequently by deciding which one, among the aforementioned methods, is 
more likely to yield the desired free-energy change at a minimal computational effort.

A detailed overview of the concepts and fundamentals of the available methods for estimat-
ing free energies is given in Ref. [16]. The guiding principle is that most of these are based on 
a few fundamental assumptions, devised by some pioneers in the field [19–23]. With some 
exceptions, more recent contributions are not based on innovative fundamental principles, 
but are “astute and ingenious ways of applying those already known” [16].

2. Context and relevant aspects

In the context of non-covalent binding, host-guest systems have emerged as useful models 
for assessing the accuracy of simulation methods. This can be explained by the fact that these 
systems display interesting features comparable to protein-ligand binding, including hydro-
gen bonds, conformational restriction and desolvation, and also possess an adequate size for 
conducting more precise thermodynamic calculations [24]. This is the case of cyclodextrin 
host-guest systems, which mimic several characteristics of protein-ligand binding with the 
advantage of being much more accessible due to their small size. These characteristics also 
facilitate the selection of the force field (FF) based on the attribution of the level of accuracy.

Specifically, the combination of MD and free-energy calculations with experimental results 
have revealed the relevant interaction patterns in the formation of inclusion complexes 
between several host (e.g. cyclodextrins [4, 5], cucurbiturils [25] and bambusurils [8, 26]) and 
guest molecules (e.g. antitumor and antiviral drugs [27], steroids [28], flavonoids [29] and 
small ionic species [26]). These small aggregates, comprising typically two (in 1:1 host-guest 
complexes) or three molecules (in 1:2 complexes) have been the basis of fundamental develop-
ments for establishing what governs associations in soft-matter and stability in larger supra-
molecular nanostructures, such as nanogels and targeted nanoparticles.

Despite significant advances in molecular modeling techniques and the comparative simplic-
ity of host-guest systems, there is still a need for a tractable and theoretically sound compu-
tational method to interpret experimental data and help with the design of new hosts for 
targeted molecular guests. Similarly to other macromolecular systems, host-guest systems 
exhibit marked entropy-enthalpy compensation. Such property has been observed for NCI in 
both water and organic solvents. Among the wide applications of alchemical transformations, 
host-guest chemistry occupies the most prominent position [30].

A fundamental aspect to be understood is the precise manner in which the guest molecule 
binds to the host. MD simulations have greatly contributed to understanding molecular bind-
ing phenomena as a fully dynamical process. However, these simulations are limited by the 
time scales that can be routinely sampled. The introduction of special-purpose machines and 
the evolution of parallel codes, has increased enormously the time scales accessible by fully 
atomistic MD. However, guest molecules (e.g. drugs) with long residence times are common, 
and the respective association/dissociation from a host or receptor cannot be observed by 

Modeling Soft Supramolecular Nanostructures by Molecular Simulations
http://dx.doi.org/10.5772/intechopen.74939

9



conventional MD calculations even when specialized hardware is employed. This well-recog-
nized limitation of MD has led to the development of various algorithms to enhance the sam-
pling of the high free-energy states and rare events, associated to high free-energy barriers.

Enhanced sampling methods can speed up conformational sampling by various means and 
represent an effective alternative to access with high accuracy the thermodynamics and pos-
sibly the kinetics that underlie these processes. Steered MD and umbrella sampling [31], with 
potential of mean force estimation (PMF) [32] allows inspecting the free-energy profile and 
the mechanistic aspects involved in formation of host-guest complexes [5].

In recent years, other strategies aimed at the same goal have been proposed. Replica exchange 
[33] metadynamics [34, 35], accelerated MD [36], milestoning [37], transition path sampling 
[38], and combinations of these are among the most widely used methods to enhance con-
formational sampling. For instance, the replica exchange methodology has been used in the 
atomistic simulations, as well as in a number of coarse-grained simulations (see e.g. [34]). 
This method has been applied to study free-energy landscape and folding mechanisms of 
several peptides and proteins [33], through several variants of the traditional temperature 
dependent scheme, available in some of the most popular MD packages, such as AMBER [39], 
GROMACS [40] and NAMD [41].

Among the enhanced sampling methods that fully explore the binding mechanism, metady-
namics, especially in the well-tempered formulation, has emerged as a powerful approach for 
accelerating rare events [35]. This has been applied in drug docking to protein and enzymes, 
systems involving big conformational changes and relevant solvation effects. Directed dynam-
ics such as the adaptive biasing force (ABF) and hyperdynamics were also derived from the 
same principles as adopted by metadynamics [35]. The implementation of metadynamics in 
MD codes, such as NAMD and GROMACS, have promoted a broad range of applications of 
the method, ranging from solid state physics to biological systems.

The adaptive biasing force algorithm (ABF) has also emerged as a promising strategy for map-
ping complex free-energy landscapes [42, 43], as it combines both constrained and uncon-
strained simulations into a highly efficient scheme, providing an uniform sampling of the order 
parameter. Briefly, as a simulation progresses, a continuously updated biasing force is added 
to the equations of motion, such that in the long-time limit it produces a Hamiltonian devoid 
of an average force acting along the transition coordinate of interest. In contrast to umbrella 
sampling schemes, based on probability distribution functions, ABF uses forces, which can be 
readily estimated without the need to sample broad ranges of the order parameter.

Another relevant problem in the early estimations of free-energy is related to the strong 
dependence on system size, in the presence of significant electrostatic interactions [44]. Once 
long-range corrections using Ewald lattice summation or the reaction field are included in 
molecular simulations, size effects in neutral systems decrease markedly. The problem, how-
ever, persists in charged systems, for example in determining the free energy of charging a 
neutral species in solution. In this context, it has been demonstrated that system-size depen-
dence can be largely eliminated in these cases by careful treatment of the self-interaction term, 
which is associated with interactions of charged particles with their periodic images and a 
uniform neutralizing charge background [44].
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The ability to decouple relevant energy contributions from individual components is also far 
from a simple solution, being the basis of alchemical free-energy methods [19, 20], such as the 
thermodynamic integration (TI) [17, 44, 45], free-energy perturbation (FEP) [20] and molecu-
lar mechanics-Poisson-Boltzmann surface area (MM-PBSA) [46].

The feasibility of the estimated binding free-energy depends on the correct estimation of 
thermodynamic quantities and the concerted interaction components (enthalpy, entropy 
and solvent contributions) [15, 47]. For instance, the quantification of these interaction 
components have been directed at inclusion complexes between cyclodextrins and its 
derivatives and different model drugs (see Refs. [13, 15, 48].). However, only a few studies 
(e.g. [5, 13]) have introduced technical and practical directions to investigate the energy 
components underlying the stability of these complexes. Spoel and co-workers [13] have 
emphasized the role of solvent contribution resorting to steered molecular dynamics and 
PMF calculations. The latter techniques have also been used by Pais and co-workers [5] for 
assessing the relevance of non-included guest moieties in the binding constants of cyclo-
dextrin inclusion complexes, estimating the weight of enthalpic and entropic contribu-
tions to the free-energy. In this context, MD and PMF calculations allow the modulation of 
the formation processes in inclusion complexes, along which the free-energy profiles are 
derived from an umbrella sampling procedure [5]. This approach has been employed in 
the characterization of the inclusion of a wide range of drugs on cyclodextrins, and also 
in the aggregation of host units either in dimerization [15, 48] or in rotaxanes formation  
[49, 50]. Other hybrid approaches [51], including quantum mechanics/molecular mechan-
ics (QM/MM) [29] methods have also provided insight on the formation of inclusion com-
plexes at a molecular level.

3. Using potentials of mean force to address host-guest recognition 
and association

Several research groups have opened the way for future progress through innovative applica-
tions of free-energy methods to physical and organic chemistry, as well as structural biology. 
An exhaustive account of the wide range of works published in the early years of free-energy 
calculations falls beyond the scope of this section. The reader is referred to Refs. [16, 52] for a 
full description of these efforts.

A complete thermodynamic characterization of the binding process implies the knowledge 
of the enthalpy and entropy of association. This is one of the key elements in identifying 
the stabilizing factors and in understanding how is the guest and host assemble. Standard 
molecular simulation methods have reproduced the absolute thermodynamic properties of 
binding (standard free-energy, enthalpy and entropy) between host-guest systems [53]. The 
absolute binding free-energy can be expressed as the sum of separate free-energy contribu-
tions corresponding to a step-by-step process describing the association process between the 
host and guest [5]. This can be accomplished by calculating the PMF profile along a specific 
reaction coordinate characterizing the association process (this reaction coordinate can be the 
distance between the center of mass of the host and that of the guest).
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Different methodologies have been successfully applied for the calculation of the PMF profile. 
Among them, free-energy perturbation (FEP) [47, 50, 54, 55], thermodynamic integration (TI) 
[45, 47], umbrella sampling, with the weighted histogram analysis method (WHAM) [5, 56] 
and force constraint methods [16] are the most commonly used in the literature for chemically 
and biologically relevant systems. PMF calculations play a considerable role in understand-
ing how chemical species recognize and associate. One might argue that they actually pro-
vide a more satisfactory picture of these phenomena than alchemical free-energy calculations, 
because they follow the molecules of interest from their free, unbound state, to the bound 
state of the complex. This point of view is obviously misleading, as the model reaction coor-
dinate followed to describe association/dissociation bears certain arbitrariness. Furthermore, 
PMF have helped to decode complex recognition and association phenomena in thermody-
namic signatures with a detailed atomic description of the underlying processes. A detailed 
description of the theoretical basis of PMF calculation is given in ref. [16]

The PMF, W(ξ) may be interpreted as the potential that is produced by the average forces over 
all the configurations of a given system, in which a set of molecules is kept fixed (at a certain 
value of a reaction coordinate, ξ). This quantity was devised by Kirkwood [19, 32] and can 
be defined based on the average distribution function, ρ(ξ), along the coordinate ξ, obtained 
from a Boltzmann weighted average,

   〈ρ (ξ) 〉  =   ∫ dr𝛿𝛿 ( ξ   ′  (r)  − ξ)   e    (  −U (r)  _____  k  B  T  )    ______________ 
∫  dre    (  −U (r)  _____  k  B  T  )  

    (1)

  W (ξ)  = W ( ξ   ∗ )  −  k  B   Tln [  
ρ 〈ξ〉 

 _____ ρ 〈 ξ   ∗ 〉   ]   (2)

where  W ( ξ   ∗ )   and   ξ   ∗   are arbitrary reference values,  δ ( ξ   ′  (r)  − ξ)   represents the Dirac delta function 
for the coordinate ξ, U(r) corresponds the total energy of the system as a function of the coor-
dinates r, and ξ(r) is a function depending on the number of degrees of freedom, such as an 
angle, a distance or a more complex function of the cartesian coordinates of the system.

The distribution function ρ(ξ) cannot be computed by standard MC or MD simulations, due 
to low sampling frequency in higher-energy configurations. Specific sampling techniques 
(non-Boltzmann sampling) have been designed for calculating the PMF along a coordinate ξ, 
from a MD trajectory. The umbrella sampling technique, proposed in the 1970s by Torrie and 
Valleau [22], is one of these approaches, and is commonly used to overcome the difficulty of 
sampling rare events, by modifying the potential function so that the unfavorable states are 
sampled appropriately.

Umbrella sampling is used to describe simulations in which an order parameter connecting 
the initial and final ensembles is divided into mutually overlapping regions, or windows, 
which are sampled using non-Boltzmann weights. To explain briefly, several independent 
simulations are performed in each of the imposed regions of the reaction coordinate (Figure 1, 
bottom), using a bias potential to constrain the simulations to adjacent windows. Such initial 
configurations are generated, each corresponding to a location wherein the guest molecule is 
restrained and centered at subsequent values of ξi, corresponding to decreasing or increasing 
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center of mass (COM) distances from the center of the host cavity, using an umbrella biasing 
potential, w(ξ), often of quadratic form, wi(ξ) = 0.5 K(ξ − ξi)2. This restraint allows the guest 
molecule to sample the configurational space in a defined region along the association/dis-
sociation coordinate. Then the biased system (Figure 1, middle) will sample configurations 
close to a defined position, z0, even when these would not be sampled in the unbiased system. 
In general, the potential energy (U(r) + w(ξ)) is used to generate the biased simulations. The 
mean force, as a function of position, is calculated in each window, and the respective poten-
tials, W(ξ), are derived using an unbiasing procedure.

Statistical techniques, such as WHAM [56] are used to remove the umbrella bias and combine 
the local distributions, allowing free-energy to be computed (Figure 1, top). WHAM is the 
basic tool for constructing free-energy profiles from distributions derived through stratifi-
cation, for which the path connecting the reference and the target states is separated into 

Figure 1. Schematic representation of the umbrella sampling procedure applied to a system along the pathway for the 
association/dissociation of a model guest with a host cavity.
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intermediate states. The respective equations have also been used as the core of adaptive 
umbrella sampling approaches [42, 43], in which the efficiency of free-energy calculations are 
improved through refinement of the biasing potentials as the simulation progressed.

3.1. Thermodynamics of host-guest binding

The determination of binding affinities for host-guest complexes arising from the non-cova-
lent association of two molecules is of paramount importance in different fields, including 
drug discovery. The host-guest binding affinity is related to the difference in Gibbs free ener-
gies of binding (∆Gbind) corresponding to the associated and dissociated states of the system 
under study (see Figure 2).

∆Gbind is composed of enthalpic and entropic terms. While the enthalpic contribution reflects 
changes in the inner energy of the systems, i.e. energies related to atomic motions and interac-
tions, entropic contributions are also related with conformational changes upon binding [16].

The common methods for binding affinity estimation include very fast but less accurate 
similarity-based regression models and scoring functions and accurate but computationally 
demanding physical methods, which require a large number of MD (or Monte Carlo) simula-
tions [57]. This suggests that the most convenient methods and algorithms are those that offer 
a good balance between computational costs and accuracy. Most accurate strategies provide 
estimates for thermodynamic quantities, with intrinsic difficulties associated to fundamental 
aspects. The quantification of atomic or ionic interactions, associated to repulsive and attrac-
tive forces, requires physical models assigned to different force fields (FF). The latter can be 
detailed using quantum mechanical (QM) ab-initio methods. However, a quantum mechanical 
representation of solvated biological systems, such as membranes and proteins consisting of 
large amounts of atoms is useless, even with approximations, such as the density functional 
theory (DFT) [58, 59]. Relevant considerations have been made [24] on the accuracy of FF for 
the calculation of binding thermodynamics. Some FF combinations may provide the most 
accurate binding enthalpies but the least accurate binding free energies, with implications 
in the development of new FF. These have been evaluated for a wide range of host-guest 
complexes and water models, using different partial charge assignment methods and host FF 
parameters, and resorting to the attach-pull-release (APR) method [24], which allows comput-
ing the absolute binding free energies, from a series of umbrella sampling simulations. In the 

Figure 2. Schematic representations of a reversible non-covalent association/dissociation process of a guest molecule 
(green) and a host (orange) molecule, possessing a certain binding energy difference (∆Gbind) between the associated and 
dissociated states.
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latter, restraints controlling the host-guest complex are activated cumulatively for separating 
host and guest molecules, and then released to leave the guest at standard concentration.

In fact, the selection of FF and setup parameters (e.g. protonation states and slow motions) can 
be a difficult task, as new variants primarily concerned to the treatment of proteins, are con-
stantly being produced. There are standard options such as OPLS [60], AMBER [61], CHARMM 
[62], and GROMOS [63] and other more specific FF, such as the Kirkwood-Buff [64] FF, directed 
at aromatic amino acids, the CHARMM polarizable FF, based on the classical Drude oscilla-
tor [65, 66], the induced dipole [67], for modeling polarization in proteins and protein-ligand 
complexes, the Jorgensen’s approach [68] for parameterization by atoms-in-molecule electron 
density partitioning, AMOEBA [69] and GEM* [70], among many others [71–73]. Additionally, 
several water models such as TIP3P [74], TIP4Pew [75], and SPC/E [76], and the recently 
introduced OPC [77], TIP3P-FB and TIP4P-FB [78], TIP4P-D [79], and iAMOEBA [80] are also 
available. It is worth mentioning that the assessement of the ability of these FF to reproduce 
experimental data are very sparse, and based on the free-energy of hydration of small mol-
ecules [81], and on the structure of nucleic acids [82] and proteins [83]. With regard to explicit 
solvent methods, only a few studies have focused on thermodynamic data from non-covalent 
binding for validating the FF. Recently [84, 85], the binding free energies of cyclodextrin host-
guest complexes were also used, but in the context of implicit solvent models.

It is worth to note that there are other issues in this type of systems that transcend the accu-
racy of the selected FF, and affect the simulation results. These are related to restrictions for 
the sampling and estimation of reliable thermodynamic quantities, including the respective 
binding constants. The latter can be determined from experimental techniques such as 1H 
NMR, isothermal titration calorimetry and solubility experiments. The calculations of binding 
constants that provide a convenient counterpart to the experimental observations in inclusion 
complexes is sometimes addressed using a “flexible molecule” approximation [5], instead 
of the conventional rigid rotor harmonic oscillator [86–88]. The available volume for a guest 
molecule is described in terms of a cylindrical, PMF weighted region, in which the respective 
motion is measured by the positioning of the center of mass. The “flexible molecule” approxi-
mation is not as widespread as might be expected, and relatively recent publications [86, 89] 
both divulge the approximation and highlight controversies on the topic. In simple terms, the 
binding constant, Kbind can be estimated by integrating the PMF values (∆GPMF(ξ) along the 
association/dissociation coordinate, ξ, from

   K  bind   = π  N  A  ∫ r   (ξ)    2   e    (  
− 𝛥𝛥G  PMF   (ξ) 

 ________ RT  )   d𝜉𝜉  (3)

where NA and R corresponds to the Avogadro and the ideal gas constants, respectively and r 
is the average radius of the cross section of the cylinder in each sampling window, which is 
also a function of ξ.

The key factors affecting the thermodynamic signatures in host-guest systems can also be 
assessed along with an accurate description of the NCI including their spatial features. This 
can be carried out resorting to a recently developed Independent Gradient Method (IGM) 
of Lefebvre and co-workers [90] (see Section 4 for details), which allows the visualization 
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latter, restraints controlling the host-guest complex are activated cumulatively for separating 
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of regions of low charge density corresponding to stabilizing/destabilizing NCI, based on 
the analysis of the electronic charge density of the interacting molecules and the respective 
gradients. Although the original NCI method of Johnson and co-workers [91] provide a very 
similar qualitative analysis of NCI, the reduced density gradient, s, used to identify the inter-
action types is a dimensionless quantity and therefore difficults the evaluation of the respec-
tive strengths. The new IGM allows for a quantitative comparison of the strength of NCI 
through the calculation of the IGM descriptor, δg, which corresponds directly to the charge 
density gradient(s) in real-space.

4. Visualizing NCI using a charge density topology

The topological features of the electronic charge density have played an important part in 
several schemes aiming to provide a route to understanding molecular structure from first 
principles, that is, without resorting to any form of empirical or approximate models (other 
than the physically justified approximations underlying the electronic structure methods 
employed). Methods such as the theory of Atoms in Molecules (AIM) [92] and the Electron 
Localisation Function (ELF) [93–95] can provide great insight into features of the density. 
Both AIM and the ELF are useful for studying strong interactions such as covalent or ionic 
bonding but are not as useful in the analysis of very weak interactions of the type that are 
important for subjects as diverse as protein structure, drug design, catalysis, materials self-
assembly, and many more. To address this, Johnson et al. [91, 96] introduced the NCI analysis 
method. This approach is based on the electronic charge density, ρ, and its derivatives. The 
first derivative 𝛻𝛻ρ enters into the expression for the reduced density gradient, s,

  s =   1 ________   (2 (3  π   2 ) )    1/3      
  | ∇ ρ |  

 ____  ρ   4/3     (4)

In regions of low ρ such as the density tails far from a molecule the gradient remains large and 
so s displays high values. However, in regions of low ρ between atoms where weak NCI occur 
the gradient (and therefore s) drop to zero.

In order to differentiate between stabilizing attractive interactions and those that are unfavor-
able and destabilize the system it is necessary to analyze the second derivative (Laplacian) 
of the charge density 𝛻𝛻 2ρ. Decomposition of 𝛻𝛻 2ρ into the three eigenvalues representing the 
axes of maximal variation

   ∇   2  ρ =  λ  1   +  λ  2   +  λ  3  ,  ( λ  1   ≤  λ  2   ≤  λ  3  )   (5)

provides information on the nature of the interactions at a given point in space. λ2 displays 
negative values in stabilizing/bonding regions (charge is flowing into this region indicating 
a local build-up of ρ) while in destabilizing/repulsive regions it is positive (charge flowing 
out, indicating a local depletion of ρ). Plotting s against sign(λ2)ρ will therefore permit the 
identification of NCI in regions where s and sign(λ2)ρ → 0. Although these quantities can be 
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readily obtained with first principles electronic structure methods, such calculations remain 
too computationally expensive for the large systems of interest in biological or materials sci-
ence applications. In such cases it is possible to approximate the charge density with a sum 
of atomic densities providing a pro-molecular density, ρpro. This approximate density does 
not include relaxation of the atomic densities as would happen in self-consistent calculations 
for bonded systems. Fortunately, the largest deviation of ρpro from the fully relaxed density 
occurs in covalent bonding regions and has a minimal effect on the (low-density) NCI regions.

Substituting ρpro into the equations above has been found to have have very little impact on 
the resulting NCI analysis. For purposes of interfacing with the results of molecular dynam-
ics simulations, pro-molecular densities have the additional advantages that they are read-
ily computed for both finite and extended/periodic systems and the fact that this approach 
requires orders of magnitude less computational time than the method based on first prin-
ciples electronic structure calculations.

A recent development of the NCI method that makes use of the pro-molecular route to build-
ing the charge density of the system under study is the Independent Gradient Method (IGM) 
of Lefebvre et al. [90] As with the NCI method, IGM employs in addition to ρ quantities 
related to the first and second derivatives of the density. However, in IGM the reduced den-
sity gradient, s, is replaced with the descriptor δginter, defined as the difference between the 
first derivatives of the charge densities for the total system and the fragments

   𝛿𝛿g   inter  =   |  ∇ ρ   IGM, inter  |   −   | ∇ ρ |    (6)

δginter > 0 indicates the presence of NCI and the magnitude of the descriptor at a point in space 
gives an indication of the strength of the interaction. 𝛻𝛻ρIGM,  inter is obtained from sums over 
all the atomic densities in the different fragments (here for two fragments A and B in the 
x-direction)
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The IGM approach has the attractive feature that δginter allows for a more facile comparison of 
the strength of the weak interactions than the quantity s in the original NCI [90]. This is due 
to the fact that the presence of significant non-covalent interactions is indicated when s → 0 
making interpretation difficult whereas the magnitude of the IGM quantity δginter increases in 
proportion to the strength of the interaction.

An illustrative example of the use of the NCI and IGM methods is given in Figures 3 and 4.  
The host-guest complex shown is between curcurbit[7]uril and the dodecyl serine-based 
monomeric cationic surfactant 12SerTFAc [97] (to make the example more accessible to the 
reader only a single configuration is shown). Calculation of the NCI and IGM descriptors was 
performed using IGMPlot version 1.0 (http://kisthelp.univ-reims.fr/IGMPLOT/).

As can be seen from the molecular structure images, both the s and δginter surfaces provide 
qualitatively similar information and display the general distribution of the most significant  
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the gradient (and therefore s) drop to zero.
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for bonded systems. Fortunately, the largest deviation of ρpro from the fully relaxed density 
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ily computed for both finite and extended/periodic systems and the fact that this approach 
requires orders of magnitude less computational time than the method based on first prin-
ciples electronic structure calculations.
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ing the charge density of the system under study is the Independent Gradient Method (IGM) 
of Lefebvre et al. [90] As with the NCI method, IGM employs in addition to ρ quantities 
related to the first and second derivatives of the density. However, in IGM the reduced den-
sity gradient, s, is replaced with the descriptor δginter, defined as the difference between the 
first derivatives of the charge densities for the total system and the fragments
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gives an indication of the strength of the interaction. 𝛻𝛻ρIGM,  inter is obtained from sums over 
all the atomic densities in the different fragments (here for two fragments A and B in the 
x-direction)
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The IGM approach has the attractive feature that δginter allows for a more facile comparison of 
the strength of the weak interactions than the quantity s in the original NCI [90]. This is due 
to the fact that the presence of significant non-covalent interactions is indicated when s → 0 
making interpretation difficult whereas the magnitude of the IGM quantity δginter increases in 
proportion to the strength of the interaction.

An illustrative example of the use of the NCI and IGM methods is given in Figures 3 and 4.  
The host-guest complex shown is between curcurbit[7]uril and the dodecyl serine-based 
monomeric cationic surfactant 12SerTFAc [97] (to make the example more accessible to the 
reader only a single configuration is shown). Calculation of the NCI and IGM descriptors was 
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As can be seen from the molecular structure images, both the s and δginter surfaces provide 
qualitatively similar information and display the general distribution of the most significant  
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host-guest interactions. Similarly, the color-coding provided by the value of sign(λ2)ρ can be 
seen to predict that the interactions are largely of the weak van der Waals type with the excep-
tion of a single blue region denoting the hydrogen bond between the serine hydroxyl group 
and the host. A significant difference between the s and δginter surfaces is that the latter also 
contains information on the strength of the interactions through the volumes of the isosurface 
regions at a given point. The IGM approach therefore provides an important extra source of 
information on the nature of the interactions. The intrinsic difference between the two methods 
is even more clearly seen in the adjacent scatter plots. In the IGM plot (Figure 4, right) peaks of 
different magnitude corresponding to different strengths of interaction can be seen which give 
rise to the differing isosurface volumes. The NCI plot (Figure 3, right), however, displays all 
spikes in the non-covalent interaction region −0.025 ≤ sign(λ2)ρ ≤ 0.025 in a very similar manner 
and makes interpretation much less easy. For this reason, despite very similar computational 
requirements for both methods making them equally suitable for analysis of large (ensembles 

Figure 4. Host-guest complexation between curcurbit[7]uril and 12serTFAc sufactant. (left) IGM δginter = 0.01 a.U. Isosurface 
colored by value of sign(λ2)ρ (−0.03 ≤ sign(λ2)ρ ≤ 0.03 a.U.). Blue = stabilizing, red = destabilizing and green = weak 
interactions. (right) scatter plot of δginter and sign(λ2)ρ values.

Figure 3. Host-guest complexation between curcurbit[7]uril and the dodecyl serine-based monomeric cationic surfactant 
12SerTFAc. (left) reduced density gradient, s = 0.4, isosurface colored by value of sign(λ2)ρ (−0.03 ≤ sign(λ2)ρ ≤ 0.03 a.U.). 
Blue = stabilizing, red = destabilizing and green = weak interactions. (right) scatter plot of s and sign(λ2)ρ values.
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of) systems such as those arising from MD simulations it is likely that the future will see the 
newer IGM method being used much more extensively than the original NCI one.

5. Applications

This section presents some examples in which MD or MC simulations are used for estab-
lishing the contributions of NCI (e.g. electrostatic, hydrophobic and hydrogen-bond inter-
actions) to the free energy, in systems in which these are the main source of recognition, 
assembly, and stability. These include, for instance, host-guest complexes, polyelectrolytes 
and proteins.

MD and free-energy calculations have provided insight on relevant aspects including the 
effect of substituents, the role of solvation, and rationales for the conformation and thermo-
dynamic characterization of the systems under investigation. Among several studies on the 
topic, available in the literature, only a few are briefly reviewed. For instance, MD simula-
tions in water, with PMF estimation based on both TI and constraint force methods, have 
been used for inspecting the thermodynamic properties of binding of some inorganic ions, 
such as ClO4

− and SO4
2− (Figure 5), and ferrocenyl alkanethiols with both free and gold-surface 

confined β-cyclodextrins [14, 98]. In general, the association process between the host and 
guest molecules is analyzed along the reaction coordinate defined by the distance between the 
centers of mass of both host and guest, along a reference coordinate (e.g. z-axis). In these par-
ticular systems, electrostatic interactions and hydrogen bonding have played a major role on 
the binding process. For instance, simulations have elucidated the association mode of sulfate 
anion with free and grafted β-cyclodextrin (see Figure 5). For the latter system, a small mini-
mum in the PMF profile (Figure 5, top), positioned at a larger distance relative to the cavity 
of surface-grafted cyclodextrin, suggested the formation of a noninclusion complex. The ion 
binds to the host by forming hydrogen bonds with the free-cyclodextrin portal. Also relevant is 
the individual energy contributions to the cyclodextrin-ion interaction, which is governed by 
electrostatic interactions. However, this favorable electrostaction contribution is not sufficient 
to compensate desolvation of the anion, considering the respective hydration energy [14].

The release and transport of drugs mediated by cyclodextrin-based carriers, have also been 
investigated [99] systematically using MD and free-energy calculations, showing the preferred 
inclusion modes of such drugs for cyclodextrins. One example (see Figure 6), refers to the 
binding of amphotericin B (AmB), which possesses two sites, within the respective prolonged 
macrolide, with higher binding affinity to γ-cyclodextrin. The decomposition of the PMFs into 
free-energy contributions have suggested that van der Waals and electrostatic interactions are 
the main driving forces responsible for the formation of this type of complexes [99].

Recently, some of the authors [5] have demonstrated the relevance of non-included moieties 
in the stability constants of several cyclodextrin-based complexes. The binding constants for 
naphtalene derivatives forming complexes with β-cyclodextrin were calculated (ranging from 
128 to 2.1×104 kJ.mol−1), pointing out the important effects of the substituents. Substitution of 
naphthalene promoted an increase in the binding constant (up to 100-fold), irrespective of the 

Modeling Soft Supramolecular Nanostructures by Molecular Simulations
http://dx.doi.org/10.5772/intechopen.74939

19



host-guest interactions. Similarly, the color-coding provided by the value of sign(λ2)ρ can be 
seen to predict that the interactions are largely of the weak van der Waals type with the excep-
tion of a single blue region denoting the hydrogen bond between the serine hydroxyl group 
and the host. A significant difference between the s and δginter surfaces is that the latter also 
contains information on the strength of the interactions through the volumes of the isosurface 
regions at a given point. The IGM approach therefore provides an important extra source of 
information on the nature of the interactions. The intrinsic difference between the two methods 
is even more clearly seen in the adjacent scatter plots. In the IGM plot (Figure 4, right) peaks of 
different magnitude corresponding to different strengths of interaction can be seen which give 
rise to the differing isosurface volumes. The NCI plot (Figure 3, right), however, displays all 
spikes in the non-covalent interaction region −0.025 ≤ sign(λ2)ρ ≤ 0.025 in a very similar manner 
and makes interpretation much less easy. For this reason, despite very similar computational 
requirements for both methods making them equally suitable for analysis of large (ensembles 

Figure 4. Host-guest complexation between curcurbit[7]uril and 12serTFAc sufactant. (left) IGM δginter = 0.01 a.U. Isosurface 
colored by value of sign(λ2)ρ (−0.03 ≤ sign(λ2)ρ ≤ 0.03 a.U.). Blue = stabilizing, red = destabilizing and green = weak 
interactions. (right) scatter plot of δginter and sign(λ2)ρ values.

Figure 3. Host-guest complexation between curcurbit[7]uril and the dodecyl serine-based monomeric cationic surfactant 
12SerTFAc. (left) reduced density gradient, s = 0.4, isosurface colored by value of sign(λ2)ρ (−0.03 ≤ sign(λ2)ρ ≤ 0.03 a.U.). 
Blue = stabilizing, red = destabilizing and green = weak interactions. (right) scatter plot of s and sign(λ2)ρ values.
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of) systems such as those arising from MD simulations it is likely that the future will see the 
newer IGM method being used much more extensively than the original NCI one.

5. Applications

This section presents some examples in which MD or MC simulations are used for estab-
lishing the contributions of NCI (e.g. electrostatic, hydrophobic and hydrogen-bond inter-
actions) to the free energy, in systems in which these are the main source of recognition, 
assembly, and stability. These include, for instance, host-guest complexes, polyelectrolytes 
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MD and free-energy calculations have provided insight on relevant aspects including the 
effect of substituents, the role of solvation, and rationales for the conformation and thermo-
dynamic characterization of the systems under investigation. Among several studies on the 
topic, available in the literature, only a few are briefly reviewed. For instance, MD simula-
tions in water, with PMF estimation based on both TI and constraint force methods, have 
been used for inspecting the thermodynamic properties of binding of some inorganic ions, 
such as ClO4
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confined β-cyclodextrins [14, 98]. In general, the association process between the host and 
guest molecules is analyzed along the reaction coordinate defined by the distance between the 
centers of mass of both host and guest, along a reference coordinate (e.g. z-axis). In these par-
ticular systems, electrostatic interactions and hydrogen bonding have played a major role on 
the binding process. For instance, simulations have elucidated the association mode of sulfate 
anion with free and grafted β-cyclodextrin (see Figure 5). For the latter system, a small mini-
mum in the PMF profile (Figure 5, top), positioned at a larger distance relative to the cavity 
of surface-grafted cyclodextrin, suggested the formation of a noninclusion complex. The ion 
binds to the host by forming hydrogen bonds with the free-cyclodextrin portal. Also relevant is 
the individual energy contributions to the cyclodextrin-ion interaction, which is governed by 
electrostatic interactions. However, this favorable electrostaction contribution is not sufficient 
to compensate desolvation of the anion, considering the respective hydration energy [14].

The release and transport of drugs mediated by cyclodextrin-based carriers, have also been 
investigated [99] systematically using MD and free-energy calculations, showing the preferred 
inclusion modes of such drugs for cyclodextrins. One example (see Figure 6), refers to the 
binding of amphotericin B (AmB), which possesses two sites, within the respective prolonged 
macrolide, with higher binding affinity to γ-cyclodextrin. The decomposition of the PMFs into 
free-energy contributions have suggested that van der Waals and electrostatic interactions are 
the main driving forces responsible for the formation of this type of complexes [99].

Recently, some of the authors [5] have demonstrated the relevance of non-included moieties 
in the stability constants of several cyclodextrin-based complexes. The binding constants for 
naphtalene derivatives forming complexes with β-cyclodextrin were calculated (ranging from 
128 to 2.1×104 kJ.mol−1), pointing out the important effects of the substituents. Substitution of 
naphthalene promoted an increase in the binding constant (up to 100-fold), irrespective of the 
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nature of the substituent, the latter comprising small hydrophobic and hydrophilic, including 
charged, groups. Enthalpic and entropic contributions were separated in order to estimate 
their weight in the free-energy. Also, the preferred orientation of the guest molecules within 
the cyclodextrin was established.

In a completely different system [26], the same strategy was used for exploring the ion caging 
ability of bambusurils in aqueous media (Figure 7). Specifically, new insights on the confor-
mation, hydration and energy changes involved in the complexation process between the 
water-soluble benzoyl-substituted bambus[6]uril and chloride ion were provided. The struc-
tural features of three single bambusuril derivatives, and the relative energy contributions to 
the formation of the benzoyl-substituted bambus[6]uril-chloride complex were computed. 
The estimated standard free-energy of binding and the respective binding constant were 
found to be −11.7 kJ.mol− 1 and 112, respectively. Binding occurred with complete desolvation 

Figure 5. (Top) schematic representation of the association pathway (left) between SO4
2− and a β-cyclodextrin grafted to 

a gold-surface, used for the construction of the PMF profile (right). The free-energy profile characterizing the association 
process, in water, of the ion into the free β-cyclodextrin is also shown. (Bottom) illustrative spanshot showing the 
presence of hydrogen bonding (right) as the ion approximates the cavity of the host, and (left) graphical distribution of 
distances and angles correspondonding to the hydrogen bonds. Reproduced from Ref. [14] with permission from the 
Royal Society of Chemistry.
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of both guest and host cavity. One of the most interesting observation was that chloride was 
hermetically sealed inside the host cavity, as a result of a concerted action of both conforma-
tion change and desolvation (see Figure 7) [26].

Solvent contributions to the thermodynamics of binding have been scrutinized [13], empha-
sizing the importance of using explicit models for the accurate calculation of binding ther-
modynamics. A detailed analysis on the energetics of the host-guest complexation between 
β-cyclodextrin and several model drugs (e.g. puerarin, daidzin, daidzein, and nabumetone) 
have demonstrated that the flexibility of the binding partners and solvation-related enthalpy 
and entropy changes must be included explicitly for the precise estimation of thermodynamic 
parameters involved in molecular association. In this study, it was also demonstrated that 
implicit models are not suitable to provide detailed information on how free-energy is decom-
posed into enthalpy and entropy [13].

The dimerization of cyclodextrins has also been recognized as a relevant step in the construc-
tion of nanostructured materials. Only a few studies (see e.g. refs [15, 48].) involving umbrella 

Figure 6. (A) Schematic representation of the two inclusion pathways along which AmB approximates to β- or γ- 
ciclodextrins. (B) PMF profiles for the inclusion of AmB with β- and γ-cyclodextrins considering the two orientations. (C) 
Equilibrium configuration of the complex between AmB and β-cyclodextrin (orientation I) followed by a representation 
of the hydrogen bonds formed between host and guest molecules and the respective averaged number (O⋯H⋯O angle 
>135° and O⋯O distance <3.5 Å), as a function of the simulation time. (D) Decomposition of the PMFs into van der Waals 
and electrostatic host-guest and host-solvent contributions, for the complexes between AmB and β- and γ-cyclodextrin 
in orientation I, and AmB and γ-cyclodextrin in orientation II. Reproduced from Ref. [99] with permission from the 
American Chemical Society.
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nature of the substituent, the latter comprising small hydrophobic and hydrophilic, including 
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a gold-surface, used for the construction of the PMF profile (right). The free-energy profile characterizing the association 
process, in water, of the ion into the free β-cyclodextrin is also shown. (Bottom) illustrative spanshot showing the 
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of both guest and host cavity. One of the most interesting observation was that chloride was 
hermetically sealed inside the host cavity, as a result of a concerted action of both conforma-
tion change and desolvation (see Figure 7) [26].

Solvent contributions to the thermodynamics of binding have been scrutinized [13], empha-
sizing the importance of using explicit models for the accurate calculation of binding ther-
modynamics. A detailed analysis on the energetics of the host-guest complexation between 
β-cyclodextrin and several model drugs (e.g. puerarin, daidzin, daidzein, and nabumetone) 
have demonstrated that the flexibility of the binding partners and solvation-related enthalpy 
and entropy changes must be included explicitly for the precise estimation of thermodynamic 
parameters involved in molecular association. In this study, it was also demonstrated that 
implicit models are not suitable to provide detailed information on how free-energy is decom-
posed into enthalpy and entropy [13].

The dimerization of cyclodextrins has also been recognized as a relevant step in the construc-
tion of nanostructured materials. Only a few studies (see e.g. refs [15, 48].) involving umbrella 
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American Chemical Society.
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sampling simulations and PMF calculations have been carried out for investigating the binding 
affinity of dimers in the presence/absence of a guest molecule, and the preferred orientation of 
interglucopyranose hydrogen bonds, at the cyclodextrin portals. These include β-cyclodextrin 
monomers and dimers in aqueous and nonaqueous media [48]. Polar solvents with stronger 
hydroden bond accepting abilities can easily disrupt intermolecular hydrogen bonds, decreas-
ing the stability of the dimers. In the same environment, higher binding affinities are achieved 
if guest molecules are included in the channel-type cavity of such dimers. These results 
allowed concluding that the formation of dimers is solvent-dependent and guest-modulated 
[48]. In another related study [15], it was shown that the cooperative binding of cyclodextrin 
cavities to guest molecules can facilitates the dimerization process, favoring the overall sta-
bility and assembly of nanostructures. Different dimerization modes yielded different bind-
ing strengths. This has been demonstrated in systems consisting of isoflavone drug analogs 
used as drug templates, and cyclodextrins (Figure 8). A detailed quantification of host, guest 
and solvent contributions to the thermodynamics of binding has revealed that head-to-head 
dimerization promotes the most stable complexes, which can be used as building blocks for 
template-stabilized nanostructures. Desolvation of cyclodextrin dimers and entropy changes 
upon complexation also affect significantly the cooperative binding [15].

Other strategies have been adopted resorting to both MD and MC simulations. As an exam-
ple of application [100], free-energy calculations and lattice chain MC simulations have been 
used for understanding the formation of polyrotaxanes (Figure 9), including the identifica-
tion of the most favorable conformations of cyclodextrin molecules in a polyrotaxane and 
the quantification of dimerization free energies, related to different spatial arrangements of 
two consecutive cyclodextrin molecules. It has been suggested, that the binary association is 
controlled by the formation of hydrogen bonds between two adjacent molecules, promoting 
an overall structural stabilization [100].

The thermodynamic cost of confining polyelectrolytes spherical cells of different radii can 
also be quantified by free-energy calculations, resorting to TI [101]. Simulation studies of 

Figure 7. Typical conformation of the inclusion complex between one chloride ion (purple sphere) and the dodeca 
(4-carboxybenzyl)bambus[6]uril, in water, sampled during the MD run, at 298 K. (Right) Scheme of the dissociation 
pathway, along the z-component (ξz), between host and guest. The steering force is applied on the chloride ion for 
generating the initial configurations for the umbrella sampling procedure. Reproduced from Ref [26] with permission 
from Elsevier.
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polyelectrolytes, based on MC and MD, have been precluded by the respective chain lengths 
and the need of large concentrations of compacting agents. The conformational and energetic 
changes in DNA delivery systems have been studied computationally by some of the authors 
[101, 102]. For instance, a coarse-grained model was proposed [101] for exploring structural 
and thermodynamics aspects of confining polyions in spherical cavities, with different linear 
charge densities and with counterions of different valences. The free-energy of the confined 
polyion and counterions were estimated as a function of the sphere radius, from a dilute solu-
tion corresponding to the largest sphere. A positive free-energy difference was found for all 
systems and was associated to the compression. This means that the system containing the 
polyion with the largest linear charge density and monovalent counterions displays the larg-
est resistance to being compressed. The penalty is thus largest for the polyion with the largest 
linear charge density and monovalent counterions. The replacement of the monovalent coun-
terions with trivalent ones induced a compactation of the polyion, as a consequence of the 
stronger electrostatic polyion-counterion attraction. This leads to a nearly full compensation 
of the ideal and electrostatic contributions to the free-energy of their confinement.

Other interesting example of application relates to protein-ligand interactions [103–107], 
which are typically pursued by significant conformational and energetic changes. These 

Figure 8. (Top) schematic representation of the association coordinate for the 2:1 complex between a β- cyclodextrin 
dimer and daidzein. (Bottom) PMF profiles and representative configurations of the 2:1 complexes between the 
specific BHHP arrangement of β- cyclodextrin dimer and three different model drugs. Reproduced from Ref. [15] with 
permission from the American Chemical Society.
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polyelectrolytes, based on MC and MD, have been precluded by the respective chain lengths 
and the need of large concentrations of compacting agents. The conformational and energetic 
changes in DNA delivery systems have been studied computationally by some of the authors 
[101, 102]. For instance, a coarse-grained model was proposed [101] for exploring structural 
and thermodynamics aspects of confining polyions in spherical cavities, with different linear 
charge densities and with counterions of different valences. The free-energy of the confined 
polyion and counterions were estimated as a function of the sphere radius, from a dilute solu-
tion corresponding to the largest sphere. A positive free-energy difference was found for all 
systems and was associated to the compression. This means that the system containing the 
polyion with the largest linear charge density and monovalent counterions displays the larg-
est resistance to being compressed. The penalty is thus largest for the polyion with the largest 
linear charge density and monovalent counterions. The replacement of the monovalent coun-
terions with trivalent ones induced a compactation of the polyion, as a consequence of the 
stronger electrostatic polyion-counterion attraction. This leads to a nearly full compensation 
of the ideal and electrostatic contributions to the free-energy of their confinement.

Other interesting example of application relates to protein-ligand interactions [103–107], 
which are typically pursued by significant conformational and energetic changes. These 
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Figure 10. Representative conformation of the complex between PAZ domain of the human argonaute 2 (hAgo2) and 
the chemically modified siRNAs at 3′ overhang, obtained from the last nanoseconds of the MD production runs. Panel A 
illustrates the relative positioning of domains and interdomain linker of the hAgo2 (using the crystal coordinates of PDB 
ID: 4F3T) and the positioning of the siRNA antisense strand. Panels B and C show the most representative structures 
of the complexes formed between PAZ domain and siRNAs, modified with phosphorothioate thymidine (PS) and 
L-threoninol-thymine (THR), respectively. PS and THR correspond to the second-last residues of the modified siRNAs 
while PS3’ and THR3’ correspond to the last one. Hydrogen-bonding interactions between the siRNA nucleotides and 
the PAZ amino acid residues are represented in black dash lines. The phosphorus, oxygen, nitrogen, hydrogen and sulfur 
atoms are colored in yellow, red, blue, white, and green respectively. Panels D and E correspond to the occupancies of 
the most prominent hydrogen bonds formed between the PAZ binding pocket and 2-nt modified nucleotides with PS 
and THR, respectively. The analysis of the instantaneous hydrogen bond formation was obtained using an in-house 
algorithm. Adapted from Ref. [108].

Figure 9. (A) Structural arrangement of a polyrotaxane formed formed by a poly(ethylene glycol chain included in 
multiple α-cyclodextrins, (B) definition of the reaction coordinate, ξ, in wich both the geometrically restrained (cyan) 
and free (red) cyclodextrins are presented. (C) Three possible conformations (HH, HT and TT) showing different 
spatial arrangements of two consecutive α-cyclodextrin molecules. (D-F) Free-energy profiles corresponding to 
the dimerization of α-cyclodextrins on the poly(ethylene glycol chain, for the HH, HT and TT conformations. (G-I) 
Individual cyclodextrin-cyclodextrin, cyclodextrin-water, and cyclodextrin-thread energy contributions for the total 
free-energy, in the three conformations. Reproduced from Ref. [100] with permission from the American Chemical 
Society.
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changes often occur on time scales that make direct atomic-level simulations useless. One pos-
sible alternative relies on the assumption that the change in the binding free-energy resulting, 
for e.g. from a mutation of a ligand bounded to a protein, complies a linear response scheme 
[104], with parameters estimated from training sets of protein-ligand complexes, and used for 
predicting binding affinities of new ligands. Another strategy is the computational design of 
the ligand in free and bound states. In this type of systems, the emergence of some reliable 
implicit solvation models and classical statistical-mechanical approaches have been part of the 
solution. These include, for instance, the use of the molecular mechanics Poisson-Boltzmann 
surface area (MM-PBSA) model [46]. A theoretical study, recently published [108], encom-
passes MD and free-energy calculations for evaluating the structural and thermodynamic 
signatures involved in the interaction of siRNA molecules, bearing chemical modifications 
at 3’-overhang, with the PAZ domain of human Argonaute (Figure 10). In these systems, a 
reduction of the complex binding affinity has been observed upon siRNA modification, being 
explained by the hampering of hydrogen bond formation in the active site of PAZ. Analyses 
of free-energy, achieved from simulations based on the Generalized Born and surface area 
continuum solvation (MM-GBSA) method, and of hydrogen bonds, have provided a complete 
identification of the most relevant residues for PAZ-siRNA interaction (see Figure 10). This 
data will contribute to the improved design of synthetic nucleotide analogues, circumventing 
some of the intrinsic siRNA drawbacks.

6. Concluding remarks

Molecular simulations, including free-energy calculations is still a fertile ground for research, 
from both theoretical and applied perspectives. Among the various challenges in the field of 
free-energy calculations, the integration of thermodynamics and kinetics through the con-
comitant determination of potentials of mean force and diffusivities in biased simulations, 
will benefit from substantial efforts. Although there is a general consensus that free-energy 
calculations are an important tool of computational chemistry and structural biology, thriv-
ing beyond academic walls, namely in industrial environments, some concerns still remain, 
dealing with the question to whether or not those methods provide convincing and reliable 
answers.
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Abstract

Fundamentals of the atomic mechanisms governing the strength of nanosized metallic
crystals are described. An attempt is made to explain on this basis the size and orientation
effects, temperature dependence of strength and atomism of fracture of bcc crystals under
triaxial uniform (hydrostatic) tension. A feature of the proposed material is that it com-
bines the results of molecular dynamics simulation with the data of experimental research
findings on failure of metallic nanosized crystals under the high-field mechanical loading.
It is exhibited that local instability of the lattice is the main mechanism governing the
strength of defect-free nanosized crystals (NSC). Based on the concept of local instability,
an explanation is given of the nature of the size effect in NSC, as well as of the differences
in its manifestation in nanocrystals with bcc and fcc lattices. The concept of the mecha-
nism of thermal activation of local instability is outlined. This enables to explain the
specific features of the temperature dependence of NSC. The results of experimental
studies and molecular dynamics simulation of the failure of tungsten nanocrystals under
hydrostatic tension are presented. The ideas about the atomism of the bcc-fcc transition in
these conditions are articulated.

Keywords: molecular dynamic simulation, nanosized crystals, lattice instability, strength,
nanowire, size effect, surface tension

1. Introduction

Significant advances in the fabrication of nanoscale objects with controlled size and properties
(nanorods, nanowires, nanopillars and carbyne chains) are a characteristic feature of nanotech-
nology development in the last decade. In turn, this stimulates the development of experimental
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methods for characterising the properties of these nanoobjects, as well as computer methods for
predicting their behaviour under various external influences. Nanosized metallic crystals occupy
a special place among these objects. Due to their remarkable physical and mechanical properties,
they can be directly used in various nanodevices; in addition, they are considered as building
blocks for the creation of nanocrystalline materials. On the other hand, study of nanosized
crystals enables to ascertain the fundamental mechanisms of deformation and fracture inherent
in the nanoscale. Fabrication of defect-free nanocrystals and their compression test [1–3], as well
as the development of a high-field technique for the preparation and in-situ tensile testing of
nanoneedles [4–6], becomes a milestone event in experimental studies of nanosized crystals.
Absence of defects (dislocations and twins) in these crystals made it possible to reach extremely
high levels of strength, which are close to the value of “theoretical strength”. Therefore, molec-
ular dynamics (MD) simulation is the most effective tool for studying atomic mechanisms to
reach extremely high levels of strength in crystals.

Nanosized crystals of bcc metals are a classical object of MD simulation [7–13]. Currently,
considerable attention is paid to metals with a bcc lattice [14–20]. From a physical point of view,
bcc metals are more interesting because they provide a greater variety of atomic rearrangements,
governing the strength. However, the main difficulty in MD simulation of bcc metal is lack of
sufficiently reliable potentials, which limits the accuracy of such simulation. In this connection,
the appearance of direct experimental data on the strength of bcc nanocrystals substantially
facilitated the problem of selection and verification of these potentials. A great number of works
onMD-simulation enabled to predict the key effects controlling the level of strength of nanosized
nanocrystals, namely: (i) the size effect, (ii) dependence of strength on orientation, (iii) the
temperature dependence of strength, and (iv) dependence of strength on the stress state mode
[7–24]. At the same time, the absence of a completed theory of strength of nanosized crystals is a
characteristic feature of science of the strength of these objects. Lack of sufficient experimental
data is the second feature of state-of-the-art in researches of strength of nanosized crystals.
Difficulties in performing mechanical tests of nanospecimens are the reason for this. In this
regard, the high-field mechanical tests of nanosized specimens should be indicated. It has made
it possible in situ mechanical loading of nanosized specimens up to level close to theoretical
strength combined with direct observation of the atomic structure of these objects under well-
controlled crystallographic conditions [25, 26].

In the present work, fundamentals of the atomic mechanisms governing strength of nanosized
metallic crystals are described; besides, an attempt is made to explain on this basis the size and
orientation effects, temperature dependence of strength, and atomism of fracture of bcc crys-
tals under triaxial uniform (hydrostatic) tension.

2. Methods of physical and numerical experiments

2.1. Field-induced mechanical test

The in situmechanical loading of nanosized crystals in the FIM experiments was realised using
the Maxwell mechanical stress induced by high electric fields. As was shown in these studies,
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the vast majority of dislocations was removed under the action of the electric field–induced
mechanical stresses. So, most of the dislocation-free nanosized crystals were fractured at
mechanical stresses corresponded to substantial parts of the ideal strength of solids. This
technique was used for uniaxial tensile tests of tungsten and molybdenum nanoneedles and
for uniform triaxial (hydrostatic) tensile tests of a tungsten nanocrystal.

The intrinsic hydrostatic tensile strength of tungsten was experimentally determined using a
high-field testing in field-ion microscope (FIM) with needle-shaped specimens (Figure 1a) [6].
The specimens with an initial radius of curvature of about 100 nm and the taper angle of
5� 15

�
were etching in a NaOH solution of 99.98% pure tungsten wires with the <110> texture.

The specimen surface was preliminary polished by low-temperature field evaporation [25].
Field ion images were acquired at the voltage of 4–22 kV. For mechanical loading, a high
voltage pulse Vp with duration of 20 ns was applied. The local field at specimen surface was
determined as

F ¼ F0 � V0 þ Vp
� �
V0

, (1)

where V0 is the applied voltage corresponding to the threshold field for evaporation F0 [25, 27].
The evaporation field of tungsten F0 on the [110] facets at 77 K is 57 V nm�1 related to an
evaporation rate of ~10�2 atomic layers per second. The electric field decreases severely under

Figure 1. An electron microscopic image of Mo nanotip formed by field evaporation (a) and the sketch of a high-field
tension test (b).
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the hemispherical cap in the conical part. So, the failure of needle-shaped specimens was
usually initiated at the nanosized cap in the region of the ultimate field strength. An electric
field applied to a metal specimen induces the Maxwell surface stress

σs ¼ ε0F2

2
(2)

where ε0 is the electric constant. This stress acts normal to the surface element at all points. The
stress state of a needle-shaped specimen is possible to estimate to any plane in the specimen
apex section by integration of the stress components at each point on the surface. The Maxwell
stress acting over the metal surface produces the force in the axis direction is given by:

f z ¼
1
2

ðð
ε0F2cosβdS, (3)

where dS is an element of surface area, β is the angle between the axis and the normal to that
surface facet. The integral is taken over the whole specimen surface. The local Maxwell stress is
calculated by integration of the field-induced stress and dividing by the area of the section
concerned. The near surface Maxwell stress under the hemispherical envelope of the specimen
is virtually hydrostatic and equals to the local surface stress determined by Eq. (3). The stress
state in the conical shank region is corresponded to the tensile test with uniaxial tension. It
enables both to deform nanocrystal plastically and to break it under uniaxial tension (Figure 1b).

For nanocrystal failure under multiaxial uniform (hydrostatic) tension, a protrusion was
formed on the spherical part of specimen. It was created by selection of special schedules for
the high-field evaporation of atoms from the nanospecimen surface [19]. This is shown sche-
matically in Figure 2a. Electric field strength and, accordingly, mechanical stresses increase
with decrease in the curvature radius of a surface. So, maximal stresses act in this protrusion.
This makes it possible to fracture the metal exactly in this volume. It is done by a steep increase
in the electric field strength. Appearance of the crater on a nanoneedle surface is the direct
evidence that fracture occurs in the local region, where hydrostatic tension acts (Figure 2b).

The Maxwell stress was determined with accuracy of �4%. The systematic error due to
uncertainties in the field calibration is �3% (see [28, 29]), and, correspondingly, the systematic
error in determination of the Maxwell stress is �6%. The total error in determination of the
Maxwell stress is �10%.

2.2. Molecular dynamics simulation

To analyse atomic mechanisms of instability and failure of defect-free nanosized crystal under
uniform triaxial (hydrostatic) tension, MD simulation was employed. Simulation was
performed using the software (program package) XMD [http://xmd.sourceforge.net/].

Extended Finnis–Sinclair semiempirical potential [30] (Tables 1 and 2) was utilised for MD
simulation of hydrostatic tension of tungsten. This potential overcomes the “soft” behaviour of
the original Finnis–Sinclair potential [31].
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According to EAM or FS formalism, the total energy of a system is given by the expression:

Utot ¼ 1
2

X
ij

V rij
� �þ

X
i

f ri
� �

(4)

where the first term is the conventional central pair-potential summation:

V rð Þ ¼ r� cð Þ2 c0 þ c1rþ c2r2 þ c3r3 þ c4r4
� �

, r ≤ c
0, r > c

(

and the second term is the n-body term:

f ri
� � ¼ ffiffiffiffi

ri
p

ri ¼
X
i 6¼j

A2φ rij
� �

φ rð Þ ¼ r� dð Þ2, r ≤ d
0, r > d

(

Figure 2. The schemes of the nanoneedle tip and loading (r is the protrusion radius) before failure (a) and FIM
microfractograms of tungsten nanotip acquired at 5.60 kV immediately after failure (b).

A, (eVA�1) d, A c, (A) c0, (eVA�2) c1, (eVA�3) c2, (eVA�4) c3, (eVA�5) c4, (eVA�6)

1.885948 4.41 3.25 48.527 96 �33.79621 5.854334 �0.0098221 0.033338

Table 1. Potential parameters for W.

A, (eVA�1) d, A c, (A) c0, (eVA�2) c1, (eVA�3) c2, (eVA�4) c3, (eVA�5) c4, (eVA�6)

1.848648 4.1472 3.2572 47.98066 �34.09924 5.832293 0.017494 0.020393

Table 2. Potential parameters for Mo.
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This makes it possible to fracture the metal exactly in this volume. It is done by a steep increase
in the electric field strength. Appearance of the crater on a nanoneedle surface is the direct
evidence that fracture occurs in the local region, where hydrostatic tension acts (Figure 2b).

The Maxwell stress was determined with accuracy of �4%. The systematic error due to
uncertainties in the field calibration is �3% (see [28, 29]), and, correspondingly, the systematic
error in determination of the Maxwell stress is �6%. The total error in determination of the
Maxwell stress is �10%.

2.2. Molecular dynamics simulation

To analyse atomic mechanisms of instability and failure of defect-free nanosized crystal under
uniform triaxial (hydrostatic) tension, MD simulation was employed. Simulation was
performed using the software (program package) XMD [http://xmd.sourceforge.net/].

Extended Finnis–Sinclair semiempirical potential [30] (Tables 1 and 2) was utilised for MD
simulation of hydrostatic tension of tungsten. This potential overcomes the “soft” behaviour of
the original Finnis–Sinclair potential [31].
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According to EAM or FS formalism, the total energy of a system is given by the expression:
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V rij
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f ri
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where the first term is the conventional central pair-potential summation:
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Figure 2. The schemes of the nanoneedle tip and loading (r is the protrusion radius) before failure (a) and FIM
microfractograms of tungsten nanotip acquired at 5.60 kV immediately after failure (b).

A, (eVA�1) d, A c, (A) c0, (eVA�2) c1, (eVA�3) c2, (eVA�4) c3, (eVA�5) c4, (eVA�6)

1.885948 4.41 3.25 48.527 96 �33.79621 5.854334 �0.0098221 0.033338

Table 1. Potential parameters for W.

A, (eVA�1) d, A c, (A) c0, (eVA�2) c1, (eVA�3) c2, (eVA�4) c3, (eVA�5) c4, (eVA�6)

1.848648 4.1472 3.2572 47.98066 �34.09924 5.832293 0.017494 0.020393

Table 2. Potential parameters for Mo.
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Uniform triaxial tension of ball-shaped nanosized tungsten crystal was also simulated. Initial
radius of nanocrystal was 10.8 nm. Such a size enabled to eliminate the influence of rigid
surface shell on the behaviour of atoms in the inner region of specimen. To describe the
distribution of atomic velocities for given temperature, the Boltzmann distribution was used.

To hold simulated temperatures, velocity of atoms was scaled by Tt=Tcð Þ1=33 (Tt is the value of
temperature kept during simulation; Tc is the instantaneous system temperature at each time
step). То avoid а shock wave when loading, gradient velocity is added to interior atoms [32].
Thermal motion of the atoms of the surface layer of a thickness 0.5 nm was “frozen.” These
atoms had only the radial component of the velocity, which ensured uniform triaxial expan-
sion of the ball shell with the rate 5 m/s. Accordingly, the strain rate was 4.63� 108 s�1. Tension
of nanowires of molybdenum and tungsten in three crystallographic directions [100], [110] and
[111] was modelled also. Cylinder with the axis oriented along a corresponding crystallo-
graphic direction was cut from the set of atoms placed exactly at a lattice site. Relation between
the diameter and the length of cylinder is one-quarter. After that, boundary conditions are
applied. The central part (gauge length) of the cylinder with length of 3 diameters is still free,
but atoms of border parts are made “frozen.” Time step is 10�15 sec. The diameter of
nanospecimens varied within the range 1÷13 nm. In addition, to interpret the experimental
data on the destruction of nanopillars under uniaxial compression, MD simulation of the
compression of cylindrical Mo specimens in the [100] direction was performed.

For the quantitative analysis of the driving forces of atomic rearrangements, in addition to
global stresses σij (average over the specimen), local ξij stresses (acting within the volume per
atom) were estimated. The local stresses ξij were determined as:

ξkij ¼
1

2Ωk

Xn

m 6¼kð Þ
f kmi rkmj : (5)

where k refers to the considered atom;m refers to the neighbouring atom; f kmi is the force vector

between atoms k and m determined as the gradient of energy functional; rkmj is the position

vector between atoms k and m; n is the number of the nearest neighbouring atoms; Ωk is the
atomic volume; and i, j are the stress tensor indexes.

An expression for the global stresses σij is the following:

σij ¼ 1
N

XN

k¼1

ξkij: (6)

where N is the total number of atoms in the nanowire.

For calculation of the local shear stresses, the following formula was used:

ξns ¼
X
i, j

ξijnisj (7)

where ni is the normal vector for the glide plane, sj is the slip direction.
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True strain value was employed as a measure of longitudinal strain of the nanowire as a whole:

exx ¼ ln 1þ Δlxx
l0

� �
(8)

where l0 and Δlxx are the initial gauge length of a specimen and its increment, respectively.

When modelling hydrostatic tension of a nanosized ball-shape specimen, engineering strain
value was determined as:

e ¼ Δr
r0

(9)

where r0 and Δr are the initial values of radius of ball and its increment, respectively.

3. Results and discussion

As it is known, microscopic defects (dislocations and twins) are the main reason for decrease in
strength of materials. Modern nanotechnologies enable us to create materials, which, in most
cases, are defect-free. Therefore, initially, it was believed that their strength must tend to the
ideal strength and be the intrinsic material trait much like the elastic constants. However, it
was appeared that the strength of nanosized crystals changes within the wide range
depending on their sizes, temperature, loading condition, etc. However, the concept of ”ideal
strength” can be used as a starting point for the analysis of atomic mechanisms governing the
strength of nanosized crystals. The ideal strength of a material is defined to be the maximal
homogenous stress that an ideal crystal can withstand. Reaching of the limit state of such crystal
is related to uniform and simultaneous break of atomic bonds or its reformation. In general
case, two instability modes exist for metals, namely (i) instability of crystal under the tensile
stresses (instability on the Bain path for bcc crystals) and (ii) shear instability. The first mode of
instability of an ideal crystal results in its disintegration. Shear instability gives rise to change
in shape and orientation of an ideal crystal [33–35].

A fundamental difference of nanosized crystals from the ideal ones is that the nanocrystals can
be defect-free but not ideal since the ideal position of atoms in the crystal lattice is disturbed by
both (i) action of surface tension forces and (ii) thermal vibrations of atoms. Action of the
surface tension forces leads to inhomogeneous distribution of local stresses. Thermal vibration
of atoms causes local stress fluctuations. These two factors are the main reasons for localisation
of process of breaking and reformation of atomic bonds in nanosized crystals [36, 37]. As a
result, the above two modes of an ideal lattice instability occur in a nanosized crystal, but this
instability is realised in a limited local region of the crystal. This gives rise to the fact that
defects form as a result of above instability. For instance, formation of dislocations and twins is
a direct consequence of this localised shear instability. The key difference of these defects from
those in macrosized single crystals lies in the fact that they are highly non-equilibrium, since
they are formed in a defect-free crystal at stresses much exceeding the critical stress of their
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Uniform triaxial tension of ball-shaped nanosized tungsten crystal was also simulated. Initial
radius of nanocrystal was 10.8 nm. Such a size enabled to eliminate the influence of rigid
surface shell on the behaviour of atoms in the inner region of specimen. To describe the
distribution of atomic velocities for given temperature, the Boltzmann distribution was used.

To hold simulated temperatures, velocity of atoms was scaled by Tt=Tcð Þ1=33 (Tt is the value of
temperature kept during simulation; Tc is the instantaneous system temperature at each time
step). То avoid а shock wave when loading, gradient velocity is added to interior atoms [32].
Thermal motion of the atoms of the surface layer of a thickness 0.5 nm was “frozen.” These
atoms had only the radial component of the velocity, which ensured uniform triaxial expan-
sion of the ball shell with the rate 5 m/s. Accordingly, the strain rate was 4.63� 108 s�1. Tension
of nanowires of molybdenum and tungsten in three crystallographic directions [100], [110] and
[111] was modelled also. Cylinder with the axis oriented along a corresponding crystallo-
graphic direction was cut from the set of atoms placed exactly at a lattice site. Relation between
the diameter and the length of cylinder is one-quarter. After that, boundary conditions are
applied. The central part (gauge length) of the cylinder with length of 3 diameters is still free,
but atoms of border parts are made “frozen.” Time step is 10�15 sec. The diameter of
nanospecimens varied within the range 1÷13 nm. In addition, to interpret the experimental
data on the destruction of nanopillars under uniaxial compression, MD simulation of the
compression of cylindrical Mo specimens in the [100] direction was performed.

For the quantitative analysis of the driving forces of atomic rearrangements, in addition to
global stresses σij (average over the specimen), local ξij stresses (acting within the volume per
atom) were estimated. The local stresses ξij were determined as:
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where k refers to the considered atom;m refers to the neighbouring atom; f kmi is the force vector

between atoms k and m determined as the gradient of energy functional; rkmj is the position

vector between atoms k and m; n is the number of the nearest neighbouring atoms; Ωk is the
atomic volume; and i, j are the stress tensor indexes.

An expression for the global stresses σij is the following:

σij ¼ 1
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ξkij: (6)

where N is the total number of atoms in the nanowire.

For calculation of the local shear stresses, the following formula was used:

ξns ¼
X
i, j

ξijnisj (7)

where ni is the normal vector for the glide plane, sj is the slip direction.
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True strain value was employed as a measure of longitudinal strain of the nanowire as a whole:
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where l0 and Δlxx are the initial gauge length of a specimen and its increment, respectively.

When modelling hydrostatic tension of a nanosized ball-shape specimen, engineering strain
value was determined as:

e ¼ Δr
r0

(9)

where r0 and Δr are the initial values of radius of ball and its increment, respectively.

3. Results and discussion

As it is known, microscopic defects (dislocations and twins) are the main reason for decrease in
strength of materials. Modern nanotechnologies enable us to create materials, which, in most
cases, are defect-free. Therefore, initially, it was believed that their strength must tend to the
ideal strength and be the intrinsic material trait much like the elastic constants. However, it
was appeared that the strength of nanosized crystals changes within the wide range
depending on their sizes, temperature, loading condition, etc. However, the concept of ”ideal
strength” can be used as a starting point for the analysis of atomic mechanisms governing the
strength of nanosized crystals. The ideal strength of a material is defined to be the maximal
homogenous stress that an ideal crystal can withstand. Reaching of the limit state of such crystal
is related to uniform and simultaneous break of atomic bonds or its reformation. In general
case, two instability modes exist for metals, namely (i) instability of crystal under the tensile
stresses (instability on the Bain path for bcc crystals) and (ii) shear instability. The first mode of
instability of an ideal crystal results in its disintegration. Shear instability gives rise to change
in shape and orientation of an ideal crystal [33–35].

A fundamental difference of nanosized crystals from the ideal ones is that the nanocrystals can
be defect-free but not ideal since the ideal position of atoms in the crystal lattice is disturbed by
both (i) action of surface tension forces and (ii) thermal vibrations of atoms. Action of the
surface tension forces leads to inhomogeneous distribution of local stresses. Thermal vibration
of atoms causes local stress fluctuations. These two factors are the main reasons for localisation
of process of breaking and reformation of atomic bonds in nanosized crystals [36, 37]. As a
result, the above two modes of an ideal lattice instability occur in a nanosized crystal, but this
instability is realised in a limited local region of the crystal. This gives rise to the fact that
defects form as a result of above instability. For instance, formation of dislocations and twins is
a direct consequence of this localised shear instability. The key difference of these defects from
those in macrosized single crystals lies in the fact that they are highly non-equilibrium, since
they are formed in a defect-free crystal at stresses much exceeding the critical stress of their
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propagation in a crystal (Figure 3). As shown in Figure 3, the stress of formation for these
defects predetermines the level of strength of nanosized crystals [37].

3.1. The effect of surface

A characteristic feature of nanosized objects is the significant influence of the surface on their
properties. For mechanical properties, the surface effect is realised through the surface tension.
As it is known, in nanosized specimens, the level of stresses created by surface tension may
reach significant values even without loading [8]. Surface tension forces induce tensile stresses
in the surface layer of the crystal, which are balanced by compressive stresses in the bulk. It
gives rise to inhomogeneous local stress distribution within interior of the nanosized specimen.
Figure 4 presents the cross-sectional distribution of local shear stresses ξns, which act in shear
systems, where instability of crystal is observed. According to these data, even in the case of
the unloaded nanowire, the value of shear stresses in a surface layer of Mo nanowire may
reach values of the order of 4 GPa. This is only 3 times less than theoretical shear stress for Mo.
At loading of such specimen, these stresses cause the lattice instability in sub-surface layer
(Figure 4d). Surface tension not only gives rise to localization of the instability region in
surface layer, but it is also the reason for size effect, which manifests itself in growth or
decrease in strength of nanosized crystals (Figure 5). Recently, two approaches exist to explain

Figure 3. Images of Fe-nanowires and diagrams of their strain at temperature 300К for three crystallographic orienta-
tions: arrows indicate instability regions; RC is the instability stress (strength of nanowire).

Molecular Dynamics42

Figure 4. Distribution of the local shear stresses ξns in the slip systems <211>{�111}, <11-2>{111} and <121>{1-11} for
unloaded Mo nanowires in directions [100] - (а), [110] - (b), and [111] - (c) at T = 0 К. The cross-section diameter is 2.1 nm;
(d) localisation of lattice instability in surface layers.
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propagation in a crystal (Figure 3). As shown in Figure 3, the stress of formation for these
defects predetermines the level of strength of nanosized crystals [37].

3.1. The effect of surface

A characteristic feature of nanosized objects is the significant influence of the surface on their
properties. For mechanical properties, the surface effect is realised through the surface tension.
As it is known, in nanosized specimens, the level of stresses created by surface tension may
reach significant values even without loading [8]. Surface tension forces induce tensile stresses
in the surface layer of the crystal, which are balanced by compressive stresses in the bulk. It
gives rise to inhomogeneous local stress distribution within interior of the nanosized specimen.
Figure 4 presents the cross-sectional distribution of local shear stresses ξns, which act in shear
systems, where instability of crystal is observed. According to these data, even in the case of
the unloaded nanowire, the value of shear stresses in a surface layer of Mo nanowire may
reach values of the order of 4 GPa. This is only 3 times less than theoretical shear stress for Mo.
At loading of such specimen, these stresses cause the lattice instability in sub-surface layer
(Figure 4d). Surface tension not only gives rise to localization of the instability region in
surface layer, but it is also the reason for size effect, which manifests itself in growth or
decrease in strength of nanosized crystals (Figure 5). Recently, two approaches exist to explain
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tions: arrows indicate instability regions; RC is the instability stress (strength of nanowire).
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Figure 4. Distribution of the local shear stresses ξns in the slip systems <211>{�111}, <11-2>{111} and <121>{1-11} for
unloaded Mo nanowires in directions [100] - (а), [110] - (b), and [111] - (c) at T = 0 К. The cross-section diameter is 2.1 nm;
(d) localisation of lattice instability in surface layers.
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size effect. The first of them is based on a “global” criterion of limit state [8, 10, 16], and the
second one employs the “local” criterion of nanocrystal instability [14, 15, 18, 19].

Because of the surface tension, an inner part of a nanosized crystal is compressed, and the thin
surface region is stretched. If thickness of this stretched layer is neglected, then compressive
stresses σinxx in the inner part of specimen may be estimated as:

σinxx ¼ � 4f xx
d

(10)

where f xx is the surface tension along the specimen axis, and d is the diameter of specimen.

Global approach supposes that at compression of a nanosized specimen, stress σinxx is “added”
to applied stress, which gives rise to decrease in the global stress required for transition from
elastic to plastic strains, i.e., to decrease its strength. According to (10), the value of σinxx should

Figure 5. Dependence of strength of Mo nanowire on its diameter at T = 77К and T = 300 K for three crystallographic
orientations: points are the results of MD simulation; solid lines are calculations by (12) for the following orientations
(with corresponding values of parameters):[110] (f xx = 1.777 n/m, h ¼ 0.29 nm, m ¼ 0.470, τc ¼ 15:9 GPa (T = 77 K),
τc ¼ 13:9 GPa (T = 300 K), α ¼ 1);[111] (f xx = 2.345 n/m, h ¼ 0.40 nm, m ¼ 0.314, τc ¼ 15:9 GPa (T = 77 K), τc ¼ 13:9 GPa
(T = 300 K), α ¼ 1);[100] (f xx = 2.070 n/m, h ¼ 0.10 nm, h∗ ¼ 0.40 nm, m ¼ 0.47, τc ¼ 9:7 GPa (T = 77 K), τc ¼ 8:3 GPa (T =
300 K), α ¼ 1).
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increase with reduction of a specimen diameter. At tension, the effect of a specimen diameter
on the strength must be inverse, i.e., the value of RC must increase with the diameter growth.
This agrees with findings of MD simulation of tension and compression of nanowires with fcc
lattice [7–10, 36]. According to the MD simulation finding on tension of nanowires made of fcc
metals (Cu, Ni, Au, Ag), at a cross-sectional dimension less than 4.0 nm, there is an increase by
10–20% of their strength level with a decrease in the cross-sectional dimension. It should be
emphasised that this effect is observed for orientations [100], [110], and [111] in fcc nanowires
and in nanowires of bcc metals at orientations [100] [7–10, 12, 16, 36, 37]. At the same time, it
was shown in [37] that an opposite effect is observed under tension in the [110] direction of Mo
nanowires. In this case, the strength of nanowire decreases with decreasing its diameter. A
similar effect was ascertained for Fe nanowires [17]. MD simulation of the Mo nanowire
carried out in this paper shows that for Mo, analogous regularities are also observed for [111]
orientation (Figure 5). This difference in the behaviour of fcc and bcc nanowires cannot be
explained within the framework of existing global approach. Based on the results of MD
simulation and direct experimental data, it was shown in [4, 14] that under uniaxial tension,
the failure of metal nanowires is governed by shear instability, the result of which is the
formation of non-equilibrium dislocations or twins in the surface layer. Such a mechanism of
failure is observed even in bcc nanowires at low temperatures. Therefore, in the proposed local
approach, the instability criterion can be written in terms of local shear stresses ξns, as:

ξns ≥ τc (11)

where τc is the critical stress of local instability of crystal in a surface layer.

To derive the criterion of nanocrystals instability within the framework of continuum approach,
the concept of “effective” thickness h of surface layer can be used. This is the thickness of a layer

where the distribution of effective shear stresses ξsfns is homogeneous, but their effect on strength
is the same as in the case of real inhomogeneous stress distribution. In this case:

ξsfns ¼ mσsfxx ¼
mf xxd

αh d� hð Þ (12)

where d is the diameter of specimen;m is the orientation factor for systemwhere shear instability
occurs; α is the coefficient taking into account biaxial stress state on the nanospecimen surface

(α ≥ 1); and σsfxx is the effective tensile stress, which acts in the subsurface layer. Therefore, the
value of effective compressive stress σinxx acting in internal volume of specimen is:

σinxx ¼ � 4f xxd

d� 2hð Þ2 (13)

Using the criterion (10) with (11) gives the first approximation for strength RC:

RC ≈
τc
m

� f xxd
αh d� hð Þ (14)

According to this dependence, at d >> h, the surface tension must give rise to decrease in
strength RC, but the degree of this decrease does not depend on specimen diameter. At small
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increase with reduction of a specimen diameter. At tension, the effect of a specimen diameter
on the strength must be inverse, i.e., the value of RC must increase with the diameter growth.
This agrees with findings of MD simulation of tension and compression of nanowires with fcc
lattice [7–10, 36]. According to the MD simulation finding on tension of nanowires made of fcc
metals (Cu, Ni, Au, Ag), at a cross-sectional dimension less than 4.0 nm, there is an increase by
10–20% of their strength level with a decrease in the cross-sectional dimension. It should be
emphasised that this effect is observed for orientations [100], [110], and [111] in fcc nanowires
and in nanowires of bcc metals at orientations [100] [7–10, 12, 16, 36, 37]. At the same time, it
was shown in [37] that an opposite effect is observed under tension in the [110] direction of Mo
nanowires. In this case, the strength of nanowire decreases with decreasing its diameter. A
similar effect was ascertained for Fe nanowires [17]. MD simulation of the Mo nanowire
carried out in this paper shows that for Mo, analogous regularities are also observed for [111]
orientation (Figure 5). This difference in the behaviour of fcc and bcc nanowires cannot be
explained within the framework of existing global approach. Based on the results of MD
simulation and direct experimental data, it was shown in [4, 14] that under uniaxial tension,
the failure of metal nanowires is governed by shear instability, the result of which is the
formation of non-equilibrium dislocations or twins in the surface layer. Such a mechanism of
failure is observed even in bcc nanowires at low temperatures. Therefore, in the proposed local
approach, the instability criterion can be written in terms of local shear stresses ξns, as:

ξns ≥ τc (11)

where τc is the critical stress of local instability of crystal in a surface layer.

To derive the criterion of nanocrystals instability within the framework of continuum approach,
the concept of “effective” thickness h of surface layer can be used. This is the thickness of a layer

where the distribution of effective shear stresses ξsfns is homogeneous, but their effect on strength
is the same as in the case of real inhomogeneous stress distribution. In this case:

ξsfns ¼ mσsfxx ¼
mf xxd

αh d� hð Þ (12)

where d is the diameter of specimen;m is the orientation factor for systemwhere shear instability
occurs; α is the coefficient taking into account biaxial stress state on the nanospecimen surface

(α ≥ 1); and σsfxx is the effective tensile stress, which acts in the subsurface layer. Therefore, the
value of effective compressive stress σinxx acting in internal volume of specimen is:

σinxx ¼ � 4f xxd

d� 2hð Þ2 (13)

Using the criterion (10) with (11) gives the first approximation for strength RC:

RC ≈
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� f xxd
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According to this dependence, at d >> h, the surface tension must give rise to decrease in
strength RC, but the degree of this decrease does not depend on specimen diameter. At small
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values of d (in our case at d ≤ 4÷5 nm), reduction of d must result in growth of ξsfns, and,
respectively, decrease in RC. This agrees well with the results of MD simulation of tension in
directions [110] and [111] (Figure 5). At tension in these crystallographic directions, local
instability results in formation of non-equilibrium dislocation. Layer width, necessary to form
this dislocation, is of the order of the Burgers vector. This is comparable with the width of
stretched sub-surface layer of nanospecimen, and so, surface tension facilitates its formation.
At tension of bcc nanosized crystals in the direction [100], the local instability is due to
formation of non-equilibrium twin [16]. To form this kind of defect, the greater crystal volume
is needed; so, the region of the crystal, where twin forms, is located in the site where the
compressive stresses act. This reduces the magnitude of the resulting shear stress acting at the
time of defect formation. As a result of this, the level of applied stresses necessary for the
instability of a nanospecimen, i.e., its strength, increases. In this case, the upper estimate for the
nanowire strength is:

RC ≈
τc
m

� f xxd
αh 1þ β

� �
d� hð Þ þ

4βf xxd

α 1þ β
� �

d� 2hð Þ2 (15)

where β ≈
h∗

h
1� hþ h∗

d� h

� �
(16)

h∗ is the thickness of the layer within which the defect is affected by oppositely directed shear
stresses; β characterises the ratio of the slip plane areas located within the regions of compres-
sive and tensile stresses.

The third term in this dependence accounts for the effect of decrease in total value of shear
stresses influencing the twin, which is due to the fact that part of twin is located in a com-
pressed region. As it is exhibited in Figure 5, dependence (15) enables to describe the effect of
increase in strength at tension in the direction [100]. Thus, this rather simple model enables to
explain not only the anomaly of the size effect at tension of nanowires of bcc metals in the
<100> directions but also the difference between the regularities of size effect in fcc and bcc
metals. For all three orientations <100>, <110>, and <111>, local instability in fcc metals is due to
formation of a non-equilibrium stacking fault, the critical size of which exceeds a thickness of a
tensile surface layer. As a result, for these three crystallographic orientations, the effect of
increase in RC at decrease in a specimen diameter is observed. In bcc metals, the same effect is
observed only at tension in directions <100>, when twin forms. At tension in directions <110>
and <111>, the inverse effect is observed, because local instability results in formation of non-
equilibrium dislocations. Therefore, differences in regularities of manifestation of size effect in
bcc and fcc metals are due to different kinds of defects, which form as a result of local
instability of a crystal. Thus, dependence of the magnitude of the local shear stresses in the
surface layer of nanowire on its diameter is the reason for the existence of a size effect for the
strength of nanowires. The “sign” of this effect (increase or decrease in strength with decreasing
diameter) is determined by the kind of non-equilibrium defect, which is formed as a result of
local instability of the nanocrystal. When a non-equilibrium twin (bcc nanowire: orientation
<100>) or a stacking fault (fcc nanowires: orientations <100>, <110>, and < 111>) is formed, the
strength of the nanowire increases with decreasing its diameter. Formation of a non-equilibrium
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dislocation (bcc nanowires: orientations <110> and < 111>) gives rise to the opposite effect—a
reduction in strength with a reduction in the diameter of the nanowire.

3.2. The temperature effect

As noted above, there are two main reasons for localisation of the lattice instability in
nanocrystals, namely: (i) the effect of surface tension and (ii) the local stress fluctuation due to
oscillations of atoms in the lattice. Statistical distribution of local shear stresses in nanosized
crystal of iron at two temperatures is exhibited on Figure 6. Limit state of a nanosized crystal is
reached when the local shear stresses ξns attain the critical stress of local instability τc. In
general case, τc is the critical stress, at reaching of which the highly non-equilibrium disloca-
tion or twin forms in crystal. The value of a fluctuation component of local shear stresses δξns
depends on temperature. As shown in Figure 6, it leads to temperature dependence of the
strength RC.

The fluctuation component δξns can be presented as:

δξns ¼ t
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dξ Tð Þ

q
(17)

where Dξ is the value of variance of local shear stresses in a subsurface layer, where dislocation
or twin forms; t is the dimensionless characteristic of the fluctuation value. Its magnitude
depends on the probability of occurrence of such fluctuation. According to the criterion of

Figure 6. Distributions of local shear stresses ξns (in the slip system ([1 1 1](211)) for instability point RC in Fe–nanowire
under uniaxial tension in [100] direction at T = 3 K and T = 300 K [37].
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values of d (in our case at d ≤ 4÷5 nm), reduction of d must result in growth of ξsfns, and,
respectively, decrease in RC. This agrees well with the results of MD simulation of tension in
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stretched sub-surface layer of nanospecimen, and so, surface tension facilitates its formation.
At tension of bcc nanosized crystals in the direction [100], the local instability is due to
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tion or twin forms in crystal. The value of a fluctuation component of local shear stresses δξns
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local instability (10) and expression (16), the first approximation for the temperature depen-
dence of nanosized strength Run may be presented as:

Run ≈
τc � ξsfns � t

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dξ Tð Þp� �

m
(18)

Thus, temperature dependence of the local stress fluctuations δξns (16) gives the main contri-
bution to the temperature dependence of the strength of nanosized crystals. From the Debye
model [38] and results of computer simulation [39], it follows that within the range of temper-
atures, greater than the Debye temperature (θD), the variance of atomic displacements is linear
function of temperature, and for lower temperatures, susceptibility Dξ to change in tempera-
ture decreases. In [18], experimental evidence was first obtained for the temperature depen-
dence of Mo nanosized specimens (Figure 7). From these data, it follows that at temperatures
higher than θD, the expression (18) gives the correct qualitative description of the temperature
dependence of the strength of nanosized crystals, if assume the linear dependence of Dξ on T.
It should be noted that the nature of the strength temperature dependence for nanosized crystals
andmacrosized single crystals differs essentially because, in first case, thermal vibration of atoms

Figure 7. Dependence of strength of nanosized W crystals on the temperature and crystallographic direction: , , are
the results of MD-simulation, are the experimental evidence [18].
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causes local instability in defect-free structure and nucleation of defects. In the second case, the
lattice vibration facilitates mobility of already existent defects. It is necessary to emphasise the
fundamental difference in the mechanisms and structural levels of realisation of these processes.
In the first case, we are talking about the thermal activation of instability of the crystal lattice
(atomic-scale event). In the second case, the oscillation of the dislocation line (a microscopic
object) plays a key role, leading to the formation of kinks pairs, by means of which a thermally
activated overcoming by dislocation of the potential relief occurs. As a result, the laws of
temperature dependence differ as well as change in the absolute strength value. For instance,
over the temperature range 77К…300К, the value of yield strength of typical bcc transition
metals decreases 3–5 times, while the changes of a critical stress of NSC instability do not exceed
15–25%.

3.3. Nanosized crystal instability under hydrostatic tension

As noted above, there are two modes of crystal instability, namely shear instability and
instability under the action of tensile stresses. In ideal bcc crystals, this is manifested in the
existence of instability on the orthorhombic deformation path and instability on the Bain path.
As mentioned above, a shear instability in nanowires is usually realised at tension in directions
<110> and <111>. In the general case, when the bcc crystals are stretched in the <100> direction,
ab-initio computation predicts the possibility of instability, both on the orthorhombic and Bain
paths. As a result, the mode of instability is realised, for which a lower value of strains is
required. So, for example, for an ideal niobium crystal, the value of critical strain of instability
on the orthorhombic path is almost 1.5 times less than the corresponding strain on the Bain
path [34]. This means that the strength of Nb nanowires at tension in the direction <100>
should be governed by local shear instability. The situation with Mo, W, and Fe is more
complicated. According to the results of ab-initio calculations, for ideal crystals of these metals,
the values of critical strains and stresses on both paths are very close [33–35]. However, the
results of the MD simulation on tension of nanowires of these metals indicate the realisation of
local shear instability. One of the results of such instability is the reorientation of the crystal
lattice from [100] to [110]. According to the ab-initio calculations, such a reorientation should be
a consequence of the instability on the orthorhombic path. The only difference is that in an
ideal crystal, this reorientation must occur simultaneously in the entire crystal, and in a
nanosized specimen, this occurs locally with subsequent propagation to the entire volume of
nanospecimen (Figure 8). These regularities were considered in the works [14, 40]. Later,
similar results were obtained on nanowires with a square cross-section [16]. As a result of
realisation of the shear instability mechanism at tension of Mo, W, and α-Fe nanowires in the
direction [100], brittle fracture (Bain instability) does not occur, but on the contrary, the plastic
strain is larger as compared with that for orientations [110] and [111] [14, 40]. In this connec-
tion, the question arises whether it is possible to realise instability on the Bain path in nanosized
specimens made of the bcc metals. Ваіn instability was found in [14] at MD-simulation of
hydrostatic tension of ball-shaped specimen of iron. Under hydrostatic tension, the value of
the average shear stresses is zero. This contributes to the realisation of the Bain instability, since
there is no driving force for the shear instability of the crystal. However, the bcc!fcc transition
requires the realisation of a certain relationship between the strains of lattice along the
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causes local instability in defect-free structure and nucleation of defects. In the second case, the
lattice vibration facilitates mobility of already existent defects. It is necessary to emphasise the
fundamental difference in the mechanisms and structural levels of realisation of these processes.
In the first case, we are talking about the thermal activation of instability of the crystal lattice
(atomic-scale event). In the second case, the oscillation of the dislocation line (a microscopic
object) plays a key role, leading to the formation of kinks pairs, by means of which a thermally
activated overcoming by dislocation of the potential relief occurs. As a result, the laws of
temperature dependence differ as well as change in the absolute strength value. For instance,
over the temperature range 77К…300К, the value of yield strength of typical bcc transition
metals decreases 3–5 times, while the changes of a critical stress of NSC instability do not exceed
15–25%.

3.3. Nanosized crystal instability under hydrostatic tension

As noted above, there are two modes of crystal instability, namely shear instability and
instability under the action of tensile stresses. In ideal bcc crystals, this is manifested in the
existence of instability on the orthorhombic deformation path and instability on the Bain path.
As mentioned above, a shear instability in nanowires is usually realised at tension in directions
<110> and <111>. In the general case, when the bcc crystals are stretched in the <100> direction,
ab-initio computation predicts the possibility of instability, both on the orthorhombic and Bain
paths. As a result, the mode of instability is realised, for which a lower value of strains is
required. So, for example, for an ideal niobium crystal, the value of critical strain of instability
on the orthorhombic path is almost 1.5 times less than the corresponding strain on the Bain
path [34]. This means that the strength of Nb nanowires at tension in the direction <100>
should be governed by local shear instability. The situation with Mo, W, and Fe is more
complicated. According to the results of ab-initio calculations, for ideal crystals of these metals,
the values of critical strains and stresses on both paths are very close [33–35]. However, the
results of the MD simulation on tension of nanowires of these metals indicate the realisation of
local shear instability. One of the results of such instability is the reorientation of the crystal
lattice from [100] to [110]. According to the ab-initio calculations, such a reorientation should be
a consequence of the instability on the orthorhombic path. The only difference is that in an
ideal crystal, this reorientation must occur simultaneously in the entire crystal, and in a
nanosized specimen, this occurs locally with subsequent propagation to the entire volume of
nanospecimen (Figure 8). These regularities were considered in the works [14, 40]. Later,
similar results were obtained on nanowires with a square cross-section [16]. As a result of
realisation of the shear instability mechanism at tension of Mo, W, and α-Fe nanowires in the
direction [100], brittle fracture (Bain instability) does not occur, but on the contrary, the plastic
strain is larger as compared with that for orientations [110] and [111] [14, 40]. In this connec-
tion, the question arises whether it is possible to realise instability on the Bain path in nanosized
specimens made of the bcc metals. Ваіn instability was found in [14] at MD-simulation of
hydrostatic tension of ball-shaped specimen of iron. Under hydrostatic tension, the value of
the average shear stresses is zero. This contributes to the realisation of the Bain instability, since
there is no driving force for the shear instability of the crystal. However, the bcc!fcc transition
requires the realisation of a certain relationship between the strains of lattice along the
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directions OX, OY, and OZ [34]. This is impossible to be realised under conditions of uniform
triaxial tension. To analyse the details of this mechanism of bcc!fcc transition in nanosized
crystals, hydrostatic tension of a molybdenum nanoball with a diameter of 10.8 nm was
simulated [19]. MD simulations were performed for T = 77 K (the temperature for which the
experimental data were obtained) and also for a lower temperature of 30 K. Simulation at
lower temperatures makes it possible to obtain a clearer picture of atomic rearrangements,
since thermal “smearing” of atom locations is reduced. Based on the results of this simulation,
the diagram of deformation of the ball was built (Figure 9). To analyse local bcc-fcc
rearrangements, for each atom, the number of neighbouring atoms in the first coordination
sphere was calculated. This permits to determine the regions in crystal with both initial bcc
lattice and formed unstable fcc lattice, as well as heavily deformed regions (Figure 9).

According to the MD-simulation findings, when critical stress of instability of a specimen under
uniform triaxial tension, RC, is reached, displacements of atoms in the specimen are essentially
non-uniform (Figure 9). Bands form in the specimen, and deformation of the lattice in them
differs from the deformation in the other part of the specimen. Detailed analysis of atomic
rearrangements showed that global instability of entire specimen is initiated by bcc!fcc

Figure 8. Stress-strain dependence for Mo nanowire. Uniaxial tension in the direction [100] at T = 30 K, аnd schemes of
the lattice re-arrangement.

Molecular Dynamics50

transition within the local regions, i.e., instability on the Bain path is realised in these regions. At
further loading of a specimen, the regions with such type of a lattice expand and new regions
with fcc lattice may form aswell. Figure 9 demonstrates by different colours the atoms belonging
to bcc and fcc lattices, atoms forming the boundaries between these regions, and atoms from the
regions with strongly non-uniform distribution of atomic displacements (read colour).

To analyse quantitatively the instability initiation for the temperature 77К, distribution of local
tensile stresses ξ 100f g, acting on planes {100} at the moment of instability of nanosized speci-
men, was built (Figure 10). According to these data, significant fluctuation of the local stresses
ξ 100f g is observed. This gives rise to change in local stresses over the wide range of values—
from 10.6 GPa to 40.8 GPa at the average value of 28 GPa. The local maximum on the left
branch of distribution appears due to rigid surface shell, which is necessary to realise uniform
tension of specimen. According to the evidence obtained, Bain instability is initiated at the
value of local stresses ξcm ≈ 40 GPа. This stress exceeds significantly that for bcc!fcc transition
at purely uniaxial tension σct ¼ 28.9 GPа [41]. Action of tensile stresses in the direction normal
to that, in which Bain instability realises, is the reason for above excess. Findings of ab-initio
calculations for iron presented in [42] show that when applying a tensile stresses in the
orthogonal direction, the Bain instability stress increases as compared to purely uniaxial
tension. In our case, the Bain transition occurs in one of the directions <100> as a result of
fluctuation of local tensile stress in this direction. This is the feature of the atomic mechanism of

Figure 9. Diagram of deformation of the ball-shaped Mo nanosized specimen under hydrostatic tension at T = 30 K and
crystallographic structure of the ball-shaped nanosized specimen at the moment of its instability and at the moment of
crack initiation. The colour range indicates the number of atoms in the first coordination sphere for the selected atom.
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to bcc and fcc lattices, atoms forming the boundaries between these regions, and atoms from the
regions with strongly non-uniform distribution of atomic displacements (read colour).

To analyse quantitatively the instability initiation for the temperature 77К, distribution of local
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instability initiation in nanosized specimen under global uniform triaxial tension. It should be
emphasised that in this case, the appearance of fluctuations gives rise not only to excess of the
local stresses over the average ones but also to deviation from uniform triaxial tension within
the local region where the Bain transition is realised.

For quantitative estimates, the expression for value of local stress of Bain transition, ξcm, under
multiaxial stress state, can be written as follows:

ξcm ¼ Eecm þ ν ξYY þ ξZZð Þ (19)

where ecm is the critical strain of the Bain transition under multiaxial tension; E is the secant
modulus; ν is the Poisson’s ratio; ξYY and ξZZ are the local orthogonal tensile stresses.

The probability of simultaneous fluctuations of local stresses in three mutually orthogonal
directions is many orders of magnitude less than probability of fluctuation in only one direc-
tion, so, in the first approximation, at the moment of local instability:

ξYY ≈ ξZZ ≈RC (20)

where RC is the global (average) tensile stress at the moment of initiation of nanosized crystal
instability.

Figure 10. Distribution of local normal stresses ξ 100f g
11 in the ball-shaped nanosized specimen at the moment of it

instability at T = 77 K: RC is the global stress of instability of the ball-shaped nanosized specimen; ξcm is local critical stress

of bcc ! fcc transition; δξ 100f g
11 is local stress fluctuation on {100} planes, required for realisation of the local instability of

crystal.
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Respectively:

ξcm ≈Eecm þ 2νRC (21)

Dependence (20) enables to estimate the value of local stress of initiation of local instability,
ξcm, at a given value of global stress RC. In this case, the experimental value of the global stress
of instability of a ball-shape nanospecimen RC ¼ 28� 3 GPa [19] (Figure 11). Assuming that
ecm is approximately equal to critical strain of the Bain transition at uniaxial tension (ecm ≈ 0.12
[41]); and E ≈ 0:5E 100f g [19], where E 100f g = 409 GPa is elasticity modulus of tungsten and
ν = 0.27, one obtains ξcm = 40.3 GPa.

To estimate ξcm, the value of critical strain of initiation of Bain transition at pure uniaxial tension
was used. According to the data of ab-initio calculations, the value of critical strain of the lattice
instability increases at transition from uniaxial to triaxial tension, and at uniform triaxial tension,
it reaches maximum value of 0.15 [42]. It means that obtained value ξcm = 40.3 GPa should be
considered as the low estimation of critical stress of Bain transition of tungsten at multiaxial
tension. In spite of this, the calculated value of ξcm agrees sufficiently with the value of ξcm
obtained from the analysis of distribution of local stresses in ball-shaped specimen (Figure 10).

According ab-initio calculation findings, the instability stress of an ideal Mo crystal under uni-
form triaxial tension is 50.0–52.0 GPa [42]. However, such a value of strength can be reached only
in an ideal crystal but not in nanosized specimens. Fluctuations in local tensile stresses are the
reason for this. They do not enable the uniform triaxial tension in local regions of the crystal to be

Figure 11. Hydrostatic tensile strength of tungsten nanocrystals at 77 K; d is the diameter of nanocrystal region fractured
under hydrostatic tension; RC is the experimental evidence of strength.
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instability increases at transition from uniaxial to triaxial tension, and at uniform triaxial tension,
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obtained from the analysis of distribution of local stresses in ball-shaped specimen (Figure 10).

According ab-initio calculation findings, the instability stress of an ideal Mo crystal under uni-
form triaxial tension is 50.0–52.0 GPa [42]. However, such a value of strength can be reached only
in an ideal crystal but not in nanosized specimens. Fluctuations in local tensile stresses are the
reason for this. They do not enable the uniform triaxial tension in local regions of the crystal to be

Figure 11. Hydrostatic tensile strength of tungsten nanocrystals at 77 K; d is the diameter of nanocrystal region fractured
under hydrostatic tension; RC is the experimental evidence of strength.
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realised at a global (on average) uniform triaxial tension of the entire specimen. Probability of the
fluctuation of local stresses in three directions simultaneously is much lower than the probability
of fluctuation along one of the directions <100>; so, initiation of instability of nanosized tungsten
crystal occurs at local stresses ξcm ≈ 40 GPa. This means that in local regions, the instability
occurs at non-uniform triaxial tension (ξ11 ≈ 40 GPa; ξ22 ≈ ξ33 ≈ 28 GPa).

Thus, the strength of nanosized crystals under hydrostatic tension will always be below the
strength of an ideal crystal under the same conditions. In this case, the strength of tungsten
nanosized crystals under hydrostatic tension is 28 GPa. This is approximately 1.90 times less
than the strength of an ideal tungsten crystal. The reason for this is fluctuations of local tensile
stresses, which leads to: (i) exceeding of the value of local stresses over global (fluctuations
themselves) and (ii) to deviation from triaxial uniform tension within the local regionwhere this
transition realises. For nanosized Mo specimens, the first factor results in a decrease in strength
by 1.43 times, while the second one—by 1.25–1.30 times.

3.4. Strength of nanopillars and nanoneedles

Nowadays, nanoneedles and nanopillars are the most common nanosized specimens, which
strength can be determined experimentally. Two main kinds of nanopillars exist, namely: (i)
nanopillars obtained by focused ion beam (FIB) technology [43, 44], and (ii) nanopillars
obtained by etching of nanocomposites [3]. Surface layer of specimens obtained by FIB tech-
nique contains a great number of defects in sub-surface layer, and so their strength does not
exceed 1.0–1.5 GPa [43]. The second kind of specimens has no such shortcomings, and so, their
strength is much higher. For instance, strength of Mo nanopillars of diameter 300–1000 nm is
approximately 9 GPa. This is 6 times greater than strength of nanopillars obtained by
FIB technique. However, this strength value is more than 2 times less than the evidence on
MD-simulation of compression of defect-free Mo nanopillars of this crystallographic orienta-
tion [100]; according to our data, this value is ≈ 20 GPa. This difference can be caused by
buckling instability, since at compression tests of nanopillars, it is quite difficult to provide the
ideal conditions of uniaxial compression.

A high-field technique of tensile testing in-situ of nanoneedles is free of such disadvantage. In
addition, it makes it possible to test the specimens of significantly smaller diameters—from
20 till 125 nm. Data presented in Figure 12 enable to estimate experimentally strength of Mo
and W nanocrystals by the value of upper scatter limit of experimental evidence on failure of
nanoneedle specimens. This value for W is 23.2 GPа, and for Mo, it is 20.0 GPа. These figures
also present the results of MD simulation of tension of cylindrical specimens in the direction
[110]. Calculated strength values are approximately 1.4 times greater than the maximum exper-
imental values of the nanopillars strength. At high-field treatment of the tip of nanoneedle
specimen, its working volume is “cleaned” from dislocations [4, 19], and so, both decrease the
values of strength of nanoneedle specimens, and their scatter may be because of stress raising
related to rough lateral surface, which is formed by electrochemical polishing. The results
obtained make it possible to identify the main factors leading to a decrease in the strength of
nanosized crystals. According to these data, tensile strength of defect-free nanowires is always
less than ideal strength. This is due to both surface tension effect (effect of a physical surface)
and thermally induced local stress fluctuation (temperature effect). At transition to nanoneedles,
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we have additional effect of a surface roughness. This effect may give rise to a reduction in
strength by at least 30–40%, and it is the cause for considerable scatter of experimental data. The
strength of nanopillars is significantly influenced by the buckling effect.

4. Conclusions

1. On the atomic scale, the strength of nanosized crystals (NSC) is governed by two modes of
lattice instability. This is instability with respect to the action of tensile stresses and shear
instability. In nanosized crystals of fcc metals, the second mode of instability predomi-
nates. BCC metals are characterised by a competition between these two modes of insta-
bility, depending on the loading conditions of the crystal. Instability on the Bain path is
realised at uniform triaxial (hydrostatic) tension. At uniaxial tension, even under cryogenic
conditions, the strength of the bcc nanocrystals is controlled by shear instability (instability
on the orthorhombic path).

2. Localisation of instability in a limited volume of a nanospecimen is the distinguishing
feature of the mechanism of nanosized crystal instability. It occurs due to two main factors:
(i) local stresses fluctuation caused by thermal vibrations of atoms and (ii) the effect of

Figure 12. Size effect for nanowires, nanoneedles and nanopillars: W (a) and Mo (b); are nanopillars manufactured
(prepared) by FIB technology (built by the evidence of [43]); are obtained by etching (built by the evidence of [3]).
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realised at a global (on average) uniform triaxial tension of the entire specimen. Probability of the
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of fluctuation along one of the directions <100>; so, initiation of instability of nanosized tungsten
crystal occurs at local stresses ξcm ≈ 40 GPa. This means that in local regions, the instability
occurs at non-uniform triaxial tension (ξ11 ≈ 40 GPa; ξ22 ≈ ξ33 ≈ 28 GPa).

Thus, the strength of nanosized crystals under hydrostatic tension will always be below the
strength of an ideal crystal under the same conditions. In this case, the strength of tungsten
nanosized crystals under hydrostatic tension is 28 GPa. This is approximately 1.90 times less
than the strength of an ideal tungsten crystal. The reason for this is fluctuations of local tensile
stresses, which leads to: (i) exceeding of the value of local stresses over global (fluctuations
themselves) and (ii) to deviation from triaxial uniform tension within the local regionwhere this
transition realises. For nanosized Mo specimens, the first factor results in a decrease in strength
by 1.43 times, while the second one—by 1.25–1.30 times.

3.4. Strength of nanopillars and nanoneedles

Nowadays, nanoneedles and nanopillars are the most common nanosized specimens, which
strength can be determined experimentally. Two main kinds of nanopillars exist, namely: (i)
nanopillars obtained by focused ion beam (FIB) technology [43, 44], and (ii) nanopillars
obtained by etching of nanocomposites [3]. Surface layer of specimens obtained by FIB tech-
nique contains a great number of defects in sub-surface layer, and so their strength does not
exceed 1.0–1.5 GPa [43]. The second kind of specimens has no such shortcomings, and so, their
strength is much higher. For instance, strength of Mo nanopillars of diameter 300–1000 nm is
approximately 9 GPa. This is 6 times greater than strength of nanopillars obtained by
FIB technique. However, this strength value is more than 2 times less than the evidence on
MD-simulation of compression of defect-free Mo nanopillars of this crystallographic orienta-
tion [100]; according to our data, this value is ≈ 20 GPa. This difference can be caused by
buckling instability, since at compression tests of nanopillars, it is quite difficult to provide the
ideal conditions of uniaxial compression.

A high-field technique of tensile testing in-situ of nanoneedles is free of such disadvantage. In
addition, it makes it possible to test the specimens of significantly smaller diameters—from
20 till 125 nm. Data presented in Figure 12 enable to estimate experimentally strength of Mo
and W nanocrystals by the value of upper scatter limit of experimental evidence on failure of
nanoneedle specimens. This value for W is 23.2 GPа, and for Mo, it is 20.0 GPа. These figures
also present the results of MD simulation of tension of cylindrical specimens in the direction
[110]. Calculated strength values are approximately 1.4 times greater than the maximum exper-
imental values of the nanopillars strength. At high-field treatment of the tip of nanoneedle
specimen, its working volume is “cleaned” from dislocations [4, 19], and so, both decrease the
values of strength of nanoneedle specimens, and their scatter may be because of stress raising
related to rough lateral surface, which is formed by electrochemical polishing. The results
obtained make it possible to identify the main factors leading to a decrease in the strength of
nanosized crystals. According to these data, tensile strength of defect-free nanowires is always
less than ideal strength. This is due to both surface tension effect (effect of a physical surface)
and thermally induced local stress fluctuation (temperature effect). At transition to nanoneedles,
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we have additional effect of a surface roughness. This effect may give rise to a reduction in
strength by at least 30–40%, and it is the cause for considerable scatter of experimental data. The
strength of nanopillars is significantly influenced by the buckling effect.
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1. On the atomic scale, the strength of nanosized crystals (NSC) is governed by two modes of
lattice instability. This is instability with respect to the action of tensile stresses and shear
instability. In nanosized crystals of fcc metals, the second mode of instability predomi-
nates. BCC metals are characterised by a competition between these two modes of insta-
bility, depending on the loading conditions of the crystal. Instability on the Bain path is
realised at uniform triaxial (hydrostatic) tension. At uniaxial tension, even under cryogenic
conditions, the strength of the bcc nanocrystals is controlled by shear instability (instability
on the orthorhombic path).

2. Localisation of instability in a limited volume of a nanospecimen is the distinguishing
feature of the mechanism of nanosized crystal instability. It occurs due to two main factors:
(i) local stresses fluctuation caused by thermal vibrations of atoms and (ii) the effect of

Figure 12. Size effect for nanowires, nanoneedles and nanopillars: W (a) and Mo (b); are nanopillars manufactured
(prepared) by FIB technology (built by the evidence of [43]); are obtained by etching (built by the evidence of [3]).
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surface tension in NSC. The first factor governs regularities of strength dependence on
temperature and the feature of the bcc!fcc transition under hydrostatic tension. The
second one influences the absolute value of nanocrystal strength and determines the main
regularities in manifestation of the size effect in nanospecimens of bcc and fcc metals, as
well as the orientation dependence of the size effect in nanospecimens of bcc metals.

3. Dependence of the magnitude of local shear stresses in the surface layer of nanospecimen,
induced by the surface tension, on its diameter (cross-sectional size) is the reason for
existence of a size effect for the strength of nanospecimens. The “sign” of a size effect
(increase or decrease in strength with decreasing diameter) is determined by the kind of
non-equilibrium defect that is formed as a result of local instability of the nanocrystal.

4. Strength of nanospecimen (nanowire) increases with decrease in its diameter (cross-
sectional size) if the value of this strength is controlled by the formation of a stacking fault
(fcc lattice, orientations <100>, <110>, <111>) or a twin (bcc lattice, <100>). Formation of
non-equilibrium dislocations (bcc lattice, <110>, <111>) gives rise to an anomaly of the scale
effect, i.e., to fall in strength with decreasing diameter. This is due to the fact that non-
equilibrium dislocations form in a thin surface layer, where the action of surface tension
gives rise to an increase in the level of local shear stresses, i.e., promotes realisation of the
local instability. Size of the region required for the formation of a non-equilibrium stacking
fault or twin exceeds thickness of the stretched surface layer, and this region falls within
the range of compressive stresses. The latter reduces the magnitude of the resulting local
shear stresses in the region where a twin or a stacking fault is formed, which leads to an
increase in the strength of nanospecimen.

5. Physical mechanisms of the thermally activated reduction in strength of nanosized and
macrosized crystals are fundamentally different. In first case, the thermal vibration of
atoms causes local instability in defect-free structure and formation of non-equilibrium
defects. In the second case, the atom vibrations raise mobility of already existent defects.
As a result, the laws of temperature dependence differ as well as change in the absolute
value of strength. For instance, over the temperature range 77К…300К, the value of yield
strength of typical bcc transition metals decreases 3–5 times, while the changes in a
strength of nanosized crystals do not exceed 15–25%.

6. Instability in bcc nanocrystals on the Bain path is possible under uniform triaxial tension of
nanosized specimens. The peculiarity of the manifestation of “localised instability” under
these conditions is that the fluctuations of local tensile stresses not only lead to a decrease
in the global (average) stress required for the bcc!fcc transition but also cause deviation
from triaxial uniform tension within the local region where this transition realises. It means
that at a global uniform triaxial tension of nanospecimen, locally, bcc!fcc transition occurs
under non-uniform triaxial tension. This leads to a decrease in the magnitude of stress
required for such a transition. For W at T = 77 K, this decrease is 25–30%.

The maximum attainable experimental values of the strength of Mo andW nanoneedle specimens
in the crystallographic direction [110] are approximately 40% less than the results of MD simula-
tion. This may be caused by stress raising due to rough lateral surface of nanoneedle specimens
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forming as a result of electrochemical polishing. This means that formation of an atomically
smooth surface of nanoneedles is one of the factors to reach the ultimate strength levels.
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Abstract

Molecular dynamic simulations of defect nanosized beams of single-crystal Cu, loaded 
in displacement controlled tension until rupture, have been performed. The defects are 
square-shaped, through-the-thickness voids of different sizes, placed centrally in the 
beams. Three different cross section sizes and two different crystallographic orientations 
are investigated. As expected, the sizes of the beam cross section and the void as well as 
the crystal orientation strongly influence both the elastic and the plastic behaviors of the 
beams. It was seen that the strain at plastic initiation increases with beam cross section 
size as well as with decreasing void size. It is further observed that the void deformed in 
different ways depending on cross section and void size. Sometimes void closure, lead-
ing to necking of the beam cross section followed by rupture occurred. In other cases, 
the void elongated leading to that the two ligaments above and below the void ruptured 
independently.

Keywords: molecular dynamics, nanobeams, single-crystal Cu, voided tensile beams

1. Introduction

Nanotechnology provides applications in an increasing number of engineering fields, with 
tailor manufactured products for everyday use. Mobile phones, medical sensors and solar 
cells are examples of well-established application areas. However, since it is an experimentally 
verified fact that nanosized structures respond differently on mechanical loading than mac-
roscopic structures of the same material, design and dimensioning of nanocomponents lack 
a solid ground corresponding to traditional dimensioning handbook rules at the macroscale.
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The reason for traditional engineering dimensioning rules becoming obsolete at small enough 
metric scales is that, with decreasing structural size, the number of surface close atoms as 
compared to number of bulk atoms increases and, at some point, no longer is negligible. 
Electron redistribution close to the surfaces will leave the surface close atoms in energy states 
deviating from those of bulk atoms. This influences the interatomic bonding forces and, 
thereby, the material response to mechanical loading as discussed by e.g., [1–3]. This effect is 
accentuated if the atoms are placed at, or close to, corners and edges of the structure, e.g., [4]. 
As a consequence, the material properties will vary with size for small enough structures, and 
the effects become obvious below about 50–100 nm.

Also, the crystallographic orientation is of uttermost importance for the material properties,  
e.g., [5, 6]. The crystallographic orientation imposes anisotropy in the structure and also decides  
the surface topology which influences the mechanical properties. The orientation further 
sets the preferred slip plane directions and, thereby, influences the plasticity development.

Here, the tensile response of single-crystal nanosized Cu beams, holding square-shaped, 
through-the-thickness voids, will be investigated with respect to elastic and plastic behavior 
and eventual size dependence in the mechanical response. The rational for this investigation 
is that even if defect-free structures might be intended at manufacturing, defects will always 
be present to some extent. If their presence influences the mechanical response of the struc-
ture, the product functionality might be at risk.

To this end, 3D single-crystal nanosized Cu beams of different cross section sizes, holding through-
the-thickness voids of different sizes, will be investigated using the molecular dynamics free-ware 
large-scale atomic/molecular massively parallel simulator (LAMMPS), see [7]. The loading will 
be displacement controlled tension along the length direction, and two different crystallographic 
orientations will be considered and compared.

2. Geometry and boundary conditions

The structures considered are single-crystal face centered cubic (fcc) Cu beams of length 
L = 100a0 and square cross section with three different side lengths s = 6Na0, N = 1, 2, 3, with 
a0 = 3.615 Å denoting the lattice parameter for Cu. Each beam holds a symmetrically placed, 
square-shaped through-the-thickness void of width w and height h, cf. Figure 1(a) where 
a centrally placed coordinate system (x, y, z) is introduced. The sensitivity to voids will be 
investigated by varying the width w, keeping the relative void height h = s/3 constant.

Two different crystallographic orientations are considered to determine its influence on the 
mechanical response. For the first orientation, referred to as the [100]-orientation, the coordi-
nates (x, y, z) coincide with crystallographic directions according to: x = [100], y = [010] and 
z = [001], cf. Figure 1(b). For the second, referred to as the [110]-orientation, x = [110], y = [−110] 
and z = [001], cf. Figure 1(c).

A beam is built from the repetition of fcc Cu unit cells, and to mimic clamped end boundary 
conditions, all atoms within four unit cells at each end of the beam are restricted from move-
ments in the y- and z-directions. During the relaxation step, one atom is fixed in all directions. 
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The atoms in between the clamped ends are free to move in all directions without constraints. 
The beams are loaded in tension along the x-axis until final rupture. The load is displacement 
controlled through applying a constant velocity, vend, in the +x- and –x-directions to all atoms 
within the clamped beam ends.

3. Molecular dynamic simulations

3.1. Simulation procedure

For the simulations, the molecular dynamics free-ware LAMMPS has been employed and the 
atomic images are produced using OVITO, developed by [8].

In the simulations, an NVT-ensemble, with constant number of particles N, constant volume V 
and absolute temperature T, kept at a constant temperature of 0.01 K through a Nosé-Hoover 
thermostat as found in [9] is employed. Before load application, relaxation of the atomic 
ensemble in order to reach the equilibrium state is imposed during 5000 time steps, with each 
time step equal to 5 fs. This gives the relaxation time equal to 25 ps, which was found to be suf-
ficiently long to reach equilibrium with good accuracy as judged from the variations in axial 
stress with time. Thereafter, a constant velocity of vend = a0/200/ps is imposed in the +x- and 
−x-directions at all atoms within the clamped ends using a constant time step of 5 fs.

3.2. Interatomic potential

To calculate the atomic interactions, an embedded atom method (EAM) potential according 
to [10, 11] is employed. The potential has one pair-wise repulsive and one N-body attractive 
part and the potential energy   E  

i
    of atom i is given by:

   E  i   = f ( ∑ 
j≠i

     ρ ( r   ij ) )  +   1 __ 2    ∑ 
j≠i

     φ ( r   ij )   (1)

where   r   ij   is the distance between atoms i and j, φ is a pair-wise potential function, ρ is the 
contribution to the electron charge density from atom j at the location of atom i and f is an 
embedding function that represents the energy required to place atom i into the electron 
cloud. For the present study, the potential file Cu_u3.eam, provided by LAMMPS and devel-
oped by [12], is used.

Figure 1. (a) Beam configuration and coordinate system. (b) and (c) Crystallographic orientations.
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3.3. Centrosymmetry parameter

The results are evaluated and illustrated using the centrosymmetry parameter, CSP, as 
defined by [13]. The CSP is a measure of the deviation from a perfect lattice configuration, 
and for an atom, the CSP is defined according to

  CSP =   ∑ 
i=1

  
N/2

     | R  i   +  R  i+N/2  |    2   (2)

Here, N is the number of nearest neighbors in the lattice surrounding the atom, equal to 12 
for an fcc lattice. The vectors Ri and Ri+N/2 are the vector pairs of opposite nearest-neighbors to 
the atom. For a perfect lattice, the CSP, through the definition (Eq. (2)), becomes CSP < 3. Since 
the CSP of an atom is a measure of the positions of the atoms nearest neighbor pairs, both 
crystallographic orientation and structure geometry are of importance. For the present crystal-
lographic orientations and beam geometries, CSP values for atoms located at surfaces, edges 
and corners are shown in Table 1. In the present investigation, the CSP reached values up to 60 
for atoms situated at or close to corners and edges. Values in the interval between 9 and 21 are 
found for atoms affected by local defects such as voids, partial dislocations or stacking faults.

As an illustration of the placements of atoms with CSP > 21, a beam with orientation [100] 
is shown at two different strain levels in Figure 2. In the figure, each individual atom is 
shown as a filled circle, with color according to the CSP value. In Figure 2, all atoms with 
CSP ≤ 21 are colored red; the rest, found at edges and at corners, have their CSP in the interval 
21 < CSP ≤ 60. Figure 2(a) shows the situation directly after relaxation, at zero axial load, with 
high CSP values along the edges of the beam, and Figure 2(b) at an axial strain of εx = 0.1, 
where also edges that have emerged through slip events attain high CSP values.

Figure 2. Red atoms: CSP ≤ 21, nonred atoms: 21 < CSP ≤ 60. [100]-orientation and s = 6a0. (a)   ε  x   = 0  and (b)   ε  x   = 0.1 .

Lattice structure CSP

Ideal fcc structure CSP < 3

Fault sites 3 ≤ CSP < 9

Surface atoms [100] 9 ≤ CSP < 21

Surface atoms [110] 9 ≤ CSP < 25

Edge and corner atoms [100] CSP ≥ 21

Edge and corner atoms [110] CSP ≥ 25

Table 1. CSP values for present geometries and orientations.

Molecular Dynamics64

4. Results and discussion

4.1. Recorded strain levels

Beams of geometry according to Figure 1, holding voids with aspect ratios w/h = 1, 2, 3, 4, 
are loaded under displacement controlled tension until final rupture. After an initially elastic 
phase, plasticity will appear through slip along close-packed {111} planes. For each case, the 
strain at plastic initiation, εi, the strain εmc at eventual closure of the mid-section of the void, 
the strain at eventual total void closure, εc and the strain at rupture were determined through 
monitoring the instantaneous CSP values for all atoms during the loading process. If the beam 
ruptures due to necking as a result of void closure, this strain is denoted εf1. In case the void 
does not close, but instead expands so that the ligaments above and below the void rupture 
independently, these strains are denoted εf1 and εf2. Recorded strains are plotted for each 
beam size and orientation in Figure 3, and the values are given in Table 2.

4.2. Elastic response

In Figure 4, all strains at plastic initiation, taken from Table 2, have been merged for com-
parison; in Figure 4(a), for the [100] orientation and in Figure 4(b), for the [110] orientation. 
From simulations of solid beams, it was observed that the strain at plastic initiation, εi, is, 
in practice, independent on cross section size for each orientation as also concluded in e.g., 
[14], where pure metric scaling effects were investigated for solid single-crystal Cu beams. 
In [14], it was found that εi ≈ 0.094 for the [100] orientation and εi ≈ 0.068 for the [110] orienta-
tion, so that the [110] orientation yields first, with the ratio between initiation strains about 
0.7. The values for solid beams are included in Figure 4 as circles at w/h = 0. As seen in Figure 4,  
εi tends to increase with beam cross section size as well as with decreasing ratio w/h for 
both orientations. It can also be noted that εi for the solid beams is markedly higher than 
for the voided beams, and in all cases, the [110] orientation initiates first.

The higher initiation strain for solid beams is expected since a void acts as a local stress raiser, 
weakening the structure.

Another observation is that the initiation strain for the two thicker beams, with s = 12a0 and 
s = 18a0, is relatively close in comparison with the thinnest with s = 6a0, which initiates at mark-
edly lower strains for both orientations. This indicates that a limiting value is approached 
with increasing s. A comparison of the initiation strains between solid beams, εisolid, and beams 
holding the smallest voids with w/h = 1 shows that, for both orientations, εi/εisolid ≈ 0.3 for s = 6a0 
and εi/εisolid ≈ 0.6 for s = 12a0 and s = 18a0 so that the void influence has decreased. Even so, the 
influence from a void, even if small, is always present.

4.3. Atomic arrangements during plastic deformation for the [100] orientation

Starting with the [100] orientation, with recorded strains in Table 2 and plotted in Figure 3(a), (c)  
and (e), it is seen that for the smallest cross section, s = 6a0 Figure 3(a), the void closes in all cases 
except for w/h = 1. For the other ratios of w/h, still for s = 6a0, the voids close first at the middle of 
the void at strain εcm, thus forming two separate voids. Final void closure appears shortly after, 
at εc, where after rupture occurs at εf1. The different scenarios are shown in Figure 5.
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3.3. Centrosymmetry parameter

The results are evaluated and illustrated using the centrosymmetry parameter, CSP, as 
defined by [13]. The CSP is a measure of the deviation from a perfect lattice configuration, 
and for an atom, the CSP is defined according to

  CSP =   ∑ 
i=1

  
N/2

     | R  i   +  R  i+N/2  |    2   (2)

Here, N is the number of nearest neighbors in the lattice surrounding the atom, equal to 12 
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Figure 2. Red atoms: CSP ≤ 21, nonred atoms: 21 < CSP ≤ 60. [100]-orientation and s = 6a0. (a)   ε  x   = 0  and (b)   ε  x   = 0.1 .

Lattice structure CSP

Ideal fcc structure CSP < 3

Fault sites 3 ≤ CSP < 9

Surface atoms [100] 9 ≤ CSP < 21

Surface atoms [110] 9 ≤ CSP < 25

Edge and corner atoms [100] CSP ≥ 21

Edge and corner atoms [110] CSP ≥ 25

Table 1. CSP values for present geometries and orientations.
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4. Results and discussion

4.1. Recorded strain levels

Beams of geometry according to Figure 1, holding voids with aspect ratios w/h = 1, 2, 3, 4, 
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phase, plasticity will appear through slip along close-packed {111} planes. For each case, the 
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the strain at eventual total void closure, εc and the strain at rupture were determined through 
monitoring the instantaneous CSP values for all atoms during the loading process. If the beam 
ruptures due to necking as a result of void closure, this strain is denoted εf1. In case the void 
does not close, but instead expands so that the ligaments above and below the void rupture 
independently, these strains are denoted εf1 and εf2. Recorded strains are plotted for each 
beam size and orientation in Figure 3, and the values are given in Table 2.

4.2. Elastic response

In Figure 4, all strains at plastic initiation, taken from Table 2, have been merged for com-
parison; in Figure 4(a), for the [100] orientation and in Figure 4(b), for the [110] orientation. 
From simulations of solid beams, it was observed that the strain at plastic initiation, εi, is, 
in practice, independent on cross section size for each orientation as also concluded in e.g., 
[14], where pure metric scaling effects were investigated for solid single-crystal Cu beams. 
In [14], it was found that εi ≈ 0.094 for the [100] orientation and εi ≈ 0.068 for the [110] orienta-
tion, so that the [110] orientation yields first, with the ratio between initiation strains about 
0.7. The values for solid beams are included in Figure 4 as circles at w/h = 0. As seen in Figure 4,  
εi tends to increase with beam cross section size as well as with decreasing ratio w/h for 
both orientations. It can also be noted that εi for the solid beams is markedly higher than 
for the voided beams, and in all cases, the [110] orientation initiates first.

The higher initiation strain for solid beams is expected since a void acts as a local stress raiser, 
weakening the structure.

Another observation is that the initiation strain for the two thicker beams, with s = 12a0 and 
s = 18a0, is relatively close in comparison with the thinnest with s = 6a0, which initiates at mark-
edly lower strains for both orientations. This indicates that a limiting value is approached 
with increasing s. A comparison of the initiation strains between solid beams, εisolid, and beams 
holding the smallest voids with w/h = 1 shows that, for both orientations, εi/εisolid ≈ 0.3 for s = 6a0 
and εi/εisolid ≈ 0.6 for s = 12a0 and s = 18a0 so that the void influence has decreased. Even so, the 
influence from a void, even if small, is always present.

4.3. Atomic arrangements during plastic deformation for the [100] orientation

Starting with the [100] orientation, with recorded strains in Table 2 and plotted in Figure 3(a), (c)  
and (e), it is seen that for the smallest cross section, s = 6a0 Figure 3(a), the void closes in all cases 
except for w/h = 1. For the other ratios of w/h, still for s = 6a0, the voids close first at the middle of 
the void at strain εcm, thus forming two separate voids. Final void closure appears shortly after, 
at εc, where after rupture occurs at εf1. The different scenarios are shown in Figure 5.
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Figure 3. Strains at plastic initiation, εi, at closure of the mid-section of the void, εmc, at void closure εc and at ruptures εf1 
and εf2. (a), (c) and (e): [100] orientation. (b), (d) and (f): [110] orientation. Values from Table 2.
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In the case s = 6a0 and w/h = 1, the void expands and the two ligaments above and below the 
void rupture independently at εf1 and εf2. Snapshots of the events during deformation for this 
case are shown in Figure 5(a)–(c), coded in the CSP. The state εx = 0 is taken directly after 
relaxation. Activated {111} slip planes are seen to appear after plastic initiation and spread 
along the entire beam.

w/h, [100] s = 6a0 εi εcm εc εf1 εf2

1 0.0353 — — 0.0978 0.1087

2 0.0136 0.0707 0.0734 0.1495 —

3 0.0082 0.0217 0.0245 0.1033 —

4 0.0108 0.0109 0.0162 0.1223 —

w/h, [110] s = 6a0

1 0.0109 — 0.0299 0.0951 —

2 0.0082 — 0.0217 0.1196 —

3 0.0082 — 0.0163 0.1223 —

4 0.0082 — 0.0162 0.1223 —

w/h, [100] s = 12a0

1 0.0571 — — 0.2011 0.2310

2 0.0408 — — 0.2826 0.3043

3 0.0326 — — 0.2609 0.2609

4 0.0300 — — 0.1984 0.2609

w/h, [110] s = 12a0

1 0.0353 — — 0.1440 0.1821

2 0.0299 0.2065 — 0.2636 0.2880

3 0.0245 0.2120 — 0.2962 0.2962

4 0.0245 0.2418 — 0.2826 0.3261

w/h, [100] s = 18a0

1 0.0625 — — 0.3777 0.4293

2 0.0571 — — 0.2853 0.3125

3 0.0462 — — 0.2717 0.3451

4 0.0435 — — 0.2690 0.3206

w/h, [110] s = 18a0

1 0.0380 — — 0.6603 —

2 0.0326 — — 0.7470 —

3 0.0326 — — 0.3451 0.3750

4 0.0299 — — 0.4620 0.4701

Table 2. Strains at plastic initiation, εi, at closure of the mid-section of the void, εmc, at void closure εc and at ruptures  
εf1 and εf2. Graphs in Figure 3.
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Figure 3. Strains at plastic initiation, εi, at closure of the mid-section of the void, εmc, at void closure εc and at ruptures εf1 
and εf2. (a), (c) and (e): [100] orientation. (b), (d) and (f): [110] orientation. Values from Table 2.
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In the case s = 6a0 and w/h = 1, the void expands and the two ligaments above and below the 
void rupture independently at εf1 and εf2. Snapshots of the events during deformation for this 
case are shown in Figure 5(a)–(c), coded in the CSP. The state εx = 0 is taken directly after 
relaxation. Activated {111} slip planes are seen to appear after plastic initiation and spread 
along the entire beam.
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2 0.0408 — — 0.2826 0.3043

3 0.0326 — — 0.2609 0.2609
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3 0.0245 0.2120 — 0.2962 0.2962
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1 0.0625 — — 0.3777 0.4293

2 0.0571 — — 0.2853 0.3125

3 0.0462 — — 0.2717 0.3451

4 0.0435 — — 0.2690 0.3206

w/h, [110] s = 18a0

1 0.0380 — — 0.6603 —

2 0.0326 — — 0.7470 —

3 0.0326 — — 0.3451 0.3750

4 0.0299 — — 0.4620 0.4701

Table 2. Strains at plastic initiation, εi, at closure of the mid-section of the void, εmc, at void closure εc and at ruptures  
εf1 and εf2. Graphs in Figure 3.
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An example of a sequence of events during void closure is seen in Figure 5(d)–(f) for s = 6a0 
and w/h = 3. As seen, the void closes first at the center of the void, forming two separate voids 
which both close shortly after formation. This leads to that the initially voided but now healed 
cross-sectional part necks, and final rupture occurs at the strain εf1, cf. Figure 3(a). Also, here 
the {111} slip planes are activated, but localization of the plasticity to the formerly voided 
region, followed by rupture, occurs before the plasticity has reached the beam ends. Instead, 
elastic regions remain away from the necking region.

For the larger beam cross sections, s = 12a0 and s = 18a0, no void closure occurs. Instead, the 
voids expand and the ligaments above and below the void rupture independently at εf1 and εf2.  
The series of events are thus similar to what is seen in Figure 5(a)–(c).

4.4. Atomic arrangements during plastic deformation for the [110] orientation

For the [110] orientation and s = 6a0, Figure 3(b), total closure of the voids occurs for all w/h 
where after the now solid center cross section ruptures at strain εf1. The voids are filled, atom 
plane by atom plane, from one side of the void to the other like a zipper, through slip along 
{111} planes. The case s = 6a0, w/h = 1 is illustrated in Figure 5(a)–(c), where the configuration 

Figure 4. Strains at plastic initiation εi. (a) [100] orientation and (b) [110] orientation.

Figure 5. Events during deformation of beams with s = 6a0 and (a)–(c) w/h = 1 and (d)–(f) w/h = 3. [100] orientation. Coded 
in the CSP. The states εx = 0 are taken directly after relaxation.
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directly after relaxation, at εx = 0, is included. As seen, the plasticity in this case is localized 
to the void vicinity, similar to the case of void closure for the [100] orientation and s = 6a0 in 
Figure 5(d)–(f).

A comparison between the corresponding relaxed states for the [100]- and the [110] orienta-
tions, at εx = 0, shows the impact of crystallographic orientation. The [110] orientation creates a 
more roughened surface as compared to the [100] orientation. Comparing Figures 5(a) and 6(a),  
with the thinnest ligaments surrounding the voids and thus the weakest cross sections, it is 
seen that the deformation of the void in the relaxed state is much more obvious for the [110] 
orientation. The void seems to bulge due to the lower constraints on the atoms in combination 
with the orientations of the preferred {111} slip planes for the [110] orientation.

Increasing the cross section size to s = 12a0, Figure 3(d), displays a different deformation pat-
tern. In all cases, the void is expanding, so that two ligaments rupture individually above and 
below the growing void at strains εf1 and εf2. But for all cases apart from w/h = 1, the initial 
voids first close at the center, thus forming two separate voids. One of these will grow until the 
ligaments above and below it rupture at strains εf1 and εf2. This is illustrated in Figure 6(d)–(f) 
for w/h = 2.

Figure 6. Events during deformation of beams with (a)–(c): s = 6a0, w/h = 1, and (d)–(f): s = 12a0, w/h = 2. [110] orientation. 
Coded in the CSP. The states εx = 0 are taken directly after relaxation.
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An example of a sequence of events during void closure is seen in Figure 5(d)–(f) for s = 6a0 
and w/h = 3. As seen, the void closes first at the center of the void, forming two separate voids 
which both close shortly after formation. This leads to that the initially voided but now healed 
cross-sectional part necks, and final rupture occurs at the strain εf1, cf. Figure 3(a). Also, here 
the {111} slip planes are activated, but localization of the plasticity to the formerly voided 
region, followed by rupture, occurs before the plasticity has reached the beam ends. Instead, 
elastic regions remain away from the necking region.

For the larger beam cross sections, s = 12a0 and s = 18a0, no void closure occurs. Instead, the 
voids expand and the ligaments above and below the void rupture independently at εf1 and εf2.  
The series of events are thus similar to what is seen in Figure 5(a)–(c).
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For the [110] orientation and s = 6a0, Figure 3(b), total closure of the voids occurs for all w/h 
where after the now solid center cross section ruptures at strain εf1. The voids are filled, atom 
plane by atom plane, from one side of the void to the other like a zipper, through slip along 
{111} planes. The case s = 6a0, w/h = 1 is illustrated in Figure 5(a)–(c), where the configuration 
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directly after relaxation, at εx = 0, is included. As seen, the plasticity in this case is localized 
to the void vicinity, similar to the case of void closure for the [100] orientation and s = 6a0 in 
Figure 5(d)–(f).

A comparison between the corresponding relaxed states for the [100]- and the [110] orienta-
tions, at εx = 0, shows the impact of crystallographic orientation. The [110] orientation creates a 
more roughened surface as compared to the [100] orientation. Comparing Figures 5(a) and 6(a),  
with the thinnest ligaments surrounding the voids and thus the weakest cross sections, it is 
seen that the deformation of the void in the relaxed state is much more obvious for the [110] 
orientation. The void seems to bulge due to the lower constraints on the atoms in combination 
with the orientations of the preferred {111} slip planes for the [110] orientation.

Increasing the cross section size to s = 12a0, Figure 3(d), displays a different deformation pat-
tern. In all cases, the void is expanding, so that two ligaments rupture individually above and 
below the growing void at strains εf1 and εf2. But for all cases apart from w/h = 1, the initial 
voids first close at the center, thus forming two separate voids. One of these will grow until the 
ligaments above and below it rupture at strains εf1 and εf2. This is illustrated in Figure 6(d)–(f) 
for w/h = 2.

Figure 6. Events during deformation of beams with (a)–(c): s = 6a0, w/h = 1, and (d)–(f): s = 12a0, w/h = 2. [110] orientation. 
Coded in the CSP. The states εx = 0 are taken directly after relaxation.
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For s = 18a0 in the [110] orientation with curves in Figure 3(f), lastly, another phenomenon 
appears for w/h = 1 and w/h = 2. For these cases, initiation of plasticity as well as rupture occurs 
away from the void as illustrated in Figure 7 for s = 18a0 and w/h = 1. For the larger w/h, w/h = 3 
and w/h = 4, the voids elongate and the ligaments rupture individually over the void similar 
to the events in Figure 5(a)–(c).

5. Summary

Molecular dynamic simulations of beams of single-crystal Cu of dimensions 100a0 × s × s, 
s = 6Na0, N = 1, 2, 3, and with a0 denoting the lattice parameter of Cu, have been loaded in dis-
placement controlled tension until rupture. Each beam holds a centrally placed, rectangular 
through-the-thickness defect of extension along the beam length direction equal to w and of 
height h = s/3. Aspect ratios w/h = 1, 2, 3, 4 were considered and the loading was applied along 
two crystallographic directions, the [100]- or the [110] direction, cf. Figure 1. The deformation 
development was monitored continuously and the strains at plastic initiation, at void closure 
and at rupture were recorded. The result is given in Table 2 and visualized in Figure 3.

By studying Figure 3 and Table 2, some general trends about the deformation behavior can 
be drawn. First in the case of total closure of the beams for s = 6a0 for both crystallographic 
orientations, it is observed that the closure strain εc steadily decreases as the void width w 
increases. It is also observed that the strain at rupture is in the same range for both orienta-
tions for different values of s and, for both orientations, the values increase dramatically in 
magnitude with increasing s. Finally, it can be observed that no general trend regarding the 

Figure 7. Events during deformation of beams with s = 18a0 and w/h = 1. [110] orientation. Coded in the CSP. At (a) εx = 
0, taken directly after relaxation, (b) εx = 0.405 and (c) εx = 0.649.
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influence of w/h on the failure strain can be drawn. In some cases, the strain increases, and in 
some cases, it decreases with increasing value of w/h.

It was concluded that geometrical features such as beam size and crystallographic orienta-
tion played a crucial role for the mechanical behavior. Plasticity develops through slip along 
closed packed {111} planes, and the [110] orientation always initiates plasticity first. Further, 
the strain at plastic initiation increases with beam cross section size as well as with decreasing 
ratio w/h for both orientations.

Studying the deformation pattern, it was found that the plasticity developed and the void deformed 
in different ways depending on cross section size, void aspect ratio and crystal orientation. As 
regards the events that lead to final rupture of the beams, different scenarios were observed.

In some cases, the void elongated and the two beam ligaments, above and below the void, 
eventually necked and ruptured independently. In such cases, the plasticity, through slip 
along {111} planes before the last ligament rupture, tended to extend away from the regions 
near the void and could sometimes reach the beam ends.

In the cases where closure of the voids occurred, the strain at closure decreased with increas-
ing w/h. Also, it was observed that the strain at failure was relatively independent of crystal-
lographic orientation and that it increased with increasing cross section size.

Sometimes the void first closes at the center, forming two separate voids. Then, two scenarios 
are possible. One is that the two voids both eventually close, followed by necking and rupture 
of the now healed cross section. In these cases, the plasticity localizes to the vicinity of the 
neck and leaves regions away from the neck elastic. The other possible scenario is that one 
of the created voids start to elongate and the ligaments above and below this void neck and 
rupture independently.

There were also cases where failure did not occur in the vicinity of the void; instead rupture 
occurred near one beam end after that the plasticity had spread over the entire beam.
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For s = 18a0 in the [110] orientation with curves in Figure 3(f), lastly, another phenomenon 
appears for w/h = 1 and w/h = 2. For these cases, initiation of plasticity as well as rupture occurs 
away from the void as illustrated in Figure 7 for s = 18a0 and w/h = 1. For the larger w/h, w/h = 3 
and w/h = 4, the voids elongate and the ligaments rupture individually over the void similar 
to the events in Figure 5(a)–(c).

5. Summary
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s = 6Na0, N = 1, 2, 3, and with a0 denoting the lattice parameter of Cu, have been loaded in dis-
placement controlled tension until rupture. Each beam holds a centrally placed, rectangular 
through-the-thickness defect of extension along the beam length direction equal to w and of 
height h = s/3. Aspect ratios w/h = 1, 2, 3, 4 were considered and the loading was applied along 
two crystallographic directions, the [100]- or the [110] direction, cf. Figure 1. The deformation 
development was monitored continuously and the strains at plastic initiation, at void closure 
and at rupture were recorded. The result is given in Table 2 and visualized in Figure 3.

By studying Figure 3 and Table 2, some general trends about the deformation behavior can 
be drawn. First in the case of total closure of the beams for s = 6a0 for both crystallographic 
orientations, it is observed that the closure strain εc steadily decreases as the void width w 
increases. It is also observed that the strain at rupture is in the same range for both orienta-
tions for different values of s and, for both orientations, the values increase dramatically in 
magnitude with increasing s. Finally, it can be observed that no general trend regarding the 

Figure 7. Events during deformation of beams with s = 18a0 and w/h = 1. [110] orientation. Coded in the CSP. At (a) εx = 
0, taken directly after relaxation, (b) εx = 0.405 and (c) εx = 0.649.
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influence of w/h on the failure strain can be drawn. In some cases, the strain increases, and in 
some cases, it decreases with increasing value of w/h.

It was concluded that geometrical features such as beam size and crystallographic orienta-
tion played a crucial role for the mechanical behavior. Plasticity develops through slip along 
closed packed {111} planes, and the [110] orientation always initiates plasticity first. Further, 
the strain at plastic initiation increases with beam cross section size as well as with decreasing 
ratio w/h for both orientations.

Studying the deformation pattern, it was found that the plasticity developed and the void deformed 
in different ways depending on cross section size, void aspect ratio and crystal orientation. As 
regards the events that lead to final rupture of the beams, different scenarios were observed.

In some cases, the void elongated and the two beam ligaments, above and below the void, 
eventually necked and ruptured independently. In such cases, the plasticity, through slip 
along {111} planes before the last ligament rupture, tended to extend away from the regions 
near the void and could sometimes reach the beam ends.

In the cases where closure of the voids occurred, the strain at closure decreased with increas-
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Abstract

Molecular dynamics simulation is a very powerful tool to understand biomolecular pro-
cesses. In this chapter, we go over different applications of this methodology to drug 
delivery systems (DDS) carried out in the group. DDS—a formulation or a device that 
enables the introduction of a therapeutic substance in the body and improves its efficacy 
and safety by controlling the rate, time, and place of release of drugs—are an impor-
tant component of drug development and therapeutics. Biocompatible nanoparticles 
are materials in the nanoscale that emerged as important players, improving efficacy 
of approved drugs, for example. The molecular understanding of the encapsulation 
process could be very helpful to guide the nanocarrier for a specific system. Here we 
discuss different applications of drug delivery carriers, such as liposomes, polymeric 
micelles, and polymersomes using atomistic and coarse grain (CG) molecular dynamics 
simulations.

Keywords: drug delivery systems, all atom, coarse grain, nanoparticles, 
nanobiomedicine

1. Introduction

Nowadays nanomedicines have a significant impact in healthcare, either for diagnosis or for 
therapeutic purposes, as in the case of drug delivery systems (DDS). These systems have been 
shown to protect the drug from external factors and/or degradation, to prolong the release rate, 
to target specific tissues, and to change organoleptic aspect [1–3]. The field of pharmaceutical 
research has developed enormously in recent years, providing new DDS for the transport and 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[3] Schweiger R, Kraft O. Size effects in the fatigue behavior in thin Ag films. Acta Materialia. 
2003;51:195-206. DOI: 10.1016/S1359-6454(02)00391-9

[4] Melin S, Hansson P, Ahadi A. Defect sensitivity of single-crystal nano-sized Cu beams. 
Procedia Structural Integrity. 2016;2:1351-1358. DOI: 10.1016/j.prostr.2016.06.172

[5] Olsson PAT, Melin S. Atomistic studies of the elastic properties of metallic BCC nano-
wires and films. In: Pyrz R, Rauhe JC, editors. IUTAM Symposium on Modelling Nano-
materials and Nanosystems. Dordrecht, Netherlands: Springer Science+Buissness Media 
B.V; 2008

[6] Olsson PAT, Melin S, Persson C. Atomistic simulations of tensile and bending properties 
of single-crystal bcc iron nanobeams. Physical Review B. 2007;76:224112. DOI: 10.1103/
PhysRevB.76.224112

[7] Sandia National Laboratories. LAMMPS. Available from: http://lammps.sandia.gov

[8] Stukowski A. Visualization and analysis of atomistic simulation data with OVITO—The 
open visualization tool. Modelling and Simulation in Materials Science and Engineering. 
2010;18:015012. DOI: 10.1088/0965-0393/18/1/015012

[9] Ellad BT and Miller RE. Modeling Materials Continuum, Atomistic and Multiscale Tech-
niques. Cambridge University Press; 2011. ISBN: 978052856980

[10] Holian BL, Ravelo R. Fracture simulations using large-scale molecular-dynamics. Phy-
sical Review B. 1995;51(17):11275-11288. DOI: 10.1103/PhysRevB.51.11275

[11] Holian BL, Voter AF, Wagner NJ, Ravelo RJ, Chen SP, Hoover WG, Hoover CG, Ham-
merberg JE, Dontjie TD. Effects of pair-wise versus many-body forces on high-stress 
plastic deformation. Physical Review A. 1991;43:2655-2661

[12] Foiles SM, Baskes MI, Daw MS. Embedded-atom-method functions for the fcc metals 
Cu, Ag, Au, Ni, Pd, Pt, and their alloys. Physical Review B. 1986;33(12):7983-7991. DOI: 
10.1103/PhysRevB.33.7983

[13] Kelchner CL, Plimpton SJ, Hamilton JC. Dislocation nucleation and defect structure 
during surface indentation. Physical Review B. 1998;58:11085-11088. DOI: 10.1103/Phy 
sRevB.58.11085

[14] Ahadi A, Hansson P, Melin S. Tensile behaviour of single-crystal nano-sized Cu beams—
Geometric scaling effects. Computational Materials Science. 2017;137:127-133

Molecular Dynamics72

Chapter 5

Molecular Dynamics Simulations to Study Drug
Delivery Systems

Juan M.R. Albano, Eneida de Paula and
Monica Pickholz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.75748

Provisional chapter

DOI: 10.5772/intechopen.75748

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Molecular Dynamics Simulations to Study Drug 
Delivery Systems

Juan M.R. Albano, Eneida de Paula and 
Mónica Pickholz

Additional information is available at the end of the chapter

Abstract

Molecular dynamics simulation is a very powerful tool to understand biomolecular pro-
cesses. In this chapter, we go over different applications of this methodology to drug 
delivery systems (DDS) carried out in the group. DDS—a formulation or a device that 
enables the introduction of a therapeutic substance in the body and improves its efficacy 
and safety by controlling the rate, time, and place of release of drugs—are an impor-
tant component of drug development and therapeutics. Biocompatible nanoparticles 
are materials in the nanoscale that emerged as important players, improving efficacy 
of approved drugs, for example. The molecular understanding of the encapsulation 
process could be very helpful to guide the nanocarrier for a specific system. Here we 
discuss different applications of drug delivery carriers, such as liposomes, polymeric 
micelles, and polymersomes using atomistic and coarse grain (CG) molecular dynamics 
simulations.

Keywords: drug delivery systems, all atom, coarse grain, nanoparticles, 
nanobiomedicine

1. Introduction

Nowadays nanomedicines have a significant impact in healthcare, either for diagnosis or for 
therapeutic purposes, as in the case of drug delivery systems (DDS). These systems have been 
shown to protect the drug from external factors and/or degradation, to prolong the release rate, 
to target specific tissues, and to change organoleptic aspect [1–3]. The field of pharmaceutical 
research has developed enormously in recent years, providing new DDS for the transport and 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



release of bioactive compounds. To achieve that, novel nanomaterials have improved, thanks 
to the rapid advances in material sciences, many of them with tunable properties that allow 
the controlled release of drugs [4]. Such nanoparticulated systems include polymeric micelles, 
polymer-DNA complexes, nanogels, lipid-based (liposomes, nanostructured lipid carriers) 
substances, and macrocyclic carriers (cyclodextrins, calixarenes), among others. DDS provide 
an extraordinary opportunity for the safe and efficient release of drugs, genes, and a great 
variety of molecules. The incorporation of nanomaterials confers physical advantages such as 
improved drug solubility, decreased degradation or clearance rates, decreased systemic toxic-
ity, and improved clinical efficacy to the nanoformulations [5]. Furthermore, the sustained 
release of the drugs allows one to reduce the frequency of drug administration or even the 
dose. Finally, the process time for approval of a novel DDS that carries a drug already sanc-
tioned by the regulatory agents is shorter, making the development process less expensive.

Relevant information on the system can be obtained using computer simulations at very dif-
ferent lengths and time scales: moving from continuous to the atomistic level. In this context, 
knowledge of the mechanism of drug encapsulation and release at the atomic/molecular level 
can help in the design of nanomedicines, according to the desired objective and for each spe-
cific case.

In this sense, techniques that access the molecular level, such as molecular dynamics (MD) 
and Monte Carlo simulations, are very powerful tools to understand biomolecular processes 
[6, 7]. In particular, classical MD simulations could help in the development/improvement 
of drug delivery systems. But, at the current computer capacity, not all nanoparticles can 
be studied by MD, at their full length. How to approach to this problem? For instance, lipo-
somes are widely used DDS, consisting of spherical lipid-based vesicles whose diameters 
range from 30 nm to several micrometers. To simulate this kind of DDS carrier there are two 
possible approaches, depending on the question to answer: (i) considering a big liposome, 
that is, having an infinite radius, one can use planar bilayers or also simulate just a section of 
the vesicle, within periodic boundary conditions and (ii) on the other hand, a small liposome 
can be fully treated. This is exemplified in Figure 1. Broadly, we can access atomic details 
of drug-bilayer interaction using atomic level MD, but liposomes are better signified using 
coarse grain (CG) models.

Figure 1. Schematic representation of the section of the vesicle bilayer and small liposome used as model for atomistic 
and coarse grain simulations.
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In the following sections we will discuss fundamentals of the MD simulations and examples 
of simulations of drug delivery systems at the atomistic and CG level. A brief description of 
some approaches to study the release of drugs is also included. We finish the chapter with, in 
our opinion, important open questions in the field.

2. Methodology

The molecular dynamics technique has a long history [8] and it nowadays constitutes a very 
important theoretical tool in physics, chemistry, biology, and related disciplines. Thanks to 
the growing development of computing power, the MD technique is renewed continuously, 
allowing one to study larger and more complex systems and problems [8].

2.1. Classical mechanics approach

The physical properties of matter are associated with its structure and the movement 
of its basic constituents, nuclei and electrons. In principle, the evolution of  a system of 
particles—a many-body problem—can be obtained by solving the Schrödinger equation 
dependent on time, which gives the probability of finding the particles in any position of 
space in a given time. In many cases, it is possible to decouple the wave function of the 
electrons from the wave function of the nuclei, following the Born-Oppenheimer approach 
(due to mass difference). However, even considering this approach, it is impossible, in 
practice, to solve the Schrödinger equation numerically and further approaches must be 
used (Hartree Fock, density functional theory, etc.). In particular, for biological systems 
(where thousands of nuclei and electrons), its resolution is impossible even under such 
approximations.

In this direction, molecular dynamics simulation could help to study problems of many 
bodies at the atomistic level, based on classical mechanics. Within this approach, Newton's 
equations are solved numerically. The main advantage is the realistic simulation of materials 
through the simplification by potentials with analytical form.

Although it is quantum mechanics, instead of classical mechanics, which describes the funda-
mental physics of condensed matter, the validity of the classical approximation can be evalu-
ated based on the Broglie thermal wavelength defined by

  Λ =   (  2π  ℏ   2  _____  mk  b   T
  )    

1/2

   (1)

where ħ is the Plank constant, m the atomic mass, kb the Boltzmann constant, and T the tem-
perature. The classic approach is valid for Λ < <a, being the separation of the nearest neigh-
bor. Under this condition, the entire system can be treated as a diluted gas model based on 
the formulation of classical kinetic theory [9]. In this case, each atom can be considered as a 
particle. Many biomolecular processes can be addressed by semi-empirical parameterizations 
that describe the interactions of pairs between the particles of the system with classic effective 
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potentials. In addition to having a lower computational cost, the classic models offer an ade-
quate description of the processes and interactions. Chemical reactions (formation and break-
ing of bonds) and vibrations of bonds and angles with very high frequencies are excluded 
from the classical treatment.

Through MD simulations, information of positions and velocities of each particle is obtained, 
from which macroscopic observables could be calculated, such as pressure and energy.

2.2. Statistical mechanics: averages in a simulation

Here, we would like to discuss the relationship between observed properties of a large system 
and their microscopic dynamics or fluctuations. The particles of interest (atoms, molecules, or 
electrons and nuclei…) obey certain microscopic laws with specific interparticle interactions. 
The task of solving the equation of motion for a many-body system is still complicated and 
difficult, even with nowadays computer power.

Experiments are usually done on a macroscopic sample, containing a number extremely large 
of atoms or molecules in a huge number of conformations. In statistical mechanics, the aver-
age of the observable A over a given ensemble is calculated on a large number of replicas of 
the system to obtain the observables of the experiment.

On the other hand, the microscopic state of a system is defined by the positions and velocities 
of the particles, which are the coordinates of a 6 N multidimensional space (where N is the 
number of particles). The experimental observables are the averages of the ensemble and not 
the temporal averages. However, in MD simulation, thousands of atoms/beads are used as a 
way of sampling of a mechanical-statistical ensemble. How to solve this difference between 
the temporal averages and ensemble averages? The answer leads us to one of the fundamental 
axioms of statistical mechanics, the ergodic hypothesis, which establishes:

   ⟨A⟩ ensemble =  ⟨A⟩ time.  (2)

By allowing the system to evolve indefinitely, this means that it would pass through all possible 
states compatible with the constraints. Even if it impossible in practice, it is important to guar-
antee a wide sampling of representative conformations of the phase space when MD is used.

The ensembles are characterized by constant values of thermodynamic variables that describe 
the state of the system. Thinking of the simulations as a computational experiment, the statisti-
cal ensemble characterizes the conditions in which an experiment is performed. For instance, 
NPT ensemble has constant temperature (T), pressure (P), and number of particles (N). Each 
particular state, defined by these parameters, has an associated state equation that characterizes 
the system.

In order to mimic biologically relevant model membranes, many simulations have been 
done considering positive surface tension (ensemble NPzγT). This ensemble is chosen due 
to the fact that experimental bilayers are able to adjust their area per lipid in order to 
achieve a minimum of free energy. However, it is argued that in simulations, periodic 
boundary conditions limit the bilayer undulations that impact the interpretation of the 
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surface tension. In this way, full relaxation of the simulation box (NPT ensemble) is the 
most used for these kinds of systems [7, 10–13].

2.3. Thermostat and barostat

In a molecular dynamics simulation, integrating Newton's equations of motion provides the 
means to sample the physical characteristics of a given system through its evolution in the 
microcanonical ensemble (NVE) [14]. Nevertheless, in order to sample other ensembles, addi-
tional variables should be added, known as extended degrees of freedom. For instance, to 
keep a constant temperature, the additional variables are used to control the temperature 
through the use of a “thermostat” [15–17]. In a similar way, in order to maintain a constant 
pressure during the simulation, a “barostat” constructed with additional pressure-controlling 
variables should be added [18, 19]. In this way, the average temperature and pressure are 
regulated within these variables and their dynamics. Aiming to achieve such temperature and 
pressure regulation without disturbing the short-term, Newtonian dynamics of the particles, 
the extended degrees of freedom are generally designed to evolve slowly and with only weak 
coupling to the dynamics of the physical particles. Whereas the fastest timescales of atomic 
motion are in the tens of femtoseconds, the timescales for the extended degrees are typically 
picoseconds or longer [14].

2.4. Boundary conditions

To perform an MD simulation, it is necessary to define the “simulation box” containing dif-
ferent molecules, subject to the appropriate boundary conditions to the geometry of the mac-
roscopic system. The number of particles in the simulation box is very small, compared to an 
experimental sample. In this context, the border effects are meaningful. In order to minimize, 
usually, periodic boundary conditions could be considered. In this approach, the simulation 
box is surrounded by identical copies in all directions, giving rise to a periodic system that 
tends to the thermodynamic limit. When a particle leaves the simulation box, its image enters 
simultaneously through the opposite face. For bilayers, this kind of conditions is necessary 
in order to carry out the simulations. For other systems, like liquid droplets, non-periodic 
boundary conditions could be used [20].

2.5. Level of description and force fields

As we already mentioned, here we will discuss two description scales within a classical 
approach for the systems: atomistic and coarse grain. The main difference between them is 
that in an atomistic scale all the atoms (even hydrogen) are represented, whereas in a coarse 
grain system, atoms are grouped in beads [21]. In this way, CG models allow not only the 
reduction of the degree of freedom but the possibility to integrate Newton equations in a 
higher time step, due to the elimination of high-frequency vibration modes [22]. Usually, 
the treatment of interactions in the simulated systems involves the introduction of an effec-
tive force field, which allows performance of large-scale calculations of relatively large mem-
branes and nanoparticles. This set of interaction models contains all functions and values of 
their parameters for the simulation.
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means to sample the physical characteristics of a given system through its evolution in the 
microcanonical ensemble (NVE) [14]. Nevertheless, in order to sample other ensembles, addi-
tional variables should be added, known as extended degrees of freedom. For instance, to 
keep a constant temperature, the additional variables are used to control the temperature 
through the use of a “thermostat” [15–17]. In a similar way, in order to maintain a constant 
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variables should be added [18, 19]. In this way, the average temperature and pressure are 
regulated within these variables and their dynamics. Aiming to achieve such temperature and 
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coupling to the dynamics of the physical particles. Whereas the fastest timescales of atomic 
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picoseconds or longer [14].

2.4. Boundary conditions

To perform an MD simulation, it is necessary to define the “simulation box” containing dif-
ferent molecules, subject to the appropriate boundary conditions to the geometry of the mac-
roscopic system. The number of particles in the simulation box is very small, compared to an 
experimental sample. In this context, the border effects are meaningful. In order to minimize, 
usually, periodic boundary conditions could be considered. In this approach, the simulation 
box is surrounded by identical copies in all directions, giving rise to a periodic system that 
tends to the thermodynamic limit. When a particle leaves the simulation box, its image enters 
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2.5. Level of description and force fields

As we already mentioned, here we will discuss two description scales within a classical 
approach for the systems: atomistic and coarse grain. The main difference between them is 
that in an atomistic scale all the atoms (even hydrogen) are represented, whereas in a coarse 
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branes and nanoparticles. This set of interaction models contains all functions and values of 
their parameters for the simulation.
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In force fields, the potential energy could be divided into two parts, the intramolecular poten-
tial energy (the bonded part) and the intermolecular potential energy (the non-bonded part). 
Bonded atoms usually involve the stretching, the bending, and the torsion of the bonds. The 
non-bonded potential energy could be modeled as Lennard-Jones interactions and electro-
static interactions. These models are also applied between atoms of the same molecule, which 
are more than three bonds apart. Atoms that are three bonds apart (1–4 pairs) are treated dif-
ferently in each force field.

The force field parameters are fitted to experimental and quantum mechanical data to match 
the spectroscopic, thermodynamic and crystallographic data of the molecule or, in the case of 
CG force field, they could also be derived from atomistic simulations. Among the classic effec-
tive potentials available are the atomistic force fields OPLS [23], CHARMM [24], AMBER [25], 
GROMOS [26] and CG Martini [21], SIRAH [27], and others [28]. The choice of the force field 
is a crucial step, and it should be carefully chosen since it strongly affects the results of an MD, 
and the number of works are constantly checking the precision of them [29].

3. What we can get from simulations?

3.1. Atomistic simulations

Within the fully atomistic treatment, only few nanocarriers could be completely simulated. 
This is the case, for instance, for cyclodextrins [30, 31], calixarenes [32], dendrimers of low 
numbers [33], and so on. Nevertheless, in most cases, in order to get information of the 
nanoparticles, further approaches should be done:

• small models of the complete systems: small micelles, nanostructured particles [34];

• focus on single-drug interaction with specific components of the system [35];

• internal structure of the nanoparticle in the presence of the drug;

• bilayers as a model of liposomes, polymersomes, niosomes, etc. [36, 37].

Is in this last approach where we will emphasis in this section due to the amount of work pres-
ent in the literature [7, 38–43] and the direct connection with experimental model bilayers. 
Within atomistic simulations it is possible to explore, for instance, the drug partition in the 
different bilayer regions and go deeper into the main interactions responsible for their local-
ization [37]. The drug localization could be guided by specific interactions, such as hydro-
gen bond [36], cation-π (for aromatic molecules) [44], salt bridges [45, 46], or entropic effects 
(hydrophobic drugs usually partitioned in the hydrophobic core [47].

Several biophysical techniques could be used to access bilayer properties. Between them, 
X-ray and neutron-scattering experiments allow us to obtain the electron density profiles that 
give us an idea on the overall organization of a lipid bilayer. Within the simulation not only 
it is possible to reproduce this profile but also access each system component contribution. 
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The profiles are calculated dividing the simulation box in slices normal to the bilayer and con-
ducting the time averaging of the net charge (equivalent to the total electron associated with 
each atom) per given thick slabs. Other quantities like radial distribution function could be 
used in order to obtain more details on specific interactions between the drug and the lipids 
or to extract information about water networks and compare with the structure factor of X-ray 
experiments [20].

Local anesthetics (LA), pain-relief drugs, are among the most extensive drugs studied by 
simulations in their interaction with membranes. The structure and physicochemical features 
of each LA agent determine its potency and toxicity. Encapsulation into DDS -such as lipo-
somes- can modulate the anesthetic effect (onset of action, duration of sensory block) and 
toxicity [5]. In this direction, simulations could guide the development of DDS devoted not 
only for short-term procedures (ambulatory and surgical interventions) but also for chronic 
pain treatment.

Most LAs have a pKa between 7 and 9; therefore, both neutral and protonated forms are rel-
evant at physiological pH. Most works in literature overcome this issue studying the drug at 
a high and low pH, where all molecules are protonated or deprotonated, respectively. From 
MD simulation, most authors report neutral LA partition in the hydrophobic region of the 
bilayer and the protonated species in the lipid head/water interface and water phase, with 
differences between them (depending on hydrophilicity, steric factors, the lipid bilayer, etc.) 
[47–53]. For instance, the behavior described for lidocaine in 1,2-dimyristo yl-sn-glycero-
3-phosphocholine (DMPC) is similar to the one reported by us, using prilocaine in 1-Palmitoyl-
2-oleoylphosphatidylcholine (POPC), even using different force fields (GROMOS and 
CHARMM27, respectively) [48, 50]. In both cases the neutral drug presents a bimodal distri-
bution. Also, crossing events, defined as the drug crossing from one monolayer to the other 
bilayer, were observed for both drugs. On the other hand, in our knowledge, no crossing events 
were reported for any protonated LA, even in long simulations (400ns, Slipid force field ) [53]. 
The differential distribution of prilocaine (PLC) depending on its ionization state is illustrated 
inside the bilayer as shown in Figure 2A. On the other hand, more hydrophobic LA at the neu-
tral state, such as etidocaine, shows higher distribution than prilocaine in the bilayer core [50]. 
The localization of the etidocaine in this region promotes a higher disorder in the lipid chains. 
This property could be accessed through the calculation of the order parameter, defined by:

   S  mol   =   1 __ 2   〈3  cos   2   θ  n   − 1〉   (3)

Here, θn is the angle between the normal to the bilayer and the normal to the plane defined by 
two carbon-hydrogen bonds. The order parameter is related to the tilt angle of the chains and 
to the trans-gauche distribution of chain dihedrals. The effects on the lipid packing from guest 
molecules such as PLC distributed within membranes can be experimentally determined 
from changes in the carbon-deuterium segmental order parameter along the lipid chain. 
In that case, the experimental order parameter, SCD = -1/2Smol, is derived from the measured 
quadrupole splitting Δν = (3/4)(e2qQ/h)SCD [54, 55]. In Figure 2B we show the order parameter 
of POPC neat and containing etidocaine.
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In a similar direction, simulations with the two bupivacaine (BVC) enantiomers helped to 
elucidate the higher cardiotoxicity observed for the R-form than the S-form [56]. The effect 
of R-BVCs (at 1:3 molar concentration) is to disorganize the membrane (decrease the order 
parameters); this effect is seen for both tails [51]. This is essentially related with the empty 
space in the lower part of the lipid tails due to the localization of the LA and the lateral expan-
sion of the bilayer. On the other hand, S-BVC only promotes a soft disorganization for carbons 
above 10 (in both tails): in this case, the localization of the LA in the interior of the bilayer 
compensates the effects of the lateral expansion.

Thus, in our hands, molecular simulation of LA in model membranes was found useful 
to explain different aspects on the anesthesia mechanism and drug encapsulation [57]. 
Besides, within simulations, it was possible to explain the experimentally observed differ-
ences [49] between less (prilocaine/lidocaine) and more hydrophobic (etidocaine) isomers 
regarding the depth of their preferential insertion into bilayers [50], with possible impli-
cation on the increased potency and toxicity of the more hydrophobic analogs (Meyer-
Overton rule) [5, 58].

Figure 2. (A) Electron density profiles (EDPs) of different bilayer components as a function of the membrane normal: 
POPC in black, water in blue and drug in red. Solid and dotted line are used for protonated and neutral prilocaine, 
respectively. (B) Calculated order parameter, −SCD, for plain bilayers (black); etidocaine at 1:6 and 1:3 drug:lipid ratio in 
green and violet, respectively. Circles and circles are used for saturated and unsaturated chains of POPC.

Molecular Dynamics80

3.2. Coarse grain

Through the reduction of degrees of freedom, CG models are useful to efficiently simulate 
drug delivery systems, such as liposomes, polymersome, and micelles, relieving the size and 
time-scale limitations of atomistic simulation but losing in details. One of the crucial factors, 
representing the capacity of potential drug delivery systems, is the partition coefficient of a 
potential drug candidate between the aggregate and surrounding water.

In particular, the encapsulation of prilocaine into liposome was studied using this approach 
(MARTINI-based force field) [59]. Following the atomistic results, neutral PLC was fully 
encapsulated in the interior part of the lipid membrane where it adopts an asymmetric 
bimodal distribution. Our simulation results therefore suggest that although protonation 
leads to a structured interaction between drug and host, hydrophobicity is the major driving 
force of drug encapsulation. Our results also depend on the protonated PLC initial simula-
tions conditions [59]. This observation suggested different preparation schemes of liposome-
drug complexes, leading to prilocaine trapped within vesicles that could increase overall drug 
encapsulation efficiency.

On the other hand, it is demonstrated that the two LA species (neutral and protonated) 
are present at physiologic pH, contributing together to the anesthetic effect [50, 57] and 
they could be important in the development of DDS. For example, in a liposomal formu-
lation prepared at pH 7.4, while the neutral form of the anesthetic is able to quickly and 
efficiently cross the bilayer, the protonated form is mainly found in the water phase. Both 
species depend on each other: the protonated needs the neutral one in order to efficiently 
cross the membrane, reaching the adjacent water compartment, while the uncharged spe-
cies depends on the high solubility of the protonated LA in the water phase to reach the 
clinically effective dose.

The protonation/deprotonation reaction cannot be directly simulated using classical MD sim-
ulation. In order to partially overcome this, we represented the physiological pH, taking into 
account Henderson-Hasselbach equation:

  pH = pKa + log    [neutral PLC]   __________________   [protonated PLC]     (4)

and the fact that PLC apparent pKa in membranes is 7.6 [60]; values around 0.4 and 0.6 repre-
sent the molar fractions of neutral and protonated species, respectively.

In Figure 3A, we illustrated the results with a snapshot. In order to get an idea of how PLCs 
distribute inside the vesicle, we have calculated the average number of PLCs as a function of 
the PLC (center of mass) distance to the vesicle center. In Figure 3, we also show separated 
histograms for neutral (B) and protonated (C) PLCs. Considering that the average vesicle 
radius is 75Å, we can see from Figure 3C that all neutral PLCs are essentially found inside 
the vesicle and show two main peaks, in good agreement with previous results [47, 57]. 
On the other hand, just a small fraction (~14 molecules on an average) of the protonated 
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PLCs are found inside the vesicle, as we can see in Figure 3C, and they only interact with 
the external monolayer of the vesicle. The results here show that the behavior of PLCs at 
physiological pH is essentially a combination of high and low pH: This means neutral PLCs 
are found inside the vesicle, whereas protonated molecules are partitioned into the external 
monolayer of the vesicle and water regions. However, different than at low pH, the aver-
age number of protonated PLCs inside the vesicle is lower at physiological pH (14 than 20) 
because of the presence of neutral molecules. In this direction, this kind of simulation could 
guide the LA:lipid molar ratio to enhance the loading capacity of the liposomes, depending 
on pH.

Similar to liposomes, polymersomes form a core-shell structure allowing us to encapsulate 
both hydrophilic and hydrophobic molecules. These synthetic polymer vesicles are  composed 

Figure 3. (A) and (B) Snapshots from the molecular dynamics simulations prilocaine in POPC vesicles at physiological 
pH. The snapshots correspond to the initial configuration and after 1 μs NVT simulation run. Neutral and protonated 
PLC molecules are shown in magenta-blue and in brown, respectively, and lipids are in blue and green forming the 
vesicle. Water sites were removed for visualization purposes. The chlorine counter ions, in red, are only shown in the 
last configuration. Number of neutral (C) and protonated (B) PLCs as function of the PLCs center of mass distance to 
the center of the vesicle.
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of block copolymer amphiphiles that in the presence of water self-assemble in an orga-
nized structures, attracting special interest due to their tunable properties for drug delivery. 
However, since polymersome sizes often range from 100 nm up to the micron diameter size 
it is difficult to simulate, even at the coarse grain level, a big polymersome. In this direction, 
the simulation of polymeric bilayers and small polymersomes at a CG level would make pos-
sible to study key mechanical and structural properties to better develop these kinds of drug 
delivery systems, as recently explored by us [12]. Moreover, these simulations are useful to 
shed light into the effects of the incorporation of model drugs (such as neutral and protonated 
prilocaine), as we explore in a work-in-progress study.

Other popular drug delivery systems composed of copolymers are micelles. Several examples 
are found in literature [61–66]. In this regard, the encapsulation of the hydrophilic antimi-
graine drug sumatriptan in a polymer micelle was studied by us in a recent work [13]. A 
micelle composed of the pluronic F127 tri-block copolymer was simulated under different 
initial conditions. The main results showed that the drug essentially partitioned in the hydro-
philic drug with little effect in the overall micellar structure, and size also correlated with 
experimental studies.

3.3. Drug release: free energy calculations

The times required to observe the mechanism of drug release are out of reach using MD 
simulations. Nevertheless, important information could be obtained by calculating, for 
instance, the free energy through a given path for the drug leaving the nanostructure. The 
idea of enhancement of the sampling of configurational space is not new in molecular simu-
lations, and several methods such as umbrella sampling [67, 68], adaptive biasing force 
(ABF) method [69], the Wang-Landau algorithm [70], steer molecular dynamics [71], and 
metadynamics have been proposed [53]. In order to investigate the release of the drug using 
these methods, a reaction path should be chosen. For bilayers, the natural path is the z direc-
tion (normal to the bilayer) and for spherical nanoparticles the radius of it, as exemplified 
in Figure 4A and B, respectively.

For the case of local anesthetics, very recently, Saaedi et al. estimated the free energy profile 
of lidocaine and articaine in a DMPC lipid bilayer using well-tempered metadynamics simu-
lations (Slipid force field) [53]. They estimated that the free energy between the well and the 
water phase was −32.9kj/mol and −25.4 kj/mol for neutral lidocaine and articaine, respectively. 
On the other hand, this value reduces ~20% for the protonated species. Similar results were 
obtained by Prates et al. (unpublished results) using ABF, who reported a free energy dif-
ference ~24kj/mol in a POPC membrane using the NPzAT ensemble. This means that pH is a 
determinant factor for the encapsulation/release of these drugs.

These calculations could be also carried out using a CG approach. Nevertheless, qualitative 
information could come across of these kinds of calculations. For example, Loverde et al. used 
Steered molecular dynamics to estimate the free energy profile of Taxol (an anticancer drug) 
when pulled out from a micelle core [72].
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delivery systems, as recently explored by us [12]. Moreover, these simulations are useful to 
shed light into the effects of the incorporation of model drugs (such as neutral and protonated 
prilocaine), as we explore in a work-in-progress study.

Other popular drug delivery systems composed of copolymers are micelles. Several examples 
are found in literature [61–66]. In this regard, the encapsulation of the hydrophilic antimi-
graine drug sumatriptan in a polymer micelle was studied by us in a recent work [13]. A 
micelle composed of the pluronic F127 tri-block copolymer was simulated under different 
initial conditions. The main results showed that the drug essentially partitioned in the hydro-
philic drug with little effect in the overall micellar structure, and size also correlated with 
experimental studies.

3.3. Drug release: free energy calculations

The times required to observe the mechanism of drug release are out of reach using MD 
simulations. Nevertheless, important information could be obtained by calculating, for 
instance, the free energy through a given path for the drug leaving the nanostructure. The 
idea of enhancement of the sampling of configurational space is not new in molecular simu-
lations, and several methods such as umbrella sampling [67, 68], adaptive biasing force 
(ABF) method [69], the Wang-Landau algorithm [70], steer molecular dynamics [71], and 
metadynamics have been proposed [53]. In order to investigate the release of the drug using 
these methods, a reaction path should be chosen. For bilayers, the natural path is the z direc-
tion (normal to the bilayer) and for spherical nanoparticles the radius of it, as exemplified 
in Figure 4A and B, respectively.

For the case of local anesthetics, very recently, Saaedi et al. estimated the free energy profile 
of lidocaine and articaine in a DMPC lipid bilayer using well-tempered metadynamics simu-
lations (Slipid force field) [53]. They estimated that the free energy between the well and the 
water phase was −32.9kj/mol and −25.4 kj/mol for neutral lidocaine and articaine, respectively. 
On the other hand, this value reduces ~20% for the protonated species. Similar results were 
obtained by Prates et al. (unpublished results) using ABF, who reported a free energy dif-
ference ~24kj/mol in a POPC membrane using the NPzAT ensemble. This means that pH is a 
determinant factor for the encapsulation/release of these drugs.

These calculations could be also carried out using a CG approach. Nevertheless, qualitative 
information could come across of these kinds of calculations. For example, Loverde et al. used 
Steered molecular dynamics to estimate the free energy profile of Taxol (an anticancer drug) 
when pulled out from a micelle core [72].
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4. Final remarks and challenges

The rapid development of the field due to the entanglement between computer capabilities and 
algorithm development, open the possibility to imagine many applications of the MD approach 
in drug delivery systems. Till now, we have explored different applications on the molecular 
dynamics techniques to study drug delivery systems based on the available literature.

We would like to mention what we consider to be the next desirable steps in the field:

• In our knowledge, most of free energy calculations reported in the literature were simu-
lated with a single drug, without taking into account the drug-loaded medium. In this way, 
important information could be obtained from these calculations.

• To obtain semi-quantitative information into the loading capacity of a specific drug into a 
given DDS.

• The use of a constant pH ensemble [73] could be applied to these kinds of systems. This 
represents a challenge in order to get on-the-fly protonation/deprotonation of molecules 
depending on the surrounding environment. This will emulate the loading and release of 
the DDS that could happen in different conditions.

• Through the calculation of the different components of the pressure tensor, it’s possible to 
access mechanical properties that could guide the DDS development.

• New DDS systems could be addressed with this technique. One example of this is the 
reconstituted high-density lipoprotein particles to deliver hydrophobic drugs to impaired 
cells and tissues [74]. These nanostructures are being used for other things such as protein 
stabilization, but the possibility to develop drug delivery systems with them is a promising 
one that could take advantages of molecular dynamics simulations.

• New applications for old drugs, as well as new therapies like gene delivery, could benefit 
from this computational approach [75].

Figure 4. Schematic representations (A) a free energy profile over the lipid bilayer normal and (B) a micelle, as generic 
DDS, showing the reaction pathway.
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