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Preface

Computational science and engineering (CSE) is a broad multidisciplinary area including a
variety of applications in science, engineering, numerical methods, applied mathematics,
and computer science disciplines. Due to the recent technological developments in software
and hardware, CSE’s approach has a critical importance on the integration of knowledge and
methodologies from all of these disciplines. Thus, it requires field expertise (science or engi‐
neering), mathematical modeling and its numerical analysis, algorithm design and its soft‐
ware implementation, model validation and post-processing, and interpretation of the data
obtained by different visualization and animation tools.

It is widely accepted that simulation is the third pillar of science besides theory and experi‐
ment. Recently, computer-based models and computer simulations have become an impor‐
tant part of the research activities even in some cases supporting/replacing the
experimentation. It is observed in many areas of science and engineering over the past 30
years that the boundary has been crossed where simulation or simulation in combination
with experiment is more effective (in terms of time, cost, or accuracy) than experiment alone
for actual science and engineering needs. One of the most powerful sides of CSE is that it
enables the simulation of processes, nature, and complex systems that cannot be studied by
real experiments because these experiments are too dangerous, too expensive, unethical, or
just technically impossible.

With the breathtaking, long-standing, and continuing growth in speed, memory, and cost-
effectiveness of computers, and with similar following improvements in software technolo‐
gy and numerical algorithms, the existing and future benefits of CSE are enormous and will
be a crucial enabling technology in the future. Almost all major disciplines in science and
engineering have their own computational interface now. CSE brings to all these disciplines
a novel and innovative point of view with the help of growing emerging technologies in
hardware, software, and numerical methods. Another important benefit of the CSE ap‐
proach is to urge scientists and engineers to model with better realism using multi-scale,
multi-phase, multi-physics, and multi-disciplinary approaches. Although multi-scale model‐
ing has always been part of science, CSE has led to a renewed interest in it and has opened
new perspectives and challenges. Concerning multi-physics and multi-disciplinary ap‐
proaches, this motivates more and more the intelligent coupling of distinct, existing models:
fluid dynamics plus structural mechanics models, thermal coupling or thermal plus electri‐
cal models, etc.

Considering all these benefits and potential interfaces and impacts to other disciplines in sci‐
ence and engineering, CSE has extremely wide and rich content and subtopics. With this book
study, we tried to touch very few but prominent of these topics. The book provides a collec‐
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tion of different types of applications and visions to various disciplinary key aspects, which
comprises both problem-driven and methodology-driven approaches at the same time.

This book is structured into the following six chapters:

Chapter 1 introduces the reader the importance of using computational and information
technologies for both numerical models including complex initial boundary value problems
and large unstructured and semi-structured data processing. In the first part of the chapter,
the numerical model of the oil displacement problem was considered by injection of chemi‐
cal reagents to increase oil recovery of reservoir. The second part of the chapter also de‐
scribes parallel implementation of the document clustering algorithm used as a heuristic
genetic algorithm. A novel UPC implementation of MapReduce framework for semi-struc‐
tured data processing was introduced.

Chapter 2 outlines the epoch-making achievements and transformations that have occurred
over time for matrix computations. More specifically, this valuable chapter focuses on how
matrix concepts and algorithms have been developed from approximately 3000 BC to today
and even tomorrow. This work separates this history to eight noticeable epochs that are dis‐
tinguished from each other by the introduction of evolutionary new concepts and subse‐
quent radically new computational methods, which are also extremely important to
computational science and engineering discipline.

Chapter 3 presents prominent techniques in the field of inverse problems covering both
classical and newer approaches. Presented methods are highly important and useful for the
computational inverse problems. In the chapter, authors give the field practitioners an idea
on when and how they can likely use these techniques. In particular, this chapter offers en‐
tries on the following materials:

• Matrix factorizations and sparse matrices
• Direct solutions and pivoted factorizations
• Least squares problems and regularization
• Non-linear least squares problems
• Low-rank matrix factorizations and randomized algorithms
• An introduction to Backus-Gilbert inversion

In Chapter 4, a hypersonic flat-plate problem is studied using a novel technique called inte‐
gro-differential scheme (IDS) that combines the traditional finite volume and the finite dif‐
ference methods under realistic conditions, at high Reynolds and Mach numbers. The
numerical scheme implemented in this chapter solves the full unsteady Navier-Stokes Equa‐
tions including mass, momentum, and energy conservations. The major remark of this chap‐
ter is to numerically solve the hypersonic flow over a flat plate with a novel numerical
approach called IDS using suggested boundary conditions for the flow.

Chapter 5 addresses important key questions on a smart wireless network covering most of
the smart city. This chapter introduces the smart community wireless platform as a concep‐
tual approach rather than a technical study. Relevant dynamics in measuring the total cost,
benefits, drawbacks, and risks of smart community wireless platforms are examined, and
developed models for estimating the success of these platforms under various conditions
and scenarios are surveyed. It outlines how the generic model could be instantiated for spe‐
cific dynamics and to analyze different scenarios. The question of how the city could inspire
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and assist the communities to build their community wireless network and then coalesce
them for a city-wide wireless network is also addressed.

Chapter 6 discusses the usage of electrochemical noise analysis to study potential fluctua‐
tions produced by kinetic variations along the corrosion process using the signal processing
methods. Superimposing Gaussian noise on-trivial trend lines simulates particular signal
data, as the first approach. Then, artificial intelligence for trend removal is used, as the sec‐
ond approach combining an interval signal processing with back propagation neural net‐
works. This chapter particularly shows the increasing difference between trend and noise,
and the artificial neural networks (ANN) became less accurate. In this chapter, moving me‐
dian removal (MMR) yields the best results when polynomial fitting, moving average re‐
moval (MAR), and moving median removal (MMR) are compared.

I hope that this book provides the reader with a valuable source of idea for the solution of
problems in different scientific and engineering disciplines and also serves as a motivation
for the integrative or interdisciplinary study in computational science and engineering. Fi‐
nally, I thank all the respectable contributors of this book for sharing their valuable experi‐
ences in different interesting and prominent fields of science and engineering.

Prof. Dr. M. Serdar Çelebi
Istanbul Technical University

Istanbul, Turkey

Preface IX
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Abstract

This chapter discusses high-performance computational and information technologies for
numerical models and data processing. In the first part of the chapter, the numerical model of
the oil displacement problem was considered by injection of chemical reagents to increase oil
recovery of reservoir. Moreover the fragmented algorithm was developed for solving this
problem and the algorithm for high-performance visualization of calculated data. Analysis
and comparison of parallel algorithms based on the fragmented approach and using MPI
technologies are also presented. The algorithm for solving given problem onmobile platforms
andanalysis of computational results is given too. In the secondpart of the chapter, theproblem
ofunstructuredandsemi-structureddataprocessingwas considered. Itwasdecided to address
the task of n-gram extraction which requires a lot of computing with large amount of textual
data. In order to deal with such complexity, there was a need to adopt and implement
parallelization patterns. The second part of the chapter also describes parallel implementation
of the document clustering algorithm that used a heuristic genetic algorithm. Finally, a novel
UPC implementation of MapReduce framework for semi-structured data processing was
introducedwhich allows to express data parallel applications using simple sequential code.

Keywords: fragmented algorithm, high-performance visualization, computational
algorithms on mobile platforms, MPI, unstructured and semi-structured data processing,
n-gram extraction, MapReduce framework

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.
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1. Introduction

With development of computer technology level and high-performance systems across the
world, efficiency of solving problems in the field of fundamental and engineering research is
increasing. Annual development of mathematical models allows to study physical and chem-
ical processes in greater detail. Modern numerical methods are also being developed for
solving applied problems and an amount of calculations are increasing. In this regard, using
high-performance computing and computational technologies to solve applied problems with
each year becomes more relevant.

In the middle stages of the development of high-viscosity oil fields, the problem of decreasing oil
recovery becomes an issue. Increasing oil recovery of reservoirs remains one of urgent tasks at
the moment. Methods of injecting polymers and surfactants into an oil reservoir are currently
widely used in the oil industry and are considered as one of the effective methods for increasing
the oil recovery of reservoirs [1, 2]. Therefore, the problem of oil displacement process by
polymer and surfactant flooding was perceived as being a task for given working group.

Parallel implementation of the oil displacement problem and applied method appears to be
complex problem of system parallel programming because it requires to provide synchroniza-
tion of separate computational processes, network data transfer, etc. In order to decrease
complexity of such parallel programs, technology of fragmented programming and its imple-
mentation called LuNA (Language for Numerical Algorithms) were adopted [3].

Visualization is an integral part of the analysis during the processing of the scientific data. It
has a significant role in large-scale computational experiments on modern high-performance
engines. The amount of data obtained in such calculations can reach several terabytes. Such
system requires a well-designed and implemented client-side visualization module taking into
account its client orientation. So such programming module was applied using modern visu-
alization technology Vulkan API [4].

Nowadays full computational potential of mobile devices almost not used because of devices
being idle for extended periods during a day. There are number of projects such as Berkeley
Open Infrastructure for Network Computing (BOINC) which use excessive computational
capabilities of PCs and mobile devices across the globe [5]. While provisioning services for its
customers as integrator of numerous computational resources for solving their problems, the
processing itself was conducted using only CPUs. Many recent mobile devices are equipped
with powerful GPUs generally used for 3D graphics rendering. By efficient usage of mobile
GPUs, one can achieve much more performance from a single device therefore increasing
overall productivity of such integrational computations. This task requires the mobile software
installed to be able to use capabilities offered by GPUs. Following researchers studied issues
and possibilities related to exploit GPU capabilities of mobile devices in integrated computa-
tions: Zhao [6], Montella et al. [7].

Because of the rapid progress on computer-based communications and information dissemi-
nation, large amounts of data are daily generated and available in many domains. The purpose
of the research presented in the second part of the chapter is to develop models and algorithms
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for unstructured and semi-structured data processing using high-performance parallel and
distributed technologies.

Today huge amount of information are being associated with the web technology and the
internet. To gather useful information from it, these text has to be categorized. Text categoriza-
tion is a very important technique for text data mining and analytics. It is relevant to discovery
various different kinds of knowledge. It is related to topic mining and analysis. It is also related
to opinion mining and sentiment analysis, which has to do with knowledge discovery about
the observer, the human sensor. The observer based on the content they produce can be
categorized. The indexing influences the ease and effectiveness of a text categorization system
[8]. The simplest indexing is formed by treating each word as a feature. However, words have
properties, such as synonymy and polysemy. These have motivated attempts to use more
complex feature extraction methods in text categorization tasks. If a syntactic parse of text is
available, then features can be defined by the presence of two or more words in particular
syntactic relationships. Nowadays authors [9–11] have used phrases (n-grams), rather than
individual words, as indexing terms. In this work, the task was also addressed to n-gram text
extraction which is a big computational problem when a large amount of textual data is given
to process. In order to deal with such complexity, there was a need to adopt and implement
parallelization patterns.

The chapter also focuses on research related to the application of genetic algorithm for docu-
ment clustering. Genetic algorithms make it possible to take into account peculiarities of the
search space by adjusting the parameters and selecting the best solutions from the solutions
obtained by the population [12–14]. Clustering algorithm is based on the assessment of the
similarity between objects in a competitive situation. Since clustering problem solution
requires large computational resources parallelization on the stage of genetic algorithm for
setting the coefficients in the formula of similarity measures was performed, as well as on the
stage of data clustering.

MapReduce technology has shown a great potential in dealing with large-scale data
processing problems [15, 16]. Such batch-oriented MapReduce systems as Apache Hadoop,
however, lacks efficiency in dealing with iterative problems. The main bottleneck can be
attributed to slow disk operations arising in data storage after current iteration in a distributed
file system. Number of solutions that deal with that problem has been proposed in a literature,
including ones that propose novel techniques that optimize loops [17] and ones that try to keep
static data [18]. Recently introduced novel approaches rely mostly on in-memory processing
mechanisms [19, 20]. Also some types of data parallel problems require efficient communica-
tion between parallel workers in order to be able to implement specific nature of the data
exchange patterns. In such a way, it is necessary to consider other parallel programming
models that can be effectively combined with MapReduce.

Partitioned global address space (PGAS) model presents an interesting approach to deal with
data communication problem. In PGAS model, a global memory is divided among threads
with different choices of memory to thread mappings. Several works introduced different
approaches to implement MapReduce functionality in a frame of PGAS model. For example,
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Parallel implementation of the oil displacement problem and applied method appears to be
complex problem of system parallel programming because it requires to provide synchroniza-
tion of separate computational processes, network data transfer, etc. In order to decrease
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installed to be able to use capabilities offered by GPUs. Following researchers studied issues
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Because of the rapid progress on computer-based communications and information dissemi-
nation, large amounts of data are daily generated and available in many domains. The purpose
of the research presented in the second part of the chapter is to develop models and algorithms
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for unstructured and semi-structured data processing using high-performance parallel and
distributed technologies.

Today huge amount of information are being associated with the web technology and the
internet. To gather useful information from it, these text has to be categorized. Text categoriza-
tion is a very important technique for text data mining and analytics. It is relevant to discovery
various different kinds of knowledge. It is related to topic mining and analysis. It is also related
to opinion mining and sentiment analysis, which has to do with knowledge discovery about
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categorized. The indexing influences the ease and effectiveness of a text categorization system
[8]. The simplest indexing is formed by treating each word as a feature. However, words have
properties, such as synonymy and polysemy. These have motivated attempts to use more
complex feature extraction methods in text categorization tasks. If a syntactic parse of text is
available, then features can be defined by the presence of two or more words in particular
syntactic relationships. Nowadays authors [9–11] have used phrases (n-grams), rather than
individual words, as indexing terms. In this work, the task was also addressed to n-gram text
extraction which is a big computational problem when a large amount of textual data is given
to process. In order to deal with such complexity, there was a need to adopt and implement
parallelization patterns.

The chapter also focuses on research related to the application of genetic algorithm for docu-
ment clustering. Genetic algorithms make it possible to take into account peculiarities of the
search space by adjusting the parameters and selecting the best solutions from the solutions
obtained by the population [12–14]. Clustering algorithm is based on the assessment of the
similarity between objects in a competitive situation. Since clustering problem solution
requires large computational resources parallelization on the stage of genetic algorithm for
setting the coefficients in the formula of similarity measures was performed, as well as on the
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MapReduce technology has shown a great potential in dealing with large-scale data
processing problems [15, 16]. Such batch-oriented MapReduce systems as Apache Hadoop,
however, lacks efficiency in dealing with iterative problems. The main bottleneck can be
attributed to slow disk operations arising in data storage after current iteration in a distributed
file system. Number of solutions that deal with that problem has been proposed in a literature,
including ones that propose novel techniques that optimize loops [17] and ones that try to keep
static data [18]. Recently introduced novel approaches rely mostly on in-memory processing
mechanisms [19, 20]. Also some types of data parallel problems require efficient communica-
tion between parallel workers in order to be able to implement specific nature of the data
exchange patterns. In such a way, it is necessary to consider other parallel programming
models that can be effectively combined with MapReduce.

Partitioned global address space (PGAS) model presents an interesting approach to deal with
data communication problem. In PGAS model, a global memory is divided among threads
with different choices of memory to thread mappings. Several works introduced different
approaches to implement MapReduce functionality in a frame of PGAS model. For example,
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in [21], authors introduce a design of MapReduce system based on using unified parallel C that
belongs to a family of PGAS languages. In that approach collective operations for data
exchange are employed. A different implementation of MapReduce based on X-10 parallel
programming language of PGAS family uses hashmap data structure to deal with data
exchange task [22].

2. Mathematical and computer modeling of 3D oil displacement process in
porous media

2.1. Mathematical model of polymer and surfactant flooding

In general processes of oil displacement by chemical reagents controlled by complex physical
and chemical processes. Therefore, exact simulation of such processes using numerical
methods produces a number of certain issues. Therefore, the mathematical model of two-
phase flow in porous media has the following assumptions: (1) flow is incompressible; (2)
gravitational forces and capillary effects are neglected and (3) two-phase flow (water and oil)
obeys Darcy’s law.

Taking into account the foregoing assumptions, a system of equation was written for two-
phase flow in porous media, which contains mass conservation equations for water and oil
phases, the Darcy’s law, and the equation for the transfer of concentration and salt in the
reservoir [23, 24].

Mass conservation equations can be written as follows:

m
∂Sw
∂t

þ div vwð Þ ¼ q1 (1)

m
∂So
∂t

þ div voð Þ ¼ q2 (2)

where m is the porosity, Sw, So are the water and oil saturations, q1, q2 are the source or sink.
Porous medium saturated with fluids: Sw þ So ¼ 1.

Velocities of each phases is given by Darcy’s law:

vi ¼ �K0
f i sð Þ
μi

∇P, i ¼ w, o (3)

where f i sð Þ,μi is the relative permeability and viscosity for phase i, P is the pressure, K0 is the
permeability tensor.

Polymer, surfactant, salt and heat transport equations are given by:

m
∂
∂t

cpsw
� �þ ∂ap

∂t
þ div vwcp

� � ¼ div mDpwsw∇cp
� �

(4)
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m
∂
∂t

cswsw þ csosoð Þ þ ∂asurf
∂t

þ div vwcsw þ vocsoð Þ ¼ div mDswsw∇csw þmDsoso∇csoð Þ (5)

m
∂
∂t

csswð Þ þ div vwcsð Þ ¼ 0 (6)

∂
∂t

1�mð ÞCrrrT þm Cwswrw þ C0s0r0ð ÞT½ � þ div rwCwvwT þ r0C0v0Tð Þ ¼ div D∇Tð Þ,

D ¼ 1�mð Þλ0 þm λ1sw þ λ2s0ð Þ (7)

where cp, cs is the concentrations of polymer and salt in water phase, csw, cso are the concentra-
tion of surfactant in water and oleic phases, ap, asurf are the adsorption functions, Dpw,Dsw,Dso

are the diffusion coefficients, Cw,Co, Cr are the specific heat of water, oil and rock, rw, ro, rr are
the water, oil and rock densities, λ0,λ1,λ2 are the thermal conductivity coefficients.

Initial conditions:

swjt¼0 ¼ sw0, cpw
��
t¼0 ¼ cp0, csjt¼0 ¼ cs0, cswjt¼0 ¼ csw0, csojt¼0 ¼ cso0,

Tjt¼0 ¼ Tp, asurf 0
��
t¼0 ¼ asurf 0, ap

��
t¼0 ¼ ap0 (8)

Boundary conditions:

∂sw
∂n

����
∂Ω

¼ 0;
∂P
∂n

����
∂Ω

¼ 0;
∂T
∂n

����
∂Ω

¼ 0;
∂cpw
∂n

����
∂Ω

¼ 0;

∂cpw
∂n

����
∂Ω

¼ 0;
∂csw
∂n

����
∂Ω

¼ 0;
∂cs
∂n

����
∂Ω

¼ 0 (9)

The following viscosity dependence on injected reagent concentrations and temperature was
used:

μa ¼ μw 1þ γ1cp þ γ2c
2
p þ γ3csw þ γ4c

2
sw

� �
cγ5s � γ6 T � Tp

� �h i
(10)

μo ¼ μoo 1� γ7 T � Tp
� �� �

(11)

where γ1,γ2,γ3,γ4,γ5,γ6,γ7 are the constants, μoo is the initial viscosity of oil phase, Tp is the
reservoir temperature. The imbibition relative permeability curve for water/oil flow is given by

f w Swð Þ ¼ S3:5w ; f o Swð Þ ¼ 1� Swð Þ3:5 (12)

The process of displacement of oil by polymer and surfactant solutions described through
developed mathematical model. First oil reservoir filled with surfactant solution is driven
by conventional water. After that polymer solution injected in order to control the slug which
improves volumetric sweep efficiency. This procedure followed by injection of an ordinary
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water flow. The amount of surfactant, polymer and water injected must be computed through
developing mathematical model describing distributing of pressure and temperature, satura-
tion of each phase, chemical concentrations of the process flowing within a reservoir. Reservoir
dimensions and shape described within mathematical model as three-dimensional computa-
tional domain (Figure 1a).

The numerical solution of Eqs. (1)–(12) based on finite difference method and explicit/implicit
scheme. The algorithm for constructing a solution is reduced to the following. The temperature
of the reservoir and the injected water, the initial oil saturation of the reservoir, the initial
pressure distribution, the technological and physical parameters of the reservoir are set. The
values of saturation, pressure, concentration and temperature are solved according to the
explicit Jacobi scheme on the basis of the finite difference method in the three-dimensional
grid [25] (Figure 1b).

2.2. Fragmented algorithm

For solving the three-dimensional fluid flow problem, the method with stabilizing correction
was used [26]. For implementation of parallel algorithm initial area (Nx�Ny�Nz) divided to
subdomains. At first division, division made by z-axis where number of subdomains depends
on number of processes, size of subarea equals Nz/size+2 shadow edges.

After that computations for the first and the second intermediary step were made in order to
find pressures and saturations by algorithm described in previous section. Then the second
subdivision of initial domain was done by y-axis and compute values of gas pressure by third
step of the method. After the third step, boundaries for all variables were exchanged and
compute first step of the method for further time step. At the end of this step domain was
made subdivision again but already by x-axis and compute the second and the third steps.
After that subdivision was made on by z-axis again, exchange shadow edges and start to
compute first and second intermediary steps as shown in Figure 2.

Advantage of such scheme of initial three-dimensional domain division at computing two
intermediary steps is the possibility to solve independently at each process by sequential
sweep [27] for which there is no efficient parallel algorithm. But there are global communica-
tions after each second intermediary step which appears when initial domain is divided.

Testing conducted on “MVC” Supercomputer of Unified Supercomputer center of the Rus-
sian Academy of Sciences [28] which include nodes with two Xeon E5-2690 processors,

Figure 1. Computational domain (a) and computational grid (b).
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communicational and transport network based on FDR Infiniband and 64 Gb of Operating
Memory for each node. MPI MPICH3 and GCC compiler used.

Series of experiments allowed to define weak scalability of the implementation. That is for
different problem sizes increase in problem size was proportional to number of computational
nodes. Ideally, computation time must be equal for every experiment because number of
computations in each node is approximately the same. In reality, increased time leads to
increase in communication length and size of transferred values.

As show in Figure 3 (x-axis shows number of processes and appropriate domain size), MPI
implementation possesses best efficiency because unlike fragmented program it does not have
overhead expenses belonging to LuNA system algorithms [29]. But efficiency does not reach
100% because of existing global communications appearing at decomposition of the domain in
a process. Moreover, it can be noted that LuNA implementation approximately 200 time
slower than MPI while LuNAwith manual setting (LuNA-Fw) approximately 10 times slower.

From Figure 3, it can be seen that with increase of the problem size execution time for the
sequential program disappears. This related to the fact that program data no longer fits to a
memory of a single node while parallel and fragmented programs still do.

2.3. High-performance visualization

Let us consider the visualization module. Highly optimized visualization API with cross-
platform support is needed. Previously only the OpenGL standard can be such tool. However,
OpenGL has a number of limitations, mainly related to its high-level implementation. Because
of this, it cannot use advantages of processors from different manufacturers.

At the moment, a new low-level visualization standard, the ideological continuation of
OpenGL, Vulkan API [4] is rapidly developing. It also contains a functional for parallelizing

Figure 2. Scheme of computations for three-dimensional fluid flow problem.
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CPU-side computations and provides multiple performance improvements by reducing the
number of CPU addressing using a technology similar to AMD Mantle [30]. Vulkan is a cross-
platform response from the Khronos Group to the latest DirectX 12 Direct3D standard [31]
developed by Microsoft and released with the Microsoft Windows 10 operating system.

The Vulkan toolkit is extremely low-level and most settings are manually configured. The
main reason of the high performance shown by Vulkan compared to OpenGL is due to the
decrease of the dependence of video processor on the CPU. Indeed, in the old visualization
tools, the drawing of each animation frame was each time run directly from the CPU. Thus,
after each rendering iteration and presentation to the screen, a signal was sent to the CPU, after
which the video processor waited the completion of current CPU commands before launching
the next iteration. In other words, CPU and GPU were synchronized on each call of the render
function.

In an application that uses the Vulkan API, parts that flow on the CPU and the video processor
are generally unsynchronized. Synchronization at the moments of necessity is controlled by
the application itself, not by the driver and the library, as it was in OpenGL.

The demonstration of the implemented module is shown in Figure 4.

To test the capabilities of this visualizer, special test models obtained from the models
presented above were used (Figure 5). To simplify the creation of model, colors of the cells
were generated randomly. From this basic model (Figure 5a), using a special generator, a
similar model was created consisting of a much larger number of polygons and active cells.
Test models were generated by splitting each polygon of the base model.

The model shown in Figure 5b has a surface consisting of 62,078,400 polygons. The geometry
of this model occupies 1420 MB or 1.387 GB on graphics memory. One can interact with this

Figure 3. Weakly scalable testing. Dependence of computation time from the size of a problem and processes.
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model in real time, since the rendering is done at a frequency of 51–53 frames per second. At
the moment, Vulkan standard allows to significantly optimize the performance of graphics
applications due to special technologies for working with data and video card resources at a
low level.

By using the described technology, a new version of the information system visualizer shows a
significant increase in drawing performance. The presented results of the rendering speed can
theoretically correspond to the models with hundreds of millions of computational cells.

2.4. Computational algorithms on mobile platforms

2.4.1. Creation high-performance software on mobile devices

Nowadays, rapid grows of number of mobile devices pushed mobile industry to the very top
of the global technological market making it one of the most important areas of public services.
Huge interest in mobile market from common population set technological trend of mobile
industry to a fastest possible route. CPUs and especially GPUs present in modern mobile
devices being absolutely separate computational units can be used as a parts of heterogeneous

Figure 4. Demonstration of the visualization module using the Vulkan API (different colors represent the values of
permeability along the Оx axis: red color for maximum values and blue for minimum).

Figure 5. Basic model containing 67,165 active cells (a) coarse mesh; (b) finer mesh.
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computational platform combining ordinary servers and other alternative connected devices
with purpose of integral computation. Recent models of mobile devices equipped with GPUs
supporting nVidia CUDA technology. This technology can be used to implement parallel
versions of conventional algorithms further allowing to solve computational intensive tasks.
The mobile nature of computational devices allows to exploit them directly at oil field even if
there no wireless connection. In case if there is access to digital network they can be a part of
heterogeneous computational cluster.

This section describes oil displacement problem in order to test the parallel algorithm on GPU,
which uses a shared memory for storage of a grid node values and comprises of various
comparative tests focusing on effectiveness of mentioned algorithms. Oil displacement prob-
lem by polymer and surfactant injection taking into account temperature effects. The computer
model described the complex real industrial problem of oil recovery [32, 33].

2.4.2. A parallel algorithm using CUDA technology on a mobile platform

Let us make assumption that GPU grids chosen for allocating program data contain several
blocks. Every block represented in a three-dimensional form and program data copied from
the global memory to the shared memory of a GPU during computation. After relocation of
data into shared memory it cannot be used again. Therefore, it will be copied back from the
global memory which usually appears to be slowest one. It means that copying data from the
global memory to GPUs shared memory four times creates inefficiency. Other issue is that
each subdomain requires data from its neighbors to continue computation. This creates
situation where data will be copied from the global memory every time the boundary layer
data needed [34].

To tackle abovementioned issue, the kernel function introduced into parallel implementation
of an algorithm. Using kernel function allows data to be declared in a shared memory
according to a size of a problem. Every thread within a single block has access to the shared
memory only. The performance of the shared memory much higher than of the global memory.
This allows to avoid loading data from the global memory every time the boundary data
required which leads to noticeable increase in performance. The parallel algorithm within the
kernel function works as follows: a temporary array declared in the shared memory where an
output of a calculation will be stored; at first this array represent a copy of an input array; after
that values at edges of a given array will be replaced by boundary values from neighboring
blocks. Every time algorithm requires input data values it gets them from the shared memory
instead of the global memory. High performance of the shared memory significantly speeds up
total computation. One must be careful when working with boundary values from neighbor-
ing block because wrong choice of indices lead to incorrect output data.

Conducting mobile computations on problems related to real-world technological processes
recently became popular topic among science and industry. Game industry actively utilize com-
putaional capabilities of recent mobile devices by developing games with high-performance
graphical data processing. Other examples are image recognition and machine learning in
mobile cloud services. One can easily notice rapid grows of computational capabilities of modern
mobile devices. Recent developments in this industry like nVidia Tegra X1 chipset possesses 256
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GPU cores based on nVidia Maxwell architecture [35]. This chipset has extraordinary computa-
tional performance potential up to 1 TFlops which is comparable with performance of small
supercomputer. Such situation undoubtedly expands area of problems solving with such devices
to a new height.

2.4.3. Results and comparison of computational experiments

In Figure 6, the ratio of calculating time for solving oil recovery problem on the PC and the
mobile device can be seen. By increasing the grid size, the time ratio decreases.

Figure 7 demonstrates the application for the mobile device on the base of the model of oil
displacement process by polymer and surfactant taking into account the salinity and temper-
ature of the reservoir in porous medium.

Figure 6. Computing times of mobile device and PC (polymer and surfactant flooding).

Figure 7. Demonstration of the mobile application results.
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The prototype of hydrodynamic simulator developed for high-performance computations on
mobile devices and uses existing industrial file formats of a known foreign software companies
(Schlumberger, Roxar, etc.). This means that computation results of developed simulator can
be backward compatible with file formats used in other software products by these companies.
Advantage of a mobile application before traditional one is that the mobile app allows users
get results of a computation being located directly on the field.

3. High-performance information technologies for data processing

3.1. Comparison of distributed computing approaches to complexity of n-gram extraction

Nowadays there are several HPC frameworks and platforms that can be used for the distrib-
uted computing text processing. n-Gram extracting task was implemented on three platforms:
(1) MPJ Express, (2) Apache Hadoop, and (3) Apache Spark. Moreover two different kinds of
the input datasets were used: (i) small number of large textual files and (ii) large number of
small textual files. Experiments were conducted with each of the HPC platform, each experi-
ment uses both datasets and the experiment repeats for a set of different file sizes. The speedup
and efficiency among MPJ Express, Apache Hadoop, and Apache Spark were computed. The
guidelines for choosing the platform could be provided based on the following criteria: kind of
dataset (i) or (ii), dataset size, granularity of the input data, priority to reliability, or speedup.
The contributions from our work include:

• Comprehensive experimental evaluation on English Wikipedia articles corpora;

• Time and space comparison between implementations on MPJ Express, Apache Hadoop,
and Apache Spark;

• Detailed guidelines for choosing platform.

The n-gram feature extraction was conducted from the Wikipedia articles corpora. The corpora
size is 4 gb and it is consists of more than 200000 articles, each article’s size is approximately 20
kb. Furthermore all dataset was divided into six subsets: 64, 256, 512, 1024, 2048 and 4096 Mb,
where each subset is divided into two sets: (i) a large number of small textual files and (ii) a
small number of large textual files. The articles were kept as is for data set (i), whereas articles
were concatenated into bigger files for data set (ii).

Our goal is to extract n-gram from all articles and from each article separately. So the
full n-gram model was considered to be all extracted n-grams, where n∈ 1; k½ � and k are the
length of longest sentence in the dataset. Further the method that is described by Google in
their paper [36] was used and improvements suggested by work [37] were considered. Both
algorithms are based on MapReduce paradigm. Method proposed by [37] optimized mem-
ory consumption overall performance, but at the same time rejecting not frequent n-grams.
The reason of using Google’s proposed algorithm is because our goal is to obtain full n-gram
model.
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As a result the algorithm for our goal of n-gram extraction was adopted from the individual
articles. Our method operates with sentences, text of the articles is represented as set of sentences
S, where S ¼ S1; S2;…; Snð Þ and each sentence Sn is a list of words Sn ¼ W1;W2;…;Wmð Þ,
whereWm is a single word.

The functions sliding(),map(), and reduce() were implemented. Function map() takes list of sentences
S and for each Si executes sliding() function with the parameter n ¼ 0; 1; 2;…;mð Þ, where n is size
of slides (n-grams) that function will produce and m is number of words W in sentence Si.
Function reduce() takes output of map() function, which is the list of n-grams (list of list of words)
and count similar ones. As a results it returns list of objects (n-gram; v), that is usually called Map,
where v is the frequency of particular n-gram in the text. This approach provide ability to execute
independent map() and avoid communication between nodes until reduce() stage.

For our experiments the cluster of 16 nodes was used, each node has the same characteristics.
More details about cluster and frameworks could be found in [38] work. Figure 8 shows
results of the conducted experiments. It is clear that parallelization reveal good efficiency and
speedup on all three HPC platforms. During our experiments, Apache Hadoop shows low
speed and efficiency for a large number of small files. Researches [39] show that Apache
Hadoop works faster if input data is represented as a few big files instead of many small files.
This is because of HDFS design, which was developed for processing big data streams.
Readings of many small files leads to many communications between nodes, many disk head
movements and as a consequence leads to extremely inefficient work of HDFS. Details of the
comparison could be found in the work [38].

3.2. Parallel text document clustering based on genetic algorithm

This section describes parallel implementation of the text document clustering algorithm. The
algorithm is based on evaluation of the similarity between objects in a competitive situation,
which leads to the notion of the function of rival similarity. While attributes of bibliographic
description of scientific articles were chosen as the scales for determining similarity measure. A
genetic algorithm is developed to find the weighting coefficients which are used in the formula
of similarity measure. To speed up the performance of the algorithm, parallel computing
technologies are used. Parallelization is executed in two stages: in the stage of the genetic
algorithm, as well as directly in clustering. The parallel genetic algorithm is implemented with
the help of MPJ Express library and the parallel clustering algorithm using the Java 8 Streams
library. The results of computational experiments showing benefits of the parallel implemen-
tation of the algorithm are presented.

3.2.1. Clustering using the function of rival similarity

FRiS-Tax algorithm described in [40] is chosen as a clustering algorithm. The measure of rival
similarity is introduced as follows. In the case of the given absolute value of similarity m(x, y)
between two objects, the rival similarity of object a with object b on competition with c is
calculated by the following formula:
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Fb=c að Þ ¼ m a; bð Þ �m a; cð Þ
m a; bð Þ þm a; cð Þ (13)

where F is called a function of rival similarity or FRiS-function. To measure similarity, the attri-
butes of the bibliographic descriptions of scientific articles were proposed to be taken as scales.

The year of issue; code UDC; key words; authors; series; annotation; title were chosen as
attributes of division of articles from bibliographic databases into clusters. A genetic algorithm
was developed to choose weighting coefficients which are used in the formula of similarity
measure (Eq. (13)). The use of genetic algorithm allows automating the search for the most
acceptable weighting coefficients in the formula of similarity measure.

3.2.2. Genetic algorithm for adjustment of coefficients in the formula of similarity measure

To create the initial population of genetic algorithm and its further evolution, it is necessary to
have an ordered chain of genes or a genotype. For this task, a chain of genes has a fixed length

Figure 8. Speedup and efficiency of each platform.
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equal to 13 and presents a set of parameters made up on the basis of attributes of bibliographic
description of documents.

In genetic algorithms, the individuals entering the population are presented by ordered subse-
quent genes or chromosomes with coded in them sets of the problem parameters.

At the stage of selection, the parents of the future individual are determined with the help of
methods Roulette Selection, Tournament Selection, and Elitism Selection. The survived indi-
viduals take part in reproduction. For crossover operator, the following methods are used: One
point crossover, Two point crossover, Uniform crossover, and Variable to Variable crossover.
The stage of mutation is necessary not to let the solution of the problem get into a local
extremum. It is supposed that, after the crossover is completed, part of the new individuals
undergo mutations. In our case, 25% of all individuals are selected which are subjected to
mutation. In this work, the quality of the obtained clusters is evaluated using the Purity and
Root mean square deviation measures of estimation.

3.2.3. Development of the parallel clustering algorithm

Parallelization is carried out in two stages of the algorithm of clustering. The first stage is
occurred during the selection of individuals in the genetic algorithm when clustering is
performed with different sets of weighting coefficients. The program is written in Java, and
this stage of the parallel algorithm is performed using MPJ Express. Secondly, it is directly in
the course of performing the clustering algorithm.

The load test revealed the two slowest stages in the clustering algorithm. They are the methods
of finding the first centroid called pillar and finding the next pillar, which are doing N*(N-1)
and N*(N-1)*M operations, where N is the number of articles and M is the number of already
found pillars. To accelerate these methods, the technology Java 8 Streams was used. Since
repeated (N-1) and (N-1)*M times operations in methods finding first and finding next pillar,
respectively, are simple and their result need to be summarized at the end, it is reasonable to
implement here parallel() method of Java 8 (Figure 9).

For clustering and performance analysis, the journal “Bulletin of KazNU” of 2008–2015 was
used as initial data. Sampling includes 95 pdf documents. The total number of articles is 2837.
The choice of the initial data is conditioned by the fact that all documents were divided into
series (mathematics, biology, philosophy, etc.) and further divisions do not cause difficulties,
when using measures of similarity based on only bibliographic descriptions or titles of the
articles. In order to evaluate the quality of division of sampling, this body was divided into
clusters with the help of an expert into the problem domain.

The time of execution was determined as follows. The measurements of the time of clustering
processes were made for the clusters being formed on one computer node and several com-
puter nodes for parallel realization. Figures 10 and 11 present acceleration and efficiency of
parallel realization. As it is seen in the constructed diagrams, with the increase in the number
of processes, acceleration increases to a certain value which is related to the expenditure of
communication. The most optimum number of processes proved to be eight at which the
maximum value of acceleration was observed but the highest value of efficiency was achieved
with 4 processes.
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It can be concluded that the use of the genetic algorithm allowed to determine the values of
attributes at which clustering of documents gives the best results [41].

Figure 9. Stream parallelization on 4-core processor, find first pillar.

Figure 10. Speedup of parallel clustering algorithm.
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3.3. PGAS approach to implement MapReduce framework based on UPC language

In Section 3.1, the important role of the MapReduce paradigm and distributed file systems in
large data processing tasks was emphasized. The weak side of distributed file systems is the
considerable time spent on performing read and write operations. In this chapter, an approach
to implement MapReduce functionality was described using partitioned global address space
model (PGAS). PGAS is a parallel programming model in which memory is divided among
threads with certain affinity rules. The affinity is a property that tells how memory is distrib-
uted among threads. In some sense, PGAS is considered to be a model that shares the proper-
ties of both shared and distributed memory models. The memory is divided in such a way that
each thread controls some portion of shared memory region and a private memory which is
used to store local to that thread variables. The obvious benefits of using such a model are:

• Transparent view of shared memory by each thread;

• No need to use low-level message passing techniques to exchange data between threads.

The implementation of MapReduce using PGAS approach is based on using hashmap data
structure. Hashmap data structure is used to store key/value pairs generated during
MapReduce execution. The main idea is that array containing hashmap entries is created in
a global shared memory space. Array is distributed in such a way that each array entry
correspond to exactly one thread. Since, hashmap is located in a global shared memory
region each thread can view and modify/read the hashmap entries of the other threads. This
way data exchange for the MapReduce (see Figure 12) can easily be implemented by just
exchanging and distributing corresponding key/value pairs among different threads. For
each thread to decide set of keys to be processed in reduce stage the problem of key
distribution was formulated.

The problem of key distribution among threads after map stage has been stated in the following
way:

Figure 11. Efficiency of parallel clustering algorithm.
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Finding the cost of assigning key j to thread i is done by building the cost matrix. The quantity
costij represents the cost of moving key j to thread i. This value is defined to be a number of
elements with certain key to be moved from other threads to the thread with an index of i.
Keys need to be distributed in such a way that Eqs. (14) and (16) are satisfied. Eq. (15) specifies
the domain of xij. The value of xij is equal to zero when thread i is not assigned to process key j
and xij ¼ 1 otherwise. Load balancing function is defined in Eq. (16) and can be computed as a
minimum of maximal difference of loads assigned to any pair of threads. Load for each thread
i is defined in Eq. (17) [42].

Since the described problem of key distribution is proven to be NP-hard, finding the optimal
distribution even for a small set of keys is a computationally very expensive task. Therefore, a
heuristic genetic algorithmwas used that tries to find a close approximation to the optimal result.

The MapReduce framework has been tested on WordCount application (see Figure 13).
WordCount application is used to compute number of occurrences of each word in a collection

Figure 12. Data exchange mechanism for MapReduce using PGAS approach.
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of documents. This is a standard benchmark application to test performance of different
parallel tools in Big Data domain. In Figure 14 the results of Apache Hadoop versus
MapReduce on UPC for WordCount application is presented.

The presented MapReduce framework was developed using UPC parallel programming
language which belongs to a family of PGAS languages. The overall obtained performance

Figure 13. Implementation of map and reduce functions for WordCount application.

Figure 14. Apache Hadoop versus MapReduce on UPC.

void * map (string filename)
{
char * file_data;
file_data = read_file_contents (filename);
Vector tokens;
vector_init(&tokens);
Tokenize (file_data,&tokens);
for (int i = 0;i < tokens.size;i++)
{collect (vector_get (&tokens,i),1);}
free(file_data);}

void reduce (string key,shared [] vector_sh *values)
{
int i;
int cnt = 0;
for (i = 0;i < values- > size;i++)
{int v = vector_get_shared_copy (values,i);
cnt + =v;}
reduce_collect (key,cnt);}
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and programmability benefits allow efficiently using this system for MapReduce based data
processing tasks.

4. Conclusion

This chapter discusses high-performance computational and information technologies for
numerical models and data processing. As a numerical model the oil recovery problem was
considered. New fragmented algorithm was proposed, the algorithm for high-performance
visualization and the algorithm on mobile platforms to solve this problem. Study of efficiency
of applied algorithm implementations show that LuNA system appears to be less efficient than
manual MPI implementation which justifies further development of LuNA functionality con-
sidering simplicity of software development with given system.

The described system contains the specialized visualization module implemented using
Vulkan API. Given technology provides high-performance capabilities which were demon-
strated using common desktop PC on a generated dataset.

The textual data processing problems as n-gram extraction and data clustering were also
studied. In order to deal with computational complexity we had to adopt and implement
parallelization patterns. Additionally, a new implementation of MapReduce framework was
presented based on UPC language which provides functionality of combined MapReduce and
partitioned global address space parallel programming models in a single execution environ-
ment which can be conveniently used in many complex workflows of data processing.
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Abstract

This survey paper gives a personal assessment of epoch-making advances in matrix
computations, from antiquity and with an eye toward tomorrow. It traces the develop-
ment of number systems and elementary algebra and the uses of Gaussian elimination
methods from around 2000 BC on to current real-time neural network computations to
solve time-varying matrix equations. The paper includes relevant advances from China
from the third century AD on and from India and Persia in the ninth and later centuries.
Then it discusses the conceptual genesis of vectors and matrices in Central Europe and in
Japan in the fourteenth through seventeenth centuries AD, followed by the 150 year cul-
de-sac of polynomial root finder research for matrix eigenvalues, as well as the superbly
useful matrix iterative methods and Francis’ matrix eigenvalue algorithm from the last
century. Finally, we explain the recent use of initial value problem solvers and high-order
1-step ahead discretization formulas to master time-varying linear and nonlinear matrix
equations via Zhang neural networks. This paper ends with a short outlook upon new
hardware schemes with multilevel processors that go beyond the 0–1 base 2 framework
which all of our past and current electronic computers have been using.

Math subject classifications: 01A15, 01A67, 65-03, 65F99, 65Q10

Keywords: math history, math computations, matrix, matrix computations, Zhang neural
network, time-varying model, time-varying computations, 1-step ahead discretization
formulas, time-varying equations, eigenvalues, computer hardware, numerical analysis

1. Introduction

In this paper we try to outline the epoch making achievements and transformations that have
occurred over time for computations and more specifically for matrix computations. We will
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1. Introduction

In this paper we try to outline the epoch making achievements and transformations that have
occurred over time for computations and more specifically for matrix computations. We will
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trace how our linear algebraic concepts and matrix computations have progressed from the
beginning of recorded time until today and how they will likely progress into the future. We
take this limited tack simply because in modern times, matrices have become the elemental
and universal tools for most any computation.

This evolution of our matrix methods will be described in broad strokes. My main emphasis is
to trace the mathematical genesis of matrices and their uses and to learn how the modern
matrix concept has evolved in the past and how it is evolving. I am not interested in matrix
theory by itself, but rather in matrix computations, i.e., how matrix concepts and algorithms
have been developed from approximately 3000 BC to today, and even tomorrow.

This paper describes eight noticeably separate epochs that are distinguished from each other
by the introduction of evolutionary new concepts and subsequent radically new computa-
tional methods. Following the historical trail through six historically established epochs, we
will then look into the present and the near future.

What drives us to conceptualize and compute differently now, and what is leading us into the
seventh and possibly eighth epoch? When and how will we likely compute in the future?

I am not a math historian, I have never taught a class in math history. Instead, throughout my
academic career, I have worked with matrices: in matrix theory, in applications, and in numer-
ical analysis. I like to construct efficient new algorithms that solve matrix equations. The idea
for this paper is in part due to my listening by chance to a very short English broadcast from
Egyptian radio on short wave some 40 years ago in the 1970s. It described an Egyptian
papyrus from around 2000 BC that dealt with solving linear equations by row reduction and
zeroing out coefficients in systems of linear equations, i.e., by what we now call “Gaussian
elimination.” When I heard this as a young PhD, I was fascinated and wrote the station for
more information. They never answered, and when I was in Cairo many years later, the
Egyptian Museum personnel could not help me either with locating the source.

Thus, I became aware that Carl Friedrich Gauß did not invent what we now call by his name,
but who did?

For many decades, this snippet of math history just lingered in my mind until a year ago when
I was sent a book on Zhang neural network (ZNN) methods for solving time-varying linear
and nonlinear equations and was asked to review it. The ZNN methods were—to me and my
understandings of numerics then—so other-worldly and brilliant that I began to think of the
incredible leaps and “bounces” that math computations have gone through over the eons,
from era to era. I eventually began to detect seven or eight computational sea changes, what I
call “epochs,” in our ability to compute with matrices, and that is my topic.

2. A short history of matrix computations

Nobody knows how numbers and number systems came about, just like nobody knows “who
invented the wheel.” I will start with a few historical facts about number systems and how
they developed and were used across the globe in antiquity.
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2.1. Early number systems

Humankind’s first developments of number systems were very diverse and geographically
widely dispersed, yet rather slow. The first circle cipher for zero occurred in Babylonia around
2500 BC or 4500 years ago. A continent or two removed, the Mayans used the same concept
and circle zero symbol from around 40 BC. In India, it was recognized during the seventh
century. But zero only became recognized as a “number to compute with” like all the others in
the 9th century in Central India. Our decimal system builds on the ten numbers 0, 1, 2, 3, 4, 5, 6,
7, 8, and 9. The decimal positional system came from China via the Indus valley, and it started
to be used in Persia in the ninth century. It was combined with or derived from a Hindu
number system of the same time period.

In fact Westerners call the current decimal number symbols wrongfully “Arabic,” but most
Westerners (and I) cannot read the license plates on cars in Egypt since the Arabic world does
not use our Persian/Hindu numbers in writing but its own script using Arabic letters to desig-
nate numbers. Should we call our “western” numbers “Farsi” or “Hindu” instead?

Various bases have been used for numbering. There have been base 2, base 8, base 10, base 12,
base 16, base 60, and base 200 number systems and possibly more at some time somewhere
throughout human history. Counting and simple computations started with notched sticks for
record keeping and with the invention of sand or wax tablets and then the abacus. These simple
tools were developed a little bit differently and independently in many parts of the globe.

2.2. Antiquity: first epoch

Around 2200 to 1600 BC, Sumerian, Babylonian, and Egyptian land survey computations
became mathematized in order to mark and allot land after the yearly Euphrates, Tigris,
and Nile floods. That lead to linear equations in 2, 3, or 4 variables and subsequent
methods to solve them that amounted to what we now call row reduction or Gaussian
elimination.

Mathematical computations did not advance much during the Greek times as Greek mathe-
maticians were mainly interested in mathematical theory and in establishing the concept of a
formal proof, as well as elementary number theory of which the Euclidean algorithm is still
used today.

Neither did the complicated Roman numerals lend themselves to easy computations, and no
further computational advances happened there.

2.3. Early mathematical arts in China, India, and the Near East: second epoch

(Based in part on a lecture at Hong Kong University in 2017, given by Xiangyu Zhou, Chinese
Academy of Sciences, for Chinese sources, and on Indian and Arabic sources from elsewhere).

In prehistoric and historic times (1600 BC–1400 AD), knot and rod calculus were prevalent in
China. They were based on a decimal positional system, so-called rod numerals. These com-
prised the most advanced number system of the time, and it was used for several millennia
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before being adopted and expanded in Persia and India in the ninth century AD and later on
adopted in Central Europe.

The Mathematical Classic of Sunzi by Suanjing (from the third to the fifth century) gives a
detailed description of the arithmetic rules for counting rods. In the Indus valley, clay tablets
covered with sand were used for mathematical computations several millennia ago. Bhaskara
(600–680 AD) in India was the first one to write numbers in the Hindu positional decimal
system which used the circle for zero. In 629 AD he approximated the sine function by rational
expressions while commenting on Aryabhatta’s (476–550 AD) book Aryabhatiyabhisya from
499 AD. An Indian contemporary of Bhaskara, Brahmagupta (598–665 AD), was the first one
to establish the rules that govern computing with zero. Brahmagupta texts were written in
Sanskrit verse that used the Sanskrit word for “eyes” to denote 2, “senses” for the number 5,
etc. This was common in Indian mathematics and science writings at the time. The earliest
record of multiplication and division algorithms using the Hindu numerals 1 through 9 and 0
was in writings by Al Khwarizmi 780–850 AD, a Persian mathematician employed in Bagdad.
His The Book of Manipulation and Restoration established the golden rule of Algebra that an
equation remains true if one subtracts the same quantity from both sides. He also wrote down
multiplication and division rules that are identical to those of Suanjing from the third to fifth
century in China. To Suanjing we also owe the Chinese remainder theorem. Finally, the
advanced Hindu-Arabic decimal number system was introduced into the west by Leonardo
Fibonacci (1175–1250 AD) of Pisa in his Liber Abaci or The Book of Calculations (1202),

Applied and numerical computations were driving much of Chinese mathematics. Wang
Xiaotang (580–640 AD), for example, tried to find the roots of cubic polynomials that appeared
in civil engineering and water conservation problems. In the Mathematical Treatise in Nine
Sections of 1247, Qin Jiushao (1202–1261) developed the “Qin Jiushao method” which is now
commonly called the “Horner-Ruffini scheme” for computing with and finding roots of poly-
nomials iteratively. William George Horner [1] and Paolo Ruffini (1804–1807–1813) reinvented
the Qin Jiushao method unknowingly 600 years later.

Chinese rod calculus was the method of choice for computing in China until the abacus took
over during the Ming dynasty (1388–1644). Cheng Dawei (1355–1606) is the author of the first
“numerical analysis” book titled The General Source of Computational Methods published in 1592.
It describes methods to add, subtract, multiply, and divide on an abacus. The abacus itself was
invented in various incarnations at various times and in several locations of the globe. It
essentially combines several decimal rods on one board with beads on strings.

Chinese mathematicians from the third century BC onward to the tenth century AD brought
us the The Nine Chapters on the Mathematical Arts that uses the numbers 1 through 9. This book
was later disseminated further to the west and to India and Persia as described above. In
Chapter 7, determinants first appeared conceptually, while Chapter 8 abstracts the concept of
linear equations to represent them by matrix-like coefficient tableaux. These “matrix equa-
tions” were solved in China, again by “Gaussian elimination,” 1500 years before Gauß’ birth
and 1800 years after the middle-eastern seasonal flood prone countries had first used the
Gaussian algorithm around 1800 BC. Gauß himself described the method as the “common
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method of elimination” in his papers, and mathematicians then attached his name to it as
an honor.

2.4. The genesis of vectors and matrices: third epoch

To advance matrix computations further, there was a need to conceptualize coordinates and
vectors in space.

In the fourteenth century AD, Nicole Oresme developed a system of orthogonal coordinates
for describing Euclidean space. This idea was taken up by René Descartes in the seventeenth
century and is familiar to all of us now under the concept of Cartesian coordinates. Thereby,
the world became ready for matrices and matrix computations in their own right.

In 1683 Gottfried Leibnitz in Germany and Seki Kowa in Japan both unbeknownst to each
other reinvented the concept of a matrix as a rectangular array of coefficients for studying
linear equations. Leibnitz also used and suggested row elimination to simplify and find their
solutions. These efforts enabled Gauß to repeat what the Egyptians had done four millennia
earlier: he was asked to survey the lands of his ruler, the Archduke George Augustus of
Hanover, and measure the size of this kingdom inside Germany in the early 1800s. Beginning
in the 1820s, Gauß, as Professor of Geodesy (and not of Mathematics) in Göttingen, would
measure the angles and distances between many of the highest points there, such as the
Brocken; the Inselsberg, 104 km apart; and the hills around Göttingen, and later he expanded
the surveys all the way to the North Sea coast. He and his assistants did this multiple times,
preferably when the weather was clear. Thereby, they set up systems of linear equations with
generally more equations than unknown due to repeated measurements on different days.

To solve these overdetermined and naturally “unsolvable” systems Ax ¼ b, Gauß devised the

normal equation ATAx ¼ ATb (1823) [2] and solved them approximately. But the normal
equations method eventually turned out to be numerically unsound. It took over a century to
find out why, the reason being that condition numbers multiply (see Olga Taussky [3]).

2.5. Eigenvalues and the characteristic polynomial: fourth epoch

As differential operators and matrices were beginning to be investigated and dealt with by the
early 1800s, their connections and similarities were slowly recognized in the mathematics
world.

The replication of certain functions f 6¼ 0 by a given differential operator a was noticed first
and became the subject of studies. What were the functions f for which a f ¼ αf for some
scalar α? How could they be found from a, and what about α?

In 1829, Augustin Cauchy [4, p. 175] began to view the erstwhile “eigenvalue equation”
a f ¼ αf as a “null space equation,” namely, a f � αf ¼ 0 or a� α idð Þ f ¼ 0 for the identity
operator with id f ¼ f for all f . Complete knowledge of the eigenvalues α and eigenfunctions f
of a differential operatora allowed for a simple sum representations of the general solution of
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the linear differential equation described by a. Thus, Cauchy’s “null space equation” became
essential for determining the behavior of systems governed by linear differential equations.

Cauchy’s knowledge of and interest in determinants (think of the Cauchy-Binet theorem) then led
him to define the “characteristic polynomial” of a square matrix A in 1839 [5, p. 827] as
f A αð Þ ¼ det A� αIð Þ, and thereby he initiated renewed studies in polynomial root-finding algo-
rithms in the hope of obtaining analogous diagonalization results for linear matrix times vector
products. And the search for polynomial root finders was on. By modern-day hindsight, reducing
the eigenvalue problem from an n2 data problem of the entries of a matrix An,n to one of the nþ 1
coefficients of its characteristic polynomial is data compression, and therefore it was doomed to
fail. But that remained unrealized by the mathematics community for more than 100 years.

James Sylvester finally gave the tableau concept of matrices its name “matrix” in 1848 or 1850.
And after roughly two decades 1829 ! 1839 ! 1848/50, the first century of matrix theory or
theoretical linear algebra had begun.

2.6. Back to matrix computations

Cauchy’s idea led mathematicians to try and compute the characteristic polynomials of matrices
and find their roots in order to understand the eigen-behavior of matrices. We still teach many
concepts and lessons today that are based on the “characteristic polynomial” f A xð Þ of a matrix A.
Why, we should ask ourselves. Because unfortunately studying “characteristic polynomials” in
place of matrices has turned out be a costly dead end for computational and applied mathemat-
ics: in the century and a half that followed Cauchy’s work, more than 4000 papers on computing
the roots of polynomials were published, together with 200 to 300 books on the subject, bringing
us many algorithms, all of which failed more often than not. Many illustrious careers and schools
of mathematics were founded based on this unfortunate and ever elusive goal.

During the same period, two-dimensional (2D) hand-cranked computing machines were
invented and built to effect long number multiplications and divisions. First by Charles Bab-
bage, then as commercial geared adding machines that were still being used in office work
well into the 1960s. These worked as two-dimensional abaci of sorts. But eventually digital (at
first punch card fed) computers became the tools of our computational trade in science, in
engineering, in business, in GPS, in Google, in social media, in large data, in automation, etc.

But how could we or would we find matrix eigenvalues accurately? A turnaround, a new
method, a new computational epoch was needed. From where, by whom, and how?

2.7. Iterative matrix algorithms: fifth epoch

To move us forward, it appears that matrix methods themselves might have to be developed
that would solve the matrix-intrinsic eigenvalue problem by themselves. But before that was
possible, there were further unfortunate “detours.”

Carl Friedrich Gauß—in his doctoral thesis in 1799 [6]—had disproved all earlier attempts to
establish the fundamental theorem of algebra, i.e., that all polynomials over the real numbers
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can be factored into as many real or complex conjugate factors as their degree says. His thesis
then included the first complete and correct proof of the fundamental theorem of algebra.

In 1824 Niels Abel [7] showed that the roots of some fifth-degree polynomials cannot be found
by using radical expressions of their coefficients; Gauß never opened or read the submitted
paper and thus in fact rejected it knowingly on the grounds that God would not have compli-
cated the World thus ... for us. Abel published his result privately, a broken man. Évariste
Galois [8, 9] extended Abel’s result in 1830 by giving group theoretic conditions for poly-
nomials to be solvable by radicals; the extended paper (introducing Galois theory) was origi-
nally rejected and appeared only posthumously in 1846 [10].

Cautioned by these “rejected” inconvenient results, the polynomial approach to matrix eigen-
value computations could have been shunned by clearer heads early on, but the “dead end”
determinants and characteristic polynomial roots road was taken instead for more than a
century. Note that Cauchy’s matrix result and most other fundamental matrix results from
the nineteenth century were formulated in terms of determinants and only in the mid-
twentieth century did the term “matrix” appear in matrix theoretical article and book titles.

A matrix-based approach to the eigenvalue problem nowadays starts from the simple fact that for

any n by n matrix A and any n vector b, the sequence of vector iterates b, Ab, A2b,…, Akb,…, Anb
contains nþ 1 vectors in n-space which makes these vectors linearly dependent. Their linear
dependency then leads to an nth-degree polynomial pb Að Þ that sends b to zero. The vanishing
polynomial for any b turns out to always be a factor of the characteristic polynomial of A and it
can be found by Gaussian elimination rather than using determinants.

The same idea shows that vector iteration converges for every starting vector b 6¼ 0 and any
given square matrix A and this has led engineers in the early twentieth century to construct
iterative matrix algorithms that could solve linear equations and the matrix eigenvalue prob-
lem. Iterative matrix algorithms actually do go back further to the Jacobi method (1839, 1845)
[11, 12], the so-called Gauß-Seidel method, invented by Seidel alone (1874) [13], and various
SOR methods that are designed to solve linear systems iteratively. The latter generally use
matrix splittings of A rather than vector iteration. For further thoughts on early iterative matrix
methods, refer to Michele Benzi [14].

Alexei Krylov [15] introduced and studied the vector iteration subspaces span b;Ab;…;Akb
n o

in their own right. Following his ideas, large sparse matrix systems are nowadays treated
iteratively in so-called Krylov-based methods, both to solve linear equations and to find matrix
eigenvalues. Standard widely used Krylov-type iterative matrix algorithms carry the names of
steepest descent and conjugate gradient by Hestenes and Stiefel [16], Arnoldi [17], Lanczos
[18]. Others are called GMRES, BICGSTABLE, QMR, ADI, etc. Most Krylov-type methods are
matrix and problem specific, and they are now mostly used for huge sparse and structured
matrices where direct or semi-direct methods cannot be employed due to their high computa-
tional and storage costs. Krylov methods generally rely on preconditioner M for a linear
system Ax ¼ b that shifts the spectrum of M�1A for faster convergence, and they thrive on
incomplete matrix splittings, etc. Typically, they give only partial results. Who would need or
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the linear differential equation described by a. Thus, Cauchy’s “null space equation” became
essential for determining the behavior of systems governed by linear differential equations.

Cauchy’s knowledge of and interest in determinants (think of the Cauchy-Binet theorem) then led
him to define the “characteristic polynomial” of a square matrix A in 1839 [5, p. 827] as
f A αð Þ ¼ det A� αIð Þ, and thereby he initiated renewed studies in polynomial root-finding algo-
rithms in the hope of obtaining analogous diagonalization results for linear matrix times vector
products. And the search for polynomial root finders was on. By modern-day hindsight, reducing
the eigenvalue problem from an n2 data problem of the entries of a matrix An,n to one of the nþ 1
coefficients of its characteristic polynomial is data compression, and therefore it was doomed to
fail. But that remained unrealized by the mathematics community for more than 100 years.

James Sylvester finally gave the tableau concept of matrices its name “matrix” in 1848 or 1850.
And after roughly two decades 1829 ! 1839 ! 1848/50, the first century of matrix theory or
theoretical linear algebra had begun.

2.6. Back to matrix computations

Cauchy’s idea led mathematicians to try and compute the characteristic polynomials of matrices
and find their roots in order to understand the eigen-behavior of matrices. We still teach many
concepts and lessons today that are based on the “characteristic polynomial” f A xð Þ of a matrix A.
Why, we should ask ourselves. Because unfortunately studying “characteristic polynomials” in
place of matrices has turned out be a costly dead end for computational and applied mathemat-
ics: in the century and a half that followed Cauchy’s work, more than 4000 papers on computing
the roots of polynomials were published, together with 200 to 300 books on the subject, bringing
us many algorithms, all of which failed more often than not. Many illustrious careers and schools
of mathematics were founded based on this unfortunate and ever elusive goal.

During the same period, two-dimensional (2D) hand-cranked computing machines were
invented and built to effect long number multiplications and divisions. First by Charles Bab-
bage, then as commercial geared adding machines that were still being used in office work
well into the 1960s. These worked as two-dimensional abaci of sorts. But eventually digital (at
first punch card fed) computers became the tools of our computational trade in science, in
engineering, in business, in GPS, in Google, in social media, in large data, in automation, etc.

But how could we or would we find matrix eigenvalues accurately? A turnaround, a new
method, a new computational epoch was needed. From where, by whom, and how?

2.7. Iterative matrix algorithms: fifth epoch

To move us forward, it appears that matrix methods themselves might have to be developed
that would solve the matrix-intrinsic eigenvalue problem by themselves. But before that was
possible, there were further unfortunate “detours.”

Carl Friedrich Gauß—in his doctoral thesis in 1799 [6]—had disproved all earlier attempts to
establish the fundamental theorem of algebra, i.e., that all polynomials over the real numbers
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can be factored into as many real or complex conjugate factors as their degree says. His thesis
then included the first complete and correct proof of the fundamental theorem of algebra.

In 1824 Niels Abel [7] showed that the roots of some fifth-degree polynomials cannot be found
by using radical expressions of their coefficients; Gauß never opened or read the submitted
paper and thus in fact rejected it knowingly on the grounds that God would not have compli-
cated the World thus ... for us. Abel published his result privately, a broken man. Évariste
Galois [8, 9] extended Abel’s result in 1830 by giving group theoretic conditions for poly-
nomials to be solvable by radicals; the extended paper (introducing Galois theory) was origi-
nally rejected and appeared only posthumously in 1846 [10].

Cautioned by these “rejected” inconvenient results, the polynomial approach to matrix eigen-
value computations could have been shunned by clearer heads early on, but the “dead end”
determinants and characteristic polynomial roots road was taken instead for more than a
century. Note that Cauchy’s matrix result and most other fundamental matrix results from
the nineteenth century were formulated in terms of determinants and only in the mid-
twentieth century did the term “matrix” appear in matrix theoretical article and book titles.

A matrix-based approach to the eigenvalue problem nowadays starts from the simple fact that for

any n by n matrix A and any n vector b, the sequence of vector iterates b, Ab, A2b,…, Akb,…, Anb
contains nþ 1 vectors in n-space which makes these vectors linearly dependent. Their linear
dependency then leads to an nth-degree polynomial pb Að Þ that sends b to zero. The vanishing
polynomial for any b turns out to always be a factor of the characteristic polynomial of A and it
can be found by Gaussian elimination rather than using determinants.

The same idea shows that vector iteration converges for every starting vector b 6¼ 0 and any
given square matrix A and this has led engineers in the early twentieth century to construct
iterative matrix algorithms that could solve linear equations and the matrix eigenvalue prob-
lem. Iterative matrix algorithms actually do go back further to the Jacobi method (1839, 1845)
[11, 12], the so-called Gauß-Seidel method, invented by Seidel alone (1874) [13], and various
SOR methods that are designed to solve linear systems iteratively. The latter generally use
matrix splittings of A rather than vector iteration. For further thoughts on early iterative matrix
methods, refer to Michele Benzi [14].

Alexei Krylov [15] introduced and studied the vector iteration subspaces span b;Ab;…;Akb
n o

in their own right. Following his ideas, large sparse matrix systems are nowadays treated
iteratively in so-called Krylov-based methods, both to solve linear equations and to find matrix
eigenvalues. Standard widely used Krylov-type iterative matrix algorithms carry the names of
steepest descent and conjugate gradient by Hestenes and Stiefel [16], Arnoldi [17], Lanczos
[18]. Others are called GMRES, BICGSTABLE, QMR, ADI, etc. Most Krylov-type methods are
matrix and problem specific, and they are now mostly used for huge sparse and structured
matrices where direct or semi-direct methods cannot be employed due to their high computa-
tional and storage costs. Krylov methods generally rely on preconditioner M for a linear
system Ax ¼ b that shifts the spectrum of M�1A for faster convergence, and they thrive on
incomplete matrix splittings, etc. Typically, they give only partial results. Who would need or
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want to know all million eigenvalues of a million by million matrix model. Krylov methods
can be tuned to give information where it is needed for the underlying system.

2.8. Francis algorithm and matrix eigenvalues: sixth epoch

The SecondWorldWar (WW2) and post-SecondWorldWar periods were filled with innovations.

The atomic era had begun, as well as rocket science; commercial air flight became popular; and
digital computers were being developed, first as valve machines and later transistorized.
Supersonic speeds were realized, computer science was developed, etc. But there were many
crashes and disasters with the new technologies: commercial aircraft (Super-Constellation,
Convair, etc.) and military ones (Starfighter, etc.) would crash weekly around the globe; and
newly built suspension bridges would collapse in strong winds.

The crux of the matter was that while matrix models of the underlying mechanical systems
could readily be made using the laws of physics and mechanics, no one could reliably compute
their eigenvalues. Engineers could not test their designs for eigenmodes in the right half plane!
And Krylov methods were unfortunately not sufficient for testing for eigenvalues in a half
plane.

If a matrix model of a mechanical or electrical or other structure, circuit, et cetera has right half-
plane eigenvalues λ, then—upon proper excitation—there would be an eigen-component of
the ever-increasing form eλt ! ∞ as t ! ∞ that resonates and self-amplifies inside the structure
itself. This then leads to ever-increasing destructive vibrations and ultimate failure. The aircraft
“flutter problem” was discovered during the Second World War. In England during WW2,
Gershgorin circles that contain all of a system’s eigenvalues were drawn out in the complex
plane by rather primitive valve computers and checked to ascertain system stability.

The general matrix eigenvalue problem was finally solved independently and similarly by John
Francis in London and by Vera Kublanovskaya in Russia nearly simultaneously around 1960.
Francis’ (or the QR) algorithm [19, 20] is based on Alston Householder’s idea to try and solve
matrix problems by matrix factorizations. Francis’ method is an orthogonal subspace projection
method and it works differently than the Krylov-based methods which solve a given matrix
eigenvalue problem by projecting onto a Krylov subspace that is derived from and suitable forA.

A “divide and conquer” matrix factorization strategy was first employed by Heinz Rutishauser
(1955, 1958) [21, 22] in his LR matrix eigenvalue algorithm: if one can factor A ¼ LR into the
product of a lower and an upper triangular matrix L and R as A ¼ LR and if L is invertible, then
for the reverse order product A1 ¼ RL we have A1 ¼ L�1AL since R ¼ L�1A. If A1 again allows
an LR factorization A1 ¼ L1R1 with L1 nonsingular, then by reverse order multiplication we
obtain

A2 ¼ L�1
1 A1L1 ¼ L�1

1 L�1ALL1

and so for the sequence of likewise constructed matrices Ai for i ¼ 3,… if the respective LR
factorizations are possible at each stage i. In this case the iterates Ai clearly remain similar to
the original matrix A, and thus the iterates all have the same eigenvalues as A. Note, however,
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that if, for example, the (1,1) entry A 1; 1ð Þ is zero in A, then there exists no un-pivoted LR
factorization for A, and the method breaks down since pivoting is a one-sided matrix process
and not a similarity. Therefore, Rutishauser’s method is only applicable to a limited set of
matrices A for which every LR iterate Ai allows an un-pivoted LR factorization. Rutishauser
had noted that if LR factorizations are possible for all iterates Ai, and the Ai becomes nearly
upper triangular for large i with A’s eigenvalues on the diagonal. (Very loosely said.)

John Francis was very interested in the flutter problem at the time when, by chance, someone
dropped Rutishauser’s 1958 LR paper [22] on his desk at the CRDC in London. (In my interview
with John Francis in 2009 [23], he did not know who that might have been.) Francis was aware through
contacts with Jim Wilkinson of the backward stability of algorithms that involve orthogonal
matrices Q. So rather than using Gaussian elimination matrices L, Francis experimented with
orthogonalA ¼ QR factorizations. At roughly the same time, Vera Kublanovskaya worked on an
LQ factorization of A as A ¼ LQ and subsequent reverse order multiplications [24] in Leningrad,
Russia. Her LQ algorithm would also compute the eigenvalues of matrices reliably.

Rutishauser had observed convergence speedup for his LR method when replacing A by
A� αI, i.e., shifting. Hence Francis experimented with shifts for QR and then established
the “implicit Q theorem” [20] in order to circumvent computing eigenvalues of real matrices
over the complex numbers. Implicit shifts also avoid rounding errors that would be introduced
by explicit shifts. Francis’ second paper (1962) [20] also contains a fully computed flutter
matrix problem of size 24 by 24. The eigenvalues of such “large” problems had never before
been computed successfully.

Francis’ implicit Q theorem then allowed Gene Golub and Velvel Kahan [25] to compute
singular values of large matrices for the first time, and this application later spawned the
original Google search engine and brought us—in a way—into the Internet age.

In 2002 the multishift QR algorithm was developed by Karen Braman et al. [26, 27]. It relies
on subspace iteration, extends Francis’ QR, and combines it with Krylov like methods. This
extension allows us today to compute the complete eigenvalue and singular-value structure of
dense matrices of sizes up to 10,000 by 10,000 economically on laptops.

What is being missed today computationally? What epoch(s) might come next? Why and how?

2.9. Two new epochs ahead: the seventh and eighth epochs (yet to come)

Two new epoch generating impulses have become visible on the matrix computational horizon
of today:

A. One expands our computational abilities from static problem-solving algorithms to real-
time methods for time-varying problems.

B. The other involves computer hardware advances.

2.9.1. Time-varying problems and real-time solvers: seventh epoch

Our current best numerical codes can solve static problem very well; that is what they are
designed for.
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want to know all million eigenvalues of a million by million matrix model. Krylov methods
can be tuned to give information where it is needed for the underlying system.

2.8. Francis algorithm and matrix eigenvalues: sixth epoch

The SecondWorldWar (WW2) and post-SecondWorldWar periods were filled with innovations.

The atomic era had begun, as well as rocket science; commercial air flight became popular; and
digital computers were being developed, first as valve machines and later transistorized.
Supersonic speeds were realized, computer science was developed, etc. But there were many
crashes and disasters with the new technologies: commercial aircraft (Super-Constellation,
Convair, etc.) and military ones (Starfighter, etc.) would crash weekly around the globe; and
newly built suspension bridges would collapse in strong winds.

The crux of the matter was that while matrix models of the underlying mechanical systems
could readily be made using the laws of physics and mechanics, no one could reliably compute
their eigenvalues. Engineers could not test their designs for eigenmodes in the right half plane!
And Krylov methods were unfortunately not sufficient for testing for eigenvalues in a half
plane.

If a matrix model of a mechanical or electrical or other structure, circuit, et cetera has right half-
plane eigenvalues λ, then—upon proper excitation—there would be an eigen-component of
the ever-increasing form eλt ! ∞ as t ! ∞ that resonates and self-amplifies inside the structure
itself. This then leads to ever-increasing destructive vibrations and ultimate failure. The aircraft
“flutter problem” was discovered during the Second World War. In England during WW2,
Gershgorin circles that contain all of a system’s eigenvalues were drawn out in the complex
plane by rather primitive valve computers and checked to ascertain system stability.

The general matrix eigenvalue problem was finally solved independently and similarly by John
Francis in London and by Vera Kublanovskaya in Russia nearly simultaneously around 1960.
Francis’ (or the QR) algorithm [19, 20] is based on Alston Householder’s idea to try and solve
matrix problems by matrix factorizations. Francis’ method is an orthogonal subspace projection
method and it works differently than the Krylov-based methods which solve a given matrix
eigenvalue problem by projecting onto a Krylov subspace that is derived from and suitable forA.

A “divide and conquer” matrix factorization strategy was first employed by Heinz Rutishauser
(1955, 1958) [21, 22] in his LR matrix eigenvalue algorithm: if one can factor A ¼ LR into the
product of a lower and an upper triangular matrix L and R as A ¼ LR and if L is invertible, then
for the reverse order product A1 ¼ RL we have A1 ¼ L�1AL since R ¼ L�1A. If A1 again allows
an LR factorization A1 ¼ L1R1 with L1 nonsingular, then by reverse order multiplication we
obtain

A2 ¼ L�1
1 A1L1 ¼ L�1

1 L�1ALL1

and so for the sequence of likewise constructed matrices Ai for i ¼ 3,… if the respective LR
factorizations are possible at each stage i. In this case the iterates Ai clearly remain similar to
the original matrix A, and thus the iterates all have the same eigenvalues as A. Note, however,
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that if, for example, the (1,1) entry A 1; 1ð Þ is zero in A, then there exists no un-pivoted LR
factorization for A, and the method breaks down since pivoting is a one-sided matrix process
and not a similarity. Therefore, Rutishauser’s method is only applicable to a limited set of
matrices A for which every LR iterate Ai allows an un-pivoted LR factorization. Rutishauser
had noted that if LR factorizations are possible for all iterates Ai, and the Ai becomes nearly
upper triangular for large i with A’s eigenvalues on the diagonal. (Very loosely said.)

John Francis was very interested in the flutter problem at the time when, by chance, someone
dropped Rutishauser’s 1958 LR paper [22] on his desk at the CRDC in London. (In my interview
with John Francis in 2009 [23], he did not know who that might have been.) Francis was aware through
contacts with Jim Wilkinson of the backward stability of algorithms that involve orthogonal
matrices Q. So rather than using Gaussian elimination matrices L, Francis experimented with
orthogonalA ¼ QR factorizations. At roughly the same time, Vera Kublanovskaya worked on an
LQ factorization of A as A ¼ LQ and subsequent reverse order multiplications [24] in Leningrad,
Russia. Her LQ algorithm would also compute the eigenvalues of matrices reliably.

Rutishauser had observed convergence speedup for his LR method when replacing A by
A� αI, i.e., shifting. Hence Francis experimented with shifts for QR and then established
the “implicit Q theorem” [20] in order to circumvent computing eigenvalues of real matrices
over the complex numbers. Implicit shifts also avoid rounding errors that would be introduced
by explicit shifts. Francis’ second paper (1962) [20] also contains a fully computed flutter
matrix problem of size 24 by 24. The eigenvalues of such “large” problems had never before
been computed successfully.

Francis’ implicit Q theorem then allowed Gene Golub and Velvel Kahan [25] to compute
singular values of large matrices for the first time, and this application later spawned the
original Google search engine and brought us—in a way—into the Internet age.

In 2002 the multishift QR algorithm was developed by Karen Braman et al. [26, 27]. It relies
on subspace iteration, extends Francis’ QR, and combines it with Krylov like methods. This
extension allows us today to compute the complete eigenvalue and singular-value structure of
dense matrices of sizes up to 10,000 by 10,000 economically on laptops.

What is being missed today computationally? What epoch(s) might come next? Why and how?

2.9. Two new epochs ahead: the seventh and eighth epochs (yet to come)

Two new epoch generating impulses have become visible on the matrix computational horizon
of today:

A. One expands our computational abilities from static problem-solving algorithms to real-
time methods for time-varying problems.

B. The other involves computer hardware advances.

2.9.1. Time-varying problems and real-time solvers: seventh epoch

Our current best numerical codes can solve static problem very well; that is what they are
designed for.
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As we begin to rely more and more on time-dependent sensoring and on robotic manufacture,
we need to learn how to solve our erstwhile static equations but now in real time and with
time-varying coefficients and preferably accurately as well. It seems quite alluring to try and
solve a time-varying problem by using the static time-dependent inputs at each instance
statically. But such a naive solution cannot suffice since at the next time step, whose “solution”
has just been computed “statically”, the problem parameters have already changed and thus
our “static” solution solves a completely different problem, which—unfortunately—has little
value. If any at all.

2.9.2. Computer hardware: eighth epoch

Since the earliest electronic computing devices of the 1940s, all our computers have worked as
giant and embellished Turing machines with logic gates, switches, and memory that rely only
on two numerical states: 0 and 1 or on or off. Hence, all our computer data is stored and
manipulated as sequences of 0 and 1.

Lately our computing ability has come up against the limits of storing and working with data
and processors that can only deal with zeros and ones. Our processing speeds have not
advanced significantly over the last couple of years; we are still stuck with 3–4 GHz processors.
To alleviate this bottleneck, chip makers have created multiprocessor chips, and software firms
have introduced better and quicker software and operating systems, but the basic processor
speed has not budged much.

At this time computer scientist and manufacturers are trying to overcome this 0–1 bottleneck
by replacing our 0–1 processors, chips, memories, and transistors by improved transistors and
chips that can store and process multistates, such as 0-1-2-3-4 or 0-1-2-3-4-5-6-7-8 or even
higher-numbered data representations. This could lead us to another computing sea change
bringing us into a new computational epoch via hardware. And, further out on the horizon lies
the possibility of having infinitely many quantum states based computers.

3. On neural network methods: seventh epoch (already under way)

The last century brought us valuable tools to solve most static problems that involve matrices.

Our current numerical matrix tools can solve static linear equations and matrix equations such
as Sylvester or Lyapunov equations, as well as eigenvalue problems, and generalizations of all
of these, both of the dense or structured and of the solvable or unsolvable kinds. Likewise, we
can solve static optimization problems of all sizes and for nearly all structured matrices and
thereby solve most if not all static applications.

But what can we do with such problems when the entries are time-varying and the problem
parameters change over time?

In numerical computations, there has always been a see-saw between models that resulted in
derivative-inspired differential equations and in linear algebra based matrix equations. Their
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respective computational advantages differ from problem to problem. Neural networks (NN)
are an amalgam of matrix methods and differential methods and use a mixture of both. NN
methods are designed to solve time-varying dynamical systems. Numerical methods for time-
varying dynamical systems first came about in the 1950s and subsequently have gained
strength in the 1980s and 1990s and beyond (see the introduction in Getz and Marsden [28], for
example). There are essentially three ways to go about solving the dynamical systems via differ-
ential equations: homotopy methods, gradient methods, and ZNN neural network methods
introduced by Yunong Zhang et al. [29]. To solve a time-varying equation f X tð Þð Þ ¼ G tð Þ, the
ZNN method starts from the error equation E tð Þ ¼ f X tð Þð Þ � G tð Þ and stipulates exponential
decay of the error function E tð Þ to zero by trying to solve the differential equation:

_E tð Þ ¼ �λE tð Þ (1)

for a positive decay constant λ. Ideally, the error differential equation (1) of a given problem
can be discretized using high-order and convergent 1-step ahead difference formulas for the
unknown. Their aim is to predict or simulate the solution at time tkþ1 in real time from earlier
event instants tj with j ≤ k with a high degree of accuracy and low storage cost. The ZNN
method will be explained below for three standard time-varying problems.

3.1. A neural network approach to solve time-varying linear equations: A tð Þx tð Þ¼b tð Þ

Here A tð Þ is a nonsingular time-varying n by n matrix and b tð Þ∈Rn is a time-varying vector,
respectively. Clearly, the unknown solution x tð Þ of the associated linear equation A tð Þx tð Þ ¼ b tð Þ
will be time-dependent as well.

The first paper on Zhang neural networks (ZNN) was written by Yunong Zhang et al. [29].
Today, there are well over 300 papers, mostly in engineering journals that deal with time-varying
applications of the ZNN method, either in hardware chip design for specialized computational
tasks as part of a plant or machine or for time-varying simulation problems in computer
algorithms and codes. Unfortunately, the ZNN method and the ideas behind ZNN are hardly
known today among numerical analysis experts. The method itself starts with using Suanjing’s
and Al Khwarizmi’s ancient rule for reducing equations which first appeared 1 1/2 millennia
ago. Recall that this simple rule was also employed by Cauchy [4] to transform the static matrix
eigenvalue problem from Ax ¼ λx to Ax� λx ¼ 0 and finally to det A� λIð Þ ¼ 0. For the time-
varying linear equation problem, Zhang’s neural network method starts with

A tð Þx tð Þ � b tð Þ ¼ 0

and then works on the error function

E tð Þ ¼ A tð Þx tð Þ � b tð Þ : R ! Rn

and its time derivative _E tð Þ. Note that standard static methods would likely look at the error
norm ∥E∥ instead of the error function. Neural networks do not; they study the error function
E tð Þ instead. And they start with an implicit “ideal wish”: What could or should we wish for E?
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As we begin to rely more and more on time-dependent sensoring and on robotic manufacture,
we need to learn how to solve our erstwhile static equations but now in real time and with
time-varying coefficients and preferably accurately as well. It seems quite alluring to try and
solve a time-varying problem by using the static time-dependent inputs at each instance
statically. But such a naive solution cannot suffice since at the next time step, whose “solution”
has just been computed “statically”, the problem parameters have already changed and thus
our “static” solution solves a completely different problem, which—unfortunately—has little
value. If any at all.

2.9.2. Computer hardware: eighth epoch

Since the earliest electronic computing devices of the 1940s, all our computers have worked as
giant and embellished Turing machines with logic gates, switches, and memory that rely only
on two numerical states: 0 and 1 or on or off. Hence, all our computer data is stored and
manipulated as sequences of 0 and 1.

Lately our computing ability has come up against the limits of storing and working with data
and processors that can only deal with zeros and ones. Our processing speeds have not
advanced significantly over the last couple of years; we are still stuck with 3–4 GHz processors.
To alleviate this bottleneck, chip makers have created multiprocessor chips, and software firms
have introduced better and quicker software and operating systems, but the basic processor
speed has not budged much.

At this time computer scientist and manufacturers are trying to overcome this 0–1 bottleneck
by replacing our 0–1 processors, chips, memories, and transistors by improved transistors and
chips that can store and process multistates, such as 0-1-2-3-4 or 0-1-2-3-4-5-6-7-8 or even
higher-numbered data representations. This could lead us to another computing sea change
bringing us into a new computational epoch via hardware. And, further out on the horizon lies
the possibility of having infinitely many quantum states based computers.

3. On neural network methods: seventh epoch (already under way)

The last century brought us valuable tools to solve most static problems that involve matrices.

Our current numerical matrix tools can solve static linear equations and matrix equations such
as Sylvester or Lyapunov equations, as well as eigenvalue problems, and generalizations of all
of these, both of the dense or structured and of the solvable or unsolvable kinds. Likewise, we
can solve static optimization problems of all sizes and for nearly all structured matrices and
thereby solve most if not all static applications.

But what can we do with such problems when the entries are time-varying and the problem
parameters change over time?

In numerical computations, there has always been a see-saw between models that resulted in
derivative-inspired differential equations and in linear algebra based matrix equations. Their
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respective computational advantages differ from problem to problem. Neural networks (NN)
are an amalgam of matrix methods and differential methods and use a mixture of both. NN
methods are designed to solve time-varying dynamical systems. Numerical methods for time-
varying dynamical systems first came about in the 1950s and subsequently have gained
strength in the 1980s and 1990s and beyond (see the introduction in Getz and Marsden [28], for
example). There are essentially three ways to go about solving the dynamical systems via differ-
ential equations: homotopy methods, gradient methods, and ZNN neural network methods
introduced by Yunong Zhang et al. [29]. To solve a time-varying equation f X tð Þð Þ ¼ G tð Þ, the
ZNN method starts from the error equation E tð Þ ¼ f X tð Þð Þ � G tð Þ and stipulates exponential
decay of the error function E tð Þ to zero by trying to solve the differential equation:

_E tð Þ ¼ �λE tð Þ (1)

for a positive decay constant λ. Ideally, the error differential equation (1) of a given problem
can be discretized using high-order and convergent 1-step ahead difference formulas for the
unknown. Their aim is to predict or simulate the solution at time tkþ1 in real time from earlier
event instants tj with j ≤ k with a high degree of accuracy and low storage cost. The ZNN
method will be explained below for three standard time-varying problems.

3.1. A neural network approach to solve time-varying linear equations: A tð Þx tð Þ¼b tð Þ

Here A tð Þ is a nonsingular time-varying n by n matrix and b tð Þ∈Rn is a time-varying vector,
respectively. Clearly, the unknown solution x tð Þ of the associated linear equation A tð Þx tð Þ ¼ b tð Þ
will be time-dependent as well.

The first paper on Zhang neural networks (ZNN) was written by Yunong Zhang et al. [29].
Today, there are well over 300 papers, mostly in engineering journals that deal with time-varying
applications of the ZNN method, either in hardware chip design for specialized computational
tasks as part of a plant or machine or for time-varying simulation problems in computer
algorithms and codes. Unfortunately, the ZNN method and the ideas behind ZNN are hardly
known today among numerical analysis experts. The method itself starts with using Suanjing’s
and Al Khwarizmi’s ancient rule for reducing equations which first appeared 1 1/2 millennia
ago. Recall that this simple rule was also employed by Cauchy [4] to transform the static matrix
eigenvalue problem from Ax ¼ λx to Ax� λx ¼ 0 and finally to det A� λIð Þ ¼ 0. For the time-
varying linear equation problem, Zhang’s neural network method starts with

A tð Þx tð Þ � b tð Þ ¼ 0

and then works on the error function

E tð Þ ¼ A tð Þx tð Þ � b tð Þ : R ! Rn

and its time derivative _E tð Þ. Note that standard static methods would likely look at the error
norm ∥E∥ instead of the error function. Neural networks do not; they study the error function
E tð Þ instead. And they start with an implicit “ideal wish”: What could or should we wish for E?
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Time-varying computations would be near ideal if their error functions E tð Þ were decaying
exponentially fast as functions of t. This is impossible to achieve (or even ask for) with our best
static equations and problem solvers of the twenty-first century. For static numerical matrix
methods, backward stability is considered most desirable.

In Zhang NNmethods stipulating that the error function E tð Þ decreases exponentially fast over
time to the zero function means that

_E tð Þ ¼ �λE tð Þ for some chosen number λ≫ 0, the decay constant:

Note that for the time-varying linear equation problem, we have

_E tð Þ ¼ _A tð Þx tð Þ þ A tð Þ _x tð Þ � _b tð Þ:

This leads to the following differential equation for the time-varying solution x tð Þ:

A tð Þ _x tð Þ ¼ � _A tð Þx tð Þ þ _b tð Þ � λ A tð Þx tð Þ � b tð Þð Þ: (2)

And thus, we have transformed the time-varying linear equations problem into an initial value
differential equation problem that needs to be solved for t > 0. This is where the different
dynamical system methods split their ways. In Zhang neural networks, the continuous time
differential equation (2) is then discretized for 0 < tj < tend and the ensuing derivatives are

approximated by high-order difference quotients, with the one for the unknown _x tj
� �

being

1-step ahead and proven convergent, while the others such as for _A tj
� �

and _b tj
� �

in equation
(2) above can be backward difference formulas. This process would then yield a way to

generate x tjþ1
� �

from earlier known data such as x tkð Þ, A tkð Þ, _A tkð Þ and b tkð Þ and _b tkð Þ for
indices k ≤ j. How to proceed in this problem from equation (2) with solving A tð Þx tð Þ ¼ b tð Þ via
ZNN methods is still an open problem, especially for large-scale sparse or structured time-
varying linear equations since the matrix A tj

� �
encumbers the unknown _x tj

� �
on the left-hand

side of equation (2) and there is no known 1-step ahead differentiation formula that can be
used here.

The general idea that underlies ZNNmethods for time-varying problems is to replace repeated
matrix computations by solving linear differential equations and associated initial value prob-
lems for discrete instances 0 < tj < tend instead.

3.2. A Zhang neural network approach to find time-varying generalized matrix inverses
Y tð Þ for time-varying full rank matrices B tð Þ so that B tð Þm,nY tð Þn,m ¼ Im

This section is based on joint work with Jian Li et al. [30].

3.2.1. Continuous problem formulation

For an m by n real time-varying matrix B tð Þ of full rank m with m ≤n, we form the matrix-
valued error function:
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E tð Þ ¼ B tð Þ � Yþ tð Þ∈Rm�n (3)

where the upper + sign always means “generalized inverse.” Then, we use the Zhang design
formula:

_E tð Þ ¼ �λE tð Þ (4)

with design parameter λ > 0. Based on [31, Lemma 3], we have

_Yþ tð Þ ¼ �Yþ tð Þ _Y tð ÞYþ tð Þ: (5)

And from equations (3) and (5), we obtain

_E tð Þ ¼ _B tð Þ � _Yþ tð Þ ¼ _B tð Þ þ Yþ tð Þ _Y tð ÞYþ tð Þ: (6)

Combining equations (4) and (6), we then get

_B tð Þ þ Yþ tð Þ _Y tð ÞYþ tð Þ ¼ �λ B tð Þ � Yþ tð Þ� �
(7)

And, by right multiplying equation (7) with Y tð Þ, we have

_B tð Þ þ Yþ tð Þ _Y tð ÞYþ tð Þ
� �

Y tð Þ ¼ �λ B tð Þ � Yþ tð Þ� �
Y tð Þ: (8)

With m ≤ n, we have Yþ
m�n tð ÞYn�m tð Þ ¼ Im�m, and thus

_B tð ÞY tð Þ þ Yþ tð Þ _Y tð Þ ¼ �λ B tð ÞY tð Þ � Ið Þ: (9)

The solution of a generalized matrix inverse problem is not unique when m < n, and we only
need to find a solution that satisfies equation (9). Consequently, the continuous model can be
represented as

_Y tð Þ ¼ �λ Y tð ÞB tð ÞY tð Þ � Y tð Þð Þ � Y tð Þ _B tð ÞY tð Þ (10)

which agrees completely with [28, formula (15), p. 317]. Substituting equation. (10) into equa-
tion. (9), we have

_B tð ÞY tð Þ þ Yþ tð Þ �λ Y tð ÞB tð ÞY tð Þ � Y tð Þð Þ � Y tð Þ _B tð ÞY tð Þ� � ¼ �λ B tð ÞY tð Þ � Ið Þ, (11)

which we rewrite as

_B tð ÞY tð Þ þ �λ Yþ tð ÞY tð ÞB tð ÞY tð Þ � Yþ tð ÞY tð Þ� �� Yþ tð ÞY tð Þ _B tð ÞY tð Þ� � ¼ �λ B tð ÞY tð Þ � Ið Þ:
(12)

With Yþ
m�n tð ÞYn�m tð Þ ¼ Im�m, we have
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varying linear equations since the matrix A tj
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encumbers the unknown _x tj

� �
on the left-hand

side of equation (2) and there is no known 1-step ahead differentiation formula that can be
used here.

The general idea that underlies ZNNmethods for time-varying problems is to replace repeated
matrix computations by solving linear differential equations and associated initial value prob-
lems for discrete instances 0 < tj < tend instead.

3.2. A Zhang neural network approach to find time-varying generalized matrix inverses
Y tð Þ for time-varying full rank matrices B tð Þ so that B tð Þm,nY tð Þn,m ¼ Im

This section is based on joint work with Jian Li et al. [30].

3.2.1. Continuous problem formulation

For an m by n real time-varying matrix B tð Þ of full rank m with m ≤n, we form the matrix-
valued error function:
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E tð Þ ¼ B tð Þ � Yþ tð Þ∈Rm�n (3)

where the upper + sign always means “generalized inverse.” Then, we use the Zhang design
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with design parameter λ > 0. Based on [31, Lemma 3], we have
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And from equations (3) and (5), we obtain
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Combining equations (4) and (6), we then get
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(7)

And, by right multiplying equation (7) with Y tð Þ, we have
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� �
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With m ≤ n, we have Yþ
m�n tð ÞYn�m tð Þ ¼ Im�m, and thus

_B tð ÞY tð Þ þ Yþ tð Þ _Y tð Þ ¼ �λ B tð ÞY tð Þ � Ið Þ: (9)

The solution of a generalized matrix inverse problem is not unique when m < n, and we only
need to find a solution that satisfies equation (9). Consequently, the continuous model can be
represented as

_Y tð Þ ¼ �λ Y tð ÞB tð ÞY tð Þ � Y tð Þð Þ � Y tð Þ _B tð ÞY tð Þ (10)

which agrees completely with [28, formula (15), p. 317]. Substituting equation. (10) into equa-
tion. (9), we have

_B tð ÞY tð Þ þ Yþ tð Þ �λ Y tð ÞB tð ÞY tð Þ � Y tð Þð Þ � Y tð Þ _B tð ÞY tð Þ� � ¼ �λ B tð ÞY tð Þ � Ið Þ, (11)
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With Yþ
m�n tð ÞYn�m tð Þ ¼ Im�m, we have
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_B tð ÞY tð Þ þ �λ B tð ÞY tð Þ � Ið Þ � _B tð ÞY tð Þ� � ¼ �λ B tð ÞY tð Þ � Ið Þ: (13)

Thus model (10) satisfies model (9), and its solution solves the time-varying generalized matrix
inverse problem.

3.2.2. Zhang neural network discretization

Given a sequence of rectangular matrices Bj at time instances tj ≤ tk, we want to find the discrete
time-varying generalized matrix inverse Ykþ1 of Bkþ1 on each computational time interval
kτ; kþ 1ð Þτ½ Þ⊆ 0; tf

� �
so that

Bkþ1 � Yþ
kþ1 ¼ 0: (14)

Here Bkþ1 ¼ B tkþ1ð Þ ¼ B kþ 1ð Þτð Þ∈Rm�n is a time-varying full rank equidistant matrix sequ-
ence, m ≤n, and Ykþ1 ∈Rn�m is unknown. Ykþ1 needs to be computed in real time for each time
interval kτ; kþ 1ð Þτ½ Þ ⊆ 0; tend½ �. Here the matrix operator þ denotes the generalized inverse of a
matrix and 0∈Rm�n is the zero matrix. Besides, k ¼ 0, 1,⋯ denotes the updating index, tend
denotes the task duration, and τ denotes the constant sampling gap of the time-varying matrix
sequence Bkþ1. For m > n, the procedure is similar.

Note that we must obtain each Ykþ1 at or before time tkþ1 for real-time calculations, while the
actual value of Bkþ1 is unknown before tkþ1. Thus we cannot obtain the solution by calculating
Ykþ1 ¼ Bþ

kþ1. To obtain Ykþ1 in real time, we must develop a model based on the available
information before tkþ1 such as that in Bj, Yj, and Yj�1 for j ≤ k instead of unknown information
such as Bkþ1.

To obtain a discrete time model that solves the original discrete time-varying generalized
matrix inverse problem (14), we need to discretize the continuous model (10). First, we use
the conventional 1-step forward Euler formula:

_x tkð Þ ≈ x tkþ1ð Þ � x tkð Þ
τ

(15)

with truncation error of order O τð Þ. Based on formula (15), we approximate

_Y tkð Þ ¼ Y tkþ1ð Þ � Y tkð Þ
τ

(16)

and use this equation to discretize the continuous model (10) as follows:

Ykþ1 ¼ �h YkBkYk � Ykð Þ � τYk _BkYk þ Yk: (17)

Here h ¼ τλ. In most real-world applications, information of the first-order time derivatives,
i.e., the value of _Bk, may not be explicitly known for the discrete time-varying generalized
matrix inverse problem (14). If this is so, the value of _Bk can be approximated by a backward
finite difference formula. To assure the accuracy and simplicity of the discretized model, the
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truncation error of the backward finite difference formula for _Bk should be near equal to that of

the 1-step ahead finite difference formula that approximates _Yk. Thus, _Bk in equation (17)
should best be approximated by Euler’s backward finite difference formula:

_bk ≈
bk � bk�1

τ
, (18)

because the truncation error order O τð Þ of formula (18) equals that of formula (15). Thus, we
approximately have

_Bk ¼ Bk � Bk�1

τ
: (19)

Then we combine equation (17) with equation (19) and the Euler discrete model becomes

Ykþ1 ¼ �h YkBkYk � Ykð Þ � Yk Bk � Bk�1ð ÞYk þ Yk: (20)

Note that the truncation error of the discrete model (20) is of order O τ2
� �

where the symbol

O τ2
� �

denotes a matrix in which each entry is of order O τ2
� �

. This model uses only present or
past information of Bk, Bk�1, and Yk and solves for Ykþ1. Thus Ykþ1 can be calculated during the
time interval tk; tkþ1½ Þ and if Ykþ1 can be computed quickly enough in real time it will be ready
when time instant tkþ1 arrives.

Higher-accuracy 1-step ahead formulas exist for discrete models, namely,

_x tkð Þ ≈ 2x tkþ1ð Þ � 3x tkð Þ þ 2x tk�1ð Þ � x tk�2ð Þ
2τ

(21)

and

_x tkð Þ ≈ 6x tkþ1ð Þ � 3x tkð Þ � 2x tk�1ð Þ � x tk�2ð Þ
10τ

: (22)

Both have truncation errors of order O τ2
� �

. For simplicity we only consider formula (21) and
call it the 4-IFD formula because four instances in time are used to approximate the first-order
derivative of x tkð Þ. When we employ the 4-IFD formula (21) inside our continuous model (10),
we obtain

Ykþ1 ¼ �h YkBkYk � Ykð Þ � τYk _BkYk þ 3
2
Yk � Yk�1 þ 1

2
Yk�2: (23)

Next, we use the three-instant backward finite difference formula:

_bk ≈
3bk � 4bk�1 þ bk�2

2τ
(24)

with error order O τ2
� �

to approximate the value of _Bk in equation (23). Then the 4-IFD-type
discretized model becomes
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_B tð ÞY tð Þ þ �λ B tð ÞY tð Þ � Ið Þ � _B tð ÞY tð Þ� � ¼ �λ B tð ÞY tð Þ � Ið Þ: (13)

Thus model (10) satisfies model (9), and its solution solves the time-varying generalized matrix
inverse problem.
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time-varying generalized matrix inverse Ykþ1 of Bkþ1 on each computational time interval
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so that

Bkþ1 � Yþ
kþ1 ¼ 0: (14)
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with truncation error of order O τð Þ. Based on formula (15), we approximate
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τ

(16)

and use this equation to discretize the continuous model (10) as follows:

Ykþ1 ¼ �h YkBkYk � Ykð Þ � τYk _BkYk þ Yk: (17)

Here h ¼ τλ. In most real-world applications, information of the first-order time derivatives,
i.e., the value of _Bk, may not be explicitly known for the discrete time-varying generalized
matrix inverse problem (14). If this is so, the value of _Bk can be approximated by a backward
finite difference formula. To assure the accuracy and simplicity of the discretized model, the
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truncation error of the backward finite difference formula for _Bk should be near equal to that of

the 1-step ahead finite difference formula that approximates _Yk. Thus, _Bk in equation (17)
should best be approximated by Euler’s backward finite difference formula:

_bk ≈
bk � bk�1

τ
, (18)

because the truncation error order O τð Þ of formula (18) equals that of formula (15). Thus, we
approximately have

_Bk ¼ Bk � Bk�1

τ
: (19)

Then we combine equation (17) with equation (19) and the Euler discrete model becomes

Ykþ1 ¼ �h YkBkYk � Ykð Þ � Yk Bk � Bk�1ð ÞYk þ Yk: (20)

Note that the truncation error of the discrete model (20) is of order O τ2
� �

where the symbol

O τ2
� �

denotes a matrix in which each entry is of order O τ2
� �

. This model uses only present or
past information of Bk, Bk�1, and Yk and solves for Ykþ1. Thus Ykþ1 can be calculated during the
time interval tk; tkþ1½ Þ and if Ykþ1 can be computed quickly enough in real time it will be ready
when time instant tkþ1 arrives.

Higher-accuracy 1-step ahead formulas exist for discrete models, namely,

_x tkð Þ ≈ 2x tkþ1ð Þ � 3x tkð Þ þ 2x tk�1ð Þ � x tk�2ð Þ
2τ

(21)

and

_x tkð Þ ≈ 6x tkþ1ð Þ � 3x tkð Þ � 2x tk�1ð Þ � x tk�2ð Þ
10τ

: (22)

Both have truncation errors of order O τ2
� �

. For simplicity we only consider formula (21) and
call it the 4-IFD formula because four instances in time are used to approximate the first-order
derivative of x tkð Þ. When we employ the 4-IFD formula (21) inside our continuous model (10),
we obtain

Ykþ1 ¼ �h YkBkYk � Ykð Þ � τYk _BkYk þ 3
2
Yk � Yk�1 þ 1

2
Yk�2: (23)

Next, we use the three-instant backward finite difference formula:

_bk ≈
3bk � 4bk�1 þ bk�2

2τ
(24)

with error order O τ2
� �

to approximate the value of _Bk in equation (23). Then the 4-IFD-type
discretized model becomes
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Ykþ1 ¼ �h YkBkYk � Ykð Þ � Yk
3
2
Bk � 2Bk�1 þ 1

2
Bk�2

� �
Yk þ 3

2
Yk � Yk�1 þ 1

2
Yk�2: (25)

Its truncation error is of order O τ3
� �

. Similar to the Euler based discrete model (20), the 4-IFD-
type discrete model uses only present and past information such as Bk, Bk�1, Bk�2, Yk, Yk�1, and
Yk�2 to solve for Ykþ1. Thus it also satisfies the requirements for real-time computation.

3.2.3. A five-instant finite difference formula

Any usable finite difference formula for discretizing the continuous model (10) must satisfy
several restrictions. It must be one step ahead for _x, i.e., approximate _x tkð Þ by using only
x tkþ1ð Þ, x tkð Þ, x tk�1ð Þ and possibly earlier x data, and it must be 0-stable and convergent.
However, 1-step ahead finite difference formulas do not necessarily generate stable and con-
vergent discrete models (see, e.g., [32, 33]).

Here is a new 1-step ahead finite difference formula with higher accuracy than the Euler and 4-
IFD formulas. It will be used to generate a stable and convergent discrete model that finds
time-varying generalized matrix inverses more accurately in real time.

Theorem 1 The 5-IFD formula

_x tkð Þ ≈ 8x tkþ1ð Þ þ x tkð Þ � 6x tk�1ð Þ � 5x tk�2ð Þ þ 2x tk�3ð Þ
18τ

(26)

has truncation error order O τ3
� �

.

The proof relies on four Taylor expansions that use x tkþ1ð Þ and x tk�1ð Þ through x tk�3ð Þ around
x tkð Þ and clever linear combinations thereof.

The new 1-step ahead discretization formula (26) then leads to the five-instant discrete model:

Ykþ1 ¼ � 9
4
h YkBkYk � Ykð Þ � 9

4
Yk

11
6
Bk � 3Bk�1 þ 3

2
Bk�2 � 1

3
Bk�3

� �
Yk

� 1
8
Yk þ 3

4
Yk�1 þ 5

8
Yk�2 � 1

4
Yk�3:

(27)

which has a truncation error of order O τ4
� �

.

Theorem 2 The five-instant discrete model (27) is 0-stable.

The multistep formula of the five-instant discrete model time-varying generalized matrix
inverses has the characteristic polynomial:

P4 θð Þ ¼ θ4 þ 1
8
θ3 � 3

4
θ2 � 5

8
θþ 1

4
(28)

with four distinct roots θ1,2 ¼ �0:7160� 0:5495i, θ3 ¼ 0:3069, and θ4 ¼ 1 inside the complex
unit circle, making this model 0-stable (Figures 1 and 2).
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3.2.4. Numerical examples

Example 1 Consider the discrete time-varying generalized matrix inverse problem:

Bkþ1 � Yþ
kþ1 ¼ 0,with Bk ¼

sin 0:5tkð Þ cos 0:1tkð Þ � sin 0:1tkð Þ
� cos 0:1tkð Þ sin 0:1tkð Þ cos 0:1tkð Þ

� �
: (29)

Example 2 Here we consider the discrete time-varying matrix inversion problem:

Akþ1Xkþ1 ¼ I with Ak ¼
sin 0:5tkð Þ þ 2 cos 0:5tkð Þ
cos 0:5tkð Þ sin 0:5tkð Þ þ 2

� �
: (30)

Figure 1. Typical residual errors generated by the five-instant, the four-instant, and the Euler formulas with different
sampling gaps τwhen solving the discrete time-varying generalized matrix inverse problem (29) for tend ¼ 30 s and h ¼ 0:1.

Figure 2. Profiles of the four entries of the solution Xwhen solving the discrete time-varying matrix inverse problem (30)
with τ ¼ 0:1 s. Here the solid curves show the solution entries generated by the five-instant discrete model obtained from
random starting values, and the dash-dotted curves depict the theoretical solutions.
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Ykþ1 ¼ �h YkBkYk � Ykð Þ � Yk
3
2
Bk � 2Bk�1 þ 1

2
Bk�2

� �
Yk þ 3

2
Yk � Yk�1 þ 1

2
Yk�2: (25)

Its truncation error is of order O τ3
� �

. Similar to the Euler based discrete model (20), the 4-IFD-
type discrete model uses only present and past information such as Bk, Bk�1, Bk�2, Yk, Yk�1, and
Yk�2 to solve for Ykþ1. Thus it also satisfies the requirements for real-time computation.

3.2.3. A five-instant finite difference formula

Any usable finite difference formula for discretizing the continuous model (10) must satisfy
several restrictions. It must be one step ahead for _x, i.e., approximate _x tkð Þ by using only
x tkþ1ð Þ, x tkð Þ, x tk�1ð Þ and possibly earlier x data, and it must be 0-stable and convergent.
However, 1-step ahead finite difference formulas do not necessarily generate stable and con-
vergent discrete models (see, e.g., [32, 33]).

Here is a new 1-step ahead finite difference formula with higher accuracy than the Euler and 4-
IFD formulas. It will be used to generate a stable and convergent discrete model that finds
time-varying generalized matrix inverses more accurately in real time.

Theorem 1 The 5-IFD formula

_x tkð Þ ≈ 8x tkþ1ð Þ þ x tkð Þ � 6x tk�1ð Þ � 5x tk�2ð Þ þ 2x tk�3ð Þ
18τ

(26)

has truncation error order O τ3
� �

.

The proof relies on four Taylor expansions that use x tkþ1ð Þ and x tk�1ð Þ through x tk�3ð Þ around
x tkð Þ and clever linear combinations thereof.

The new 1-step ahead discretization formula (26) then leads to the five-instant discrete model:

Ykþ1 ¼ � 9
4
h YkBkYk � Ykð Þ � 9

4
Yk

11
6
Bk � 3Bk�1 þ 3

2
Bk�2 � 1

3
Bk�3

� �
Yk

� 1
8
Yk þ 3

4
Yk�1 þ 5

8
Yk�2 � 1

4
Yk�3:

(27)

which has a truncation error of order O τ4
� �

.

Theorem 2 The five-instant discrete model (27) is 0-stable.

The multistep formula of the five-instant discrete model time-varying generalized matrix
inverses has the characteristic polynomial:

P4 θð Þ ¼ θ4 þ 1
8
θ3 � 3

4
θ2 � 5

8
θþ 1

4
(28)

with four distinct roots θ1,2 ¼ �0:7160� 0:5495i, θ3 ¼ 0:3069, and θ4 ¼ 1 inside the complex
unit circle, making this model 0-stable (Figures 1 and 2).
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3.2.4. Numerical examples

Example 1 Consider the discrete time-varying generalized matrix inverse problem:

Bkþ1 � Yþ
kþ1 ¼ 0,with Bk ¼

sin 0:5tkð Þ cos 0:1tkð Þ � sin 0:1tkð Þ
� cos 0:1tkð Þ sin 0:1tkð Þ cos 0:1tkð Þ

� �
: (29)

Example 2 Here we consider the discrete time-varying matrix inversion problem:

Akþ1Xkþ1 ¼ I with Ak ¼
sin 0:5tkð Þ þ 2 cos 0:5tkð Þ
cos 0:5tkð Þ sin 0:5tkð Þ þ 2

� �
: (30)

Figure 1. Typical residual errors generated by the five-instant, the four-instant, and the Euler formulas with different
sampling gaps τwhen solving the discrete time-varying generalized matrix inverse problem (29) for tend ¼ 30 s and h ¼ 0:1.

Figure 2. Profiles of the four entries of the solution Xwhen solving the discrete time-varying matrix inverse problem (30)
with τ ¼ 0:1 s. Here the solid curves show the solution entries generated by the five-instant discrete model obtained from
random starting values, and the dash-dotted curves depict the theoretical solutions.
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3.3. A Zhang neural network approach for solving nonlinear convex optimization
problems under time-varying linear constraints

This section is based on joint work with Jian Li et al. [34].

Problem formulation:

find min f x tð Þ; tð Þ
such that A tð Þx tð Þ ¼ b tð Þ with x tð Þ∈Rn, b tð Þ∈Rm and A tð Þ∈Rm,n:

Building a continuous time model for the problem:

The Zhang neural network approach can be built on the Lagrange function:

L x tð Þ; l tð Þ; tð Þ ¼ f x tð Þ; tð Þ þ lT tð Þ A tð Þx tð Þ � b tð Þð Þ,

where l tð Þ ¼ l1 tð Þ;⋯; lm tð Þ½ �T ∈Rm is the Lagrange multiplier vector and ::T denotes the trans-
pose. Note that there will be no need to solve for the Lagrange functions l tð Þ here. Set

y tð Þ ¼ xT tð Þ; lT tð Þ� �T ¼ y1 tð Þ;⋯; yn tð Þ; ynþ1 tð Þ;⋯; ynþm tð Þ� �T ∈Rnþm

and

h y tð Þ; tð Þ ¼
∂f x tð Þ; tð Þ

∂x
þ AT tð Þl tð Þ

A tð Þx tð Þ � b tð Þ

2
4

3
5 ¼

h1 y tð Þ; tð Þ
⋮

hn y tð Þ; tð Þ
hnþ1 y tð Þ; tð Þ

⋮

hnþm y tð Þ; tð Þ

2
666666666664

3
777777777775

∈Rnþm:

We transform the multiplier problem into an initial value DE problem instead. By stipulating
exponential decay for h tð Þ, we obtain the model equation

_y tð Þ ¼ �H�1 y tð Þ; tð Þ λhy tð Þ; tð Þ þ _ht y tð Þ; tð ÞÞ

for the Jacobian matrix

H y tð Þ; tð Þ ¼
∂f 2 x tð Þ; tð Þ
∂x ∂Tx

AT tð Þ
A tð Þ 0

2
4

3
5and _ht y tð Þ; tð Þ ¼ ∂h y tð Þ; tð Þ

∂t
:

3.3.1. Discretizing the model and choosing suitable high-order finite difference formulas

To discretize the continuous model

_y tð Þ ¼ �H�1 y tð Þ; tð Þ λhy tð Þ; tÞ þ _htðy tð Þ; tÞ
� �
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we can use the forward Euler difference formula with truncation error order O τð Þ:

_x tkð Þ ¼ x tkþ1ð Þ � x tkð Þ
τ

or the four-instant forward difference formula (4-IFD):

_x tkð Þ ¼ 5x tkþ1ð Þ � 3x tkð Þ � x tk�1ð Þ � x tk�2ð Þ
8τ

with truncation error order O τ2
� �

. The Euler formula yields the discretized model:

ykþ1 ¼ �H�1 yk; tk
� �

κh yk; tk
� �þ τ _ht yk; tk

� �� �
þ yk with κ ¼ τλ

while the 4-IFD formula results in

ykþ1 ¼ � 8
5
H�1 yk; tk

� �
κh yk; tk
� �þ τ _ht yk; tk

� �� �
þ 3
5
yk þ

1
5
yk�1 þ

1
5
yk�2 þO τ3

� �
:

Both discretization formulas are consistent and convergent. This can be proven via the roots of
the associated characteristic polynomial. Its roots must lie in the complex unit circle and cannot
be repeated on its boundary.

Since the value of _ht yk; tk
� �

may not be known explicitly, we may replace it by

_ht yk; tk
� � ¼ 3h yk; tk

� �� 4h yk; tk�1
� �þ h yk; tk�2

� �
2τ

which uses the three-point backward finite difference formula:

_x tkð Þ ¼ 3x tkð Þ � 4x tk�1ð Þ þ x tk�2ð Þ
2τ

of order O τ2
� �

.

Then the discretized 4-IFD formula becomes more complicated but easier to implement:

ykþ1 ¼ � 8
5
H�1 yk; tk

� �
κþ 3

2

� �
h yk; tk
� �� 2hðyk; tk�1Þ þ 1

2
hðyk; tk�2Þ

� �

þ 3
5
yk þ

1
5
yk�1 þ

1
5
yk�2 of order O τ3

� �
:

To implement this formula, the inverse of the Jacobian matrix H can be computed at each time
tk in a fraction of the available real-time interval tk; tkþ1½ Þ by using the real-time inverse finding
ZNN method from the previous subsection (Section 3.2).

3.3.2. Numerical example and results:

As an example we solve the following convex nonlinear optimization problem with known
theoretical solution numerically by using our ZNN method; for further details and applica-
tions see [34]:

The Eight Epochs of Math as Regards Past and Future Matrix Computations
http://dx.doi.org/10.5772/intechopen.73329

43



3.3. A Zhang neural network approach for solving nonlinear convex optimization
problems under time-varying linear constraints

This section is based on joint work with Jian Li et al. [34].

Problem formulation:

find min f x tð Þ; tð Þ
such that A tð Þx tð Þ ¼ b tð Þ with x tð Þ∈Rn, b tð Þ∈Rm and A tð Þ∈Rm,n:

Building a continuous time model for the problem:

The Zhang neural network approach can be built on the Lagrange function:

L x tð Þ; l tð Þ; tð Þ ¼ f x tð Þ; tð Þ þ lT tð Þ A tð Þx tð Þ � b tð Þð Þ,

where l tð Þ ¼ l1 tð Þ;⋯; lm tð Þ½ �T ∈Rm is the Lagrange multiplier vector and ::T denotes the trans-
pose. Note that there will be no need to solve for the Lagrange functions l tð Þ here. Set

y tð Þ ¼ xT tð Þ; lT tð Þ� �T ¼ y1 tð Þ;⋯; yn tð Þ; ynþ1 tð Þ;⋯; ynþm tð Þ� �T ∈Rnþm

and

h y tð Þ; tð Þ ¼
∂f x tð Þ; tð Þ

∂x
þ AT tð Þl tð Þ

A tð Þx tð Þ � b tð Þ

2
4

3
5 ¼

h1 y tð Þ; tð Þ
⋮

hn y tð Þ; tð Þ
hnþ1 y tð Þ; tð Þ

⋮

hnþm y tð Þ; tð Þ

2
666666666664

3
777777777775

∈Rnþm:

We transform the multiplier problem into an initial value DE problem instead. By stipulating
exponential decay for h tð Þ, we obtain the model equation

_y tð Þ ¼ �H�1 y tð Þ; tð Þ λhy tð Þ; tð Þ þ _ht y tð Þ; tð ÞÞ

for the Jacobian matrix

H y tð Þ; tð Þ ¼
∂f 2 x tð Þ; tð Þ
∂x ∂Tx

AT tð Þ
A tð Þ 0

2
4

3
5and _ht y tð Þ; tð Þ ¼ ∂h y tð Þ; tð Þ

∂t
:

3.3.1. Discretizing the model and choosing suitable high-order finite difference formulas

To discretize the continuous model

_y tð Þ ¼ �H�1 y tð Þ; tð Þ λhy tð Þ; tÞ þ _htðy tð Þ; tÞ
� �
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we can use the forward Euler difference formula with truncation error order O τð Þ:

_x tkð Þ ¼ x tkþ1ð Þ � x tkð Þ
τ

or the four-instant forward difference formula (4-IFD):

_x tkð Þ ¼ 5x tkþ1ð Þ � 3x tkð Þ � x tk�1ð Þ � x tk�2ð Þ
8τ

with truncation error order O τ2
� �

. The Euler formula yields the discretized model:

ykþ1 ¼ �H�1 yk; tk
� �

κh yk; tk
� �þ τ _ht yk; tk

� �� �
þ yk with κ ¼ τλ

while the 4-IFD formula results in

ykþ1 ¼ � 8
5
H�1 yk; tk

� �
κh yk; tk
� �þ τ _ht yk; tk

� �� �
þ 3
5
yk þ

1
5
yk�1 þ

1
5
yk�2 þO τ3

� �
:

Both discretization formulas are consistent and convergent. This can be proven via the roots of
the associated characteristic polynomial. Its roots must lie in the complex unit circle and cannot
be repeated on its boundary.

Since the value of _ht yk; tk
� �

may not be known explicitly, we may replace it by

_ht yk; tk
� � ¼ 3h yk; tk

� �� 4h yk; tk�1
� �þ h yk; tk�2

� �
2τ

which uses the three-point backward finite difference formula:

_x tkð Þ ¼ 3x tkð Þ � 4x tk�1ð Þ þ x tk�2ð Þ
2τ

of order O τ2
� �

.

Then the discretized 4-IFD formula becomes more complicated but easier to implement:

ykþ1 ¼ � 8
5
H�1 yk; tk

� �
κþ 3

2

� �
h yk; tk
� �� 2hðyk; tk�1Þ þ 1

2
hðyk; tk�2Þ

� �

þ 3
5
yk þ

1
5
yk�1 þ

1
5
yk�2 of order O τ3

� �
:

To implement this formula, the inverse of the Jacobian matrix H can be computed at each time
tk in a fraction of the available real-time interval tk; tkþ1½ Þ by using the real-time inverse finding
ZNN method from the previous subsection (Section 3.2).

3.3.2. Numerical example and results:

As an example we solve the following convex nonlinear optimization problem with known
theoretical solution numerically by using our ZNN method; for further details and applica-
tions see [34]:
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Find min cos 0:1tkþ1ð Þ þ 2ð Þx21 þ cos 0:1tkþ1ð Þ þ 2ð Þx22 þ 2 sin tkþ1ð Þx1x2 þ sin tkþ1ð Þx1 þ cos tkþ1ð Þx2
so that sin 0:2tkþ1ð Þx1 þ cos 0:2tkþ1ð Þx2 ¼ cos tkþ1ð Þ:

The 4-IFD formula is a four-instant formula, while the Euler formula needs only two. Both
discretization models work in real time, and both typically create the optimal solution in a
fraction of a second with differing degrees of accuracy according to their orders.

The example below runs for 10 sec. The time-varyingvalues for f x tð Þ; tð Þ,A tð Þ, and b tð Þ are given as
functions and evaluated from their function formulations. In real-world applications, these values
might be supplied by sensors during each time interval ti ≤ tiþ1, and the empirical values would be
inserted into the difference formulas as they are evaluated by sensors in real time (Figure 3).

4. On quantum and multistate computing: eight epoch (yet to start and
come)

Quantum computing and multistate memory and computers with multistate processors will
change the way we compute once they become available. They will require new operating

Figure 3. Solution states with τ ¼ 0:1 sec and solution errors generated by the 4-IFD based discretization model (of order
O τ3
� �

) and the Euler based model (of order O τ2
� �

) with τ ¼ 0:1, 0:01, and 0:001 sec and λ ¼ 10: (a) solution states with
τ ¼ 0:1 sec, (b) solution errors with τ ¼ 0:1 sec, (c) solution errors with τ ¼ 0:01 sec, (d) solution errors with τ ¼ 0:001 sec.
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systems and new software with new and yet-to-be-discovered algorithms. What will this new
era entail? Nobody knows or can reliably predict.

I asked an “expert” on quantum computing 3 years ago as to when he expected to have a
quantum computer at his disposal or on his desk. The answer was “Not in my lifetime, not in
20 years.”

Currently, about a dozen or more research centers in Europe and South-East Asia are trying
to build quantum computers based on the quantum superposition principle and quantum
entanglement of elementary particles. They do so in a multitude of different ways. The
envisioned benefit of these efforts would be to be able to compute superfast in parallel and
in simulations to solve huge data problems quicker than ever before and to solve problems
that are unassailable now with our current best supercomputer networks. All of the pro-
posed quantum science techniques make use of superconducting circuits and particles. The
aim is to build quantum computers in one or two decades with around 100 entangled
quantum bits. Such a quantum computer would be bulky; it would need much supplemen-
tary equipment for cooling and so forth and could easily take up a whole floor of a building,
just as the first German and British valve computers did in the 1940s. But it would surpass
the computing capacity of all current supercomputers and desk and laptops on Earth
combined. Currently, the largest working entangled quantum array contains fewer than 10
quantum bits. Access of a 100 bit quantum computer would probably be via the cloud and
there would be no quantum computer laptops. Quantum computers may take another 10,
20, or 30 years to materialize.

How will they come about? Which yet unknown algorithms will they use? Who will invent them? Who
code them?

If history can be a guide, John Francis and Vera Kublanovskaya were both working indepen-
dently on circuit diagrams and logic gate designs for valve computers in England and in
Russia at the time when they discovered QR (or LQ) in the late 1950s.

So, we possibly are looking for quantum computer hardware and software designers who
know numerical analysis and algorithm development in or about the year 2040. In a similar
fashion, Leibnitz and Seki formalized our now ubiquitous matrix concept independently but
simultaneously in 1683, in Germany and in Japan.

Maybe it will take two again?

The references given below only go back to the year 1799.
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Find min cos 0:1tkþ1ð Þ þ 2ð Þx21 þ cos 0:1tkþ1ð Þ þ 2ð Þx22 þ 2 sin tkþ1ð Þx1x2 þ sin tkþ1ð Þx1 þ cos tkþ1ð Þx2
so that sin 0:2tkþ1ð Þx1 þ cos 0:2tkþ1ð Þx2 ¼ cos tkþ1ð Þ:

The 4-IFD formula is a four-instant formula, while the Euler formula needs only two. Both
discretization models work in real time, and both typically create the optimal solution in a
fraction of a second with differing degrees of accuracy according to their orders.

The example below runs for 10 sec. The time-varyingvalues for f x tð Þ; tð Þ,A tð Þ, and b tð Þ are given as
functions and evaluated from their function formulations. In real-world applications, these values
might be supplied by sensors during each time interval ti ≤ tiþ1, and the empirical values would be
inserted into the difference formulas as they are evaluated by sensors in real time (Figure 3).

4. On quantum and multistate computing: eight epoch (yet to start and
come)

Quantum computing and multistate memory and computers with multistate processors will
change the way we compute once they become available. They will require new operating

Figure 3. Solution states with τ ¼ 0:1 sec and solution errors generated by the 4-IFD based discretization model (of order
O τ3
� �

) and the Euler based model (of order O τ2
� �

) with τ ¼ 0:1, 0:01, and 0:001 sec and λ ¼ 10: (a) solution states with
τ ¼ 0:1 sec, (b) solution errors with τ ¼ 0:1 sec, (c) solution errors with τ ¼ 0:01 sec, (d) solution errors with τ ¼ 0:001 sec.
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systems and new software with new and yet-to-be-discovered algorithms. What will this new
era entail? Nobody knows or can reliably predict.

I asked an “expert” on quantum computing 3 years ago as to when he expected to have a
quantum computer at his disposal or on his desk. The answer was “Not in my lifetime, not in
20 years.”

Currently, about a dozen or more research centers in Europe and South-East Asia are trying
to build quantum computers based on the quantum superposition principle and quantum
entanglement of elementary particles. They do so in a multitude of different ways. The
envisioned benefit of these efforts would be to be able to compute superfast in parallel and
in simulations to solve huge data problems quicker than ever before and to solve problems
that are unassailable now with our current best supercomputer networks. All of the pro-
posed quantum science techniques make use of superconducting circuits and particles. The
aim is to build quantum computers in one or two decades with around 100 entangled
quantum bits. Such a quantum computer would be bulky; it would need much supplemen-
tary equipment for cooling and so forth and could easily take up a whole floor of a building,
just as the first German and British valve computers did in the 1940s. But it would surpass
the computing capacity of all current supercomputers and desk and laptops on Earth
combined. Currently, the largest working entangled quantum array contains fewer than 10
quantum bits. Access of a 100 bit quantum computer would probably be via the cloud and
there would be no quantum computer laptops. Quantum computers may take another 10,
20, or 30 years to materialize.

How will they come about? Which yet unknown algorithms will they use? Who will invent them? Who
code them?

If history can be a guide, John Francis and Vera Kublanovskaya were both working indepen-
dently on circuit diagrams and logic gate designs for valve computers in England and in
Russia at the time when they discovered QR (or LQ) in the late 1950s.

So, we possibly are looking for quantum computer hardware and software designers who
know numerical analysis and algorithm development in or about the year 2040. In a similar
fashion, Leibnitz and Seki formalized our now ubiquitous matrix concept independently but
simultaneously in 1683, in Germany and in Japan.

Maybe it will take two again?

The references given below only go back to the year 1799.
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2. Notation

In this chapter, we use the norm �k k to refer to the spectral or operator norm, and �k kp to refer

to the ℓp norm. We make frequent use of the QR decomposition and the SVD (singular value
decomposition). For anyM�N matrix A and (ordered) subindex sets Jr and Jc, A(Jr, Jc) denotes
the submatrix of A obtained by extracting the rows and columns of A indexed by Jr and Jc,
respectively; and A :; Jcð Þ denotes the submatrix of A obtained by extracting the columns of A
indexed by Jc. We will make use of the covariance and the variance matrix, which we define as
follows in terms of the expected value:

cov x; yð Þ ¼ E x� E x½ �½ Þ y� E y½ �ð ÞT � and var xð Þ ¼ cov x; xð Þ:

By “Diag,” we refer to a diagonal matrix with nonzeros only on the diagonal. We make use of
the so-called GIID matrices. These are matrices with independent and identically distributed
draws from the Gaussian distribution. In the Octave environment (which we frequently refer-
ence), these can be obtained with the “randn” command. We assume the use of real matrices,
although most techniques we describe extend to the complex case.

3. Matrix factorizations and sparse matrices

Let A be an M�N matrix with real or complex entries, and set r ¼ min M;Nð Þ. We will make
use of the singular value decomposition (SVD) of a real matrix A∈RM�N : if A is of rank r, then
there exist U∈Rm�r, V ∈RN�r and

P
∈Rr�r such that

1. UTU ¼ I, VTV ¼ I,

2.
P ¼ Diag σ1; σ2;…; σrð Þ∈Rr�r is a diagonal matrix with σ1 ≥ σ2 ≥⋯ ≥ σr > 0, and

3. A ¼ UΣVT .

This is known as the economic form of the SVD [1]. For 1 ≤ i ≤min M;Nf g, the i-th largest
singular value of A is defined to be σi, with σj ¼ 0 for j ¼ rþ 1,…,min M;Nf g whenever

r < min M;Nf g. The generalized inverse of A∈Rm�N with SVDA ¼ UΣVT , is defined as

Aþ ¼ VΣ�1UT (and
P�1 ¼ Diag σ�1

1 ; σ�1
2 ;…; σ�1

r

� �
∈Rr�r). By a rank deficient matrix, we

imply a nonlinear decay of singular values σif g. In this case, the numerical rank of A may be
smaller than the actual rank due to the use of finite precision arithmetic.

The (compact) QR-factorization of A takes the form

A P ¼ Q R,
m� n n� n m� r r� n

(1)

where P is a permutation matrix, Q has orthonormal columns, and R is upper triangular. The
permutation matrix P can more efficiently be represented via a vector Jc ∈Zn

þ of indices such
that P ¼ I :; Jcð Þwhere I is the n� n identity matrix. The factorization (1) can then be written as:
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A :; Jcð Þ ¼ Q R
m� n m� r r� n

(2)

Another commonly used decomposition is the pivoted LU:

A :; Jcð Þ ¼ L U:

m� n m� r r� n
(3)

with L a lower triangular and U an upper triangular matrix. In the Octave environment, these
decompositions can be constructed, respectively, via the commands Q;R; I½ � ¼ qr A; 0ð Þ;ð
L;U; I½ � ¼ lu Að Þ. The matrix P does not need to be explicitly formed. Instead, vector I gives
the permutation information. The relation between the two in Octave is given by the command
P :; Ið Þ ¼ eye length Ið Þð Þ.
Many matrices in applications turn out to be sparse. They can be stored more efficiently,
without the need to store all m� n elements. The simplest sparse format is the so called
coordinate sparse format, common to, e.g., the Octave environment. In this format, we store
the integers row, column, and floating point value for each nonzero of the sparse matrix A: a
set of triplets of the form i; j; vð Þ. However, we do not need to store all the row and column
indices of the nonzero elements. Below, we summarize the two commonly used sparse formats
for an example matrix.

A ¼
0 6 3 0
1 0 8 0
7 0 0 2

2
64

3
75

The compressed column and row formats for this matrix are given by the vectors:

ic ¼ 1; 2; 0; 0; 1; 2½ �, pc ¼ 0; 2; 3; 5; 6½ �, dc ¼ 1; 7; 6; 3; 8; 2½ �,

and

ir ¼ 2; 1; 0; 2; 3; 0½ �, pr ¼ 0; 2; 4; 6½ �, dr ¼ 3; 6; 1; 8; 2; 7½ �:

In the compressed column format, the dc array stores the nonzero elements, scanned row by
row. The array ic stores the row index of the corresponding data element, and the array pc stores

function y = mat_mult (A, x) function y = mat_trans_mult (A, x)

y = zeros (m, 1); y = zeros (n, 1);

for i = 1:m for i = 1:m

for j = pr (i): pr (i + 1) for j = pr (i): pr (i + 1)

y (i) = y (i) + dr (j) * � (i r (j)); y (i r (j)) = y (i r (j)) + dr (j) * � (i);

end end

end end

end end
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� �
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(2)
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A :; Jcð Þ ¼ L U:

m� n m� r r� n
(3)

with L a lower triangular and U an upper triangular matrix. In the Octave environment, these
decompositions can be constructed, respectively, via the commands Q;R; I½ � ¼ qr A; 0ð Þ;ð
L;U; I½ � ¼ lu Að Þ. The matrix P does not need to be explicitly formed. Instead, vector I gives
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and
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In the compressed column format, the dc array stores the nonzero elements, scanned row by
row. The array ic stores the row index of the corresponding data element, and the array pc stores

function y = mat_mult (A, x) function y = mat_trans_mult (A, x)
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the index of the start of each column in the data array dc. Similarly, for the compressed row
format, all the column indices of nonzeros are given, but the row information is compressed by
giving in pr, the index of the start of each row in dr. Moreover, if needed, the three vectors for the
sparse representation above can be further compressed, with, e.g., lossless compression tech-
niques, such as arithmetic coding [2]. BLAS operations on sparse matrices can be performed
directly using these storage formats. Below, we list the pseudocode for the operations y1 ¼ Ax1
and y2 ¼ ATx2 for a m� n sparse matrix A stored with compressed row format.

4. Direct solves

Given a linear system Ax ¼ b with a square matrix A which is invertible det Að Þ 6¼ 0ð Þ, the
solution x can be constructed through the inverse of A, built up using Gaussian elimination.
For relatively small systems, the construction of such solutions is often desired over least
squares formulations, when a solution is known to exist. Typically elimination is used to
construct the factorization of A into a QR or LU decomposition. The construction of factoriza-
tions (QR, LU) with column pivoting can be applied to system solves involving rank deficient
matrices. As an example, consider the pivoted QR factorization AP ¼ QR. Here AP ¼ A :; Ið Þ, a
rearrangement of the columns of A upon multiplication with permutation matrix P. Plugging
into Ax ¼ b yields QRPTx ¼ b ) QRy ¼ b ) Ry ¼ QTb, which is an upper triangular system,
and can be solved by back substitution. A simple permutation PTx ¼ y ) x ¼ Py yields the
solution x.

Similarly, suppose we have the pivoted LU factorization AP ¼ LU. Then, plugging into

Ax ¼ b yields LUPTx ¼ b. Next, set z ¼ UPTx ¼ Uy with y ¼ PTx. Then Lz ¼ b (which is a
lower triangular system) can be solved by forward substitution for z, while Uy ¼ z can be
solved by back substitution for y. Again applying a permutation matrix to x ¼ Py yields the
result. Notice that multiplying by P can be done efficiently, simply be re-arranging the
elements of y. The implementations of the back substitution and forward substitution algo-
rithms are given below.

% Solve Lz = b % Solve Uy = z

function z = fwd_sub (L, b) function y = back_sub (U, z)

n = length (b); n = length (z);

z = zeros (n, 1); y = zeros (n, 1);

for i = 1:n for i = n: �1:1

z (i) = (b (i) � L(i,:) * z) /L(i, i); y (i) = (z (i) � U(i,:) y) /U(i, i);

end end

end end
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5. Regularization

5.1. Least squares

Prior to discussing two-norm or what is more commonly known as Tikhonov regularization,
we mention the least squares problem:

xlsq ¼ argmin
x

Ax� bk k22 (4)

This formulation arises due to the noise in the right hand side b, in which case it does not make
sense to attempt to solve the system Ax ¼ b directly. Instead, if we have an estimate for the
noise norm (that is, b ¼ bþ e with unknown noise vector e, but we can estimate ek k2), then we
could seek a solution x such that Ax� bk k2 ≈ ek k2. Let us now look at the solution of (4) in more
detail. As the minimization problem is convex and the functional quadratic, we obtain the
minimum by setting the gradient of the functional to zero:

∇x Ax � bk k22 ¼ 0 ) ATAx ¼ ATb (5)

A common choice of solution to the quadratic Eq. (5) would be directly through the general-
ized inverse:

x ¼ ATA
� �þ

ATb ¼ VΣ�2VT� �
VΣUTb ¼ Aþb, (6)

because of all the solutions to ATAx ¼ ATb, Aþb has the smallest ℓ2-norm: ATAx ¼ ATb if and

only if x ¼ Aþbþ d for some d∈ker ATA
� � ¼ range ATA

� �⊥ ¼ range Aþ� �⊥, and

Aþbþ d
�� ��2 ¼ Aþb

�� ��2 þ 2dT Aþb
� �þ dk k2 ¼ Aþb

�� ��2 þ dk k2 Aþb
�� ��2:

Typically, the least squares problem is solved by an iterative method such as conjugate gradi-
ents (CG) or related techniques such as LSQR. Whichever way the solution to the normal
equations in (5) is obtained, it will be close A+b and share its properties.

First, if A has small singular values, the norm of the solution Aþb ¼ VΣ�1UTb will be very
large because of the Σ�1 matrix. Another disadvantage of (4) is that the solution A+b will be
very sensitive to any noise in b or even in A (if any approximations in the calculations are
used). Suppose the noise vector e behaves like white noise. Its different entries are
uncorrelated, each having mean 0 and standard deviation ν. If, in addition, the elements of b
and e are uncorrelated, we have:

var eð Þ ¼ E e� E e½ �ð Þ e� E e½ �ð ÞT
h i

¼ E eeT
� � ¼ ν2I,

and
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the index of the start of each column in the data array dc. Similarly, for the compressed row
format, all the column indices of nonzeros are given, but the row information is compressed by
giving in pr, the index of the start of each row in dr. Moreover, if needed, the three vectors for the
sparse representation above can be further compressed, with, e.g., lossless compression tech-
niques, such as arithmetic coding [2]. BLAS operations on sparse matrices can be performed
directly using these storage formats. Below, we list the pseudocode for the operations y1 ¼ Ax1
and y2 ¼ ATx2 for a m� n sparse matrix A stored with compressed row format.

4. Direct solves

Given a linear system Ax ¼ b with a square matrix A which is invertible det Að Þ 6¼ 0ð Þ, the
solution x can be constructed through the inverse of A, built up using Gaussian elimination.
For relatively small systems, the construction of such solutions is often desired over least
squares formulations, when a solution is known to exist. Typically elimination is used to
construct the factorization of A into a QR or LU decomposition. The construction of factoriza-
tions (QR, LU) with column pivoting can be applied to system solves involving rank deficient
matrices. As an example, consider the pivoted QR factorization AP ¼ QR. Here AP ¼ A :; Ið Þ, a
rearrangement of the columns of A upon multiplication with permutation matrix P. Plugging
into Ax ¼ b yields QRPTx ¼ b ) QRy ¼ b ) Ry ¼ QTb, which is an upper triangular system,
and can be solved by back substitution. A simple permutation PTx ¼ y ) x ¼ Py yields the
solution x.

Similarly, suppose we have the pivoted LU factorization AP ¼ LU. Then, plugging into

Ax ¼ b yields LUPTx ¼ b. Next, set z ¼ UPTx ¼ Uy with y ¼ PTx. Then Lz ¼ b (which is a
lower triangular system) can be solved by forward substitution for z, while Uy ¼ z can be
solved by back substitution for y. Again applying a permutation matrix to x ¼ Py yields the
result. Notice that multiplying by P can be done efficiently, simply be re-arranging the
elements of y. The implementations of the back substitution and forward substitution algo-
rithms are given below.

% Solve Lz = b % Solve Uy = z

function z = fwd_sub (L, b) function y = back_sub (U, z)

n = length (b); n = length (z);

z = zeros (n, 1); y = zeros (n, 1);

for i = 1:n for i = n: �1:1

z (i) = (b (i) � L(i,:) * z) /L(i, i); y (i) = (z (i) � U(i,:) y) /U(i, i);

end end

end end
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5. Regularization

5.1. Least squares

Prior to discussing two-norm or what is more commonly known as Tikhonov regularization,
we mention the least squares problem:

xlsq ¼ argmin
x

Ax� bk k22 (4)

This formulation arises due to the noise in the right hand side b, in which case it does not make
sense to attempt to solve the system Ax ¼ b directly. Instead, if we have an estimate for the
noise norm (that is, b ¼ bþ e with unknown noise vector e, but we can estimate ek k2), then we
could seek a solution x such that Ax� bk k2 ≈ ek k2. Let us now look at the solution of (4) in more
detail. As the minimization problem is convex and the functional quadratic, we obtain the
minimum by setting the gradient of the functional to zero:

∇x Ax � bk k22 ¼ 0 ) ATAx ¼ ATb (5)

A common choice of solution to the quadratic Eq. (5) would be directly through the general-
ized inverse:

x ¼ ATA
� �þ

ATb ¼ VΣ�2VT� �
VΣUTb ¼ Aþb, (6)

because of all the solutions to ATAx ¼ ATb, Aþb has the smallest ℓ2-norm: ATAx ¼ ATb if and

only if x ¼ Aþbþ d for some d∈ker ATA
� � ¼ range ATA

� �⊥ ¼ range Aþ� �⊥, and

Aþbþ d
�� ��2 ¼ Aþb

�� ��2 þ 2dT Aþb
� �þ dk k2 ¼ Aþb

�� ��2 þ dk k2 Aþb
�� ��2:

Typically, the least squares problem is solved by an iterative method such as conjugate gradi-
ents (CG) or related techniques such as LSQR. Whichever way the solution to the normal
equations in (5) is obtained, it will be close A+b and share its properties.

First, if A has small singular values, the norm of the solution Aþb ¼ VΣ�1UTb will be very
large because of the Σ�1 matrix. Another disadvantage of (4) is that the solution A+b will be
very sensitive to any noise in b or even in A (if any approximations in the calculations are
used). Suppose the noise vector e behaves like white noise. Its different entries are
uncorrelated, each having mean 0 and standard deviation ν. If, in addition, the elements of b
and e are uncorrelated, we have:

var eð Þ ¼ E e� E e½ �ð Þ e� E e½ �ð ÞT
h i

¼ E eeT
� � ¼ ν2I,

and
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var bð Þ ¼ E b� E b½ �ð Þ b� E b½ �ð ÞT
h i

¼ E eeT
� � ¼ ν2I:

We may then estimate the norm of the variance of the solution vector:

var xð Þ ¼ var Aþb
� � ¼ var VΣ�1UT� �

b
� � ¼ VΣ�1UT� �

var bð Þ U Σ�1� �T
VT

� �
¼ ν2VΣ�2VT

) var xð Þk k2 ¼ ν2 VΣ�2VT
�� ��

2 ¼
ν2

σ2min
,

where σmin is the smallest magnitude singular value of A. We can clearly see that when A has
an appreciable decay of singular values (such that σmin is small relative to σ1), the solution
x ¼ Aþb will be sensitive to data errors. For these reasons, adding additional terms (regulari-
zation) to the optimization problem is often necessary.

5.2. Tikhonov regularization

Having discussed the least squares approach we turn our attention to the simplest form of
Tikhonov Regularization:

xtik ¼ argmin
x

Ax� bk k22 þ λ xk k22
n o

(7)

where λ > 0 is a scalar regularization parameter, which controls the tradeoff between the
solution norm xk k2 and the residual fit Ax� bk k2. Since the functional in brackets is convex,
we can get the solution by again setting the gradient to zero:

∇x Ax� bk k22 þ λ xk k22
n o

¼ 0 ) 2AT Ax� bð Þ þ 2λx ¼ 0 ) ATAþ λI
� �

x ¼ ATb (8)

If we plug in the SVD of A ¼ UΣVT , we get:

x ¼ UΣVT� �T
UΣVT� �þ λI

� ��1
ATb

¼ V ΣTΣþ λI
� ��1

VT
� �

VΣTUTb

¼ V ΣTΣþ λI
� ��1

ΣTUTb

¼ VDiag
σi

σ2i þ λ

 !
UTb ¼ VDUTb

We see that the effect of the regularization is to filter the small singular values σi, by replacing
each σi by σi

σ2i þλ, which prevents the singular values smaller than λ from dominating the

solution. If we now compute the norm of the solution variance, we obtain:
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var xð Þ ¼ var VDUTb
� � ¼ VDUT� �

var bð Þ UDVT� � ¼ v2VD2VT

) var xð Þk k2 ¼ v2 VD2VT
�� ��

2 ¼ v2 D2
�� ��

2 ≤
v2

4λ
:

The result follows because the function h tð Þ≔ t
t2þλ satisfies h0 tð Þ ¼ 0 at t ¼ � ffiffiffi

λ
p

with

h
ffiffiffi
λ

p� � ¼ 1
2
ffiffiffi
λ

p . Thus, the solution to the system from (8) (even if obtained from a CG type

scheme after a finite number of iterations) relieves the problems due to small singular values
and noise, which affect the solution from (5).

In practice, a slight generalization of (7) is performed by adding a regularization matrix L:

xtikL ¼ arg min
x

Ax� bk k22 þ λ1kx 2
2 þ λ2∥Lx
�� ��2

2

n o
(9)

Generally, L is some kind of sharpening (difference) operator. The penalization of the term
Lxk k, thus results in smoothing. If the coordinate system x is one-dimensional, it could take the
form:

L1 ¼

�1 1 … 0 0

0 �1 … 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 … �1 1

2
666664

3
777775

When the coordinate system corresponding to the model vector x is higher dimensional, Lwill
be correspondingly more complicated and will generally have block structure. Note that the
solution to (9) can be obtained through the linear equations:

ATAþ λ1I þ λ2LTL
� �

x ¼ ATb (10)

and can also be cast as an augmented least squares system and solved through its corresponding
augmented normal equations:

x ¼ argmin
x

A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
L

2
664

3
775x�

b

0

0

2
664

3
775

��������

��������

2

2

)
A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
L

2
664

3
775

T A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
L

2
664

3
775x ¼

A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
L

2
664

3
775

T b

0

0

2
664

3
775

This is an important point with regards to implementation, as it means that codes which solve
the normal equations for standard least squares can be readily modified to solve (9). If L is a
smoothing operator, the parameters λ1 and λ2 effect the degree of norm damping and model
smoothing, respectively. Notice that increasing λ2 from zero also changes the solution norm, so
λ1 may need to be altered to compensate.
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var bð Þ ¼ E b� E b½ �ð Þ b� E b½ �ð ÞT
h i

¼ E eeT
� � ¼ ν2I:

We may then estimate the norm of the variance of the solution vector:

var xð Þ ¼ var Aþb
� � ¼ var VΣ�1UT� �

b
� � ¼ VΣ�1UT� �

var bð Þ U Σ�1� �T
VT

� �
¼ ν2VΣ�2VT

) var xð Þk k2 ¼ ν2 VΣ�2VT
�� ��

2 ¼
ν2

σ2min
,

where σmin is the smallest magnitude singular value of A. We can clearly see that when A has
an appreciable decay of singular values (such that σmin is small relative to σ1), the solution
x ¼ Aþb will be sensitive to data errors. For these reasons, adding additional terms (regulari-
zation) to the optimization problem is often necessary.

5.2. Tikhonov regularization

Having discussed the least squares approach we turn our attention to the simplest form of
Tikhonov Regularization:

xtik ¼ argmin
x

Ax� bk k22 þ λ xk k22
n o

(7)

where λ > 0 is a scalar regularization parameter, which controls the tradeoff between the
solution norm xk k2 and the residual fit Ax� bk k2. Since the functional in brackets is convex,
we can get the solution by again setting the gradient to zero:

∇x Ax� bk k22 þ λ xk k22
n o

¼ 0 ) 2AT Ax� bð Þ þ 2λx ¼ 0 ) ATAþ λI
� �

x ¼ ATb (8)

If we plug in the SVD of A ¼ UΣVT , we get:

x ¼ UΣVT� �T
UΣVT� �þ λI

� ��1
ATb

¼ V ΣTΣþ λI
� ��1

VT
� �

VΣTUTb

¼ V ΣTΣþ λI
� ��1

ΣTUTb

¼ VDiag
σi

σ2i þ λ

 !
UTb ¼ VDUTb

We see that the effect of the regularization is to filter the small singular values σi, by replacing
each σi by σi

σ2i þλ, which prevents the singular values smaller than λ from dominating the

solution. If we now compute the norm of the solution variance, we obtain:
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var xð Þ ¼ var VDUTb
� � ¼ VDUT� �

var bð Þ UDVT� � ¼ v2VD2VT

) var xð Þk k2 ¼ v2 VD2VT
�� ��

2 ¼ v2 D2
�� ��

2 ≤
v2

4λ
:

The result follows because the function h tð Þ≔ t
t2þλ satisfies h0 tð Þ ¼ 0 at t ¼ � ffiffiffi

λ
p

with

h
ffiffiffi
λ

p� � ¼ 1
2
ffiffiffi
λ

p . Thus, the solution to the system from (8) (even if obtained from a CG type

scheme after a finite number of iterations) relieves the problems due to small singular values
and noise, which affect the solution from (5).

In practice, a slight generalization of (7) is performed by adding a regularization matrix L:

xtikL ¼ arg min
x

Ax� bk k22 þ λ1kx 2
2 þ λ2∥Lx
�� ��2

2

n o
(9)

Generally, L is some kind of sharpening (difference) operator. The penalization of the term
Lxk k, thus results in smoothing. If the coordinate system x is one-dimensional, it could take the

form:

L1 ¼

�1 1 … 0 0

0 �1 … 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 … �1 1

2
666664

3
777775

When the coordinate system corresponding to the model vector x is higher dimensional, Lwill
be correspondingly more complicated and will generally have block structure. Note that the
solution to (9) can be obtained through the linear equations:

ATAþ λ1I þ λ2LTL
� �

x ¼ ATb (10)

and can also be cast as an augmented least squares system and solved through its corresponding
augmented normal equations:

x ¼ argmin
x

A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
L

2
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3
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b

0

0

2
664

3
775

��������
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ffiffiffiffiffi
λ1
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I

ffiffiffiffiffi
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p
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A
ffiffiffiffiffi
λ1

p
I

ffiffiffiffiffi
λ2

p
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2
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T b

0

0

2
664

3
775

This is an important point with regards to implementation, as it means that codes which solve
the normal equations for standard least squares can be readily modified to solve (9). If L is a
smoothing operator, the parameters λ1 and λ2 effect the degree of norm damping and model
smoothing, respectively. Notice that increasing λ2 from zero also changes the solution norm, so
λ1 may need to be altered to compensate.
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5.3. Sparse regularization and generalized functional

The ℓ2 penalty in (7) has the effect of penalizing the solution norm in a way which encourages
all coefficients to be small (as λ is increased). For very large λ, only x = 0 would result in the

required minimum but for modest values (below, e.g., ATb
�� ��

∞), the effect would be to force all
solution coefficients to have smaller magnitudes with increasing λ, but would not make any of
them explicitly zero. In many applications, a sparse solution is sought (where, a significant
percentage of the coefficients of x are zero). A so-called ℓ0 measure is an indicator function for
the number of nonzeros of x. This measure is not a norm, as it does not satisfy, e.g., the basic
triangle inequality. Constraining the ℓ0 measure (e.g., Ax� bk k < E, min xk k0), leads to a com-
binatorially difficult optimization problem.

A key insight of compressive sensing is that the minimization with respect to the ℓ0 measure
and the convex ℓ1 norm (the sum of the absolute values of the components of a vector) produce
the same result (the sparsest solution) under some strong conditions (i.e., RIP, restricted
isometry property) on A [3]. In practice, a nonrandom A from a physical application would
not satisfy the RIP conditions. On the other hand, the minimization with respect to the ℓ1 norm
(and the ℓp-norms for 0 < p < 2, convex only for p ≥ 1) produce sparse solutions (but not-
necessarily the sparsest one at a given residual level). Sample illustrations for the 2d case are
given in Figure 2, where we can observe that in two dimensions, the minimization of the ℓp

norm for p ≤ 1 results in one of the two components equal to zero. To account for the possibility
of employing a sparse promoting penalty and also for more general treatment of the residual
term, which we discuss more below, we will consider the two-parameter functional [4]:

Fl,p xð Þ ¼ Ax� bk kll þ λ xk kpp ¼
Xm

i¼1

Xm

j¼1

Aijxj � bi

������

������

l

þ λ
Xn

i¼1

xij jp, (11)

with ~Fp ¼ F2, p (with l = 2 being the most-common residual-based penalty). For p < 2, the

functional ~Fp is not differentiable. This means that the minimum value cannot be obtained by
setting the gradient equal to zero as for ℓ2-based minimization. A particularly well-studied
example is the ℓ1 case, which is the closest convex problem to the ℓ0 penalty. Convexity of ~F1 xð Þ

Figure 1. Comparison of geophysical models recovered via (10) with λ2 ¼ 0 and λ2 > 0.
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guarantees that any local minimizer is necessarily a global one. In this case, an algorithm can
be constructed which decreases the functional value and tends to the (global) minimizer of
~F1 xð Þ. One such method is called the iterative soft thresholding algorithm (ISTA) and relies on
the soft thresholding function Sτ xð Þ, defined as:

Sτ xð Þð Þk ¼ sgn xkð Þmax 0; jxkj � τf g, ∀k ¼ 1,…, n, ∀x∈Rn:

The benefit of this function is two-fold: it explicitly sets small components of x to zero (pro-
moting sparsity) and is continuous (unlike the related hard thresholding function which
simply zeros out all components smaller than τ in absolute value). The soft thresholding
function satisfies a useful identity:

Sτ bð Þ ¼ argmin
x

x� bk k22 þ 2τkxk1
�
,

n

which is utilized with a surrogate functional approach to construct the ISTA scheme:

xnþ1 ¼ Sτ xn þ ATb� ATAxn
� �

This algorithm converges to the ℓ2 minimizer for any initial guess and with Ak k2 (the spectral
norm ofA) being less than 1 (which can be accomplished simply by rescaling). The spectral norm
of a matrix A can easily be estimated using so called power iteration [1]. Let us assume that A is

square. If it is not we can take the matrix ATA in it’s place and take the square root of the
eigenvalue found to be the estimate for the spectral norm. If we take a vector x0 and write it as
a linear combination of eigenvectors ofA, then x0 ¼ α1v1 þ…þ αnvn. It follows that the iterative
computation xm ¼ Axm�1 yields (plugging in Avk ¼ λkvk):

α1λm
1 v1 þ…þ αnλm

n vn ¼ λm
1 α1v1 þ α2

λ2

λ1

� �m

v2 þ…þ λn
λn

λ1

� �m

vn

� �
) lim

m!∞

xm

λm
1
¼ α1v1,

a scalar multiple of the dominant eigenvector. A simple computation yields the dominant
eigenvalue. In practice, a much faster converging scheme called FISTA (Fast ISTA) [5] is
utilized, which is a slight reformulation of ISTA applied to a linear combination of two
previous iterates:

Figure 2. Illustration of family of functions yj jp for p∈ 0; 2ð Þ and sample solutions to ax1 þ bx2 ¼ c subject to min xk kp for
p = 2, 1, 0.5.
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5.3. Sparse regularization and generalized functional

The ℓ2 penalty in (7) has the effect of penalizing the solution norm in a way which encourages
all coefficients to be small (as λ is increased). For very large λ, only x = 0 would result in the

required minimum but for modest values (below, e.g., ATb
�� ��

∞), the effect would be to force all
solution coefficients to have smaller magnitudes with increasing λ, but would not make any of
them explicitly zero. In many applications, a sparse solution is sought (where, a significant
percentage of the coefficients of x are zero). A so-called ℓ0 measure is an indicator function for
the number of nonzeros of x. This measure is not a norm, as it does not satisfy, e.g., the basic
triangle inequality. Constraining the ℓ0 measure (e.g., Ax� bk k < E, min xk k0), leads to a com-
binatorially difficult optimization problem.

A key insight of compressive sensing is that the minimization with respect to the ℓ0 measure
and the convex ℓ1 norm (the sum of the absolute values of the components of a vector) produce
the same result (the sparsest solution) under some strong conditions (i.e., RIP, restricted
isometry property) on A [3]. In practice, a nonrandom A from a physical application would
not satisfy the RIP conditions. On the other hand, the minimization with respect to the ℓ1 norm
(and the ℓp-norms for 0 < p < 2, convex only for p ≥ 1) produce sparse solutions (but not-
necessarily the sparsest one at a given residual level). Sample illustrations for the 2d case are
given in Figure 2, where we can observe that in two dimensions, the minimization of the ℓp

norm for p ≤ 1 results in one of the two components equal to zero. To account for the possibility
of employing a sparse promoting penalty and also for more general treatment of the residual
term, which we discuss more below, we will consider the two-parameter functional [4]:

Fl,p xð Þ ¼ Ax� bk kll þ λ xk kpp ¼
Xm

i¼1

Xm

j¼1

Aijxj � bi

������

������

l

þ λ
Xn

i¼1

xij jp, (11)

with ~Fp ¼ F2, p (with l = 2 being the most-common residual-based penalty). For p < 2, the

functional ~Fp is not differentiable. This means that the minimum value cannot be obtained by
setting the gradient equal to zero as for ℓ2-based minimization. A particularly well-studied
example is the ℓ1 case, which is the closest convex problem to the ℓ0 penalty. Convexity of ~F1 xð Þ

Figure 1. Comparison of geophysical models recovered via (10) with λ2 ¼ 0 and λ2 > 0.
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guarantees that any local minimizer is necessarily a global one. In this case, an algorithm can
be constructed which decreases the functional value and tends to the (global) minimizer of
~F1 xð Þ. One such method is called the iterative soft thresholding algorithm (ISTA) and relies on
the soft thresholding function Sτ xð Þ, defined as:

Sτ xð Þð Þk ¼ sgn xkð Þmax 0; jxkj � τf g, ∀k ¼ 1,…, n, ∀x∈Rn:

The benefit of this function is two-fold: it explicitly sets small components of x to zero (pro-
moting sparsity) and is continuous (unlike the related hard thresholding function which
simply zeros out all components smaller than τ in absolute value). The soft thresholding
function satisfies a useful identity:

Sτ bð Þ ¼ argmin
x

x� bk k22 þ 2τkxk1
�
,

n

which is utilized with a surrogate functional approach to construct the ISTA scheme:

xnþ1 ¼ Sτ xn þ ATb� ATAxn
� �

This algorithm converges to the ℓ2 minimizer for any initial guess and with Ak k2 (the spectral
norm ofA) being less than 1 (which can be accomplished simply by rescaling). The spectral norm
of a matrix A can easily be estimated using so called power iteration [1]. Let us assume that A is

square. If it is not we can take the matrix ATA in it’s place and take the square root of the
eigenvalue found to be the estimate for the spectral norm. If we take a vector x0 and write it as
a linear combination of eigenvectors ofA, then x0 ¼ α1v1 þ…þ αnvn. It follows that the iterative
computation xm ¼ Axm�1 yields (plugging in Avk ¼ λkvk):

α1λm
1 v1 þ…þ αnλm

n vn ¼ λm
1 α1v1 þ α2

λ2

λ1

� �m

v2 þ…þ λn
λn

λ1

� �m

vn

� �
) lim

m!∞

xm

λm
1
¼ α1v1,

a scalar multiple of the dominant eigenvector. A simple computation yields the dominant
eigenvalue. In practice, a much faster converging scheme called FISTA (Fast ISTA) [5] is
utilized, which is a slight reformulation of ISTA applied to a linear combination of two
previous iterates:

Figure 2. Illustration of family of functions yj jp for p∈ 0; 2ð Þ and sample solutions to ax1 þ bx2 ¼ c subject to min xk kp for
p = 2, 1, 0.5.
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xnþ1 ¼ Sτ yn þ ATb� ATAyn
� �

, yn ¼ xn þ tn�1 � 1
tn

xn � xn�1� �
, tnþ1 ¼

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4t2n

q

2
, (12)

where t1 = 1. This algorithm is simple to implement and readily adapts to parallel architectures.
For challenging problems (such as when the decay of singular values of A is rapid), the
thresholding function Sτ can be slightly altered (see Figure 3), but the same iterative scheme
(12) can be utilized. Two possible approaches are either to vary the thresholding, starting from
soft thresholding and slowly approaching the (discontinuous) hard thresholding function, or
to use a function which better mimics hard thresholding away from zero. The use of different
thresholding functions alters the optimization problem being solved. Thresholding-based
techniques are simple to implement but are not effective in all situations, particularly when
only a few iterations are feasible (for example, when A is large). In this case, two interesting
approaches are iteratively re-weighted least squares (IRLS) and convolution smoothing [4].
Both techniques replace the nonsmooth part of the functional (namely, the absolute value
function |x|) by a smooth approximation. Moreover, both techniques have the particular
advantage of being able to employ gradient-based methods (such as CG) at each iteration,
considerably increasing the per-iteration performance. The IRLS approach is based on the
approximation:

∣xk∣ ¼ x2k
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¼ x2kffiffiffiffiffi
x2k

q ≈
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where in the rightmost term, a small E 6¼ 0 is used, to insure the denominator is finite,
regardless of the value of xk. The resulting algorithm [4] for the minimization of (11) can be
written as:

ATRnAþ Dnð ÞT Dnð Þ
� �

xnþ1 ¼ ATRnb

with two diagonal iteration dependent matrices Dn and Rn. The diagonal matrix Dn has

elements
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and Rn has diagonal elements l rni

�� ��l�2 (for i where rni
�� �� < E, we can set the

entry to lEl�2 with the choice of E user controllable, tuned for a given application). Here, the
residuals rni ¼ Axn � bð Þi and the iteration dependent weights are given by:

Figure 3. Illustrations of different thresholding functions [6, 7].
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The diagonal matrices (or simply the vectors holding the diagonal elements) are updated at
each iteration and the system in (6.10) can be solved approximately via a few iterations of CG-
or LSQR-based algorithms. Another advantage of the IRLS approach is that the powers p can
be made component dependent. This then allows for better inversion of partially sparse signals
(if of course, the location of the sparse part can be estimated with some accuracy). An example
is illustrated in Figure 4 and further discussed in [8]. Another approach discussed in [4] is
based on a smooth approximation of the absolute value function f(t) = |t| obtained via
convolution with a sequence of Gaussian kernels, which have approximately shrinking sup-
port. The resulting “conv-CG” method is suitable especially for rapid warm start acceleration.

5.4. Alternate penalty functions and regularization parameter selection

Wemention here the classical image deconvolution problem. Given a blurring source g, such as a
2DGaussian function, we can produce a blurry image s from an unaltered source f via convolution
s ¼ f ∗gþ n, where n is some additive noise component. For such situations, a TV (total variation)
norm penalty is frequently used, for purposes of noise removal [9]. For a 2-D signal (such as an

image), the TV penalty can be written as V sð Þ ¼Pi, j
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�� �� is utilized. Various iterative schemes

have been developed for such penalty functions [9].

Both the ℓ2-based approaches and sparsity promoting regularization schemes (as well as TV-
norm penalty functionals) utilize one or more regularization parameters. In the case of
Tikhonov regularization with smoothing (as in (9)) more than one parameter is present. In this
case, the second (smoothing) parameter can generally be set according to the desired smooth-
ing effect, once the first parameter λ1 is chosen (with a fixed value of λ2) and then, λ1 can be

Figure 4. Illustration of half-sparse, half-dense signal recovery with different algorithms.
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adjusted to achieve a desired solution norm. Thus, we focus here on techniques to adjust λ1,
which we simply refer to as λ.

The standard way to choose the parameter is to use the L-curve technique starting at a large λ

(generally a value close to ATb
�� ��

∞ is a good choice) and decreasing down in logarithmic
fashion using the logarithmically spaced sequence:

S ¼ log λmaxð Þ � log λminð Þ
N � 1

; λi ¼ exp log λmaxð Þ � S i� 1ð Þð Þ, i ¼ 1,…, N:

The parameter N can vary by application but is typically in the range [5, 10]. Two typical
Strategies for parameter selection are employed.

The first is based on a target residual value, typically determined by the estimate of the noise
norm. At every λ after the initial value we reuse the previous solution as the initial guess for
the CG scheme at the current λ. We can use the solution xλ for which Axλ � bk k is closest to the
desired residual level (or refine further the solution at this λ with more CG iterations).

If however, the target residual norm is not available, other techniques must be used. We
discuss a method using the so-called L-curve where for the norm damping problem (7), we
plot a curve composed of points log Axλ � bk k; log xλk kð Þ which we can obtain using the same
continuation procedure previously discussed. The curve represents the tradeoff between the
residual value Axλ � bk k and the solution norm xλk k. In practice, neither of these quantities
should dominate over the other. Hence, an established strategy is to look for the point of
maximum curvature along the L-curve [11]. If we set:

E ¼ log xλk kp and ρ ¼ log Axλ � bk kl, (13)

where xλ is the solution of (11) at the particular value of λ. We can then compute the curvature
by the formula:

cλ ¼ 2
ρ0E00 � ρ00E0

ρ0� �2 þ E0ð Þ2
� �3

2
, (14)

where the derivative quantities can be approximated via finite differences. We illustrate vari-
ous plots for a synthetic example in Figure 5. In the residual plot, the target residual is taken to
be the magnitude of the noise vector norm. We can also see that the lowest percent error

Figure 5. Regularization parameter picking. Set 1: Residuals and percent errors vs. λ fraction (fraction of ATb
�� ��

∞ ). Set 2:
L-curve and curvature curve as a function of λ fraction.
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between xλ and the true x occurs at a value of λ roughly corresponding to the highest
curvature of the L-curve. In fact, for this example, the curvature method gives a better estimate
of good λ than the residual curve technique.

6. Nonlinear least squares (NLS) problems

In many cases, the inverse problem may be posed in terms of a nonlinear function F (x, t) with
x a vector of variables, which may be time dependent with parameter t. We first describe, here,

the popular Newton-Gauss method for NLS [1]. Let g xð Þ ¼ 1
2 r xð Þk k2 with ri xð Þ ¼ yi � F x; tið Þ.

Then, the NLS problem takes the form: x ¼ arg minxg xð Þ. Setting ∇g xð Þ ¼ 0, yields with
Newton’s method:

xnþ1 ¼ xn � ∇2g xnð Þ� ��1∇g xnð Þ

Expanding the gradient and Hessian of g yields:

∇g xð Þ ¼
Xm

i¼1

ri xð Þ∇ri xð Þ ¼ JTr xð Þ where J ¼ J r xð Þ½ �

∇2g xð Þ ¼
Xm

i¼1

∇ri xð Þ∇ri xð ÞT þ
Xm

i¼1

ri xð Þ∇2ri xð Þ ¼ JTJ þ T xð Þ ≈ JTJ:

where T xð Þ ¼Pm
i¼1 ri xð Þ∇2ri xð Þ and J r xð Þ½ � i;:ð Þ ¼ ∇ri xð ÞT ¼ �∇F x; tið ÞT : The approximation

T xð Þ ≈ 0 is used in the expression for the Hessian in the Gauss-Newton method, yielding a
simple iterative scheme:

xnþ1 ¼ xn � JTn Jn
� ��1

JTn rn:

Unfortunately, this method is not stable and will typically not converge if initialized far away
from a minimum solution [1]. Improvements include the introduction of a step size parameter:

xnþ1 ¼ xn � αn JTn Jn
� ��1

JTn rn
αn ¼ argmin

α
g xn � αsnð Þ with JTn Jns

n ¼ JTn rn:

and of the use of a regularizer (e.g., Levenberg-Marquardt method [1]): where the system
Jn

TJny ¼ Jn
Trn is replaced by an ℓ2-norm penalty regularized system, Jn

TJn þ λI
� �

~y ¼ Jn
Trn.

7. Low-rank matrix factorizations

In many applications, there are large matrices with rapidly decaying singular values. In such
cases, low-rank matrix approximations like the low-rank SVD are useful for compression,
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adjusted to achieve a desired solution norm. Thus, we focus here on techniques to adjust λ1,
which we simply refer to as λ.
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∞ is a good choice) and decreasing down in logarithmic
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The parameter N can vary by application but is typically in the range [5, 10]. Two typical
Strategies for parameter selection are employed.

The first is based on a target residual value, typically determined by the estimate of the noise
norm. At every λ after the initial value we reuse the previous solution as the initial guess for
the CG scheme at the current λ. We can use the solution xλ for which Axλ � bk k is closest to the
desired residual level (or refine further the solution at this λ with more CG iterations).

If however, the target residual norm is not available, other techniques must be used. We
discuss a method using the so-called L-curve where for the norm damping problem (7), we
plot a curve composed of points log Axλ � bk k; log xλk kð Þ which we can obtain using the same
continuation procedure previously discussed. The curve represents the tradeoff between the
residual value Axλ � bk k and the solution norm xλk k. In practice, neither of these quantities
should dominate over the other. Hence, an established strategy is to look for the point of
maximum curvature along the L-curve [11]. If we set:

E ¼ log xλk kp and ρ ¼ log Axλ � bk kl, (13)

where xλ is the solution of (11) at the particular value of λ. We can then compute the curvature
by the formula:

cλ ¼ 2
ρ0E00 � ρ00E0
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where the derivative quantities can be approximated via finite differences. We illustrate vari-
ous plots for a synthetic example in Figure 5. In the residual plot, the target residual is taken to
be the magnitude of the noise vector norm. We can also see that the lowest percent error
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between xλ and the true x occurs at a value of λ roughly corresponding to the highest
curvature of the L-curve. In fact, for this example, the curvature method gives a better estimate
of good λ than the residual curve technique.

6. Nonlinear least squares (NLS) problems

In many cases, the inverse problem may be posed in terms of a nonlinear function F (x, t) with
x a vector of variables, which may be time dependent with parameter t. We first describe, here,

the popular Newton-Gauss method for NLS [1]. Let g xð Þ ¼ 1
2 r xð Þk k2 with ri xð Þ ¼ yi � F x; tið Þ.

Then, the NLS problem takes the form: x ¼ arg minxg xð Þ. Setting ∇g xð Þ ¼ 0, yields with
Newton’s method:

xnþ1 ¼ xn � ∇2g xnð Þ� ��1∇g xnð Þ

Expanding the gradient and Hessian of g yields:

∇g xð Þ ¼
Xm

i¼1
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where T xð Þ ¼Pm
i¼1 ri xð Þ∇2ri xð Þ and J r xð Þ½ � i;:ð Þ ¼ ∇ri xð ÞT ¼ �∇F x; tið ÞT : The approximation

T xð Þ ≈ 0 is used in the expression for the Hessian in the Gauss-Newton method, yielding a
simple iterative scheme:

xnþ1 ¼ xn � JTn Jn
� ��1

JTn rn:

Unfortunately, this method is not stable and will typically not converge if initialized far away
from a minimum solution [1]. Improvements include the introduction of a step size parameter:

xnþ1 ¼ xn � αn JTn Jn
� ��1

JTn rn
αn ¼ argmin

α
g xn � αsnð Þ with JTn Jns

n ¼ JTn rn:

and of the use of a regularizer (e.g., Levenberg-Marquardt method [1]): where the system
Jn

TJny ¼ Jn
Trn is replaced by an ℓ2-norm penalty regularized system, Jn

TJn þ λI
� �

~y ¼ Jn
Trn.

7. Low-rank matrix factorizations

In many applications, there are large matrices with rapidly decaying singular values. In such
cases, low-rank matrix approximations like the low-rank SVD are useful for compression,

Survey of Computational Methods for Inverse Problems
http://dx.doi.org/10.5772/intechopen.73332

61



speed gains, and data analysis purposes. For A∈Rm�n, the low-rank SVD of rank k (with
k < min(m, n)) is the optimal matrix approximation of A in the spectral and Frobenius norms.
Taking p = min(m, n), we define the low-rank SVD of rank k by Ak by taking into account only
the first k < p singular values and vectors: that is, with Uk ∈Rm�k consisting of the first k
columns of U,Σk ¼ Diag σ1;…; σkð Þ∈Rk�k consisting of k rows and columns of Σ, and
Vk ∈Rn�k consisting of the first k columns of V:

Ak ¼
Xk

j¼1

σjujvTj ¼ Uk

X
k
VT

k , (15)

Uk ¼ u1 u2…uk½ �, Vk ¼ v1v2…vk½ �, and
P ¼

σ1 0 0 ⋯ 0

0 σ2 0 ⋯ 0

0 0 σ3 ⋯ 0

⋮ ⋮ ⋮ 0

0 0 0 ⋯ σk

2
666666664

3
777777775

By the Eckart-Young theorem [12]:

kA� Akk ¼ σkþ1,

when the error is measured in the spectral norm, and

A� Akk kF ¼
Xp

j¼kþ1

σ2j

0
@

1
A

1=2

in the Frobenius norm. When k≪ p, the matricesUk, Σk and Vk are significantly smaller (cost of
storage of all nonzeros is mk + nk + k) than the corresponding full SVD matrices U, Σ, and V
(cost of storage ismp + np + p) and that of A (cost of storage ismn, but only some fraction of this
if A is sparse). While the construction of Ak is expensive (requiring in most cases the SVD of A),
it can be approximated very accurately via randomized algorithms, which requires only the SVD
of a smaller matrix. Various randomized algorithms for constructing the low-rank SVD and
related factorizations are described in [13]. Techniques for computing the low-rank SVD of a
matrix rely on a simple principal. An orthonormal matrix Q∈Rm�r (with r = k + l where l is a
small oversampling parameter, e.g., l = 5), is computed such that QQTA ≈A. If in fact r is large
enough so that QQTA ¼ A, the range of A is a subset of the range of Q. Thus, when QQTA ≈A,
we expect the range of Q to capture a good portion of the range of A, a statement which can be
made rigorous with some analysis. In this case, we form the smaller matrix B ¼ QTA, where
B∈Rr�n, possibly much smaller than the m � nmatrix A. Instead of performing the SVD on A,
we can obtain the SVD of B ¼ UΣVT . If A ≈QQTA ¼ QB, then A ≈ QUð ÞΣVT and the later will
form a low-rank SVD approximation for A (if we only take the first k singular vectors and
values of the corresponding factorization). Notice that when A is rectangular, the eigen-
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decomposition of the BBT or BT B matrices can be used to construct the approximate low-rank
approximation of A.

A separate problem is the construction of a suitable matrix Q from A. Again, the idea is to
construct as small (in terms of column number) as possible Qwith orthonormal columns, such
that Q captures a good chunk of the range of A. When A is a matrix of known rank k then (in

MATLAB notation), simply setting Q ¼ qr AΩ; 0ð Þ where Ω∈Rn� kþlð Þ is a GIID matrix, with l a
small over-sampling parameter, produces a valid matrix Q for projection. When the tail
singular values (those smaller than σk) are still expected to be significant, a power sampling
scheme turns out to be effective. Instead of setting Y = AΩ and performing QR of Y, we use the

matrix Y ¼ AAT� �q
AΩ with q ≥ 1. Plugging in the SVD of A, we obtain AAT� �q

A ¼ UΣ2qþ1VT ,
which has the same eigenvectors as A but much faster decaying singular values. Care must be
taken when taking powers of matrices, to prevent multiplying matrices whose singular values
are greater than one in magnitude. However, when the rank of the matrix A is not known, it is
hard to use this approach, since the optimal size of the random matrix Ω to use would not be
known. In this situation, a blocked algorithm can be employed [14], where on output with user
supplied E > 0 parameter, an orthonormal matrix Q and matrix B are produced such that
QB� Ak k < E where B = QT A. Then, any number of standard low-rank matrix factorizations
can be computed by operating on the matrix B instead of A. The basic steps of the proposed
algorithm are given in Figure 6. We note that the resulting Q matrix can be utilized also for
purposes of model reduction (e.g., one can use the reduced linear system QT Ax = QT b as an
approximation to the full system Ax = b). That is, one can use the reduced linear system
QTAx ¼ QTb as an approximation to the full system Ax ¼ b (or to replace A and b with the
projected values in the least squares formulation); which has applications to e.g. accelerate
image deblurring. The construction of Q for large matrices can in practice be done in parallel
by employing the algorithm in [13] over row blocks of the matrix, as illustrated in Figure 6.

Figure 6. A blocked and adaptive version of the accuracy enhanced QB algorithm proposed in [14].
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(cost of storage ismp + np + p) and that of A (cost of storage ismn, but only some fraction of this
if A is sparse). While the construction of Ak is expensive (requiring in most cases the SVD of A),
it can be approximated very accurately via randomized algorithms, which requires only the SVD
of a smaller matrix. Various randomized algorithms for constructing the low-rank SVD and
related factorizations are described in [13]. Techniques for computing the low-rank SVD of a
matrix rely on a simple principal. An orthonormal matrix Q∈Rm�r (with r = k + l where l is a
small oversampling parameter, e.g., l = 5), is computed such that QQTA ≈A. If in fact r is large
enough so that QQTA ¼ A, the range of A is a subset of the range of Q. Thus, when QQTA ≈A,
we expect the range of Q to capture a good portion of the range of A, a statement which can be
made rigorous with some analysis. In this case, we form the smaller matrix B ¼ QTA, where
B∈Rr�n, possibly much smaller than the m � nmatrix A. Instead of performing the SVD on A,
we can obtain the SVD of B ¼ UΣVT . If A ≈QQTA ¼ QB, then A ≈ QUð ÞΣVT and the later will
form a low-rank SVD approximation for A (if we only take the first k singular vectors and
values of the corresponding factorization). Notice that when A is rectangular, the eigen-
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decomposition of the BBT or BT B matrices can be used to construct the approximate low-rank
approximation of A.

A separate problem is the construction of a suitable matrix Q from A. Again, the idea is to
construct as small (in terms of column number) as possible Qwith orthonormal columns, such
that Q captures a good chunk of the range of A. When A is a matrix of known rank k then (in

MATLAB notation), simply setting Q ¼ qr AΩ; 0ð Þ where Ω∈Rn� kþlð Þ is a GIID matrix, with l a
small over-sampling parameter, produces a valid matrix Q for projection. When the tail
singular values (those smaller than σk) are still expected to be significant, a power sampling
scheme turns out to be effective. Instead of setting Y = AΩ and performing QR of Y, we use the

matrix Y ¼ AAT� �q
AΩ with q ≥ 1. Plugging in the SVD of A, we obtain AAT� �q

A ¼ UΣ2qþ1VT ,
which has the same eigenvectors as A but much faster decaying singular values. Care must be
taken when taking powers of matrices, to prevent multiplying matrices whose singular values
are greater than one in magnitude. However, when the rank of the matrix A is not known, it is
hard to use this approach, since the optimal size of the random matrix Ω to use would not be
known. In this situation, a blocked algorithm can be employed [14], where on output with user
supplied E > 0 parameter, an orthonormal matrix Q and matrix B are produced such that
QB� Ak k < E where B = QT A. Then, any number of standard low-rank matrix factorizations
can be computed by operating on the matrix B instead of A. The basic steps of the proposed
algorithm are given in Figure 6. We note that the resulting Q matrix can be utilized also for
purposes of model reduction (e.g., one can use the reduced linear system QT Ax = QT b as an
approximation to the full system Ax = b). That is, one can use the reduced linear system
QTAx ¼ QTb as an approximation to the full system Ax ¼ b (or to replace A and b with the
projected values in the least squares formulation); which has applications to e.g. accelerate
image deblurring. The construction of Q for large matrices can in practice be done in parallel
by employing the algorithm in [13] over row blocks of the matrix, as illustrated in Figure 6.

Figure 6. A blocked and adaptive version of the accuracy enhanced QB algorithm proposed in [14].
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The rank-k SVD Ak ¼ Uk
P

kV
T
k

� �
of a general m� n matrix A yields an optimal approximation

of rank k to A, both in the operator (spectral) and Frobenius norms. On the other hand, even if
A is a sparse matrix, the m� k and n� k factors Uk and Vk are typically dense. This means that
if the matrix is approximately p percent filled, the matrix will have approximately
N ¼ p

100m� n
� �

nonzeros. On the other hand, the rank k SVD will consist of approximately
mk + k + nk nonzeros. For growing rank k, this quantity will quickly approach and even exceed
N. Thus, even though the low-rank SVD is optimal for a given rank k, the choice of rank may
be limited to relatively low values with respect to min(m, n) for sparse matrices, in order to
achieve any useful compression ratios. (Of course, the usefulness of low-rank SVD representa-
tion is not simply limited to compression; indeed they are useful, e.g., for low-dimensional
data projections; but the utility of a low-rank approximation is greatly reduced once the
storage size of the factors exceeds that of the original matrix). Yet another aspect of the SVD
which may be problematic is the difficulty in interpreting the eigenvectors present in Uk and
Vk. While in many applications these have distinct meanings, they are not often easy to
interpret for a particular data set.

It is thus plausible, in the above context, to look for factorizations which may not be optimal
for rank k, but which may preserve useful properties of A such as sparsity and non-negativity,
as well as allow easier interpretation of its components. Such properties may be found in the
one- and two-sided interpolative decompositions and the CUR decomposition based on the
pivoted QR decomposition. If we stop the QR procedure after the first k iterations, we obtain:

A :; Jcð Þ ¼ k r� k
m Q1 Q2½ � �

n
k

r� k

S1

S2

" #
¼ Q1S1 þQ2S2: (16)

S1 ¼
k n� k

k S11 S12½ � and S2 ¼
k n� k

k 0 S22½ �
(17)

i:e:; S ¼
k n� k

k

r� k

S11 S12

0 S22

" #
;

0
B@

1
CA (18)

A :; JCð Þ ¼ Q1 S11 S12½ � þQ2 0 S22½ � ¼ m Q1S11
k

Q1S12 þ
n�k

Q2S22

h i
:

From this formulation, we set

C≔ A :; JC 1 : kð Þð Þ ¼ Q1S11:

Q1S1 ¼ Q1S11 Q1S12½ � ¼ Q1S11 Ik S�1
11 S12

� � ¼ C Ik Tl½ �,

where Tl is the solution to the matrix equation S11Tl = S12 (which if solved for Tl a column at a
time, is simply a set of linear systems). It follows that we can write:
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A ≈CVT, where VT ¼ Ik Tl½ �PT : (19)

The one-sided ID of (rank k) is the approximate factorization:

A ≈ A :; Jc 1 : kð Þð Þ VT,
m� n m� k k� n

(20)

where we use a partial column skeleton C ¼ A :; Jc 1 : kð Þð Þ of a subset of the columns of A and V is
a well-conditioned matrix. Clearly, C simply represents a subset of the columns of A chosen
based on the pivoting strategy used in the QR factorization. The typical pivoting strategy is to
choose the permutation matrix P (which simply dictates the re-arrangement of the columns
of A) such that if S22 above is omitted, yielding:

AP ≈Q1 S11 S12½ � þQ2 0 0½ � ¼ Q1
~S,

then the components of ~S satisfy ~s11j j ≥ ~s22j j ≥⋯ ≥ ~snmj j. Several other pivoting strategies can be
employed and each will yield a somewhat different re-arrangement of the columns of A.

Once the single-sided ID is defined, the two-sided ID can be constructed simply by obtaining a
one-sided ID of A and that of AT. A set of select columns of AT obtained by this procedure, will
be the same as the set of select rows of A. Thus, we can write the two-sided ID of (rank k) as:

A ≈ W A Jr 1 : kð Þ; Jc 1 : kð Þð Þ VT,
m� n m� k k� k k� n

(21)

The procedure for the construction of the interpolative decompositions can be accelerated by
means of randomization, just like for the low-rank SVD. This is possible by virtue of the result
below [13].

Lemma 1 Let ~Ω ∈Rl�m be a matrix with GIID entries. Then, for any a∈Rm, we have that

E
~Ωa
�� ��2

ak k2

" #
¼ l and Var

~Ωa
�� ��2

ak k2

" #
¼ 2l.

Suppose, A is m� n and we draw a l�m GIID matrix ~Ω. Suppose, we then form the l� n

matrix Z ¼ ~ΩA. Then, E Z :;jð Þk k2
A :;jð Þk k2

h i
¼ l. As the pivoting result depends heavily on the ratio of the

individual column norms of A with respect to one another, the above result tells us that the
ratio of column norms is roughly preserved in a matrix resulting from the multiplication of
the original matrix by a Gaussian random matrix from the left. As the product matrix consists
of fewer rows than the original matrix, the pivoted QR factorization is correspondingly
cheaper to perform on the product matrix Z than on A, while the resulting permutation matrix
(really the re-arrangement vector) will be similar for both cases.

The two-sided ID allows us to construct the popular Column/Row skeleton CUR (rank k)
decomposition:
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The rank-k SVD Ak ¼ Uk
P

kV
T
k

� �
of a general m� n matrix A yields an optimal approximation

of rank k to A, both in the operator (spectral) and Frobenius norms. On the other hand, even if
A is a sparse matrix, the m� k and n� k factors Uk and Vk are typically dense. This means that
if the matrix is approximately p percent filled, the matrix will have approximately
N ¼ p

100m� n
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nonzeros. On the other hand, the rank k SVD will consist of approximately
mk + k + nk nonzeros. For growing rank k, this quantity will quickly approach and even exceed
N. Thus, even though the low-rank SVD is optimal for a given rank k, the choice of rank may
be limited to relatively low values with respect to min(m, n) for sparse matrices, in order to
achieve any useful compression ratios. (Of course, the usefulness of low-rank SVD representa-
tion is not simply limited to compression; indeed they are useful, e.g., for low-dimensional
data projections; but the utility of a low-rank approximation is greatly reduced once the
storage size of the factors exceeds that of the original matrix). Yet another aspect of the SVD
which may be problematic is the difficulty in interpreting the eigenvectors present in Uk and
Vk. While in many applications these have distinct meanings, they are not often easy to
interpret for a particular data set.

It is thus plausible, in the above context, to look for factorizations which may not be optimal
for rank k, but which may preserve useful properties of A such as sparsity and non-negativity,
as well as allow easier interpretation of its components. Such properties may be found in the
one- and two-sided interpolative decompositions and the CUR decomposition based on the
pivoted QR decomposition. If we stop the QR procedure after the first k iterations, we obtain:

A :; Jcð Þ ¼ k r� k
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¼ Q1S1 þQ2S2: (16)
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1
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A :; JCð Þ ¼ Q1 S11 S12½ � þQ2 0 S22½ � ¼ m Q1S11
k

Q1S12 þ
n�k

Q2S22

h i
:

From this formulation, we set

C≔ A :; JC 1 : kð Þð Þ ¼ Q1S11:

Q1S1 ¼ Q1S11 Q1S12½ � ¼ Q1S11 Ik S�1
11 S12

� � ¼ C Ik Tl½ �,

where Tl is the solution to the matrix equation S11Tl = S12 (which if solved for Tl a column at a
time, is simply a set of linear systems). It follows that we can write:
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A ≈CVT, where VT ¼ Ik Tl½ �PT : (19)

The one-sided ID of (rank k) is the approximate factorization:

A ≈ A :; Jc 1 : kð Þð Þ VT,
m� n m� k k� n

(20)

where we use a partial column skeleton C ¼ A :; Jc 1 : kð Þð Þ of a subset of the columns of A and V is
a well-conditioned matrix. Clearly, C simply represents a subset of the columns of A chosen
based on the pivoting strategy used in the QR factorization. The typical pivoting strategy is to
choose the permutation matrix P (which simply dictates the re-arrangement of the columns
of A) such that if S22 above is omitted, yielding:

AP ≈Q1 S11 S12½ � þQ2 0 0½ � ¼ Q1
~S,

then the components of ~S satisfy ~s11j j ≥ ~s22j j ≥⋯ ≥ ~snmj j. Several other pivoting strategies can be
employed and each will yield a somewhat different re-arrangement of the columns of A.

Once the single-sided ID is defined, the two-sided ID can be constructed simply by obtaining a
one-sided ID of A and that of AT. A set of select columns of AT obtained by this procedure, will
be the same as the set of select rows of A. Thus, we can write the two-sided ID of (rank k) as:

A ≈ W A Jr 1 : kð Þ; Jc 1 : kð Þð Þ VT,
m� n m� k k� k k� n

(21)

The procedure for the construction of the interpolative decompositions can be accelerated by
means of randomization, just like for the low-rank SVD. This is possible by virtue of the result
below [13].

Lemma 1 Let ~Ω ∈Rl�m be a matrix with GIID entries. Then, for any a∈Rm, we have that

E
~Ωa
�� ��2

ak k2

" #
¼ l and Var

~Ωa
�� ��2

ak k2

" #
¼ 2l.

Suppose, A is m� n and we draw a l�m GIID matrix ~Ω. Suppose, we then form the l� n

matrix Z ¼ ~ΩA. Then, E Z :;jð Þk k2
A :;jð Þk k2

h i
¼ l. As the pivoting result depends heavily on the ratio of the

individual column norms of A with respect to one another, the above result tells us that the
ratio of column norms is roughly preserved in a matrix resulting from the multiplication of
the original matrix by a Gaussian random matrix from the left. As the product matrix consists
of fewer rows than the original matrix, the pivoted QR factorization is correspondingly
cheaper to perform on the product matrix Z than on A, while the resulting permutation matrix
(really the re-arrangement vector) will be similar for both cases.

The two-sided ID allows us to construct the popular Column/Row skeleton CUR (rank k)
decomposition:
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A ≈ C U R
m� n m� k k� k k� n

(22)

Suppose, we compute a two-sided rank k ID factorization forming the k� k column/row
skeleton A(Jr(1: k), Jc(1: k)). Set:

C ¼ A :; JC 1 : kð Þð Þ and R ¼ A Jr 1 : kð Þ; :ð Þ

We then set this to equal the factors C and R in CUR:

CUR ¼ A :; Jc 1 : kð Þð ÞUA Jr 1 : kð Þ; :ð Þ ≈A :; Jc 1 : kð Þð ÞVT (23)

where we take U to satisfy the system UR = V T: In Figure 7, we compare the relative errors
obtained with different approximations at the same rank. For matrices with mild singular
value decay, the low-rank SVD obtained via a randomized scheme (with oversampling) gives
significantly closer to optimal performance (to true truncated SVD) than other decompositions.

8. An introduction to Backus-Gilbert inversion

As previously mentioned, damped least-squares (DLS) techniques are commonly exploited to
solve linear, discrete inversion problems, such as those encountered in seismic tomography
[15, 16]. To break the nonuniqueness of the least-squares solution, DLS inversion schemes often
rely on ad hoc regularization strategies (e.g., model norm damping or smoothing), designed to
subjectively favor the model simplicity. However, in regions of poor seismic data coverage,
DLS methods may lead to locally biased model solutions—potentially causing model misinter-
pretations [17]. In other words, DLS models may represent “biased averages” over the true-

Figure 7. Relative errors for RSVD, ID, and CUR decompositions of rank k for matrices with two different rates of
singular value decay (slower, faster).
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model parameters. Most geotomographical studies suffer from uneven data coverages, and
thus are concerned by these averaging bias effects. For example, teleseismic body-wave ray-
paths irregularly sample the Earth’s interior, because earthquakes typically are concentrated
along oceanic ridges or subduction zones and seismometers are located over continental areas
or oceanic islands.

A fundamentally different approach is that of linear Backus-Gilbert inversion [18–20], which
belongs to the class of optimally localized averages (OLA) methods. In the discrete version of
the Backus-Gilbert theory, one aims at evaluating (weighted) averages of the true-model
parameters. That is, the Backus-Gilbert method seeks to determine unbiased model estimates.
Over the past half century, many authors have considered that, in addition to being computa-
tionally very intensive, it could be a clumsy affair in the presence of data errors to practically
implement the Backus-Gilbert method to (large-scale) tomographic applications [15, 21–23]. In
the following, we aim to describe a recently developed—and (finally!) computationally tracta-
ble—tomographic approach [10] based on the Backus-Gilbert philosophy.

The SOLA (subtractive optimally localized averages) method [24, 25] is a variant of the original
Backus-Gilbert approach, which has been exploited to solve helioseismic inversion problems
[26, 27]. As a remark, Pijpers and Thompson [24] termed this alternative the SOLA method,
though it may have been rediscovered independently by different authors [28, 29]. SOLA
retains all the advantages of the original Backus-Gilbert method, but is much more computa-
tionally efficient and versatile in the construction of resolving (averaging) kernels. Recently,
SOLA has been introduced and adapted to large-scale, linear and discrete “tomographic”
problems by Zaroli [10]. We now briefly review the SOLA inversion scheme, tailored to seismic
tomography.

In this section, let us slightly change the notations about linear inverse problems, to keep closer
with those preferred in the geosciences community [10, 17]. Let us consider linear, discrete
forward problems of the form:

d ¼ Gmþ n, (24)

where d ¼ dið Þ1 ≤ i ≤N denotes the data, G ¼ Gij
� �

1 ≤ i, j ≤N,M the sensitivity matrix,m ¼ mj
� �

1 ≤ j ≤M

the true-model parameters, and n ¼ nið Þ1 ≤ i ≤N the noise. The sensitivity matrix elements are the
partial derivatives of the data with respect to the model parameters: Gij ¼ ∂di=∂mj. Typically, in

“large-scale” tomographic studies, one may have to deal with M≳105 model parameters and
N≳106 data. Let us consider, without loss of generality, that the data are time-residuals, the
model parameters are velocity anomalies, the model space is parametrized using regular-size
cells (local and “orthonormal” parameterization), the noise is randomly drawn from a normal
distribution N 0; σnð Þ, and the data covariance matrix is Cd ¼ σ2nIN. For local and “irregular”
parametrizations, the reader is referred to [10]. It is a common practice to normalize both the
data and sensitivity matrix by the data errors; thus Cd ¼ IN.

One aims to find a model estimate, bm, that can be expressed as a linear combination of the
data:
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A ≈ C U R
m� n m� k k� k k� n

(22)
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We then set this to equal the factors C and R in CUR:
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where we take U to satisfy the system UR = V T: In Figure 7, we compare the relative errors
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value decay, the low-rank SVD obtained via a randomized scheme (with oversampling) gives
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8. An introduction to Backus-Gilbert inversion

As previously mentioned, damped least-squares (DLS) techniques are commonly exploited to
solve linear, discrete inversion problems, such as those encountered in seismic tomography
[15, 16]. To break the nonuniqueness of the least-squares solution, DLS inversion schemes often
rely on ad hoc regularization strategies (e.g., model norm damping or smoothing), designed to
subjectively favor the model simplicity. However, in regions of poor seismic data coverage,
DLS methods may lead to locally biased model solutions—potentially causing model misinter-
pretations [17]. In other words, DLS models may represent “biased averages” over the true-
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model parameters. Most geotomographical studies suffer from uneven data coverages, and
thus are concerned by these averaging bias effects. For example, teleseismic body-wave ray-
paths irregularly sample the Earth’s interior, because earthquakes typically are concentrated
along oceanic ridges or subduction zones and seismometers are located over continental areas
or oceanic islands.

A fundamentally different approach is that of linear Backus-Gilbert inversion [18–20], which
belongs to the class of optimally localized averages (OLA) methods. In the discrete version of
the Backus-Gilbert theory, one aims at evaluating (weighted) averages of the true-model
parameters. That is, the Backus-Gilbert method seeks to determine unbiased model estimates.
Over the past half century, many authors have considered that, in addition to being computa-
tionally very intensive, it could be a clumsy affair in the presence of data errors to practically
implement the Backus-Gilbert method to (large-scale) tomographic applications [15, 21–23]. In
the following, we aim to describe a recently developed—and (finally!) computationally tracta-
ble—tomographic approach [10] based on the Backus-Gilbert philosophy.

The SOLA (subtractive optimally localized averages) method [24, 25] is a variant of the original
Backus-Gilbert approach, which has been exploited to solve helioseismic inversion problems
[26, 27]. As a remark, Pijpers and Thompson [24] termed this alternative the SOLA method,
though it may have been rediscovered independently by different authors [28, 29]. SOLA
retains all the advantages of the original Backus-Gilbert method, but is much more computa-
tionally efficient and versatile in the construction of resolving (averaging) kernels. Recently,
SOLA has been introduced and adapted to large-scale, linear and discrete “tomographic”
problems by Zaroli [10]. We now briefly review the SOLA inversion scheme, tailored to seismic
tomography.

In this section, let us slightly change the notations about linear inverse problems, to keep closer
with those preferred in the geosciences community [10, 17]. Let us consider linear, discrete
forward problems of the form:

d ¼ Gmþ n, (24)

where d ¼ dið Þ1 ≤ i ≤N denotes the data, G ¼ Gij
� �

1 ≤ i, j ≤N,M the sensitivity matrix,m ¼ mj
� �

1 ≤ j ≤M

the true-model parameters, and n ¼ nið Þ1 ≤ i ≤N the noise. The sensitivity matrix elements are the
partial derivatives of the data with respect to the model parameters: Gij ¼ ∂di=∂mj. Typically, in

“large-scale” tomographic studies, one may have to deal with M≳105 model parameters and
N≳106 data. Let us consider, without loss of generality, that the data are time-residuals, the
model parameters are velocity anomalies, the model space is parametrized using regular-size
cells (local and “orthonormal” parameterization), the noise is randomly drawn from a normal
distribution N 0; σnð Þ, and the data covariance matrix is Cd ¼ σ2nIN. For local and “irregular”
parametrizations, the reader is referred to [10]. It is a common practice to normalize both the
data and sensitivity matrix by the data errors; thus Cd ¼ IN.

One aims to find a model estimate, bm, that can be expressed as a linear combination of the
data:
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bm ¼ bG†
d,

where the matrix bG†
denotes some generalized inverse. The model estimate can be decomposed

as

bm|{z}
model estimate

¼ bRm|{z}
filtered true model

þ bG†
n|ffl{zffl}

propagated noise

, (25)

where

bR¼bG†
G, (26)

is often referred to as the model resolution matrix. The first term in right member of (25), bRm,

represents the filtered true model, and shows our inability, if bR 6¼ IM, to perfectly recover the

true model. Here, we refer to the k-th row of the resolution matrix, bRk: ¼ bRkj

� �
1 ≤ j ≤M

, as the

resolving kernel that linearly relates the k-th parameter estimate, bmk, to the true-model param-
eters:

bmk ¼
XM

j¼1

bRkjmj, ignoring the term of propagated noise
� �

: (27)

Therefore, we wish that bRm represents an unbiased averaging over the true model parameters,

m. This means that, for any parameter index k∈ 1;…;M½ �, we wish that bRk. is non-negative and
satisfies to

XM

j¼1

bRkj ¼ 1: (28)

The second term in right member of (25), bG†
n, denotes the propagated noise (i.e. the propaga-

tion of data errors) into the model estimate. Robust model interpretations require accurate

appraisals of model estimates, that is to compute and carefully analyze both bR and the model
covariance matrix

Cbm ¼ bG†
Cd bG†� �T

: (29)

As a remark, for DLS models this would also mean to quantify averaging bias effects (if any)—

see [17]. The model estimate bm, resolution bR, and covariance Cbm can be inferred from the

generalized inverse bG†
; efficiently computing the full generalized inverse is then crucial for

any linear inverse problem. As we shall see, in the “SOLA Backus-Gilbert” approach the
generalized inverse is directly determined.
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The original Backus-Gilbert scheme consists in constructing the most peak-shaped resolving
kernel (peaked around each model parameter location), while moderating at most the prop-
agated noise into the model estimate. The key idea in the SOLA method is to specify an a
priori “target form” for each resolving (averaging) kernel. One needs to specify M target
resolving-kernels (hereafter, target kernels) such that their spatial extent represents some a
priori estimate of the spatial resolving-length (around each parameter location). As an exam-
ple, for 2-D tomographic studies the simplest target form could be circular (isotropic
resolving-length); each target kernel would be constant inside such a circle and zero outside.
Rather than minimizing the spread of each resolving kernel, as in the original Backus-Gilbert
formulation, in the SOLA approach one aims at minimizing the integrated squared differ-
ence between each resolving kernel and its associated target kernel. Each row of the SOLA
generalized inverse is individually computed by solving a specific minimization problem—

the full computation of bG†
is then extremely parallel. The k-th row, bG†

k: ¼ bG†

ki

� �
1 ≤ i ≤N

, is

found such that:

min
bG†

k:

XM

j¼1
bRkj � T kð Þ

j

� �2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

resolution misfit

þ η2k σ2bmk|{z}
model variance

, s:t:
XM

j¼1

bRkj ¼ 1, (30)

where ηk and t kð Þ ¼ T kð Þ
j

� �
1 ≤ j ≤M

are the k-th tradeoff parameter (resolution misfit versus model

variance) and target resolving-kernel vector, respectively; k is the index of considered model
parameter. Because of the additional constraint in (30), the k-th parameter estimate, bmk, is
expected to be unbiased (provided that its corresponding resolving kernel is (mostly) non-
negative)—so for the model estimate bm. Though not strictly necessary, here all M target
kernels are imposed to be unimodular:

XM

j¼1

T kð Þ
j ¼ 1, ∀k∈ 1;⋯;M½ �: (31)

The system to be solved for the k-th row of the SOLA generalized inverse then writes as follows:

GGT þ η2kIN
� � bG†

k: ¼ Gt kð Þ, s:t:
XM

j¼1

XN

i¼1

bG†
kiGij ¼ 1: (32)

As a remark, since only a single (k-th) parameter index is treated at a time in (32), it could be
difficult to ensure that all M selected values for the tradeoff parameters (η kð Þ) would lead to
“globally coherent” model solutions. However, it seems [10, 17] that globally coherent tomo-
graphic images can be obtained when using: (1) target kernels whose size is tuned to the
spatially irregular data coverage (for instance using seismic ray-paths density as a proxy for
the spatial variations of the local resolving-length); and (2) constant-valued tradeoff parame-
ters, that is:
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bm ¼ bG†
d,

where the matrix bG†
denotes some generalized inverse. The model estimate can be decomposed

as

bm|{z}
model estimate

¼ bRm|{z}
filtered true model

þ bG†
n|ffl{zffl}

propagated noise

, (25)

where

bR¼bG†
G, (26)
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1 ≤ j ≤M
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resolving kernel that linearly relates the k-th parameter estimate, bmk, to the true-model param-
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bmk ¼
XM

j¼1

bRkjmj, ignoring the term of propagated noise
� �

: (27)

Therefore, we wish that bRm represents an unbiased averaging over the true model parameters,

m. This means that, for any parameter index k∈ 1;…;M½ �, we wish that bRk. is non-negative and
satisfies to

XM

j¼1

bRkj ¼ 1: (28)

The second term in right member of (25), bG†
n, denotes the propagated noise (i.e. the propaga-

tion of data errors) into the model estimate. Robust model interpretations require accurate

appraisals of model estimates, that is to compute and carefully analyze both bR and the model
covariance matrix

Cbm ¼ bG†
Cd bG†� �T

: (29)

As a remark, for DLS models this would also mean to quantify averaging bias effects (if any)—

see [17]. The model estimate bm, resolution bR, and covariance Cbm can be inferred from the

generalized inverse bG†
; efficiently computing the full generalized inverse is then crucial for

any linear inverse problem. As we shall see, in the “SOLA Backus-Gilbert” approach the
generalized inverse is directly determined.
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The original Backus-Gilbert scheme consists in constructing the most peak-shaped resolving
kernel (peaked around each model parameter location), while moderating at most the prop-
agated noise into the model estimate. The key idea in the SOLA method is to specify an a
priori “target form” for each resolving (averaging) kernel. One needs to specify M target
resolving-kernels (hereafter, target kernels) such that their spatial extent represents some a
priori estimate of the spatial resolving-length (around each parameter location). As an exam-
ple, for 2-D tomographic studies the simplest target form could be circular (isotropic
resolving-length); each target kernel would be constant inside such a circle and zero outside.
Rather than minimizing the spread of each resolving kernel, as in the original Backus-Gilbert
formulation, in the SOLA approach one aims at minimizing the integrated squared differ-
ence between each resolving kernel and its associated target kernel. Each row of the SOLA
generalized inverse is individually computed by solving a specific minimization problem—

the full computation of bG†
is then extremely parallel. The k-th row, bG†

k: ¼ bG†

ki

� �
1 ≤ i ≤N

, is

found such that:

min
bG†

k:

XM

j¼1
bRkj � T kð Þ

j

� �2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

resolution misfit

þ η2k σ2bmk|{z}
model variance

, s:t:
XM

j¼1

bRkj ¼ 1, (30)

where ηk and t kð Þ ¼ T kð Þ
j

� �
1 ≤ j ≤M

are the k-th tradeoff parameter (resolution misfit versus model

variance) and target resolving-kernel vector, respectively; k is the index of considered model
parameter. Because of the additional constraint in (30), the k-th parameter estimate, bmk, is
expected to be unbiased (provided that its corresponding resolving kernel is (mostly) non-
negative)—so for the model estimate bm. Though not strictly necessary, here all M target
kernels are imposed to be unimodular:

XM

j¼1

T kð Þ
j ¼ 1, ∀k∈ 1;⋯;M½ �: (31)

The system to be solved for the k-th row of the SOLA generalized inverse then writes as follows:

GGT þ η2kIN
� � bG†

k: ¼ Gt kð Þ, s:t:
XM

j¼1

XN

i¼1

bG†
kiGij ¼ 1: (32)

As a remark, since only a single (k-th) parameter index is treated at a time in (32), it could be
difficult to ensure that all M selected values for the tradeoff parameters (η kð Þ) would lead to
“globally coherent” model solutions. However, it seems [10, 17] that globally coherent tomo-
graphic images can be obtained when using: (1) target kernels whose size is tuned to the
spatially irregular data coverage (for instance using seismic ray-paths density as a proxy for
the spatial variations of the local resolving-length); and (2) constant-valued tradeoff parame-
ters, that is:
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ηk ¼ η, ∀k∈ 1;⋯;M½ �: (33)

In practice, it seems that η may (roughly) be determined from analyzing a few curves of

tradeoff between
P

j
bRkj � T kð Þ

j

� �2
and σ2bmk

, for some randomly chosen parameter index (k).

Let us now define the following quantities [10, 17, 30]:

x kð Þ ¼ x kð Þ
i

� �
1 ≤ i ≤N

, x kð Þ
i ¼ bG†

ki

bx kð Þ ¼ x kð Þ
i

� �
2 ≤ i ≤N

ci ¼
PM

j¼1 Gij

c ¼ cið Þ1 ≤ i ≤N,
bc ¼ ci=c1ð Þ2 ≤ i ≤N
e1 ¼ δi1ð Þ1 ≤ i ≤N

B ¼ �bcT

IN�1

 !

Q ηð Þ ¼ GTB

�ηbcT
 !

y k;ηð Þ ¼ t kð Þ � c�1
1 GTe1

�c�1
1 η

 !
,

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

(34)

where c1 is assumed to be nonzero and δ denotes the Kronecker symbol. Solving (32) therefore

consists in solving for bx kð Þ the following normal equations:

Q ηð Þ

ηIN�1

 !
bX kð Þ ¼ y k;ηð Þ

0N�1

 !
, (35)

using for instance the LSQR algorithm [31], and then to infer the final solution x(k) (i.e., the k-th

row of the SOLA generalized inverse) from bx kð Þ such that:

x kð Þ ¼ Bbx kð Þ þ c�1
1 e1: (36)

Last, but not least, we now aim to discuss about the computational efficiency of the SOLA
approach for computing the full generalized inverse (see [10]). First, the rows of the general-
ized inverse matrix can be computed in parallel on P processors, so that computing all M rows
would take t�M=P CPU-time, where t is the average CPU-time to numerically solve (35). A

crucial point is that the matrixQ ηð Þ, of size (M + 1)� (N� 1), does not depend on the parameter
index (k), so that it does not need to be recomputed M times—as it was required in the original
Backus-Gilbert approach (see [10]). The vector y k;ηð Þ has to be recomputed M times, but that

task is computationally cheap. Q ηð Þ and y k;ηð Þ can easily be reconstructed if one aims at

investigating different η values (only the last row of Q ηð Þ and last element of y k;ηð Þ depend on
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η). Finally, simply re-ordering the rows of the sensitivity matrix G (and corresponding data),

such that the first row ofG is the sparsest one, allows the matrixQ ηð Þ to be almost as sparse as G
—this sparsity property is very useful when solving (35), in terms of storage, efficiency of the
LSQR algorithm, and memory footprint.

Figure 8 shows an example of the SOLA method applied to global-scale seismic tomography
[10], for which there are M = 38, 125 model parameters and N = 79, 765 data (teleseismic
shear-wave time-residuals). Tomographic images represent isotropic, 3–D shear-wave velocity
perturbations within the whole Earth’s mantle (with respect to some reference, radial absolute
velocity model). Figure 8a and b displays the tomographic model bm, at about 600 km depth,
and its uncertainty σbm computed as

σbm ¼ σbmk

� �
1 ≤ k ≤M

, σbmk
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

bG†

ki

� �2
vuut , (37)

(since the data are normalized by their errors), respectively. The form of each target kernel is
that of a 3-D spheroid, corresponding to a priori lateral and radial resolving lengths that may

Figure 8. Example of a global geotomographical model and its associated resolution and uncertainty, obtained from
using a “SOLA Backus-Gilbert” inversion approach [10]. (a) Model estimate, bm, shown at 600 km depth; (c) model
uncertainty, σbm , shown at 600 km depth; (b) zoom-in on bm (600 km depth) around the k0-th parameter location, i.e., the
green dot; (d, e) and (f, g) horizontal (600 km depth) and vertical cross-sections through the k0-th target (spheroid shape)
and averaging kernels, respectively.
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would take t�M=P CPU-time, where t is the average CPU-time to numerically solve (35). A
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index (k), so that it does not need to be recomputed M times—as it was required in the original
Backus-Gilbert approach (see [10]). The vector y k;ηð Þ has to be recomputed M times, but that

task is computationally cheap. Q ηð Þ and y k;ηð Þ can easily be reconstructed if one aims at

investigating different η values (only the last row of Q ηð Þ and last element of y k;ηð Þ depend on
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η). Finally, simply re-ordering the rows of the sensitivity matrix G (and corresponding data),

such that the first row ofG is the sparsest one, allows the matrixQ ηð Þ to be almost as sparse as G
—this sparsity property is very useful when solving (35), in terms of storage, efficiency of the
LSQR algorithm, and memory footprint.

Figure 8 shows an example of the SOLA method applied to global-scale seismic tomography
[10], for which there are M = 38, 125 model parameters and N = 79, 765 data (teleseismic
shear-wave time-residuals). Tomographic images represent isotropic, 3–D shear-wave velocity
perturbations within the whole Earth’s mantle (with respect to some reference, radial absolute
velocity model). Figure 8a and b displays the tomographic model bm, at about 600 km depth,
and its uncertainty σbm computed as
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¼
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Figure 8. Example of a global geotomographical model and its associated resolution and uncertainty, obtained from
using a “SOLA Backus-Gilbert” inversion approach [10]. (a) Model estimate, bm, shown at 600 km depth; (c) model
uncertainty, σbm , shown at 600 km depth; (b) zoom-in on bm (600 km depth) around the k0-th parameter location, i.e., the
green dot; (d, e) and (f, g) horizontal (600 km depth) and vertical cross-sections through the k0-th target (spheroid shape)
and averaging kernels, respectively.
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be expected locally, at best, given the data coverage. Let us focus on the k0-th model parameter,
marked by a green dot in Figure 8; a zoom-in on the tomographic model is shown in Figure 8c.
Horizontal (600 km depth) and vertical cross-sections through the k0-th target kernel are
displayed in Figure 8d and e, respectively. The corresponding k0-th resolving (averaging)
kernel is similarly displayed in Figure 8f and g.

Finally, the “SOLA Backus-Gilbert” approach, introduced and adapted to large-scale, linear,
discrete tomographic problems by Zaroli [10], allows to efficiently compute unbiased models,
including their full resolution and covariance—enabling quantitative model interpretations [17].

9. Conclusion

In this work, we have presented several techniques useful to the practitioner in the field of
inverse problems, with the aim to give an idea of when and how these techniques should be
employed for various linear and nonlinear applications. We have discussed techniques such as
sparse matrix storage, the use of pivoted factorizations for direct solves, ℓ2, ℓ1 and intermediate
penalty-based regularization strategies, nonlinear least squares problems, the construction and
use of low-rank factorizations, and an application of the Backus-Gilbert inversion approach
tailored to seismic tomography.
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Abstract

Computational Fluid Dynamics (CFD) solutions have played an important role in the
design and evaluation of complex problems where analytical solutions are not available.
Amongmany practical applications, hypersonic flows have been an area of intense research
because of the important challenges found in this flow regime. The numerical study
conducted herein, focuses on solving the hypersonic flat plate problem under realistic
conditions, at high Reynolds and Mach numbers. The numerical scheme implemented in
this study solves the two-dimensional unsteady Navier Stokes Equations, using a novel
technique called Integro-Differential Scheme (IDS) that combines the traditional finite vol-
ume and the finite difference methods. Moreover, this scheme is built on the premise of
reducing the numerical errors through the implementation of a consistent averaging proce-
dure. Unlike other numerical approaches, where free molecular effects are considered, this
study enforces no-slip and fixed temperature as boundary conditions. The IDS approach
accurately predicted the physics in the vicinity of the hypersonic leading edge at such
realistic conditions. Even though there are slight discrepancies between the numerical
solution and the available experimental data, the IDS solution revealed some interesting
details about the flow field that was previously undiscovered.

Keywords: hypersonic flows, computational fluid dynamics, flat plate,
viscous-inviscid interactions

1. Introduction

The flow over a flat plate is a classic yet fundamental fluid dynamic problem. Although the
flow boundaries appear to be simple, the resulting flow field depends greatly on the pre-
scribed free stream conditions. Of course, the free stream conditions are mainly defined by
the Mach and Reynolds numbers as well as the ratio of specific heats. It is the ranges at which
the free stream conditions are set that dictate the physics of the resulting flow field over the flat
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Abstract

Computational Fluid Dynamics (CFD) solutions have played an important role in the
design and evaluation of complex problems where analytical solutions are not available.
Amongmany practical applications, hypersonic flows have been an area of intense research
because of the important challenges found in this flow regime. The numerical study
conducted herein, focuses on solving the hypersonic flat plate problem under realistic
conditions, at high Reynolds and Mach numbers. The numerical scheme implemented in
this study solves the two-dimensional unsteady Navier Stokes Equations, using a novel
technique called Integro-Differential Scheme (IDS) that combines the traditional finite vol-
ume and the finite difference methods. Moreover, this scheme is built on the premise of
reducing the numerical errors through the implementation of a consistent averaging proce-
dure. Unlike other numerical approaches, where free molecular effects are considered, this
study enforces no-slip and fixed temperature as boundary conditions. The IDS approach
accurately predicted the physics in the vicinity of the hypersonic leading edge at such
realistic conditions. Even though there are slight discrepancies between the numerical
solution and the available experimental data, the IDS solution revealed some interesting
details about the flow field that was previously undiscovered.

Keywords: hypersonic flows, computational fluid dynamics, flat plate,
viscous-inviscid interactions

1. Introduction

The flow over a flat plate is a classic yet fundamental fluid dynamic problem. Although the
flow boundaries appear to be simple, the resulting flow field depends greatly on the pre-
scribed free stream conditions. Of course, the free stream conditions are mainly defined by
the Mach and Reynolds numbers as well as the ratio of specific heats. It is the ranges at which
the free stream conditions are set that dictate the physics of the resulting flow field over the flat
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plate, and the complexities associated with it. Herein lie the many technical challenges of
predicting the flat plate flow field. For example, at low Reynolds number and for subsonic
Mach numbers at constant specific heats ratio of 1.4, the resulting flat plate only encourages
the growth of a laminar boundary layer. Simulating such flow fields is relatively simple. As the
Reynolds number increases, the boundary layer transitions to turbulent and the flow field
becomes more challenging to simulate numerically. In the cases where the Reynolds number
gets in the order of several million, the Mach number gets into the Hypersonic range, and the
ratio of specific heat gets closer to 1.2, making the flow field interactions get complicated, and
numerical simulations become unpredictable.

This chapter is concerned with the flow field over a flat plate at hypersonic conditions and at
high Reynolds number. Understanding the flow field dynamics at these conditions will pro-
vide aerospace designers valuable insights into the complex interactions found in space vehi-
cles such as rockets, space shuttles as well as military applications, for instance, hypersonic
and long-range missiles. Under these conditions, the major aerodynamic concerns are aerody-
namic heating and shockwave boundary layer interactions. In addition, the flow field may
consist of two flow regimes; one mainly governed by the kinetic flow theory and another
governed by the continuum flow theory [1]. In the case of the flat plate, especially near the
tip, it is speculated that the displacement thickness increases rather drastically, causing the
flow to move upward, initiating a compression shock wave and the formation of a strong
interaction region. A weak interaction region follows this region. The resulting flow field
becomes even more complicated because of the complex dynamics associated with the two
regions. This shock is called a bow shock, due to its characteristic curvature. The region between
the surface and the shock wave is called the shock layer [2], refer to Figure 1. Further, the shock
layer is divided into two sublayers, each dominated by either inviscid or viscous effect. The
sub-layer closest to the plate surface is known as the boundary layer, and the outer sublayer is
the so-called entropy layer. Typically, the boundary layer undergoes an important transition;
usually from a laminar to a turbulent boundary layer.

Figure 1. Sketch of the flat plate problem.
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Two regions can also characterize the flow along the plate; one near the leading edge and
another further away. In the leading-edge region, the viscous-inviscid interactions are very
strong, and they affect both sublayers: the inviscid entropy and the viscous boundary
sublayers. Further, this strong interaction results in the merging of the entropy and boundary
layer. In contrast, further away from the leading edge, the inviscid-viscous interaction is weak,
and the two sub-layers remain separated. The two zones that are mainly characterized by the
inviscid-viscous interactions are referred to as the strong and weak interaction regions, respec-
tively. The flow phenomena in the strong and weak interaction regions at the leading edge of the
hypersonic plate problem are of paramount importance to this analysis. Because of the inher-
ent complexity of the flow physics, analytical models are scarce, and reliable analyses can only
be obtained exclusively by experiments and numerical simulations.

CFD emerged as a valuable tool for these types of flow studies. Nevertheless, the CFD tool
must be capable of resolving sharp gradients while negotiating systems of partial differential
equations of varying types. In other words, not only are the grids expected to be extremely fine
to fully resolve the sharp gradients manifesting in these regions, the CFD schemes are also
expected to remain computationally stable, accurate and timely.

Many numerical solutions have been proposed. Blottner [3] solved the boundary layer
problem with finite chemical reactions using finite differences. In this study, 11 chemical
species and 20 reactions were considered. Another numerical study was carried out by [4],
where the full time dependent Navier Stokes Equations (NSE) were solved using particle-in-
cell and fluid-in-cell computing methods. In addition, the study revealed that pressure
gradient is appreciable near the leading edge. Unlike reference [3], the boundary conditions
used in [4] were velocity slip and temperature jump at the surface plate. These types of
boundary conditions are widely applied in rarefied hypersonic flows, which have been an
active area of research. These types of flows are found near the leading-edge and experimen-
tal results suggest that strong interaction theory overpredicts the surface pressure [4]. These
discrepancies are attributed to the transition between continuum and free molecular flow.
An extensive comparison was presented by [5], where Direct Simulation Monte Carlo
(DSMC) results were compared to the NSE solution in order to evaluate the accuracy of the
NSE in this regime. They concluded that including the slip conditions improved the
predicted values on the surface properties. However, knowledge about the Knudsen layer is
required to properly define the slip conditions at the surface. Although the Knudsen number
is small in the freestream, its value is considerably high close the surface where density
gradients are large [5]. Under these scenarios, the continuum hypothesis of the NSE falls
apart and the accuracy of the technique is no longer ensured. Furthermore, the numerical
implementation of such boundary conditions requires further simplifications and assump-
tions. For example, the tangential and energy accommodation factors affect the CFD solu-
tions. Tangential accommodation values of 0.5 seem to provide accurate results near the
leading edge, whereas values between 0.75 and 1.0 yield the best agreement further along
the plate [6]. The same author in another publication [7] claimed that the difficulty of
defining these slip conditions is in determining the correct values for the coefficients men-
tioned above and other empirical terms required for the implementation.
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The major objective of this book chapter is to numerically solve the hypersonic flow over a flat
plate problem with a novel numerical method called Integro-Differential Scheme (IDS) [8]. This
study ignores the slip and jump boundary conditions introduced by [7] and directly prescribes
the boundary conditions applicable to the continuum flow theory. Based on the literature
review presented above, the authors of this chapter suggested that the slip and jump condi-
tions are more appropriate for use with the Burnet equations. Further, many literature reviews
suggested that the hypersonic leading-edge phenomena are best explained through the use of
the transition regime, which intersects continuum and free molecular flow theories, where
Burnet equations are appropriate. Although, technical evidence exists to support this hypoth-
esis [5] this demonstration is not the focus of this book chapter.

2. The governing equation

Numerical solutions of fluid dynamic problems are governed by conservation laws. These
laws can be expressed mathematically either in the differential or the integral form. In the case
of compressible fluid flows, these coupled laws form a closed system of partial differential
equations that is called the system of Navier-Stokes Equations (NSE). Herein, the conservation
of mass, momentum and energy principles in the integral form are of interest to this study, and
they are expressed as follows:
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In Eqs. (1)–(3) the symbols: r, u, t represent the density, the velocity components of an
elementary control fluid element, and time, respectively. In addition, the symbols e, p, τij and
qi in Eqs. (1)–(3) represent the internal energy, pressure, the stress tensor and the heat flux
associated with an elementary control volume, respectively. Internal energy, pressure, stress
tensor and heat flux are defined by Eqs. (4)–(7)
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In Eq. (5), R is the gas constant. The symbols μ and k represent the viscous and thermal
properties of the fluid of interest. For air, the viscosity of the fluid is evaluated using
Sutherland’s law and the thermal conductivity expression,

k ¼ 4:76� 10�6� �
T3=2= Tþ 112:0ð Þ (8)

In the case of 3D aerothermodynamics, the NSE (1–8) represent a closed system of five
equation relative to five unknowns. These unknowns are called Primitive Variables (PV), and
are defined in the vector form as follows:

PV ≔ r u v w T½ �T (9)

The goal of any numerical solution to the NSE is to determine the primitive variables at every
grid point. However, obtaining a unique solution to the NSE (1–8) requires the prescription of
initial and boundary conditions.

Of course, the full set of the NSE (1–8) does not readily lend itself to analytical solutions. It is
only in recent decades, with the advent of modern computers that the non-existence of analyt-
ical solutions to the NSE ceased to be a limitation to our understanding of the physics under-
pinning flow fields. Modern computers also gave birth to the many modern numerical
methods capable of solving the NSE. Among these methods are the Conservation-Element
Solution Element (CESE) method, Direct Numerical Simulation (DNS), Large Eddy Simulation
(LES), Discontinuous Galerkin Methods (DGM) and the Integro-Differential Scheme (IDS).
These computational methods have all been applied to the task of solving the NSE, and have
all provided varying degrees of success when it comes to elucidating the details associated
with the various flow field physics of interest to the engineers at realistic Reynolds and Mach
numbers. This report highlights the IDS procedure of solving the NSE.

3. The IDS fluid model

Consider the Integro-Differential Model (IDM) as it is applied to the computational solution to the
NSE (1–8). In general, the IDS solution of a given fluid dynamic problem is built on an
interconnecting set of spatial and temporal fluid cells. In the Cartesian system of coordinates, a
typical fluid cell is nothingmore than a carefully chosen elementary rectangular prism, defined by
the dimension; dx, dy and dz. It is the application of a specified fluid cell in relationship to the NSE
equations that determines whether it becomes a spatial or a temporal cell. Nevertheless, consider
the fluid cell illustrated in Figure 2where its implementation in the NSE is irrelevant at this time.

3.1. IDS cell properties

The Cartesian cell defined in Figure 2, has the following properties:

1. The rectangular prism has 6 elementary surfaces and each surface is defined through the
use of 3 directional normals. Further, each normal is defined in either a positive or a
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negative direction in relationship to its respective axis. This definition is not unique to the
IDM, but it is used here for illustrative purposes only

2. Each of the six elementary surfaces, ds, of the fluid cell, is considered a vector and is defined
as follows: δs�i ¼ n�

i dξjdηk, where the indices i, j, and k vary from 1 to 3, representing the x,
y or z coordinate direction. In addition, the area is considered a vector, having both direction
and magnitude. Likewise, the volume of the elementary cell can be defined by δv ¼ dxdydz
for uniform grids. Note, this type of evaluation also works well for non-uniform and
unstructured grids.

3. The fluid cell defined in Figure 2 also allows for mass, momentum and energy fluxes to
traverse its surfaces. At any given instance, the net spatial fluxes traversing a given surface
are defined by a combination of their inviscid and viscous counterparts. The inviscid and
viscous fluxes on the cell surfaces are defined by the symbols: E, Evis, F, Fvis, G, and Gvis,
representing the inviscid and viscous fluxes in the x, y and z directions, respectively.

4. In accordance with the IDM, the flux values are approximated from their edge quantities
using their arithmetic averages, and are assumed to be located at the center of the respec-
tive surfaces. Consequently, all quantities evaluated on any of the cell surfaces are labeled
as averaged quantities. The fluxes of interest on the cell surfaces are the average inviscid

and viscous spatial fluxes on the n�
x surfaces, and they are defined by the symbols: ESurf,nx�

Avg

and ESurf,nx�
Vis, Avg. Likewise, the average inviscid and viscous fluxes on the n�

y and n�
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are defined by the symbols: FSurf,nx�Avg , FSurf,nx�Vis, Avg, G
Surf,nz�
Avg and GSurf,nz�

Vis, Avg, respectively. Hav-

ing established the fact that the average cell flux quantities can only be defined on one of
its elementary surfaces, the expressions needed for the evaluation of the spatial fluxes can
now be summarily expressed as,
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Figure 2. Spatial cell with notation at surface nodes.
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where the subscripts in the right-hand terms represent the location and type of operations
used in evaluating the required average quantities. Similarly, for the inviscid and viscous
fluxes, F, Fvis, G, and Gvis.

5. In a similar manner, the average quantities within the cell volume, such as the time fluxes,

UCell
Avg, and the rate of change of the time fluxes, ∂U=∂tð ÞCellAvg, are defined as
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3.2. Computing the cell properties

At this point, the concept of evaluating the volume and surface areas of an elementary fluid cell is
fully formulated. However, the computation of the average time and spatial fluxes within and on
the surface of an IDS cell is still not uniquely defined. For example, how are the primitive variables,
which are defined at a point and the average time fluxes within the cell or the spatial fluxes on an
elementary surface related? How is the flow field defined in relationship to the IDS fluid cell
concept? To answer these questions and others, consider Figure 2 oncemore. Assume the red dots
in Figure 2 represent the physical grid points in the flow field of interest, and at each of these
points, the primitive variables are known.A typical elementary fluid cell is then built around eight
such points, with each point separated by nomore than one grid point. Using these assumptions,
the average time fluxes within the cell can be computed from the arithmetic mean, as:
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Similarly, cell surface quantities, such as, the nþ
x surface fluxes defined by ESurf,nxþ

Avg can be

computed as follows:
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In a similar manner, the other inviscid flux quantities at the nþ
x , n

�
y , and n�

z surfaces can be

found. Unfortunately, computing the viscous flux quantities; ESurf,nx�
Vis, Avg, F

Surf,nx�
Vis, Avg, and GSurf,nz�

Vis, Avg,

are somewhat complicated and greater care is required. Refer to Ref. [8] for details. In
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using their arithmetic averages, and are assumed to be located at the center of the respec-
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Figure 2. Spatial cell with notation at surface nodes.
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where the subscripts in the right-hand terms represent the location and type of operations
used in evaluating the required average quantities. Similarly, for the inviscid and viscous
fluxes, F, Fvis, G, and Gvis.
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3.2. Computing the cell properties

At this point, the concept of evaluating the volume and surface areas of an elementary fluid cell is
fully formulated. However, the computation of the average time and spatial fluxes within and on
the surface of an IDS cell is still not uniquely defined. For example, how are the primitive variables,
which are defined at a point and the average time fluxes within the cell or the spatial fluxes on an
elementary surface related? How is the flow field defined in relationship to the IDS fluid cell
concept? To answer these questions and others, consider Figure 2 oncemore. Assume the red dots
in Figure 2 represent the physical grid points in the flow field of interest, and at each of these
points, the primitive variables are known.A typical elementary fluid cell is then built around eight
such points, with each point separated by nomore than one grid point. Using these assumptions,
the average time fluxes within the cell can be computed from the arithmetic mean, as:
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In a similar manner, the other inviscid flux quantities at the nþ
x , n

�
y , and n�

z surfaces can be

found. Unfortunately, computing the viscous flux quantities; ESurf,nx�
Vis, Avg, F
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are somewhat complicated and greater care is required. Refer to Ref. [8] for details. In
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summary, the IDM allows for the grid points, and the primitive variables allocated at those
points to be used in uniquely formulating the elementary fluid cells and completely defining
their flow field characteristics.

3.3. The IDS control volume and its properties

A typical IDS control volume in the 3D Cartesian system of coordinates is illustrated in
Figure 3.

As can be observed, the IDS control volume consists of eight cells. The properties of the IDS
control volume is as follows:

1. It is of interest to note that the centers of the eight cells form the vertex of an overlapping cell.
This overlapping cell is called the temporal cell. As such, the control volume consists of eight
neighboring cells that allow for the formation of a temporal cell. In other words, analogous to
the manner in which the eight grid points formed the vortex of a given cell, so too, the center
of eight neighboring cells formed the vortex of a temporal cell.

2. Also of interest to note is the fact that at the vertex of the temporal cell, the rate of change of
the time fluxes are known. Consequently, at the center of the temporal cell, the average
time rate of change of the time fluxes are computed as,

∂U
∂t

� �CV

Avg
¼ 1

8
∂U
∂t

� �Cell1

Avg
þ ∂U

∂t

� �Cell2

Avg
þ ::… þ ∂U

∂t

� �Cell8
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" #
(14)

3. Similarly, at the center of an IDS control volume, the average time fluxes are defined by
the arithmetic averages

UCV
Avg ¼ 1

8
UCell1

Avg þUCell2
Avg þ ::… þUCell8

Avg

h i
(15)

Figure 3. Illustration of control volume.

Recent Trends in Computational Science and Engineering82

4. The IDS solution can only be advanced from within the temporal cells. Within a given
temporal, the average temporal fluxes are updated as follows:

UCV
Updated,Avg ¼ UCV

Avg þ
∂U
∂t

� �CV

Avg
δt (16)

where the symbol δt is the time increment, and methods for its computations are defined
later in this report.

5. In the 3D Cartesian system of coordinates, the grids can be developed such that the center
of the IDS control volume always overlaps with the center of a grid point. If this were the
case, then the updated primitive variables can be computed from the expression
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It is with this IDM in mind, where the spatial cell, the temporal cell and the control volume
concepts are paramount, that the NSE are transformed into their Integro-Differential counterparts.
In addition to this, Eqs. (14)–(16) highlight the main differences between the IDS and other CFD
schemes, where the solution vector and the time rate are computed using local values, whereas
the IDS computes the right-hand side terms from Eq. (16) through the use of Eqs. (14) and (15).
From the computational perspective, the IDS performs more floating points operations per node
and therefore, the method is computationally expensive. Roughly speaking, for 2D flows the
method performs 8 times more floating-point operations. Nevertheless, the calculation of the
viscous stresses and heat fluxes, Eq. (10), demands the evaluation of the stresses and heat fluxes
at the faces of the control volumes, where the mean value theorem is used and hence, an extra
averaged is required. Off course, for 3D fluid flows these operation increases because of the
spanwise component where the averaging procedure is also implemented.

4. The Integro-differential scheme

Consider the IDM described in the preceding section for the special 3D Cartesian system of
coordinates. If the NSE (1–3) were directly applied to a fluid element, such as the one illus-
trated in Figure 2, the analytical solution arising from this process, especially when the mean
value principles are invoked, will yield the following transformational equations:

∂r
∂t

� �

Avg
¼ �

X6
m¼1

ruδsð Þ�m
" #,

δv (18)
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4. The IDS solution can only be advanced from within the temporal cells. Within a given
temporal, the average temporal fluxes are updated as follows:
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where the symbol δt is the time increment, and methods for its computations are defined
later in this report.

5. In the 3D Cartesian system of coordinates, the grids can be developed such that the center
of the IDS control volume always overlaps with the center of a grid point. If this were the
case, then the updated primitive variables can be computed from the expression
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It is with this IDM in mind, where the spatial cell, the temporal cell and the control volume
concepts are paramount, that the NSE are transformed into their Integro-Differential counterparts.
In addition to this, Eqs. (14)–(16) highlight the main differences between the IDS and other CFD
schemes, where the solution vector and the time rate are computed using local values, whereas
the IDS computes the right-hand side terms from Eq. (16) through the use of Eqs. (14) and (15).
From the computational perspective, the IDS performs more floating points operations per node
and therefore, the method is computationally expensive. Roughly speaking, for 2D flows the
method performs 8 times more floating-point operations. Nevertheless, the calculation of the
viscous stresses and heat fluxes, Eq. (10), demands the evaluation of the stresses and heat fluxes
at the faces of the control volumes, where the mean value theorem is used and hence, an extra
averaged is required. Off course, for 3D fluid flows these operation increases because of the
spanwise component where the averaging procedure is also implemented.

4. The Integro-differential scheme

Consider the IDM described in the preceding section for the special 3D Cartesian system of
coordinates. If the NSE (1–3) were directly applied to a fluid element, such as the one illus-
trated in Figure 2, the analytical solution arising from this process, especially when the mean
value principles are invoked, will yield the following transformational equations:
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where the index m, m = 1, 6, defines the surfaces with positive and negative normal, respectively,
and the indices i and k, go from 1 to 3, defining the coordinate directions. The technical chal-
lenges in computing Eqs. (14)–(16) lie in the careful and consistent manner in which the NSE
auxiliary/closure Eqs. (4)–(8) are evaluated as they are applied to a fluid cell. It is worthwhile to
repeat that Eqs. (4)–(8) must be evaluated in accordance with the requirements of each cell.

In the special case of 3D Cartesian systems with the spatial flow field domain defined on
uniform cells, the viscous and inviscid fluxes can be expressed in vector form, as:

∂U
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þ Δ�

nx E� Evisð Þ
Δν

þ
Δ�
ny F� Fvisð Þ

Δν
þ Δ�

nz G� Gvisð Þ
Δν

¼ 0 (21)

where the U, E, Evis, F, Fvis, G and Gvis vectors were defined earlier. The subscripts in Eq. (17)
define the location and type of operations used in evaluating respective average quantities. In
addition, the difference operators; Δ�

nx, Δ
�
ny, and Δ�

nz represent the difference in the surface fluxes

across each cell, such that, the surface information of each cell are independently computed.

In summary, the integral form of the NSE equations (1–3) were analytically solved using the
mean value theorem over an elementary control volume. The resulting solution was expressed
in the form an Integro-differential formulation as described by Eq. (17). Finally, as in all explicit
schemes, Eq. (16) can be used to compute the update solution vector U, such that, where the
time fluxes and rate of change of the time fluxes vectors were defined in Eqs. (14) and (15). The
symbol δt is the time increment and is computed by using the Courant-Friedrichs-Lewy (CFL)
criterion. In this book chapter, the CFL criterion is computed with the aid of the expression [2],
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where a is the local speed of sound, C is the Courant number, and γ is the specific heat ratio,
and ν is computed from the expression

ν ¼ max
4
3
μ; γμ=Prð Þ

� �.
r

� �

The typical values used for C in this analysis range as follows: 0:5 ≤C ≤ 0:8.

The IDS offers an important numerical advantage given that it is a very stable and accurate
method. Further, the IDS provides a significant reduction in both spatial and temporal numerical
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dispersion through its use of the mean value theorem in computing the finite volume quanti-
ties. In the IDS approach, the time and spatial fluxes are appropriately approximate. In addi-
tion, the method has been shown to be consistent and has a minimum discretization error of
order p = 2. A major advantage of the IDS method is that computations involving the com-
pressible NSE are very stable, and no numerical oscillations are typically detected when the
grid is fully refined. Another advantage of the IDS method is that it is suitable for solving both
steady and unsteady flows at realistic Reynolds and Mach numbers. Experiences have shown
that it is quite a satisfactory method for solving high Reynolds number flows, where the
viscous regions are very thin, and shock boundary layer interactions are significant. For these
flows, once the mesh is highly refined the IDS is able to resolve the flow physics within the
viscous regions with a great order of accuracy.

5. The hypersonic flow over a flat plate

Consider the hypersonic flow over a 1 meter long flat plate at zero angle of attack. The
freestream Mach number is set at 8.6, the Reynolds number set to 3.4757 � 106 (based on the
plate length), the Prandtl number to 0.70 and the specific heat ratio, γ, to 1.4. These conditions
are similar to those presented by [9] except that their experiments considered a slightly longer
plate. Nevertheless, in comparison to this effort, the Reynolds number used in [9] was in
perfect agreement, but the Mach number was slightly greater (approximately 0.93%). The
boundary conditions were set as follows: free stream values were assigned to the inflow and
the far field boundaries, the interior flow primitive variables were extrapolated to the exit
plane, and three separate sets of conditions were assigned to the base of the domain. Symmet-
ric boundary conditions were assigned to the leading and trailing edge gaps, and a combina-
tion of no-slip and fixed wall temperature assigned to the solid wall. It is of interest to mention
here, in this effort the dimensionless temperature is set to 1.0 at the wall, whereas it was set to a
value of 0.828 in the experimental study [9]

In efforts to obtain a grid independent solution, five sets of grids of sizes ranging from 1001 by
1001 nodes to 5001 by 16001 nodes in the streamwise and vertical direction, respectively, were
studied. Since the gradients of the flow field parameters in the direction normal to the wall are
sharper than those in the direction parallel to the wall, substantially finer grids were placed in
the vertical direction [2]. In addition to the five sets of grids described above, an extra case,
termed the modified grid, was also considered. This was done in efforts to more thoroughly
evaluate the IDS capabilities in predicting the viscous dissipation effects inside the boundary
layer. In the case of the modified grid, the height of the domain was reduced by half, resulting
in an equivalent grid size of 6001 by 32001 nodes. This reduction in height effectively reduced
the cell height by a factor of 2, resulting in a finer set of grids without a substantial increase in
computational load.

The IDS flow field solutions resulting from the grid independence study are summarized in
the Figures 4 and 5. Note, that in Figures 4 and 5, the modified grid is represented by the grid
size of 6001 by 16001*. Note, Figure 4 illustrates the behavior of the streamwise velocity
component in the y-direction at a location of x = 0.5 m from the leading edge. A careful
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where the index m, m = 1, 6, defines the surfaces with positive and negative normal, respectively,
and the indices i and k, go from 1 to 3, defining the coordinate directions. The technical chal-
lenges in computing Eqs. (14)–(16) lie in the careful and consistent manner in which the NSE
auxiliary/closure Eqs. (4)–(8) are evaluated as they are applied to a fluid cell. It is worthwhile to
repeat that Eqs. (4)–(8) must be evaluated in accordance with the requirements of each cell.

In the special case of 3D Cartesian systems with the spatial flow field domain defined on
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where the U, E, Evis, F, Fvis, G and Gvis vectors were defined earlier. The subscripts in Eq. (17)
define the location and type of operations used in evaluating respective average quantities. In
addition, the difference operators; Δ�
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In summary, the integral form of the NSE equations (1–3) were analytically solved using the
mean value theorem over an elementary control volume. The resulting solution was expressed
in the form an Integro-differential formulation as described by Eq. (17). Finally, as in all explicit
schemes, Eq. (16) can be used to compute the update solution vector U, such that, where the
time fluxes and rate of change of the time fluxes vectors were defined in Eqs. (14) and (15). The
symbol δt is the time increment and is computed by using the Courant-Friedrichs-Lewy (CFL)
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where a is the local speed of sound, C is the Courant number, and γ is the specific heat ratio,
and ν is computed from the expression

ν ¼ max
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The typical values used for C in this analysis range as follows: 0:5 ≤C ≤ 0:8.

The IDS offers an important numerical advantage given that it is a very stable and accurate
method. Further, the IDS provides a significant reduction in both spatial and temporal numerical
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freestream Mach number is set at 8.6, the Reynolds number set to 3.4757 � 106 (based on the
plate length), the Prandtl number to 0.70 and the specific heat ratio, γ, to 1.4. These conditions
are similar to those presented by [9] except that their experiments considered a slightly longer
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perfect agreement, but the Mach number was slightly greater (approximately 0.93%). The
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here, in this effort the dimensionless temperature is set to 1.0 at the wall, whereas it was set to a
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evaluate the IDS capabilities in predicting the viscous dissipation effects inside the boundary
layer. In the case of the modified grid, the height of the domain was reduced by half, resulting
in an equivalent grid size of 6001 by 32001 nodes. This reduction in height effectively reduced
the cell height by a factor of 2, resulting in a finer set of grids without a substantial increase in
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The IDS flow field solutions resulting from the grid independence study are summarized in
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observation of the data demonstrates that the height of the boundary layer is approximately
0.0088 of non-dimensional units, representing 8.8 mm based upon 0:99U∞. In addition, no
evidence of shock is shown in Figure 4. Similarly, Figure 5 depicts the temperature profile at

Figure 4. U velocity profile at 0.5*L.

Figure 5. Temperature profile at 0.5*L.
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0.5 m from the leading-edge. However, in this case, the effect of viscous dissipation within the
boundary layer is clearly demonstrated [10]. As noted in Figure 5, the temperature increases
from the outer edge of the boundary layer toward the wall, reaching two peaks. The outer peak
indicates the presence of a shock, while the inner peak indicates the effects of boundary layer
dissipation due to viscous friction. Similar trends were also found in [11, 12].

The grid study data suggest that grid independence was obtained for a grid size of 5001 by
16001. A closer observation of Figure 5, reveals the existence of the two expected sub-layers;
namely the entropy layer and the viscous boundary layer. As supported by Figure 5, although
the height of the shock wave was fully resolved with mesh sizes; 4001 by 8001; 5001 by 16001
and 10001 by 16001*, the dissipation effects were clearly not. Herein, the conclusion is the
boundary layer needs an extremely finer set of grids to resolve its physics when compared to
the mesh size needed to resolve the entropy layer and the shock wave.

In this chapter, the normal Mach number is measured in the direction of the pressure gradient,
and computed with the aid of Eq. (23), which is fully described in [13]. Since pressure and
density are the two variables that produce the greatest change as they traverse discontinues in
the flow field, they are also very efficient in detecting shocks. In some cases, however, false
indications may occur, so a small degree of filtering is required [14]. The filtering criteria
proposed by [14] with a threshold of e = 0.007 is used in Eq. (23).

Man ¼ Ma � ∇p
∇pj j ¼ 1 (23)

Consider the IDS flow field distribution of the normal Mach number computed from expres-
sion (23) illustrated in Figure 6. Using a filtering threshold of e = 0.007, the bow shock, the
viscous boundary layer, entropy layer and other flow field features are extracted. It can be
observed that the bow shock starts slightly ahead of the leading-edge tip and it certainly
displays the characteristic curvature. This characteristic was also reported in [1]. In addition,
Figure 6 accurately predicts the growth of the boundary layer. More importantly, the similar-
ities of the predicted features illustrated in Figure 1 closely matches the IDS computed results
illustrated in Figure 6. Of greater significance is the fact that the two interaction zones; namely
the strong and weak inviscid-viscous interactions zones merged, and all are vividly computed.

Figure 6. Normal Mach number.
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Now, consider the Q-criterion introduced by [15] and computed with the aid of expression,

Q ¼ 1
2

Ωk k2 � Sk k2
� �

(24)

Note that the symbols Ωk k and Sk k in Eq. (24) represent the Euclidean norm of the vorticity
and rate of strain tensor, respectively. Further, Eq. (24) is an effective tool for the extraction of
the vector field topology that represents the local balance between the rate of shear strain and
vorticity. When Eq. (24) is applied to the IDS flow field solution over the flat plate, the regions
with dominant rates of strains and vorticity are revealed. The Q-criterion results are
documented in Figure 7. Again, as observed the bow shock, the viscous boundary layer,
entropy layer and other flow field features defined by the vortical structures are effectively
captured.

In efforts to closely observe the flow physics in the weak interaction regime, the variation of the
Q-criterion in the y-direction is plotted and illustrated in Figure 8. Note, Figure 8 provides
quantitative information about Q-criterion at the location x = 0.27 along the plate and merely
complements the information already presented in Figure 7. Nevertheless, Figure 8 reveals
that the strain dominates over vorticity very near the wall; as the Q-criterion becomes negative
as it approaches the wall. The Q-criterion behavior observed in this analysis is typical within
viscous sub layers where the shear stress is laminar [16]. A second layer, the so-called turbulent
layer where the swirling motions are common causes the Q-criterion to turn positive. In this
region, the viscous effects contribute to large increases in entropy, and consequently vorticity
[17]. Thus, this layer is characterized by positive values of Q-criterion. Moving deeper into the
flow field, vertically above the wall, the inviscid region is revealed. In this region, the rate of
strain dominates over the rate of rotation, and the Q-criterion gets deeper in the negative
direction, only to be reversed as the shock wave is penetrated.

A close-up investigation of the flow physics at the hypersonic leading edge was conducted. To
this end, an extra case was analyzed where the length and height of the domain were reduced,
while the dimensionless parameter, such as Reynolds and Mach numbers were kept constant.
Boundary conditions and the freestream values of the primitive variables were the same from
the previous analyses. However, unlike the previous solution, where the full plate of length
1 m was studied, the following results do not consider trailing edge. The focus of this analysis

Figure 7. Q-criterion contour plot.
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is to analyze the flow physics near the leading edge thoroughly. The length and height were
selected as 0.1 and 0.02 m, respectively and the leading-edge gap was defined as 0.1 dimen-
sionless units. Figure 9 illustrates IDS prediction in the form of the Q-Criterion at the leading
edge. These results indicate that the rate of strain is the dominant effect at the leading-edge
followed by large rotational motions that cause a delay in the growth of the boundary layer.
Figure 9 also shows that the bow shock wave is formed ahead of the plate.

It is of interest to note that at the tip of the plate, the region with the greatest rate of strain
within the flowfield is observed, albeit a small region. Immediately following this region there
is a similarly small region with the greatest rate of rotation, refer to Figure 10. The two regions
with the greatest rate of strain and rate of rotation are located at the leading edge, and it
is from these two regions that the shock wave and the boundary layer respectively emanate.

Figure 8. Q-criterion profile at 0.27 from the leading edge.

Figure 9. Q-criterion contour plot at the leading edge.
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At this point, the technical details associated with the growth of these sub-layers is not fully
resolved, and as such, further analysis is warranted.

5.1. Validating the IDS hypersonic leading-edge solution

The experimental data developed by [9] was used to validate the accuracy of the IDS solution
to the Hypersonic flat plate problem. In Figure 11, the temperature and u-velocity profiles at
80 mm from the leading edge for both cases: experimental and IDS, respectively, are compared.
Note that Figure 11 shows that the IDS solution under-predicts the maximum temperature
inside the boundary layer according to the experimental data. Figure 11 also shows the
comparative behavior of the horizontal component of the velocity vector for the experimental
study and the IDS solution.

Obviously, there are differences in the experimental and IDS solutions. The reasons for these
differences were analyzed. First, it turns out that the required freestream conditions used
during the experiment were not public and could not be easily reproduced. Reference [9]
described that the study was carried out in a divergence nozzle, and as such, the flat plate
experienced a somewhat favorable pressure gradient during the course of the experiment.
Second, the freestream conditions were computed using a computational package called
STUBE [18], that used the piston theory to estimate the pressure in the reservoir; a huge
approximation. Other discrepancies were found between the experimental data and the
STUBE predictions [9]. Moreover, [9] also compared the experimental data with the numerical
solution from a commercial CFD package called CFD-FASTRAN. The CFD simulations used
the freestream conditions calculated by STUBE, and even then, the freestream velocity was

Figure 10. Horizontal profile of Q-criterion at y = 2 � 10�5.
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scaled to match the measured external velocity [9]. Nevertheless, even with these uncertainties,
the data presented in Figure 5 is considered to be reasonably close and the IDS code is
considered validated.

Figure 12 illustrates the vertical profiles of the density and the y-component of the velocity
vector at 80 mm from the leading edge, respectively. However, unlike in the case of the
temperature and U velocity profiles, there are no equivalent experimental data available for
direct comparison. However, as can be observed in Figure 12 the three most important phe-
nomena, namely the boundary layer, the entropy layer and the shock wave along with their
respective flow filed characteristics are distinctly captured.

5.2. Approximate boundary layer analysis

The boundary layer thickness in the absence of adverse pressure gradient can be computed as [19]:

δ
x
¼ 5:0þ 0:2þ 0:9

Tw

Taw

� �
γ� 1ð ÞM2

e

� � ffiffiffiffiffiffiffiffi
Cw

Rex

s
(25)

Where Cw represent the Chapman-Rubesin parameter, Rex is the Reynolds number at the
measurement point and Taw, the adiabatic wall temperature, is given by:

Taw ¼ Te 1þ
ffiffiffiffiffi
Pr

p γ� 1
2

� �
M2

e

� �
(26)

Figure 11. Experimental and IDS solution.
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Equations (25) and (26) were used to compute the theoretical boundary layer, whose value is
1.87 mm. The boundary layer predicted by the IDS was measured to be 2.83 mm. The authors
are still evaluating the reasons for the resulting discrepancy.

5.3. Investigating the strength of the hypersonic leading-edge interaction

An important phenomenon that is observed within the flow field in the vicinity of the leading
edge is a rise in pressure. This high pressure emanates at the edge and it leads to an induced
pressure gradient along the rest of plate. Therefore, the assumption of zero pressure gradient
condition through the boundary conditions is debatable [10]. Today’s experiments have shown
that under hypersonic flow conditions, the leading-edge experiences a bow shock, a significant
pressure rise, very large skin friction, and very large heat flux. Further, these experimental
observations have shown that adverse conditions are confined only to the leading-edge. To
fully explore the leading edge behavior, researchers [19] introduced the shock interaction
parameter, χ, which is defined as:

χ ¼ Ma3∞
Cw

Re∞

� �
(27)

This parameter, χ, is a function of the freestream Mach number, Reynolds number and the
specific heats ratio, and it serves to quantify the strength of the flow field interaction at the
leading edge. Two sets of the shock interaction parameter, χ, ranges are of interest to this
study; weak interactions as described by χ << 1 and strong interactions as described by

Figure 12. Density and vertical velocity profile.
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χ >> 1. Figure 13 shows the experimental data from [20] indicating the strength of the shock
interactions, χ at Mach numbers ranging from 5 to 10 to 20, as indicated by the green, blue and
cyan colors. It is important to mention that the horizontal axis is described by the inverse of
Aχ, where A is an aerodynamic parameter defined by

A ¼ 1
2

γ� 1ð Þ0:664 1þ 2:6Tw=T0ð Þ (28)

This transformation is done in efforts to allow for small values of Aχ to map with the strong
interaction regions and for large values of Aχ to map with the weak interaction regions.

Using the data provided by [20], the weak interaction curve, highlighted in black, is recovered.
Finally, the IDS solution is also plotted in Figure 13 and it is depicted by the red curve. As
observed in Figure 13, the IDS solution matches the predictions governed by the interaction
parameter, Aχ, and as noted, lies closest to the Mach 5 interaction curves.

The IDS hypersonic flat-plate solution confirms that the scheme is capable of accurately
resolving the complex flow physics within the vicinity of the hypersonic leading edge, and it
correctly qualifies the inviscid-viscous interactions associated with this region. However, it is
important to note that the IDS scheme is currently being upgraded with OpenMP and MPI
capabilities in efforts to handle three-dimensional flows. It is the author’s opinion that the
mechanism driving turbulence dynamics is three dimensional in nature, and therefore cannot
be captured by two-dimensional flow fields. As a result, in 2D flow fields, vortex stretching
and other fluid mechanisms important to the development of turbulence flows are absent.
Once these capabilities are validated, the hypersonic flat-plate problem will be revisited.

Figure 13. Induced pressure near the leading edge.
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Abstract

A wireless network covering most of the city is a key component of a smart city. Although 
the wireless network offers many benefits, a key issue is the costs associated with laying 
out the infrastructure and services, making the bandwidth available and maintaining the 
services. We believe community involvement is important in building city-wide wireless 
networks. Indeed, many community wireless networks have been successful. Could the 
city inspire and assist the communities with building their wireless networks, and then 
unite them for a city-wide wireless network? We address the first question by presenting 
a model where municipality, communities and smart utility providers work together to 
create a platform, smart community wireless platform, for a community where platform 
sides work together toward achieving smart community objectives. One challenge is to 
estimate the total cost, benefits and drawbacks of such platforms. Another challenge is 
to model risks and mitigation plans for their success. We examine relevant dynamics in 
measuring the total cost, benefits, drawbacks and risks of smart community wireless 
platforms and develop models for estimating their success under various scenarios. To 
develop models, we use an intelligence framework that incorporates systems dynamics 
modelling with statistical, economical and machine learning methods.

Keywords: smart community wireless platform, cost of community wireless networks, 
benefits of community wireless networks, smart community, system dynamics 
modeling

1. Introduction

A smart city aims to embed digital technology across city functions including its economy, 
mobility, environment, people, living and, governance. Many cities have taken initiatives toward 
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becoming a smart city to foster commercial and cultural development. A wireless network (e.g. 
Wi-Fi network) covering most of the city is a significant contributor and a major step toward 
becoming a smart city. Such a network offers many benefits in tackling challenges such as reduc-
ing traffic congestion, reducing crime, fostering regional economic growth, managing the effects 
of climate, and improving delivery of city services [1].

City-wide wireless networks are still desired even with the availability of cellular networks, 
mainly due to their low cost and higher bandwidth compared to cellular networks. Plus, 
people are more inclined to use the wireless networks where available as opposed to using 
their limited data plans. In addition to citizens, many smart IoT devices will require band-
width and many of them will use protocols which are best supported by a city-wide wireless 
network.

One major issue with city-wide wireless network is the high cost of laying out the infrastruc-
ture, rolling out the services, allocating adequate bandwidth, maintaining the services. One 
question is who will setup the network and who will pay for it. A second question is who will 
supply the bandwidth while broadband bandwidth is still in shortage in most cities. Another 
question is who will pay for the supplied bandwidth.

What should the cities do? Should they rely solely on the wireless operators to build a wire-
less network across the city? In general, it is unreasonable to expect the private sector to 
setup a wireless network for smart city objectives. If not private sector alone, then how about 
some private-public partnerships? Despite numerous attempts in prior years, private-public 
partnerships and joint ventures between municipalities and private companies have failed 
to take hold. Furthermore, several states have enacted legislation to prevent municipalities 
from offering wireless services in many forms in the city for variety of reasons [2]. While 
there are so many failures in the past and there is political controversy, why should they still 
pursue a city-wide wireless network? Should they simply give up on their goals of being a 
smart city? How could they maintain their competitiveness without a wireless network in 
the digital age?

We think that cities could look for new approaches in realizing city-wide wireless network. 
One approach is to analyze the success of community wireless networks and try to find 
ways to leverage their success for building a city-wide wireless network. Indeed, there are 
many examples of successful community wireless network implementations [3, 4]. In this 
paper, we will bring attention to successes of community wireless networks and develop 
a model where municipality, communities and smart utility providers work together to 
create a platform, which we call smart community wireless platform, where different plat-
form sides work together toward achieving smart community objectives. The purpose for 
this investigation is to take a new look at building a city-wide wireless network through 
a new model based on integrating smart community wireless networks over the span of 
the city. The objective of this paper is to present this platform and its various dynamics. 
Accordingly, the paper takes more of a conceptual approach rather than a technical one. 
The purpose is to introduce the smart community wireless platform. How such platforms 
could join to form a larger city-wide wireless network is a separate discussion we address 
in [5].
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2. Smart community wireless platform

Earlier approaches involving municipality partnering with private commercial providers 
failed for variety of reasons [2, 6, 7]. We believe smart city starts with smart communities and 
hence the community involvement is significant in building a city-wide wireless network. We 
use the term smart to indicate the human factor in building and using the wireless network. 
Indeed, many community and neighborhood wireless models have been successful. The pro-
posal is take it further through collaborations of communities, municipalities and other part-
ners to realize a city-wide wireless network. In our approach, we will include the smart utility 
providers as a player in the platform. The question becomes: can communities, the municipal-
ity and smart utility providers work together to build a platform for the community? Let us 
first define the platform.

2.1. Platform definition

We will describe the platform by explaining its system architecture and by discussing its 
sponsor, its providers, sides, economic utilities and network externalities, financial resources 
and policies. We will outline the strategies for how to position, present, realize and operate it. 
For a general discussion of platforms and platform businesses, see [8].

A smart community wireless platform is a community wireless network built and maintained 
through collaboration of the community, the municipality and the smart service providers. 
There are multiple sides on this platform: (1) users who use the wireless network and they 
may also sponsor bandwidth, (2) bandwidth sponsors who sponsor bandwidth for this wire-
less network, particularly the businesses, (3) other smart service providers.

In this model, the community and municipality assume the main roles. The amount of involve-
ment varies in realizations of this model in different cities and even within different communi-
ties in the same city. Municipality plays an important role in this platform in both supporting 
the communities and organizing them to participate into the city-wide bigger wireless network.

The users are community members or visitors that use the wireless network.

Bandwidth sponsors are entities that sponsor bandwidth used by the users to connect to 
the Internet. Community members may be users and bandwidth sponsors at the same time. 
Businesses, non-profits and organizations in the community become bandwidth sponsors. 
Smart service providers may become bandwidth sponsors. In this paper, we will focus more 
on businesses as the bandwidth sponsors that provide bandwidth for the users.

Smart service providers offer smart services to the users of the platform. One typical example 
is the utility provider companies like electricity, gas, water, waste management. For example, 
waste management company provides services for smart garbage collection to the users of the 
platform. We will not use the term utility for them (as in electricity, water, gas) in this paper as 
we will use the term utility to refer to economical utility for being on the platform. We will call 
them as smart service providers. These smart service providers use the community wireless net-
work for communication of their smart devices (sensors, smart devices, and other IoT devices) 
that they place in the network. They benefit from the platform by placing IoT devices that use 
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the wireless network for communication, or more likely by building sensor networks that inte-
grate with the wireless network. They sponsor bandwidth so they become bandwidth sponsors 
and they may provide other components into the platform as explained in later sections.

Another example to smart service providers is the city offices and department. For example, 
parks department provides services for park resources. Another example is the community 
itself in providing smart services to its members, for example, smart education services.

2.2. System architecture

Figure 1 shows the layered system architecture for the platform. It has the following layers:

Smart Community Wireless Network Layer: Wireless network is built on top of the wireline 
infrastructure that has network nodes, servers and cabling provided by community, municipality 
and smart service providers.

Middleware, Data and Infra Layer: Computing and storage infrastructures belonging to the 
community, municipality, and smart service providers in this system store data and offer 
computing, networking, caching and data storage resources. It contains software platforms 
and services including middleware, service oriented solutions, fog and cloud computing 
infrastructures (both commercial and community clouds). Other components include reli-
ability, security, privacy and trust solutions. Infrastructure offered by smart service provid-
ers hosts the data and resources for smart services. Those infrastructures could be accessible 
through the wireless network. Given the complexity of the smart services and the extent of 
the data generated by the platform sides, this layer should be capable of storing and process-
ing the data. It should be able to store and process various types of data including events, 

Figure 1. System architecture for smart community wireless platform.

Recent Trends in Computational Science and Engineering100

unstructured, structured, geo-spatial, crowdsourcing data. The smart service provider infra-
structures may be required to perform real-time processing.

Core Services Layer: Some core services such as analytics, user location tracking, location-based 
services, search, semantics, context processing, visualization, collaboration platforms, geo-spa-
tial services, access to public data and statistics, community social networking and other digital 
community services are offered using this infrastructure which is accessible by the wireless 
network. Outputs of data analytics and mining are offered at this layer. These core services are 
usually accessible to bandwidth sponsors and smart service providers.

Smart Services and Applications Layer: This layer includes all smart services offered by the 
smart service providers such as smart transportation, smart health and smart government 
services. This layer offers APIs of the smart services for application builders. Additionally, 
it includes mobile and web user applications offered by municipality, community and smart 
service providers.

Wireless users and IoT devices use the wireless network and generate network traffic. IoT devices 
belong to the smart service providers that participate in this platform. They are usually part of 
wireless sensor networks but can be directly connected to the community wireless networks. 
Network traffic from some of the IoT devices would not leave to the Internet, but rather stored, 
processed and analyzed in the infrastructure accessible by the community wireless network.

With this architecture, various services can be offered in a modern smart community. All 
these services are provided by smart service providers (e.g. private companies, municipal 
offices and communities). The platform creates an ecosystem around this system architecture. 
This architecture hosts an internet of everything environment including connected devices, 
users, communities offering community services, smart service providers using the network 
and offering their smart services.

The smart service providers are vertically integrated to provide their services over the plat-
form. Some of these services are available only on this platform. The providers use the wire-
less network for collecting data from field devices into their infrastructures and may offer the 
same services over the Internet, which can be accessed by anyone. In any case, the wireless 
platform provides a home for the devices and for collecting their data. The providers contrib-
ute to this network by supplying access point routers that connect their devices to the wireless 
network and preferably by sponsoring additional bandwidth.

Internet access is supplied by bandwidth sponsors and commercial ISP services.

We will not present a detailed design of the wireless network in this paper, rather we will 
state our assumption. We assume the platform uses a mesh Wi-Fi technology as it is most 
often the technology used in such networks. In the network, there are access points and rout-
ers supplied by the community usually having generic server hardware and running open 
source firmware and software. The mesh network usually runs open source mesh network 
routing software and open source network management software to setup and manage a 
software-defined wireless mesh network. In addition to routers supplied by the community, 
there are routers supplied by the community members and other routers belonging to munici-
pality, to the sponsors of bandwidth and to the smart service providers. The design should 
cover the whole target area by adding intermediary routers in places where no sponsor router 
is available and should be able to redirect user traffic to any of the available access points.
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The platform relies on community members, businesses and organizations to share a portion of 
the total required bandwidth to access the Internet. So, a significant assumption is that ISPs allow 
plan sharing in their service terms. When bandwidth sharing does not supply the required band-
width completely, remaining bandwidth needs to be purchased from the local commercial ISPs.

The mesh Wi-Fi network uses mechanisms for access control, metering and blocking the user 
traffic beyond a daily cap. It enforces rate limiting of the users with respect to data rate and 
the amount of download/upload. It employs self-adjusting network functionalities for fair-
ness such as enforcing dynamic rate limiting the bandwidth to each wireless interface based 
on the current total number of users. When the number of users exceeds the network capac-
ity based on minimum bandwidth for each device, new connection requests are not granted 
thanks to dynamic connection admission control. Therefore, some users will be blocked and 
not able to join. The city officials and municipal services have guaranteed service for accessing 
the wireless network, and they are not blocked.

The wireless network should offer enough bandwidth to fulfill the basic requirements of the 
users and support applications that will benefit the community and the city. Such applications 
include community social networking, community calendar of events and information about 
events, services offered by community, municipality and commercial smart service provider’s 
offer. On the other hand, it should not be positioned as a competitor to commercial cellular or 
wireless networks as we argue in Strategies For Platform Promotion and Positioning section. 
For example, it should not allow unlimited upload and download. One option is to rate limit 
the download/upload speeds. Another option is to limit the traffic to and from the Internet 
while the users could enjoy unlimited access to the smart services. In other words, their 
Internet traffic is metered and capped, however, traffic within the wireless network could be 
unlimited, or limited with a higher cap subject to the whole capacity of the wireless network.

The wireless network implements typical security and access control mechanisms [9, 10].

When similar networks are integrated together, a seamless network covering a bigger span of 
the city could be possible [5].

2.3. Platform control

For the platform, it makes sense for the community to be the platform sponsor and the 
primary provider. Community has the say on management and policies of the network. 
The community decides on what policies and what strategies to apply. In another arrange-
ment model, municipality and community may behave as the platform sponsors, but we 
will assume the community is the main sponsor and provider of this platform in this paper.

We assume no commercial offerings using this platform by municipality due to existing state laws. 
We assume the community does not engage in seeking any profit using the platform. The platform 
is not commercial and is not for profit for the community. For this reason, many of the concerns 
applicable to commercial platforms do not apply, like pricing but some other concerns apply like 
funding. We assume the platform will be free for users but possibly with some volunteering or 
sponsoring bandwidth in return, or with agreeing the usage terms and giving up some privacy.
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The term sponsor is used in two meanings in this paper and they should not be confused: one 
in the meaning of platform sponsor which is the entities that control the platform. The other 
one is the bandwidth sponsor, for example, businesses that provide bandwidth for the wire-
less users to connect to the Internet.

Community mainly supplies volunteers and bandwidth sponsors. Municipality helps by 
allowing the community to use city owned light posts, traffic lights and municipal build-
ings for attaching access points, and by allowing to use wireline infrastructure; assisting the 
grant writers with grant applications; providing access to GIS mapping data; assisting with 
network design; financial help by identifying grants and tax breaks for community networks. 
With community and municipality working together, businesses and other smart service pro-
viders would join the bandwagon increasing the network externalities and adding value for 
the platform, therefore making it a viable platform.

The openness of the community wireless network is controlled by the community. Normally, 
the platform is open to any user provided they accept the usage policies. The community will 
decide on the criteria for who can join as developer and providers of services and on what 
conditions. The community decides whether the wireless network and infrastructures are 
open to any developer to develop some service/application, or to any smart service provider 
to install devices and provide services. The community will decide if research tools can be 
deployed by universities, or by local startup companies. The community controls the quality 
of the wireless network and the services offered on it. The community decides and governs 
what complements such as location tracking and analytics can be provided and by whom. The 
community makes these decisions following their decision making methodology, for exam-
ple, may perform SWOT analysis for the complement providers and smart service providers. 
The complement providers could be commercial ISPs to sell bandwidth, other providers of 
the equipment, software, services and know-how.

2.4. Utilities and network effects

Each side of the platform has an intrinsic utility for being on the platform. For example, users 
have utility with being on this platform in the form of getting wireless service and addition-
ally by receiving coupons, deals and other location-based offers, and accessing smart ser-
vices. Businesses have utility for promoting and advertising their businesses. Similarly for the 
municipality and other smart service providers.

In addition to the intrinsic utility, each side experiences additional utility due to network 
externalities. Network effects exist impacting the utility of different sides for being on this plat-
form. It is assumed that the user utility and network size would follow a logistic (“S”-shaped) 
function. Same side effects will help increase the user population thanks to information dif-
fusion initially. Increase in population would later negatively impact the utility due to con-
gestion, possible degradation in the quality of the wireless network and being blocked in the 
shortage of available bandwidth.

Cross side network effects exist. There could be positive network externality between users 
and bandwidth sponsors. Similarly between users and smart service providers. Policies and 
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strategies would increase the network effects and thereby the utility of different sides. We 
will discuss some policies and strategies for taking advantage of the network externalities in 
subsequent sections. Network effects are so many and will be outlined in later sections.

2.5. Platform evolution

The community should exercise policies that will allow users, community members, com-
ponent providers to offer ideas and contributions. The platform evolves by being open to 
community needs, fostering innovation by allowing community startups and pilot projects 
and university research and being a testbed for innovation. The use of open source supports 
such collaboration between global developers and the community developers. Collaboration 
among communities and tracking what other communities do will help evolve the platform 
into new technologies and approaches. The community should be transparent to the users 
about the evolution of the platform as to provide more accurate information about the future 
roadmap and shape the user expectations accordingly.

The community needs to monitor the total payoff and estimate the lifetime customer value 
(LCV) and a new user’s impact on existing users’ utility. Based on these, the community should 
find the optimum number of users the wireless network should support before considering 
investment for updates, upgrades and expansions. Therefore, there will be blocked users.

2.6. Financial resources

The smart community wireless platform reduces the financial responsibility for the city, but 
funding is still required. The municipality could continuously track and search for funding 
and try to maximize the amount of funding collected for the community platforms. For each 
grant, the municipality could maintain the area, the purpose, the conditions and constraints of 
the grant. Certain grants are given for specific applications and purposes (e.g. safety, energy, 
climate preparedness, transportation, health) and by different sources (e.g. by the Department 
of Homeland Security, Department of Transportation, Department of Energy, Department of 
Commerce, and the Environmental Protection Agency). Although many funding opportuni-
ties and sources exist, different communities may focus on different ones based on how the 
opportunities fit their needs and objectives. The community also should be on the look for 
funding sources by mobilizing its volunteers.

Funding sources include grants, tax benefits, donations (from local organizations, businesses, 
and community members), bandwidth sponsorships, new exploratory research funds, new 
hackathon challenges and awards, free services from companies (e.g. free cloud service), test-
beds (for trials of different technologies, ideas, models), special funds (e.g. system and service for 
first responding by department of homeland security), and crowdfunding opportunities [3–5].

2.7. Policies

What should be the ownership, maintenance, and security policy for the platform? It is expected that 
the community owns the platform as being the sponsor. Regarding maintenance policy, it is expected 
the community maintains the network with the help of volunteers and part-time contractors.
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Who should do the authentication and authorization of users? What should be the user pri-
vacy policies? For this platform, the community should control authentication and authori-
zation policies. The users would have to give up on some of their privacy by entering their 
profile (e.g. via a survey at first login) and agreeing for being tracked for usage and for loca-
tion. This information is used for analytics and improving the wireless experience, and is 
integrated into the loyalty programs and deals of the sponsoring businesses. The information 
is shared with the sponsoring businesses, which is an incentive to bring in more businesses 
and increasing their utilities. Additionally, this information is used to trace individuals in case 
of any illegal online activity on the network.

2.8. Strategies for increasing utility of platform sides

Strategies should be developed and employed to increase the value of the platform for dif-
ferent sides and to reach the critical mass in terms of regular users within the community 
and by visitors. These include strategies to mobilize the volunteers, officials, sponsors, non-
profits, smart service providers, commercial ISPs, component and complement providers. 
There should be strategies in place for:

• Bringing in users by offering them a consistent service as well as access to business loyalty 
programs and smart services over the platform.

• Convincing private investment for upgrading the broadband infrastructure. Strategies for 
private investment to lay down more fiber, upgrade wireline infrastructure and services, 
improve wireless coverage and employ latest technology should be in place.

• Motivating city universities for research and development to help with technical and man-
agerial initiatives. Provide them opportunity to test ideas, provide them with testbeds, 
nourish their business and management ideas.

• Bringing in other organizations (e.g. non-profits): they will not have much utility for of-
fering their bandwidth just so that more people visit an economic district, but would have 
increased utility with contributing to the community in developing areas and for reducing 
digital divide.

• Bringing in smart service providers such as smart parking and waste management.

• Effective crowdsourcing and crowdfunding

• Convincing ISPs to allow sharing the broadband connection.

• Convincing businesses to sponsor by presenting how the platform could lead to more cus-
tomers, by allowing them to advertise and do directed marketing by accessing the user 
data, tracking data and analytics on them.

• Convincing smart service providers to sponsor bandwidth in addition to the bandwidth 
they should provide for their IoT devices.

• Convincing users to sponsor bandwidth: the user is expected to share bandwidth to be able 
to utilize the network beyond a cap. This option is effective in a residential community, not 
in a business community where users are mostly visitors.
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In residential areas, a crowdsourcing strategy could be employed for residents to join the 
wireless network and contribute from their broadband connection [3, 15]. The same strategy 
would not work in a business district. Rather, a strategy that increases utility of the band-
width sponsoring businesses and non-profits in the area would be more effective.

2.9. Strategies for platform promotion and positioning

Other strategies include positioning the platform, its launch and promotion. What strategy 
should the municipality follow while helping community mesh wireless and rolling the smart 
city services on this network, and meanwhile encouraging private investment? Municipality 
and communities must appreciate the value of commercial investment in the city, should stay 
away from any policy or strategy that will deter them. The platform should not be positioned 
to compete against commercial wireless services and substitutable offerings. It should not 
be about being a winner in the market. Rather, it should be for serving a real need in the 
community for a specific purpose and to fill the gap from commercial providers. All policies 
and strategies should be compliant with these principals, that is, keeping the availability of 
substitutable and commercial offerings. Otherwise, the platform could deter private invest-
ment. Additionally, the city may run into legal issues as happened in earlier attempts [2]. 
Policies and strategies should encourage broadband modernization by private industry both 
in wireline (fiber) and wireless (5G). On the other hand, community and municipality could 
try to convince the local incumbent ISPs to lower prices and alter terms of service agreements 
as this happens with community networks by grassroots groups [1]. In our opinion, this plat-
form should not be positioned as an alternative to conventional ISPs in the last mile, rather a 
balance should be preserved so that commercial ISPs still find interest and profit in the com-
munity. As an example for not competing against substitutable offerings, the bandwidth in 
the community wireless network should be limited to basic use so that commercial providers 
still find interest in providing better quality services for fee.

3. Intelligence framework

One important question is how much would be the total cost of building and operating such 
a platform. Another question is how to measure the benefits and drawbacks to estimate the 
returns on investment over a period. Another question is how to model risks and mitigation 
plans for the success. One objective of this paper is to examine relevant dynamics in estimating 
the total cost of these platforms and develop a model for estimating the cost under various condi-
tions and scenarios. Another objective is to examine relevant dynamics in estimating the benefits, 
drawbacks and risks and develop models for measuring them. We address these objectives by 
using an intelligence framework.

In our earlier work [11], we used an intelligence framework for analyzing platforms in gen-
eral. We will use the same intelligence framework for analyzing the smart community wire-
less platform with some additional analysis and decision making techniques. Our framework 
incorporates developing system dynamics (SD) models together with use of economical, sta-
tistical and machine learning models. SD modeling and statistical methods have been used for 
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analyzing municipal wireless networks in earlier work [2, 6, 7]. SD modeling in general is used 
for understanding and analyzing business and management related issues such as estimat-
ing cost, benefits and return on investment, and risk analysis. To estimate the total cost over 
a period, simulation is a powerful tool to try out different scenarios. When detailed statistical 
analysis could not be done due to shortage of data and exact understanding of how the system 
works, SD models involving hypothesized assumptions can be valuable tools to demonstrate 
expected impact of various business decisions when there are feedback relationships among 
the involved dynamics. With SD model, one can also model the network effects among dif-
ferent sides of the platform and model how the economical utilities due to network effects 
behave. In our intelligence framework, estimation is done by building SD models together 
with economical, statistical and machine learning models, running simulations and perform-
ing sensitivity analysis. Qualitative SD approach improves system understanding and predic-
tion for various scenarios, even in the absence of quantitative data. This framework has been 
used in [11–14].

Three are many variables used in the intelligence framework. For the cost and benefit mod-
els we develop in this paper, we describe the dynamics and their relevant variables in later 
sections. Application of this framework into various problem domains requires utilizing 
additional analysis and decision making techniques and approaches. The problem domain 
of community wireless network design requires us to further employ the following tools and 
methods into our intelligence framework:

1. The use of GIS data and mapping techniques for asset mapping and geographic area char-
acterizations while planning and designing the wireless network.

2. The use of network design simulators to estimate needed bandwidth based on expected 
number of users, expected applications and their QoS requirements like the response time, 
and for simulating the impact of content caching, location tracking, IoT traffic.

3. The use of tools and models for wireless network security analysis and assessment.

In this section, we will outline how GIS mapping and network simulation exercises would be 
used in the wireless network design which correspond to the first two items above. Security 
analysis and assessment related data will not be discussed.

3.1. GIS data and techniques

As the platform relies on community sponsors, all potential assets should be identified and 
mapped using GIS tools. The assets include bandwidth sponsors such as businesses, hospitals, 
community based organizations, libraries, schools, religious organizations. These should be 
reached to find out if they would like to participate in the platform as bandwidth sponsors. 
They could be classified into three groups like large, medium and small bandwidth providers 
and mapped in different colors in GIS.

The assets also include the city light posts, buildings, municipal facilities and other physical 
infrastructure for attaching the equipment. Physical characteristics such as terrain, elevation 
and alternate infrastructure should be taken into consideration in the design as well as trees 
and buildings that may be barriers to line of sight between the access points.
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Given the size of the area, expected population to use the wireless service, expected usage 
patterns, the bandwidth requirements of different sections in the area could be estimated 
and marked in GIS in different colors. Based on needed bandwidth in different sections, how 
many root access points and where to place them could be designed. In general, root access 
points should be positioned close to large bandwidth sponsors. After placing the root access 
points, other equipment mainly the mesh access points are placed in GIS. This is done based 
on assumed range of the mesh access routers and recommended number of mesh access 
points per root access point. The distance between the nodes might vary based on the distrac-
tions in line of sight between nodes. It would be helpful to draw circles around the nodes for 
representing their coverage.

This exercise helps with estimating the number of root access points and mesh access points. 
It shows in GIS where enough bandwidth is being sponsored and where additional band-
width is to be purchased. It helps with estimating how much bandwidth is to be purchased. 
Additionally, it shows which sections of the area are well covered and which sections do not 
have enough wireless coverage.

This GIS mapping exercise addresses the usage by users only. The same exercise should be 
carried out with smart service providers for their IoT devices.

3.2. Network simulation

The network simulation exercise is to help with planning, logical designing, optimizing and rec-
onciling the community wireless network design. The planning phase helps with developing an 
estimation for usage patterns and network traffic categorization. This exercise is done under the 
assumptions of the objectives of the community and together with the GIS mapping exercise.

The logical design phase is about creating a logical design that represents the basic building 
blocks and the structure of the network. This high-level design considers options for how and 
where to connect the wireless network to the Internet. This is done also together with the GIS 
mapping exercise. The high-level topology of the network is logically designed for further 
simulation purposes. A hierarchical model having core, distribution and access layers is com-
mon for the high-level topology. The core layer abstracts the wireline infrastructure including 
backhaul nodes, fixed routers, cabling and dedicated Internet connections. The distribution 
layer contains the root access points. The access layer contains the mesh access points and the 
user devices. The logical design is used in simulations to estimate QoS performance and avail-
ability measures. This function is complex and requires building network simulation models 
and running them to compare wireless network and infrastructure performance. However, 
traffic simulation is worth the effort as it can result in tangible benefits such as studying the 
need for content caching in the community network to reduce traffic to/from the Internet, esti-
mating the impact of network security features, and modeling the impact of different wireless 
network policies.

The reconciling phase brings together the simulation results against the objectives and cost 
constraints. This help the platform providers to re-evaluate the objectives and assumptions 
on the platform, to re-think about the hypothesis and to more clearly see the inefficiencies or 
flaws in initial estimations.
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This network simulation exercise addresses the usage by users only. The same exercise should 
be carried out with smart service providers for their IoT devices.

4. Developing models for cost estimation

In this section, we focus on SD models for estimating the initial and maintenance costs.

4.1. Methodology for developing cost models

We suggest a methodology for developing cost models. The methodology suggests:

1. Work out the characteristics of various cost related dynamics which will be needed in 
simulation and decision making. These dynamics should be elaborated for a specific com-
munity platform through the activities of needs assessment, resources analysis, partner-
ship analysis, asset mapping, network/security/operations planning, policy development. 
These are done best by the community itself, as the community leaders, volunteers, stake-
holders are most aware of the needs, resources and capabilities.

2. Once conceptual dynamics are characterized and cost related variables in those dynamics 
are identified, these dynamics are incorporated into SD models for estimating the cost. 
Characterization of several dynamics including financial resources, policies, strategies and 
utilities are outlined in earlier sections. We will characterize additional dynamics together 
with cost related variables in the subsequent sections.

3. With data collected during planning, development and operational phases of the wireless 
platform, build and fine tune the statistical, economical and machine learning models, 
integrate them with SD models, validate and fine tune the SD models.

In this paper, we will apply the first two steps above.

4.2. Community characteristics

The exercise for characterizing the community should yield values for the following:

• How big the community and how many different potential service areas exist

• How much volunteering from community: How big the volunteer groups (for setup, for 
maintenance activities, for security and customer service requests)

• The amount of community help for finding grants, needs assessments, publicity and pro-
motion, setup and installation, integration

• How successful the crowdsourcing could potentially be in the community

• Community effectiveness for implementing the strategies for bringing in bandwidth spon-
sors and smart service providers

• Community help for finding sponsorship and its effectiveness for convincing partners
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• Availability of technical skills in the community

• Community effectiveness for developing technical solutions for the wireless network

4.3. Service area characteristics

A community is part of the city like a neighborhood. A service area is an area/district within a 
community. Our assumption is that there could be multiple service areas within a community 
and each service area could be different. For example, one service area could be a business 
district with economic development objective, whereas another one could be a residential dis-
trict with objective of reducing the digital divide. Where the community has different service 
areas with different characteristics, it makes sense to characterize service areas separately. A 
community wireless platform becomes the union of possibly several wireless networks in dif-
ferent service areas with different dynamics.

The exercise for characterizing the service area should yield values for the following:

Demographics related: Population move in, move out and growth rates. Population during 
day, night. Resident population, visitor population.

Businesses related: Number of businesses willing to share bandwidth and how much band-
width they will share. Social responsibility awareness scale of businesses in the area.

Substitutable offerings related: Availability and quality of cellular services and hotspots.

Setup related: Size of the area. Availability of city light posts, buildings, municipal facilities 
and other physical infrastructure for attaching the equipment. Existing IT and networking 
infrastructure like fiber, municipal IT resources, smart service provider resources. Other geo-
graphic and dwelling factors (building, roads, rights of ways) that will impact the setup.

Attractiveness related: Service area attractiveness for grants, sponsorships, donations. 
Attractiveness for the visitors including shops, places, accommodations. Social initiatives and 
public services that will impact attractiveness.

Usage related: Projected initial usage characteristics and demand: How many residents will 
use the system? How many visitors will use the system? What percentage of users use how 
many times, when and how long? What types of digital activities do community members 
often perform on wireless network? Peak hour characteristics of the usage? What smart ser-
vices are available in the platform?

4.4. Municipality characteristics

The exercise for characterizing the municipality should provide values for the following:

• The extend of municipality help with allowing to use traffic lights, light posts, municipal 
buildings in the community. IT infrastructure elements such as cache servers the munici-
pality could provide to the community.

Recent Trends in Computational Science and Engineering110

• Municipality help with grant finding and preparing applications to grants

• Municipality help with launch, publicity and promotion

• Municipality help with network design, setup, installation and integration

• Municipality help with ongoing operations: help with security admin

• Municipality help with training people maintaining the network and the volunteers

4.5. Wireless network and infrastructure characteristics

The exercise for characterizing the wireless network and infrastructure should provide values 
for the following:

• Characterization of the wireless mesh network: total available bandwidth, overall through-
put, latency averaged over all APs based on the design of the mesh network. Availability 
and reliability of the network. Overall security score of the network. The number of APs in 
the mesh. How many users can be supported at maximum.

• Characterization of the wireline network: similar to that of the wireless mesh network.

• Characterization of the computing and storage infrastructures: latency and throughput for 
typical use case transactions. Number of transactions per second per use case.

4.6. Online services and applications characteristics

The number, availability and quality of services in the area increase the utility for users and 
sponsors. We characterize the services in terms of their availability and quality, and band-
width demands. These are needed for estimating:

1. Projected application and bandwidth characteristics

2. Attractiveness of the service area to visitors

The exercise for characterizing online services and applications should provide values for:

What services offered to users: Online services from the municipality offered in the service 
area (for safety, security, municipal services). Services provided by smart service providers. 
Location-based services using wireless network and IoT beacons for coupons and loyalty pro-
grams in business districts. Community online services such as community social network, 
community cloud. Community virtual visitor app that highlights locations, attractions, points 
of interest, events, local deals.

Availability and quality of the services: Estimated initial values for these and real moni-
tored/observed values when the services are operational.

Bandwidth demand: Expected number of users for offered services in the area, initially 
estimated but later monitored. How much data traffic is generated within the wireless net-
work. How much traffic is to be transmitted outside of wireless network without using the 
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• Availability of technical skills in the community

• Community effectiveness for developing technical solutions for the wireless network
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and each service area could be different. For example, one service area could be a business 
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trict with objective of reducing the digital divide. Where the community has different service 
areas with different characteristics, it makes sense to characterize service areas separately. A 
community wireless platform becomes the union of possibly several wireless networks in dif-
ferent service areas with different dynamics.

The exercise for characterizing the service area should yield values for the following:

Demographics related: Population move in, move out and growth rates. Population during 
day, night. Resident population, visitor population.

Businesses related: Number of businesses willing to share bandwidth and how much band-
width they will share. Social responsibility awareness scale of businesses in the area.

Substitutable offerings related: Availability and quality of cellular services and hotspots.

Setup related: Size of the area. Availability of city light posts, buildings, municipal facilities 
and other physical infrastructure for attaching the equipment. Existing IT and networking 
infrastructure like fiber, municipal IT resources, smart service provider resources. Other geo-
graphic and dwelling factors (building, roads, rights of ways) that will impact the setup.

Attractiveness related: Service area attractiveness for grants, sponsorships, donations. 
Attractiveness for the visitors including shops, places, accommodations. Social initiatives and 
public services that will impact attractiveness.

Usage related: Projected initial usage characteristics and demand: How many residents will 
use the system? How many visitors will use the system? What percentage of users use how 
many times, when and how long? What types of digital activities do community members 
often perform on wireless network? Peak hour characteristics of the usage? What smart ser-
vices are available in the platform?

4.4. Municipality characteristics

The exercise for characterizing the municipality should provide values for the following:

• The extend of municipality help with allowing to use traffic lights, light posts, municipal 
buildings in the community. IT infrastructure elements such as cache servers the munici-
pality could provide to the community.
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• Municipality help with grant finding and preparing applications to grants

• Municipality help with launch, publicity and promotion

• Municipality help with network design, setup, installation and integration

• Municipality help with ongoing operations: help with security admin

• Municipality help with training people maintaining the network and the volunteers

4.5. Wireless network and infrastructure characteristics

The exercise for characterizing the wireless network and infrastructure should provide values 
for the following:

• Characterization of the wireless mesh network: total available bandwidth, overall through-
put, latency averaged over all APs based on the design of the mesh network. Availability 
and reliability of the network. Overall security score of the network. The number of APs in 
the mesh. How many users can be supported at maximum.

• Characterization of the wireline network: similar to that of the wireless mesh network.

• Characterization of the computing and storage infrastructures: latency and throughput for 
typical use case transactions. Number of transactions per second per use case.

4.6. Online services and applications characteristics

The number, availability and quality of services in the area increase the utility for users and 
sponsors. We characterize the services in terms of their availability and quality, and band-
width demands. These are needed for estimating:

1. Projected application and bandwidth characteristics

2. Attractiveness of the service area to visitors

The exercise for characterizing online services and applications should provide values for:

What services offered to users: Online services from the municipality offered in the service 
area (for safety, security, municipal services). Services provided by smart service providers. 
Location-based services using wireless network and IoT beacons for coupons and loyalty pro-
grams in business districts. Community online services such as community social network, 
community cloud. Community virtual visitor app that highlights locations, attractions, points 
of interest, events, local deals.

Availability and quality of the services: Estimated initial values for these and real moni-
tored/observed values when the services are operational.

Bandwidth demand: Expected number of users for offered services in the area, initially 
estimated but later monitored. How much data traffic is generated within the wireless net-
work. How much traffic is to be transmitted outside of wireless network without using the 
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Internet but using network infrastructures supplied by municipality or other smart service 
providers. How much traffic will be transmitted to the Internet. For example, security cam-
eras feed data traffic into wireless network and wireline infrastructure. This data mostly 
remains within the network and not need to go to the Internet or other networks. On the 
other hand, vehicle traffic monitoring cameras feed data into wireless network and this 
data may go to other networks over infrastructure and streamed to the Internet possibly via 
separate ISP connections.

4.7. Smart service providers characteristics

Smart service providers place sensors and other devices into the wireless network. They use 
these devices for their own purposes and they also offer smart applications (e.g. waste moni-
toring). One characterization is to figure out the amount of data traffic their devices will gen-
erate within the wireless network: the traffic transmitted over the networking infrastructure 
till the data reach the local infrastructure of the smart service provider and/or used by the 
users on the platform, or reaches the private network connection of the smart service pro-
vider. The amount of Internet traffic used by their devices.

Another characterization is for finding out the amount of bandwidth they will sponsor. 
This amount should be equal or higher than the bandwidth generated by their devices 
and users. There are two types of bandwidth they need to sponsor: one for the wireless 
network and the infrastructure for data to remain in the network, and the other one for 
the Internet. For the infrastructure, the smart service provider should contribute APs into 
the mesh network. For the internet, the smart service provider should sponsor at least 
enough bandwidth for their own Internet traffic. Smart service provider may have dedi-
cated connection from the wireless network to their data centers for transmitting IoT data. 
It is assumed that the smart service providers have their own Internet connectivity from 
their data centers.

4.8. Quality and attractiveness of wireless network characteristics

Initial attractiveness of the wireless network mostly depends on service launch strategy. 
Ongoing attractiveness depends on:

• How municipality and community promote and advertise the network

• How they incentivize the citizens to use the network

• The quality of the wireless service with respect to QoS (availability, bandwidth for each 
Wi-Fi interface, throughput, latency)

• Availability and quality of substitutable offerings such as hotspots and cellular services

• Quality of customer service for security and other usage tickets

• How the network evolves in response to changing usage characteristics: an analytic road-
map is needed to monitor the patterns and re-engineer the network accordingly.
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5. SD models for cost estimation

In this section, we develop SD models taking into consideration the cost related dynamics 
and variables. We consider a service area with economic development objectives in a business 
district. Since our focus in this SD model is economic development for a business district, the 
model we present may not apply directly for residential areas.

5.1. Initial setup cost estimation

Figure 2 shows a simple linear SD model with no feedback loop for initial cost estimation for 
a single service area. It is simple and linear as there is no economic utility to calculate nor any 
network effect to incorporate.

Cost variables include: Needs assessment fixed cost, Cost of needs assessment, Grant applica-
tion fixed cost, Cost of grant application, Net from the grants, Raising donations fixed cost, 
Cost of raising donations, Net from donations, Sponsorship raising fixed cost, Cost of raising 
sponsorship, Cost of launch, publicity and advertisement, Network design cost, Equipment 
and software cost, Setup and installation cost, Integration cost.

Figure 2. SD model for initial setup cost.
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Using this model, total cost and total deductions are easily calculated. Percentages of each 
cost item with respect to total cost are calculated. The budget can be compared to the final 
cost. The net present values can be easily calculated with proper formulation.

Initial demand is estimated in the model which is characterized by:

1. Projected initial total traffic

2. Projected initial traffic to wireless network, the underlying wireline network and the IT 
infrastructure

3. Projected initial traffic to the Internet

4. Projected initial bandwidth sharing (sponsored by the sponsors): This value is provided 
as an estimate into the model. This value is estimated from service area characteristics in a 
separate SD model and fed into this model as a variable.

5. Projected initial bandwidth to be purchased from ISP

Economic development opportunity variable was not included in the characterization since 
it is not applicable for all service areas, but applicable to service areas with business devel-
opment objectives such as business districts. It indicates how much economic development 
opportunity exists in the service area and is one of the variables used to determine the size 
and coverage of the wireless network. If there is not much opportunity, then no big invest-
ment will flow into the network and therefore no big wireless network.

Although initial setup cost estimation could be done with a simple spreadsheet model, SD 
modeling is still useful for visualizing different cost components and how they are related. It 
is also helpful to run sensitivity analysis on how different scenarios impact the cost and for 
estimating the cost spanning over the duration of the setup of the wireless network. Sensitivity 
analysis could estimate the total cost along with other variables in different scenarios with dif-
ferent size of the service area, amounts of community volunteering, municipality help, grants, 
involvement and sponsorship from businesses, and with varying levels of success in crowd-
funding and crowdsourcing, and with varying cost components such as equipment, setup 
cost, consultancy cost. It would be easy to see if the setup cost is within the budget under what 
combinations of other variables. Decision makers could use sensitivity analysis to balance 
various variables to achieve the cost objectives.

5.2. Maintenance cost estimation

Maintenance cost includes ongoing capital expenses and ongoing operational costs. The 
first is due to upgrades in response to increased demand and better understanding of 
usage characteristics. The second one includes costs for bandwidth, electricity, contractors, 
equipment maintenance.

Figure 3 shows an SD model for estimating the total maintenance cost. This model has 
feedback loops and non-linear relations where the advantages of SD can be realized more 
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compared to the model in Figure 2. The model does not show all the variables, rather it 
shows the different characteristics for simplicity. Variables exist within the characteristics in 
the model as per characterizations outlined in earlier sections.

Users in this model are classified into PotentialUsers, Users, Quitters and BlockedUsers. The 
first three are measured as stock variables in the SD model and are related to the adoption of 
the wireless network by users. There will be blocked users and that is expected by design as 
explained earlier. An ongoing evaluation of the performance of the wireless network using 
various measurement tools should help the decision makers if it is up for upgrades.

The number of potential users may change based on demographics, economic, or other fac-
tors as well as consumer behavior. Potential users adopt based on not only the intrinsic utility 
but also on expectation of future utility. Similarly for the churn of existing adopters. Network 
externalities play an important role on the utility in addition to the intrinsic utility from the 
wireless network itself. The utility of the service for the user depends on interconnections 
among the users and utility they receive from the other sides of the platform. Existing users 
may become quitters depending on their patience levels due to low service quality and poor 
customer service. Quitters may become adopters based on the come-back fraction variable 
which is set a value based on the expected future utility.

One important variable is area attractiveness. This depends on many factors. It is one of the 
factors that attracts new users or leads them to Quitters stock. It is influenced by the num-
ber of users. So, there are positive and negative loops between the attractiveness and the 
number of users yielding an s-shaped curve. Area attractiveness has similar relationship with 

Figure 3. SD model for maintenance and operation cost.
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Using this model, total cost and total deductions are easily calculated. Percentages of each 
cost item with respect to total cost are calculated. The budget can be compared to the final 
cost. The net present values can be easily calculated with proper formulation.

Initial demand is estimated in the model which is characterized by:
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3. Projected initial traffic to the Internet
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it is not applicable for all service areas, but applicable to service areas with business devel-
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involvement and sponsorship from businesses, and with varying levels of success in crowd-
funding and crowdsourcing, and with varying cost components such as equipment, setup 
cost, consultancy cost. It would be easy to see if the setup cost is within the budget under what 
combinations of other variables. Decision makers could use sensitivity analysis to balance 
various variables to achieve the cost objectives.

5.2. Maintenance cost estimation

Maintenance cost includes ongoing capital expenses and ongoing operational costs. The 
first is due to upgrades in response to increased demand and better understanding of 
usage characteristics. The second one includes costs for bandwidth, electricity, contractors, 
equipment maintenance.

Figure 3 shows an SD model for estimating the total maintenance cost. This model has 
feedback loops and non-linear relations where the advantages of SD can be realized more 
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compared to the model in Figure 2. The model does not show all the variables, rather it 
shows the different characteristics for simplicity. Variables exist within the characteristics in 
the model as per characterizations outlined in earlier sections.

Users in this model are classified into PotentialUsers, Users, Quitters and BlockedUsers. The 
first three are measured as stock variables in the SD model and are related to the adoption of 
the wireless network by users. There will be blocked users and that is expected by design as 
explained earlier. An ongoing evaluation of the performance of the wireless network using 
various measurement tools should help the decision makers if it is up for upgrades.

The number of potential users may change based on demographics, economic, or other fac-
tors as well as consumer behavior. Potential users adopt based on not only the intrinsic utility 
but also on expectation of future utility. Similarly for the churn of existing adopters. Network 
externalities play an important role on the utility in addition to the intrinsic utility from the 
wireless network itself. The utility of the service for the user depends on interconnections 
among the users and utility they receive from the other sides of the platform. Existing users 
may become quitters depending on their patience levels due to low service quality and poor 
customer service. Quitters may become adopters based on the come-back fraction variable 
which is set a value based on the expected future utility.

One important variable is area attractiveness. This depends on many factors. It is one of the 
factors that attracts new users or leads them to Quitters stock. It is influenced by the num-
ber of users. So, there are positive and negative loops between the attractiveness and the 
number of users yielding an s-shaped curve. Area attractiveness has similar relationship with 

Figure 3. SD model for maintenance and operation cost.
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 bandwidth sponsoring, yielding again s-shaped curve. The model does not show a stock vari-
able for area attractiveness. It is retrieved from the Service area characteristics variable. A 
separate SD model measures the area attractiveness as a stock variable.

Utilities for being on platform has a separate economic utility variable for each side of the 
platform, that is, for users, bandwidth sponsors and smart service providers. Strategies 
for platfom sides includes assigned values for the effectiveness of considered strategies for 
increasing the utilities of platform sides. Sponsored bandwidth is an aggregation of all spon-
sored bandwidth from any side on the platform including users, businesses and smart service 
providers as they all could sponsor bandwidth. For business districts, the model assumes 
more bandwidth sharing by the local businesses.

Ongoing Demand Characteristics for this model includes total demand by users, bandwidth 
per user, demand for other smart service providers, bandwidth by IoT devices and wireless 
sensor networks, fraction of bandwidth from smart service providers to the Internet, total 
bandwidth in network, total bandwidth to the Internet, bandwidth to buy from ISPs. The 
amount of bandwidth sharing is to be calculated over the given period, e.g. 4 years. With this 
model, total cost for a unit period, e.g. each month, is estimated over a duration, e.g. 4 years. 
SD is good for this type of calculations for the reasons mentioned earlier.

Ongoing capital expenses in the total maintenance cost are the cost of needed upgrades and 
expansions to the wireless network and infrastructure. This cost is calculated similarly to cal-
culating the cost of infrastructure in the linear Initial Setup Cost model in Figure 2.

Ongoing operational costs in the total maintenance cost include:

1. Cost of Customer Service: this relates to customer service effectiveness, mainly the cost of 
part-time admins and customer service representatives.

2. Cost of Bandwidth to Buy From ISPs: this is related to the difference between the spon-
sored bandwidth and the total bandwidth demand to the Internet over the period.

3. Electricity Cost: this is for all APs, nodes, servers and other equipment from Wireless Net-
work Characteristics and Infrastructure Characteristics.

4. Device Maintenance Cost: this includes replacing and repairing the APs and other equip-
ment subject to the availability of the devices, networks and infrastructures (but not in-
cluding the IoT devices and sensor networks of smart service providers).

5.3. Different scenarios for cost

The model can be run for simulating different scenarios. With simulations and sensitivity 
analysis, this model could be a powerful tool to answer many questions. Not just estimations 
of various cost components, but also relations among other variables can be analyzed. Some 
questions to answer using this model include:

• How many users use the system and how that number changes over time. Similarly for 
blocked users and for uses who quit due to dissatisfaction.
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• Can the network provide QoS (enough bandwidth) for different usage patterns?

• How the municipality role impacts the success with respect to achieving the number of us-
ers and keeping the cost within the budget.

• How the rollout strategy impacts the user adoption.

• How the maintenance and management policy impacts the user adoption.

• Is the maintenance cost within the budget?

• How much grant is needed?

• How much bandwidth from sponsors is needed?

• How different strategies for incentivizing different sides of the platform affect the cost.

• How different strategies for incentivizing the sponsors work?

• How the network effects are?

• How the utilities change with different strategies, with different numbers of users and blocked 
users, with different levels of customer service and quality of the wireless network. How all 
values change in response to service area characteristics particularly its attractiveness.

Various scenarios can be analyzed by sensitivity analysis. Different triggers may be pro-
grammed for different variables at certain intervals to see how the cost fluctuates over a 
period. Different statistical distributions may be used over time for different cost items and 
for the characterization of community, service area and municipality.

6. Developing models for estimating benefits, drawbacks and risks

A smart community wireless platform offers benefits to the platform sides. Every such platform 
is unique and offers unique benefits to the platform sides. Different platforms would be built 
with different objectives by different communities. The success of the platform is evaluated 
with respect to the objectives of the platform.

An exercise to be done early in the planning phase is to identify the objectives of the platform. 
However, there are challenges in doing so: What the objectives should be? What benefits are 
sought? What beneficiaries are considered? Some benefits to one side may not be as beneficial 
to another side. There could be conflicting interests from different platform sides and there-
fore network effects may not be all positive. There could be even conflicting interests within 
the same platform side, for example residential users vs. visitors, retail businesses vs. oth-
ers, commercial smart service providers (waste management) vs. municipality smart services 
(smart parking).

There are also challenges with measuring the benefits: Some benefits are tangible, some are 
not. Some are short term, some are long term. Some are direct, some are indirect. Some will 
influence other benefits in positive way, some will do in negative way. What are the conceived 
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 bandwidth sponsoring, yielding again s-shaped curve. The model does not show a stock vari-
able for area attractiveness. It is retrieved from the Service area characteristics variable. A 
separate SD model measures the area attractiveness as a stock variable.

Utilities for being on platform has a separate economic utility variable for each side of the 
platform, that is, for users, bandwidth sponsors and smart service providers. Strategies 
for platfom sides includes assigned values for the effectiveness of considered strategies for 
increasing the utilities of platform sides. Sponsored bandwidth is an aggregation of all spon-
sored bandwidth from any side on the platform including users, businesses and smart service 
providers as they all could sponsor bandwidth. For business districts, the model assumes 
more bandwidth sharing by the local businesses.

Ongoing Demand Characteristics for this model includes total demand by users, bandwidth 
per user, demand for other smart service providers, bandwidth by IoT devices and wireless 
sensor networks, fraction of bandwidth from smart service providers to the Internet, total 
bandwidth in network, total bandwidth to the Internet, bandwidth to buy from ISPs. The 
amount of bandwidth sharing is to be calculated over the given period, e.g. 4 years. With this 
model, total cost for a unit period, e.g. each month, is estimated over a duration, e.g. 4 years. 
SD is good for this type of calculations for the reasons mentioned earlier.

Ongoing capital expenses in the total maintenance cost are the cost of needed upgrades and 
expansions to the wireless network and infrastructure. This cost is calculated similarly to cal-
culating the cost of infrastructure in the linear Initial Setup Cost model in Figure 2.

Ongoing operational costs in the total maintenance cost include:

1. Cost of Customer Service: this relates to customer service effectiveness, mainly the cost of 
part-time admins and customer service representatives.

2. Cost of Bandwidth to Buy From ISPs: this is related to the difference between the spon-
sored bandwidth and the total bandwidth demand to the Internet over the period.

3. Electricity Cost: this is for all APs, nodes, servers and other equipment from Wireless Net-
work Characteristics and Infrastructure Characteristics.

4. Device Maintenance Cost: this includes replacing and repairing the APs and other equip-
ment subject to the availability of the devices, networks and infrastructures (but not in-
cluding the IoT devices and sensor networks of smart service providers).

5.3. Different scenarios for cost

The model can be run for simulating different scenarios. With simulations and sensitivity 
analysis, this model could be a powerful tool to answer many questions. Not just estimations 
of various cost components, but also relations among other variables can be analyzed. Some 
questions to answer using this model include:

• How many users use the system and how that number changes over time. Similarly for 
blocked users and for uses who quit due to dissatisfaction.
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• Can the network provide QoS (enough bandwidth) for different usage patterns?

• How the municipality role impacts the success with respect to achieving the number of us-
ers and keeping the cost within the budget.

• How the rollout strategy impacts the user adoption.

• How the maintenance and management policy impacts the user adoption.

• Is the maintenance cost within the budget?

• How much grant is needed?

• How much bandwidth from sponsors is needed?

• How different strategies for incentivizing different sides of the platform affect the cost.

• How different strategies for incentivizing the sponsors work?

• How the network effects are?

• How the utilities change with different strategies, with different numbers of users and blocked 
users, with different levels of customer service and quality of the wireless network. How all 
values change in response to service area characteristics particularly its attractiveness.

Various scenarios can be analyzed by sensitivity analysis. Different triggers may be pro-
grammed for different variables at certain intervals to see how the cost fluctuates over a 
period. Different statistical distributions may be used over time for different cost items and 
for the characterization of community, service area and municipality.

6. Developing models for estimating benefits, drawbacks and risks

A smart community wireless platform offers benefits to the platform sides. Every such platform 
is unique and offers unique benefits to the platform sides. Different platforms would be built 
with different objectives by different communities. The success of the platform is evaluated 
with respect to the objectives of the platform.

An exercise to be done early in the planning phase is to identify the objectives of the platform. 
However, there are challenges in doing so: What the objectives should be? What benefits are 
sought? What beneficiaries are considered? Some benefits to one side may not be as beneficial 
to another side. There could be conflicting interests from different platform sides and there-
fore network effects may not be all positive. There could be even conflicting interests within 
the same platform side, for example residential users vs. visitors, retail businesses vs. oth-
ers, commercial smart service providers (waste management) vs. municipality smart services 
(smart parking).

There are also challenges with measuring the benefits: Some benefits are tangible, some are 
not. Some are short term, some are long term. Some are direct, some are indirect. Some will 
influence other benefits in positive way, some will do in negative way. What are the conceived 
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benefits? How to measure if the platform provides the conceived benefits? How to define the 
success of the platform and how to measure the success? What are the risks for the success 
and how to mitigate them? How policies and strategies are related to the success? What are 
the drawbacks and how to limit them? How do the drawbacks, the risks, the policies and 
strategies, the mitigation plans impact the success?

To address these issues, we propose a methodology for developing models to be used for 
estimating and measuring benefits, drawbacks and risks. These models could be used by local 
government officials, communities and local smart service providers in decision making. For 
developing models, we suggest the following methodology:

1. First characterize the objectives, benefits, drawbacks, risks, mitigation plans, policies and 
strategies for a given service area or a community.

2. Based on these characterizations, characterize the service area and the community. Iden-
tify the dynamics involved and variables to be used in estimation.

3. Then follow the same intelligence framework for building models.

4. Use the models for simulations and sensitivity analysis in early decision making.

5. As more insights are obtained and more data is collected, build statistical, economical and ma-
chine learning models, integrate them with the SD models, validate and refine the SD models.

6. Continue simulations and sensitivity analysis using the refined models as they are valu-
able tools in estimating and deciding if the platform would be feasible for a longer term, 
and to apply which policies, strategies and mitigation plans for the success.

We start applying the methodology by characterizing the dynamics in subsections below.

6.1. Characterization of objectives

The common objectives for smart community wireless platforms are (1) offering public safety 
and city services in the community and civic engagement, (2) closing the digital divide, (3) 
convenient services for citizens and users by enhancing digital experience, (4) economic 
development [7]. The characteristics about the objectives should determine what objective(s) 
are most relevant and with what relative weights for the community.

6.2. Characterization of benefits

The platform offers benefits to different sides as we summarize below. The exercise for char-
acterizing the benefits should provide values for the listed benefits below.

6.2.1. Benefits to users

Access to free wireless Internet for citizens: Provides citizens with Wi-Fi experience and loca-
tion-based services. Citizens can access the Internet over their smartphone, tablet, and other 
computing devices when they are in public spaces and on the move. They have access to 
city information and city services anytime. A community app will help improve the digital 
experience of the citizens. They have access to smart services provided by the smart service 
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providers over the platform. The number of smart services matters. The more the number of 
smart services, users are more likely to have higher utility with the platform. However, this 
number by itself is not sufficient to increase the utility of the users, the quality as well as the 
functionalities provided by the smart services are significant factors.

Access to free wireless Internet for visitors: Enhance the visitor’s experience. Community app 
for visitors will enhance their visiting experience, for example, from parking to shopping and 
attractions.

6.2.2. Benefits to bandwidth sponsoring businesses

Will the platform lead to economic growth such as more businesses, revenues, jobs, transac-
tions, wages? Businesses can do better targeted marketing thanks to analytics which would 
yield density/utilization at given time of day or day of week, people flows/footfall, time spent 
in the area, first time versus repeat visitors. Location-based services offer new insights about 
user behavior that can also be leveraged by local businesses/retailers to do better targeted 
offers. Businesses can operate and adjust (hours, number of employees) based on the location 
data. Businesses could take advantage of real-time analytics for prediction of repeat visitors 
as well as new visitors based on similarity, and can customize their marketing strategies. 
Shopping centers can boost footfall by enabling shoppers to stay connected to social networks 
and share their experiences. New startups may appear for example for offering smart services 
over the platform. Innovation is fostered through university collaborations and entrepreneur-
ial engagement over the platform.

If businesses and organizations benefit from the platform, these same businesses may also 
give back. Larger businesses may provide bandwidth and others may act as root access sites 
and/or connection points. With such returns, positive network effects are realized.

6.2.3. Benefits to smart service providers

Smart service providers may benefit by connecting their wireless sensor networks and 
IoT devices with the wireless network. They can offer smart services for the community. 
Municipality is also a smart service provider and may place their IoT devices/networks like 
the commercial ones for smart environment monitoring, smart light and street management, 
weather monitoring, traffic monitoring, smart public safety. Benefits include reduced cost by 
using wireless network for delivering smart services and reducing cost of operations with 
smart technology. For example, a smart service provider would save by having access to 
almost real-time data of its devices. More benefits are realized when these platforms integrate 
to a larger smart city wireless platform [5].

6.2.4. Benefits to community and city

One conceived benefit is a safer community with police, fire, emergency medical response 
teams using the wireless network for safer streets and neighborhoods. This helps with public 
safety, incident response, law enforcement, and keeping stores safe from thieves.

Efficiency is expected to improve in delivering public services with municipality using the 
wireless network for their services and citizens accessing those services. This results in lower 
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benefits? How to measure if the platform provides the conceived benefits? How to define the 
success of the platform and how to measure the success? What are the risks for the success 
and how to mitigate them? How policies and strategies are related to the success? What are 
the drawbacks and how to limit them? How do the drawbacks, the risks, the policies and 
strategies, the mitigation plans impact the success?

To address these issues, we propose a methodology for developing models to be used for 
estimating and measuring benefits, drawbacks and risks. These models could be used by local 
government officials, communities and local smart service providers in decision making. For 
developing models, we suggest the following methodology:

1. First characterize the objectives, benefits, drawbacks, risks, mitigation plans, policies and 
strategies for a given service area or a community.

2. Based on these characterizations, characterize the service area and the community. Iden-
tify the dynamics involved and variables to be used in estimation.

3. Then follow the same intelligence framework for building models.

4. Use the models for simulations and sensitivity analysis in early decision making.

5. As more insights are obtained and more data is collected, build statistical, economical and ma-
chine learning models, integrate them with the SD models, validate and refine the SD models.

6. Continue simulations and sensitivity analysis using the refined models as they are valu-
able tools in estimating and deciding if the platform would be feasible for a longer term, 
and to apply which policies, strategies and mitigation plans for the success.

We start applying the methodology by characterizing the dynamics in subsections below.

6.1. Characterization of objectives

The common objectives for smart community wireless platforms are (1) offering public safety 
and city services in the community and civic engagement, (2) closing the digital divide, (3) 
convenient services for citizens and users by enhancing digital experience, (4) economic 
development [7]. The characteristics about the objectives should determine what objective(s) 
are most relevant and with what relative weights for the community.

6.2. Characterization of benefits

The platform offers benefits to different sides as we summarize below. The exercise for char-
acterizing the benefits should provide values for the listed benefits below.

6.2.1. Benefits to users

Access to free wireless Internet for citizens: Provides citizens with Wi-Fi experience and loca-
tion-based services. Citizens can access the Internet over their smartphone, tablet, and other 
computing devices when they are in public spaces and on the move. They have access to 
city information and city services anytime. A community app will help improve the digital 
experience of the citizens. They have access to smart services provided by the smart service 
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providers over the platform. The number of smart services matters. The more the number of 
smart services, users are more likely to have higher utility with the platform. However, this 
number by itself is not sufficient to increase the utility of the users, the quality as well as the 
functionalities provided by the smart services are significant factors.

Access to free wireless Internet for visitors: Enhance the visitor’s experience. Community app 
for visitors will enhance their visiting experience, for example, from parking to shopping and 
attractions.

6.2.2. Benefits to bandwidth sponsoring businesses

Will the platform lead to economic growth such as more businesses, revenues, jobs, transac-
tions, wages? Businesses can do better targeted marketing thanks to analytics which would 
yield density/utilization at given time of day or day of week, people flows/footfall, time spent 
in the area, first time versus repeat visitors. Location-based services offer new insights about 
user behavior that can also be leveraged by local businesses/retailers to do better targeted 
offers. Businesses can operate and adjust (hours, number of employees) based on the location 
data. Businesses could take advantage of real-time analytics for prediction of repeat visitors 
as well as new visitors based on similarity, and can customize their marketing strategies. 
Shopping centers can boost footfall by enabling shoppers to stay connected to social networks 
and share their experiences. New startups may appear for example for offering smart services 
over the platform. Innovation is fostered through university collaborations and entrepreneur-
ial engagement over the platform.

If businesses and organizations benefit from the platform, these same businesses may also 
give back. Larger businesses may provide bandwidth and others may act as root access sites 
and/or connection points. With such returns, positive network effects are realized.

6.2.3. Benefits to smart service providers

Smart service providers may benefit by connecting their wireless sensor networks and 
IoT devices with the wireless network. They can offer smart services for the community. 
Municipality is also a smart service provider and may place their IoT devices/networks like 
the commercial ones for smart environment monitoring, smart light and street management, 
weather monitoring, traffic monitoring, smart public safety. Benefits include reduced cost by 
using wireless network for delivering smart services and reducing cost of operations with 
smart technology. For example, a smart service provider would save by having access to 
almost real-time data of its devices. More benefits are realized when these platforms integrate 
to a larger smart city wireless platform [5].

6.2.4. Benefits to community and city

One conceived benefit is a safer community with police, fire, emergency medical response 
teams using the wireless network for safer streets and neighborhoods. This helps with public 
safety, incident response, law enforcement, and keeping stores safe from thieves.

Efficiency is expected to improve in delivering public services with municipality using the 
wireless network for their services and citizens accessing those services. This results in lower 
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energy and maintenance costs as well as more revenue from city services for example with 
paid parking. The platform helps the city with better leveraging of existing assets, better traf-
fic management, improved planning, better ROI and greater savings for city reinvestment. 
It helps the community economically by boosting economic growth and city prospects, and 
it may help with innovation. It helps with improved education for closing the digital divide 
and greater citizen compliance. It helps the communities to be greener and elegant with smart 
waste and trash management.

About the benefits listed above, some are measurable such as smart lighting by comparing the 
electricity cost. Others are harder to measure such as benefits of reducing digital divide, and 
are over long term. Some are direct for example bringing in more visitors. Some are indirect 
such as crime rate reduction and increase in quality education which are not just due to the 
existence of the wireless platform but other factors as well.

6.3. Characterization of drawbacks

The platform has some drawbacks. There are inherent difficulties with building the platform 
as well as operating it. The characterization of drawbacks should provide values for them 
which are summarize below.

6.3.1. Harm to private investment

One main positive outcome with this approach is that it does not lead to legality issues. This is 
because the platform is owned and sponsored by the community. In other approaches where 
the municipality owns the network, ISPs can sue cities for creating municipal wide Wi-Fi net-
works because cities would be competing with free market practices. In general, the city cannot 
monetarily benefit from a municipal wireless service in many states. Even with this model, the 
city should be careful in their policies and strategies on supporting the community platforms.

A risk with this model is it may distort the competitive markets and private investors. As 
a result, service providers feel discouraged from entering the market. Another risk is if the 
private investment may not update the cellular infrastructure in the community, but rather 
prioritize other communities that do not have such platform. On the contrary, this platform 
could lead the competing private commercial providers to enhance their services and offer 
higher quality services than the community wireless network and/or reduce their fees. The 
community wireless networks will produce more network traffic to/from the Internet and 
depend on ISPs enhancing their broadband services. When such community platforms are 
integrated to form a city-wide platform, the bigger platform can be used as a tool for bringing 
in more and diverse private investment. This is a subject we elaborate in [5].

6.3.2. Wireless network quality and availability issues

The wireless network and the infrastructures in Figure 1 may not be as high quality as com-
mercial offerings. How about the network problems, for example, access point or network ele-
ment problems? Who will solve them? How about any customer service? Would the network 
be reliable and available and stable to run smart services? The availability of the network and 
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the infrastructure may be less than adequate to run smart services. Similarly, the QoS sup-
ported may not be comparable to commercial wireless services.

Nonetheless, the platform should be positioned to support only non-critical services. Since 
this is a community wireless network, it does not necessarily cater for high performing and 
critical networked applications unless they are needed by the community and the community 
takes charge of supporting them.

As discussed in System Architecture section, the platform offers limited bandwidth for users 
and enforces a cap in total upload/download per period (e.g. day). Also, it enforces a lim-
ited number of connected users at any time. One risk is if it cannot attract enough sponsors 
over time to increase the limits. Another risk is the shortage of private investment to enhance 
the local broadband infrastructure and thereby the community network cannot have enough 
bandwidth to/from the Internet.

6.3.3. Security issues

Various security issues exist for this platform. As an example, hackers can create rogue wire-
less networks to lure the users into their network as opposed to the community wireless 
network. The platform should provide security guidelines for the users, and should monitor 
emergence of such rogue networks.

6.3.4. Drawbacks to the community

The sought benefits of the platform for the community may not be realized. Rather to the 
contrary, some drawbacks may appear. As an example, we can mention disruption to conven-
tional way of life and businesses. This is due to embracing an all-digital life and isolating our-
selves from traditional human interactions. Another drawback is increasing the digital divide. 
This happens when the platform becomes a playground for tech savvy but leave behind the 
other interest groups which are not very tech savvy [4].

6.3.5. Drawbacks to users

One drawback to the users with this platform is the privacy. Users give up on their privacy 
in return to getting free wireless service. Other drawbacks include limited bandwidth, low 
quality and security issues in the wireless network during use. Another drawback is the limit 
in total supported users at a time, which could block some users. Offering less than adequate 
customer service is another drawback.

6.3.6. Management issues

This platform relies on joint efforts from the municipality and the community. What hap-
pens when the community disagrees on the objectives and policies. There could be conflicting 
interests within the community about the objectives of the wireless platform. Policies are hard 
to agree upon and implement. Voluntary nature of most tasks may lead to slow progress on 
the development and inefficiency on the operations.
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energy and maintenance costs as well as more revenue from city services for example with 
paid parking. The platform helps the city with better leveraging of existing assets, better traf-
fic management, improved planning, better ROI and greater savings for city reinvestment. 
It helps the community economically by boosting economic growth and city prospects, and 
it may help with innovation. It helps with improved education for closing the digital divide 
and greater citizen compliance. It helps the communities to be greener and elegant with smart 
waste and trash management.

About the benefits listed above, some are measurable such as smart lighting by comparing the 
electricity cost. Others are harder to measure such as benefits of reducing digital divide, and 
are over long term. Some are direct for example bringing in more visitors. Some are indirect 
such as crime rate reduction and increase in quality education which are not just due to the 
existence of the wireless platform but other factors as well.

6.3. Characterization of drawbacks

The platform has some drawbacks. There are inherent difficulties with building the platform 
as well as operating it. The characterization of drawbacks should provide values for them 
which are summarize below.

6.3.1. Harm to private investment

One main positive outcome with this approach is that it does not lead to legality issues. This is 
because the platform is owned and sponsored by the community. In other approaches where 
the municipality owns the network, ISPs can sue cities for creating municipal wide Wi-Fi net-
works because cities would be competing with free market practices. In general, the city cannot 
monetarily benefit from a municipal wireless service in many states. Even with this model, the 
city should be careful in their policies and strategies on supporting the community platforms.

A risk with this model is it may distort the competitive markets and private investors. As 
a result, service providers feel discouraged from entering the market. Another risk is if the 
private investment may not update the cellular infrastructure in the community, but rather 
prioritize other communities that do not have such platform. On the contrary, this platform 
could lead the competing private commercial providers to enhance their services and offer 
higher quality services than the community wireless network and/or reduce their fees. The 
community wireless networks will produce more network traffic to/from the Internet and 
depend on ISPs enhancing their broadband services. When such community platforms are 
integrated to form a city-wide platform, the bigger platform can be used as a tool for bringing 
in more and diverse private investment. This is a subject we elaborate in [5].

6.3.2. Wireless network quality and availability issues

The wireless network and the infrastructures in Figure 1 may not be as high quality as com-
mercial offerings. How about the network problems, for example, access point or network ele-
ment problems? Who will solve them? How about any customer service? Would the network 
be reliable and available and stable to run smart services? The availability of the network and 
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the infrastructure may be less than adequate to run smart services. Similarly, the QoS sup-
ported may not be comparable to commercial wireless services.

Nonetheless, the platform should be positioned to support only non-critical services. Since 
this is a community wireless network, it does not necessarily cater for high performing and 
critical networked applications unless they are needed by the community and the community 
takes charge of supporting them.

As discussed in System Architecture section, the platform offers limited bandwidth for users 
and enforces a cap in total upload/download per period (e.g. day). Also, it enforces a lim-
ited number of connected users at any time. One risk is if it cannot attract enough sponsors 
over time to increase the limits. Another risk is the shortage of private investment to enhance 
the local broadband infrastructure and thereby the community network cannot have enough 
bandwidth to/from the Internet.

6.3.3. Security issues

Various security issues exist for this platform. As an example, hackers can create rogue wire-
less networks to lure the users into their network as opposed to the community wireless 
network. The platform should provide security guidelines for the users, and should monitor 
emergence of such rogue networks.
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The sought benefits of the platform for the community may not be realized. Rather to the 
contrary, some drawbacks may appear. As an example, we can mention disruption to conven-
tional way of life and businesses. This is due to embracing an all-digital life and isolating our-
selves from traditional human interactions. Another drawback is increasing the digital divide. 
This happens when the platform becomes a playground for tech savvy but leave behind the 
other interest groups which are not very tech savvy [4].

6.3.5. Drawbacks to users

One drawback to the users with this platform is the privacy. Users give up on their privacy 
in return to getting free wireless service. Other drawbacks include limited bandwidth, low 
quality and security issues in the wireless network during use. Another drawback is the limit 
in total supported users at a time, which could block some users. Offering less than adequate 
customer service is another drawback.
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This platform relies on joint efforts from the municipality and the community. What hap-
pens when the community disagrees on the objectives and policies. There could be conflicting 
interests within the community about the objectives of the wireless platform. Policies are hard 
to agree upon and implement. Voluntary nature of most tasks may lead to slow progress on 
the development and inefficiency on the operations.
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6.3.7. Financial issues

This platform relies on various funding sources. If funding cannot be granted, the platform 
may degrade and may not serve its objectives and may be abandoned by the sides, and even-
tually by the sponsors. This would result in a failed project and wasted resources.

6.4. Characterization of risks

The community decides on what level of risks to accept and what mitigation plans to consider 
and strategize. Most drawbacks outlined in the Characterization of Drawbacks section are 
risks that need to be managed. We can categorize types of risks as follows:

1. Risks of hitting the drawbacks above

2. Risks with the development of the platform

a. Risk not getting enough help from the municipality

b. Risk of political change in the city, disagreements between the municipality and the 
community

c. Risk of project falling apart due to management and policy reasons, conflicting interests 
within community

d. Slow progress due to bureaucracy and volunteering

3. Risks during operations

a. Quality issues not handled

b. Sides losing interest

c. Not enough benefits realized

d. Community not becoming part of smart city wireless platform [5].

4. Risk of pushing out private investment

The exercise for characterizing the risk should provide values for the levels of risks.

One risk is when the community does not get enough help from the municipality as the plat-
form relies on municipality for various help including help with funding resources. Another 
risk is if the perception changes with political change by a new city administration and if the 
new administration does not consider the community platforms a priority. This will leave com-
munities without help from the municipality. Another risk is that the progress may be slowed 
by political maneuvering and complex coordination processes. Another risk is conflicting 
views between municipality and the community. This relates to defining roles and the opera-
tional policy for preventing conflict between community and municipality. Conflict may lead 
to a risk of community not being part of the bigger smart city wireless platform or leaving it [5].

One risk is when the community cannot secure enough funding for building a platform even 
at a small scale.
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One risk is when stakeholders, particularly bandwidth sharing entities, may not feel incen-
tivized to bandwidth sharing. If the community does not have access to shared bandwidth, 
the cost of the network increases dramatically. Businesses such as hotels, shopping malls/
centers have their own wireless networks and loyalty programs. Why should they be part 
of the platform? The benefits should be explained well to the businesses. This depends 
on effectiveness of community for convincing the partners. There is risk with sustainabil-
ity due to lack of sufficient funds for maintenance and upgrades, and low adoption by 
intended beneficiaries.

There is risk of cellular providers not improving the service or not updating to latest technol-
ogy if the mesh networks become widespread in the city. Another risk is wireless hotspot 
providers may end their services due to community wireless network. To mitigate these risks, 
the community should not build the network to compete against commercial providers as 
outlined in Strategies For Platform Promotion and Positioning section.

Another risk is with causing divides in the community, for example between geeks and non-
geeks when tech savvy members controlling the platforms and others are falling behind. As a 
mitigation, the community should seek inclusion of all, not just the tech savvy.

6.5. Characterization of success

The success of the platform is evaluated with respect to its objectives. One success factor is 
how the economic utilities of the platform sides increase. Others include:

• How policies and strategies are contributing positively toward the objectives

• How the benefits are realized, how the cost is kept to minimum with grants and crowd unding

• Whether the objectives were really the right ones, or unachievable or unrealistic or unben-
eficial objectives were pursued

One success indicator is the ratio of sponsored bandwidth to total bandwidth, which is an 
indicator to effectiveness of the community in getting bandwidth sponsors on the platform. 
Performance related success criteria include QoS, reliability and availability measures of the 
network, time to respond to tickets, whether the network can support maximum number of 
non-blocked users with predictable QoS. The exercise for characterizing the success should 
provide values for the above.

6.6. Service area and community characteristics

Community characterization is done by characterizing the above dynamics for each service 
area in the community that is by identifying the objectives, sought benefits, risks, mitigation 
plans, drawbacks, policies and strategies, success criteria for each service area. For this char-
acterization, the size of the service area matters. The resources such as social and non-profit 
organizations and businesses in the area matter. Opportunities such as economic development 
opportunities in the service area matter. How the municipality sees the service area matters with 
respect to whether municipality considers significant investment or not in the area, and what 
social initiatives and public services are planned. Existence of substitutable offerings matters.

Smart Community Wireless Platforms: Costs, Benefits, Drawbacks, Risks
http://dx.doi.org/10.5772/intechopen.73838

123



6.3.7. Financial issues

This platform relies on various funding sources. If funding cannot be granted, the platform 
may degrade and may not serve its objectives and may be abandoned by the sides, and even-
tually by the sponsors. This would result in a failed project and wasted resources.

6.4. Characterization of risks

The community decides on what level of risks to accept and what mitigation plans to consider 
and strategize. Most drawbacks outlined in the Characterization of Drawbacks section are 
risks that need to be managed. We can categorize types of risks as follows:

1. Risks of hitting the drawbacks above

2. Risks with the development of the platform

a. Risk not getting enough help from the municipality

b. Risk of political change in the city, disagreements between the municipality and the 
community

c. Risk of project falling apart due to management and policy reasons, conflicting interests 
within community

d. Slow progress due to bureaucracy and volunteering

3. Risks during operations

a. Quality issues not handled

b. Sides losing interest

c. Not enough benefits realized

d. Community not becoming part of smart city wireless platform [5].

4. Risk of pushing out private investment

The exercise for characterizing the risk should provide values for the levels of risks.

One risk is when the community does not get enough help from the municipality as the plat-
form relies on municipality for various help including help with funding resources. Another 
risk is if the perception changes with political change by a new city administration and if the 
new administration does not consider the community platforms a priority. This will leave com-
munities without help from the municipality. Another risk is that the progress may be slowed 
by political maneuvering and complex coordination processes. Another risk is conflicting 
views between municipality and the community. This relates to defining roles and the opera-
tional policy for preventing conflict between community and municipality. Conflict may lead 
to a risk of community not being part of the bigger smart city wireless platform or leaving it [5].

One risk is when the community cannot secure enough funding for building a platform even 
at a small scale.

Recent Trends in Computational Science and Engineering122

One risk is when stakeholders, particularly bandwidth sharing entities, may not feel incen-
tivized to bandwidth sharing. If the community does not have access to shared bandwidth, 
the cost of the network increases dramatically. Businesses such as hotels, shopping malls/
centers have their own wireless networks and loyalty programs. Why should they be part 
of the platform? The benefits should be explained well to the businesses. This depends 
on effectiveness of community for convincing the partners. There is risk with sustainabil-
ity due to lack of sufficient funds for maintenance and upgrades, and low adoption by 
intended beneficiaries.

There is risk of cellular providers not improving the service or not updating to latest technol-
ogy if the mesh networks become widespread in the city. Another risk is wireless hotspot 
providers may end their services due to community wireless network. To mitigate these risks, 
the community should not build the network to compete against commercial providers as 
outlined in Strategies For Platform Promotion and Positioning section.

Another risk is with causing divides in the community, for example between geeks and non-
geeks when tech savvy members controlling the platforms and others are falling behind. As a 
mitigation, the community should seek inclusion of all, not just the tech savvy.

6.5. Characterization of success

The success of the platform is evaluated with respect to its objectives. One success factor is 
how the economic utilities of the platform sides increase. Others include:

• How policies and strategies are contributing positively toward the objectives

• How the benefits are realized, how the cost is kept to minimum with grants and crowd unding

• Whether the objectives were really the right ones, or unachievable or unrealistic or unben-
eficial objectives were pursued

One success indicator is the ratio of sponsored bandwidth to total bandwidth, which is an 
indicator to effectiveness of the community in getting bandwidth sponsors on the platform. 
Performance related success criteria include QoS, reliability and availability measures of the 
network, time to respond to tickets, whether the network can support maximum number of 
non-blocked users with predictable QoS. The exercise for characterizing the success should 
provide values for the above.

6.6. Service area and community characteristics

Community characterization is done by characterizing the above dynamics for each service 
area in the community that is by identifying the objectives, sought benefits, risks, mitigation 
plans, drawbacks, policies and strategies, success criteria for each service area. For this char-
acterization, the size of the service area matters. The resources such as social and non-profit 
organizations and businesses in the area matter. Opportunities such as economic development 
opportunities in the service area matter. How the municipality sees the service area matters with 
respect to whether municipality considers significant investment or not in the area, and what 
social initiatives and public services are planned. Existence of substitutable offerings matters.

Smart Community Wireless Platforms: Costs, Benefits, Drawbacks, Risks
http://dx.doi.org/10.5772/intechopen.73838

123



7. SD model estimating benefits, drawbacks and risks

Once the characterization phase is complete, the methodology suggests following the same 
intelligence framework for building models to estimate benefits, drawbacks and risks. In this 
paper, we develop a generic SD model taking into consideration the dynamics we character-
ized in earlier sections. The generic model in Figure 4 shows how these dynamics influence 
each other. Then we will explain how the generic model could be instantiated for specific 
service areas.

The generic model shows the impact of success on users and the impact of user adoption to 
observed benefits. More users could lead to more benefits initially, but since some users will 
be blocked after the maximum allowed users, the quality and attractiveness of the wireless 
network will degrade. That will cause some users to quit, and will impact the observed benefits 
negatively. Positive loop from economic utility to observed benefits exists: when the quality and 
attractiveness of the wireless network is high, the economic utility for being on the platform will 
be high for users and other platform sides. When more users join, the observed benefits will 
increase to some extent. Negative loop also exists from low success to benefits: the low success 
on the objectives will degrade the quality and attractiveness of the wireless network, which will 
lead to lower economic utility for users and sponsors on the platform, which will reduce the 
amount of observed benefits. With small number of users, no big benefits could be achieved. 
If the critical mass is not reached, it may be partly due to non-effective policies and strategies.

Most benefits are intangible. In the simulation, some weights are assigned for benefit related 
attributes. Another advantage with SD analysis is to be able to simulate the uncertain benefits 
of the platform and compare the benefits under different scenarios through sensitivity analysis. 
Another challenge with measuring benefits is that some benefits are realized over a long term. 
Different statistical distributions may be used to take effect over time for the characterization of 

Figure 4. Generic model for measuring benefits of smart community wireless platform.
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community, service area and municipality, and that way, their impacts on the benefits are mea-
sured over a long term. Triggers for various dynamics at certain times help with analyzing the 
impacts over a long term.

The model contains all different characteristics and their relationships. Those characteristics 
include various variables corresponding to different aspects of characterization we outlined 
in earlier sections, although the variables are not visible in the diagram. When the model 
is instantiated for a specific service area, only the relevant variables are populated for each 
characteristics. Otherwise, a model that contains most variables is hard to build, nor would be 
helpful because of huge diversity in objectives, benefits, drawbacks, risks, policies and strate-
gies. Rather the generic model is instantiated for each service area to simulate the different 
dynamics pertinent to the service area.

A typical instantiation of this generic model involves one-to-three objectives/benefits, one 
drawback, one risk and one mitigation plan in the model. Also, typically one smart service 
is incorporated into the model to simulate how it would impact the utility of the platform 
sides. More specifically, the smart service could be local to the service area and would not 
be available via the Internet in the instantiated model. This generic model allows analyzing 
the network effects of a single smart service. An example is how a new smart service by itself 
influences the network effects and the utilities in the service area. Another example is how 
community beacons or augmented reality introduced in a business district influence the net-
work effects and utilities.

An instantiated model is used for estimating the benefits and drawbacks, and for analyzing 
the relations among benefits, drawbacks, risks and mitigation plans in existence of network 
externalities for a service area. When enough data is not available, SD modeling and sim-
ulation is still helpful by performing sensitivity analysis based on assumptions, heuristics, 
hypothesis, expert opinions, estimations and observations for providing insights to many 
managerial questions.

As the next steps in the methodology described earlier, the model is further verified and vali-
dated as more data becomes available. With more data about the dynamics being available 
while the wireless network is operational, models that use statistics and machine learning 
are built for clustering, classifying and predictions. Factor analysis is done on what dynam-
ics affect the success of the platform the most. Statistical methods are used to see significant 
difference between different platforms and between different scenarios, and to test hypoth-
esis about the relations among different dynamics related to the platform. Machine learn-
ing methods are built to analyze collected usage data per community network for predicting 
future use and demand forecasting, finding out covariance matrix, significant parameters, 
association rules regarding the success of the platforms. All these statistical, machine learn-
ing and economical models are integrated with the SD models and the SD model is validated 
and tuned using available data. With data, it is possible to do comparison between different 
service areas. We believe statistical, economic and machine learning methods alone are not 
sufficient to analyze complex platforms such as this one, and SD is most suitable to be used 
together with these methods, hence a more powerful intelligence framework for better analy-
sis and understanding can be constructed [11].
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helpful because of huge diversity in objectives, benefits, drawbacks, risks, policies and strate-
gies. Rather the generic model is instantiated for each service area to simulate the different 
dynamics pertinent to the service area.
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drawback, one risk and one mitigation plan in the model. Also, typically one smart service 
is incorporated into the model to simulate how it would impact the utility of the platform 
sides. More specifically, the smart service could be local to the service area and would not 
be available via the Internet in the instantiated model. This generic model allows analyzing 
the network effects of a single smart service. An example is how a new smart service by itself 
influences the network effects and the utilities in the service area. Another example is how 
community beacons or augmented reality introduced in a business district influence the net-
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externalities for a service area. When enough data is not available, SD modeling and sim-
ulation is still helpful by performing sensitivity analysis based on assumptions, heuristics, 
hypothesis, expert opinions, estimations and observations for providing insights to many 
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As the next steps in the methodology described earlier, the model is further verified and vali-
dated as more data becomes available. With more data about the dynamics being available 
while the wireless network is operational, models that use statistics and machine learning 
are built for clustering, classifying and predictions. Factor analysis is done on what dynam-
ics affect the success of the platform the most. Statistical methods are used to see significant 
difference between different platforms and between different scenarios, and to test hypoth-
esis about the relations among different dynamics related to the platform. Machine learn-
ing methods are built to analyze collected usage data per community network for predicting 
future use and demand forecasting, finding out covariance matrix, significant parameters, 
association rules regarding the success of the platforms. All these statistical, machine learn-
ing and economical models are integrated with the SD models and the SD model is validated 
and tuned using available data. With data, it is possible to do comparison between different 
service areas. We believe statistical, economic and machine learning methods alone are not 
sufficient to analyze complex platforms such as this one, and SD is most suitable to be used 
together with these methods, hence a more powerful intelligence framework for better analy-
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The model should run over time for a service area to see how the benefits and drawbacks are 
realized over a period. The system should analyze all possible improvement strategies and 
tradeoffs, balancing required budgets and expected benefits.

8. Smart City wireless platform

When different smart community wireless platforms come together, is it possible to create 
a bigger platform for the whole city? We call this new platform the smart city wireless plat-
form. In the bigger city-wide deployment of a smart city wireless platform, the municipality 
would be the sponsor of the platform to ensure order and control mechanisms. This platform 
requires additional infrastructure elements in the system architecture and has more sides 
compared to the smart community wireless platform. We explore it in [5].

9. Conclusion

A wireless network (e.g. a mesh Wi-Fi network) covering most of the city is a significant 
contributor toward being a smart city. Such a network offers many benefits but there are tech-
nical, economical and policy challenges for building and operating one. This paper presents 
a model where municipality, communities and smart utility providers work together to cre-
ate a platform, the smart community wireless platform, where different sides work together 
toward achieving smart community objectives. The main advantage with this platform is that 
communities have clear objectives and needs, and have better predictions about the demand, 
and are small and manageable in sizes. The municipality does not allocate big budget for 
initial and ongoing cost. The network provides bandwidth for smart IoT devices and access 
to the services offered by smart service providers. This model allows collaboration among 
communities, municipality and smart service providers.

One question is how much would be the total cost of building and operating such a platform. 
To estimate the cost, relevant dynamics should be identified and characterized. An intelli-
gence framework that incorporates SD modeling with statistical, economical and machine 
learning methods is very useful for estimating the total cost of smart community wireless 
platforms under various conditions and scenarios. In this paper, we developed models for 
estimating the initial and maintenance costs, and outlined how these models could be used 
to analyze different dynamics and scenarios. These models can be used by the community 
which is the platform sponsor and by the city which is a main supporter of the platform. 
Through simulations and sensitivity analysis, these models could provide insights about dif-
ferent cost components as well as about other dynamics of the platform.

Another question is how to measure the benefits and drawbacks of these platforms to esti-
mate the returns on investment over a period. Another question is how to analyze the risks 
and mitigation plans for the success. To measure the benefits, relevant dynamics should be 
identified and characterized. The characterization phase should consider objectives, benefits, 
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drawbacks, risks, policies, strategies and criteria of success for a specific service area in a 
community. The same intelligence framework that we used for estimating the total cost is 
applicable for estimating the benefits under various conditions and scenarios. In this paper, 
we developed a generic SD model for estimating the benefits and drawbacks, and for incor-
porating the causal loops among benefits, drawbacks, risks and mitigation plans in existence 
of network externalities. We outlined how the generic model could be instantiated for specific 
dynamics and to analyze different scenarios.

Another question is how the city could inspire and assist the communities to build their 
community wireless network, and then coalesce them for a city-wide wireless network. We 
address this question in [5].

Our future work includes running the models for different instantiations and comparing 
results. Our future work also includes combining the cost and benefit models together and 
running them to measure returns on investment for different scenarios.
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Abstract

A well-known technique, electrochemical noise analysis (ENA), measures the potential
fluctuations produced by kinetic variations along the electrochemical corrosion process.
This practice requires the application of diverse signal processing methods. Therefore, in
order to propose and evaluate new methodologies, it is absolutely necessary to simulate
signals by computer data generation using different algorithms. In the first approach, data
were simulated by superimposing Gaussian noise to nontrivial trend lines. Then, several
methods were assessed by using this set of computer-simulated data. These results indi-
cate that a new methodology based on medians of moving intervals and cubic splines
interpolation show the best performance. Nevertheless, relative errors are acceptable for
the trend but not for noise. In the second approach, we used artificial intelligence for trend
removal, combining an interval signal processing with backpropagation neural networks.
Finally, a non-Gaussian noise function that simulates non-stationary pits was proposed
and all detrending methods were re-evaluated, resulting that when increasing difference
between trend and noise, the accuracy of the artificial neural networks (ANNs) was
reduced. In addition, when polynomial fitting, moving average removal (MAR) and
moving median removal (MMR) were evaluated, MMR yielded best results, though it is
not a definitive solution.
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To accurately determine the life expectancy of an industrial component, it is necessary to
quantify the metal deterioration by environmental influence —for example, construction,
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automotive, naval and aeronautic industries, among others. For this reason, it is important to
obtain accurate methods to measure and predict deterioration processes [1].

A well-known methodology is ENA, which measures variations in current and/or potential
fluctuations, produced by fluctuations in electrochemical process kinetics. An important
advantage of this corrosion measure technique is that no external signal perturbations are
necessary, as the electrochemical system uses natural techniques for measurement. Addition-
ally, measurement devices are better in terms of affordability in comparison with other tech-
niques [2]. Moreover, ENA provides information in terms of current and potential fluctuations
in low amplitude and frequency and presents more complexity in experimental data treat-
ment. The application of ENA technique yields information about the corrosion process mech-
anisms, kinetics, and morphology [3] from the calculation of the parameters of noise resistance
(RN ¼ σV=σI), localization index (LI ¼ σI=IRMS), and power spectral density (PSD).

In this process, an electrochemical signal that follows a particular trend is perturbed with a
certain noise. In real conditions, noise appears as a result of corrosion reactions, while the trend
is due to hydration processes, species dissolution, and thermal cycling, among other processes,
which are not necessarily associated to the material deterioration. Therefore, to understand
corrosion behavior, it is crucial to detrend the signal function isolating this noise. This proce-
dure is called trend removal [3]. Several methodologies have been applied to implement it,
especially statistical procedures [4]. Despite having been proved to be useful in some cases, a
really accurate procedure for trend removal is still an open problem.

In fact, it is relatively easy to remove noise from a noisy function by polynomial approximation
(ANNs) [5] or genetic programming [6, 7]. However, it is extremely difficult to do the inverse
filtering. In fact, as shown in Section 3, trend removal cannot be performed accurately by
traditional techniques such as polynomial approximation. If this technique is used, low-level
relative errors in trend approximation become unacceptable to high-level ones in case of noise
approximation, since errors and noise usually have the same order of magnitude. For this
reason, other algorithms and computational techniques—as ANNs, analyzed in Section 4—
must be studied in order to improve the traditional detrending methods, proposing new
feasible and adaptable trend removal tools for different purposes.

Additionally, it is important to mention that the main disadvantage of ENA technique is the
high dispersion observed on experimental results [2]. In a previous work [8], three different
factors (electrolyte, frequency simulation, and trend removal) were analyzed with a view to
determine causes for the observed high dispersion. The experiments done, modifying these
parameters, showed that the trend removal method is the one which best explains this
phenomenon.

In order to assess the performance of the different methods, it is a must to know exactly both
trend and noise for a particular signal. Then, the error levels obtained using these methods can
be statistically compared.

Due to these reasons, trend and noise were both computer simulated, as described in detail in
the next section.
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2. Data simulation for ENA

2.1. Analytical trend simulation

In order to simulate the artificial trend, nontrivial functions must be used in the process. As
mathematical methods can easily be used to approximate them, trigonometric functions, poly-
nomials, and exponentials can be considered as trivial trend lines. This is a relevant aspect that
should be taken into account when trend removal methodologies are evaluated.

For this purpose, we used two different curves as trend lines, since they are nontrivial and at
the same time their graphics look like the experimental curves obtained in previous research.

The first trend line considered was: f tð Þ¼act=3

Γ t
3þ1ð Þ�b

(Curve 1), where Γ xð Þ ¼ Ðþ∞

0
tx�1e�tdt is the Euler’s

Gamma function. This transcendent function cannot be approximated by elementary methods,
and at the same time, its shape is similar to one of our experimental curves, and for this reason
it was selected among others studied in a first approach.

A second trend line chosen for evaluating the detrending methods was the Lorentz’s function:
f tð Þ ¼ y0 þ 2A

π
w

4 t�xcð Þ2þw2 (Curve 2), which also looks similar to one of the experimental curves

obtained in previous experiments. Besides, due to the Runge’s phenomenon (see the similarity
of f tð Þ with Runge’s function), this curve cannot be easily approximated since going to higher
degrees polynomial interpolation does not improve accuracy.

2.2. Noise distribution

As in case of trend, the goal with noise is to simulate real conditions as much as possible. In
real conditions, noise is unpredictable, and so a random function for noise data generation
should be used.

In a first approach, noise data generation was implemented using an inverse Gaussian distribu-
tion. To do this, a numeric algorithmwas applied [9] by splitting into three sections the Gaussian
function according to the derivative level (low, medium, and high) and then applying different
algorithms to each section for error minimization. Once done, noise generated function is added
to trend function, obtaining a noisy signal adequate for trend removal testing.

3. A first approach about detrending methods

Some theoretical aspects of the trend removal problem were developed by K. Hung Chan and
colleagues [10]. The authors presented differences between the most used trend removal
methods: first difference method (also named point-to-point method) and least squares. They
utilized a linear trend superimposed with white noise and the first difference method gave

Data Simulation and Trend Removal Optimization Applied to Electrochemical Noise
http://dx.doi.org/10.5772/intechopen.73831

131



automotive, naval and aeronautic industries, among others. For this reason, it is important to
obtain accurate methods to measure and predict deterioration processes [1].

A well-known methodology is ENA, which measures variations in current and/or potential
fluctuations, produced by fluctuations in electrochemical process kinetics. An important
advantage of this corrosion measure technique is that no external signal perturbations are
necessary, as the electrochemical system uses natural techniques for measurement. Addition-
ally, measurement devices are better in terms of affordability in comparison with other tech-
niques [2]. Moreover, ENA provides information in terms of current and potential fluctuations
in low amplitude and frequency and presents more complexity in experimental data treat-
ment. The application of ENA technique yields information about the corrosion process mech-
anisms, kinetics, and morphology [3] from the calculation of the parameters of noise resistance
(RN ¼ σV=σI), localization index (LI ¼ σI=IRMS), and power spectral density (PSD).

In this process, an electrochemical signal that follows a particular trend is perturbed with a
certain noise. In real conditions, noise appears as a result of corrosion reactions, while the trend
is due to hydration processes, species dissolution, and thermal cycling, among other processes,
which are not necessarily associated to the material deterioration. Therefore, to understand
corrosion behavior, it is crucial to detrend the signal function isolating this noise. This proce-
dure is called trend removal [3]. Several methodologies have been applied to implement it,
especially statistical procedures [4]. Despite having been proved to be useful in some cases, a
really accurate procedure for trend removal is still an open problem.

In fact, it is relatively easy to remove noise from a noisy function by polynomial approximation
(ANNs) [5] or genetic programming [6, 7]. However, it is extremely difficult to do the inverse
filtering. In fact, as shown in Section 3, trend removal cannot be performed accurately by
traditional techniques such as polynomial approximation. If this technique is used, low-level
relative errors in trend approximation become unacceptable to high-level ones in case of noise
approximation, since errors and noise usually have the same order of magnitude. For this
reason, other algorithms and computational techniques—as ANNs, analyzed in Section 4—
must be studied in order to improve the traditional detrending methods, proposing new
feasible and adaptable trend removal tools for different purposes.

Additionally, it is important to mention that the main disadvantage of ENA technique is the
high dispersion observed on experimental results [2]. In a previous work [8], three different
factors (electrolyte, frequency simulation, and trend removal) were analyzed with a view to
determine causes for the observed high dispersion. The experiments done, modifying these
parameters, showed that the trend removal method is the one which best explains this
phenomenon.

In order to assess the performance of the different methods, it is a must to know exactly both
trend and noise for a particular signal. Then, the error levels obtained using these methods can
be statistically compared.

Due to these reasons, trend and noise were both computer simulated, as described in detail in
the next section.

Recent Trends in Computational Science and Engineering130

2. Data simulation for ENA

2.1. Analytical trend simulation

In order to simulate the artificial trend, nontrivial functions must be used in the process. As
mathematical methods can easily be used to approximate them, trigonometric functions, poly-
nomials, and exponentials can be considered as trivial trend lines. This is a relevant aspect that
should be taken into account when trend removal methodologies are evaluated.

For this purpose, we used two different curves as trend lines, since they are nontrivial and at
the same time their graphics look like the experimental curves obtained in previous research.

The first trend line considered was: f tð Þ¼act=3

Γ t
3þ1ð Þ�b

(Curve 1), where Γ xð Þ ¼ Ðþ∞

0
tx�1e�tdt is the Euler’s

Gamma function. This transcendent function cannot be approximated by elementary methods,
and at the same time, its shape is similar to one of our experimental curves, and for this reason
it was selected among others studied in a first approach.

A second trend line chosen for evaluating the detrending methods was the Lorentz’s function:
f tð Þ ¼ y0 þ 2A

π
w

4 t�xcð Þ2þw2 (Curve 2), which also looks similar to one of the experimental curves

obtained in previous experiments. Besides, due to the Runge’s phenomenon (see the similarity
of f tð Þ with Runge’s function), this curve cannot be easily approximated since going to higher
degrees polynomial interpolation does not improve accuracy.

2.2. Noise distribution

As in case of trend, the goal with noise is to simulate real conditions as much as possible. In
real conditions, noise is unpredictable, and so a random function for noise data generation
should be used.

In a first approach, noise data generation was implemented using an inverse Gaussian distribu-
tion. To do this, a numeric algorithmwas applied [9] by splitting into three sections the Gaussian
function according to the derivative level (low, medium, and high) and then applying different
algorithms to each section for error minimization. Once done, noise generated function is added
to trend function, obtaining a noisy signal adequate for trend removal testing.

3. A first approach about detrending methods

Some theoretical aspects of the trend removal problem were developed by K. Hung Chan and
colleagues [10]. The authors presented differences between the most used trend removal
methods: first difference method (also named point-to-point method) and least squares. They
utilized a linear trend superimposed with white noise and the first difference method gave

Data Simulation and Trend Removal Optimization Applied to Electrochemical Noise
http://dx.doi.org/10.5772/intechopen.73831

131



power spectral density (PSD) exaggerated at high frequencies and attenuated at low frequen-
cies. On the contrary, the regression residuals method generates results with PSD exaggerated
at low frequencies and attenuated in the high-frequency region.

Mansfeld et al. [11] studied the characteristics of detrending in ENA data with an experimental and
theoretical approach. Thus, by applying linear fit to the trend of experimental data, they obtained a
good concordance between the noise spectra after detrending and impedance spectra. The authors
found that MAR, previously proposed by Tan et al. [12], caused erroneous ENA results.

The performance of most used trend removal methods (analogical high-pass (HP) filtering, digital
high-pass filtering, MAR, and polynomial fitting) was analyzed by Bertocci et al. [13]. They
worked on a simulated data set achieved by superimposing white noise to a linear trend and
applied the detrending methods. They studied the box size influence on MAR, concluding that a
small box size effectively removes the trend without phase shift. However, MAR also removes
the signal information at low frequency. A high-order MAR (greater box size) generates alter-
ations in the signal shape. With the intention of evaluating the produced attenuation, the authors
used polynomial detrends of different orders. The components in frequency 1/T and 2/Twindow
(T being the experimental period) were eliminated when a fifth-order polynomial was used. The
best results were obtained when the polynomial methodology was shared with prepossessing
windowing. By using the Chebyshev filter (digital processing) of different cutoff frequencies, the
authors recovered the white-noise PSD. They concluded that the use of high-pass (HP) analogical
filtering is the ideal method to eliminate low-frequency components from the experimental
signal. Although filters of cutoff frequency near to 1/T with low intrinsic noise were too costly.
Besides, the major drawback of analogical filters in real-time processing is related to the oscilla-
tions that the components have in abrupt signal variations, that is, when switching on the system.

Ohanian et al. [8] found a great dispersion in the experimental ENA results on low-alloy steel
performed in saline solution. The authors attributed the excessive dispersion mainly to the
detrending method used. On a simulated data set, they analyzed the polynomial order influ-
ence and the aliasing phenomena.

As we mentioned earlier, there are many methodologies for trend removal to isolate ENA. In
a first approach, several methodologies were analyzed, since they were studied by well-
known authors like Mansfeld [11], Tan [12], and especially Bertocci and Huet [13], who
evaluated the most commonly used trend removal methods. Four of the detrending methods
from this group are described in detail, as they showed better performance than others that
have been assessed by using the computer-simulated data. Three of them can be considered
traditional methods, since they appear regularly in papers on studies performed on trend
removal technique using ENA. The fourth method was proposed by our research team in
order to obtain more accuracy between the simulated noise and the results of the detrending
process.

The selected methods are the following:

• Polynomial fitting

This is a well-known technique widely used [14]. Trend is fitted using squares regression, and
then noise is obtained as the difference between experimental and predicted data (by the
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regression model). In this case, the best results were obtained by using a commercial calculus
package (Origin Pro 7 ®). Due to the limitations of the program, a ninth-order polynomial was
utilized with the maximum order available.

• MAR-10

In this method, noise is computed using a moving average [15]. More precisely, if mn repre-

sents the following moving average: mn ¼ 1
21

P10
p¼�10

xnþp, then noise is computed as the differ-

ence xn �mn where xn denotes the nth simulated value. Here, the size of the box (i.e., the one
with 21 points) is the result of an optimization, analyzing different box sizes currently used in
previous works.

• Butterworth filtering

This method uses analogical filters [8], and it is part of the MATLAB Signal Processing Toolbox
software (Matlab® Signal Processing Toolbox©). The Butterworth filter is a type of signal
processing filter designed to have as flat a frequency response as possible in the passband.
The filter returns the transfer function coefficients of an nth-order low-pass digital Butterworth
filter with specified cutoff frequency Wn. This methodology is a commonly used trend
removal method, also analyzed by Bertocci and Huet [13], among others.

• MICS

This method, named MICS (Median of Intervals and Cubic Splines) [16], is a trend removal
technique that we proposed and extensively tested in a previous work [8]. The methodology is
based on dividing the data set into intervals, computing the median position and the average
time. The resulting points are considered as the nodes for determining a cubic spline. The noise
is obtained by calculating the difference between the simulated data and the cubic spline
interpolation.

In this first approach, MICS showed the best training performance. Nevertheless, due to low
relative errors in case of trend that become high in case of noise because of their different
magnitudes, it should be observed that in most of these methods, the relative error level is
acceptable for trend but usually unacceptable and useless in case of noise.

Therefore, a different approach was needed and our next attempt was directed to the use of
artificial neural networks (ANNs) for detrending.

4. Using neural networks

From the very beginning, ANNs were mostly employed on function approximation [17, 18].
From this viewpoint, trend removal can be seen as a particular case of function approximation.
ANNs are also widely used as a statistical analysis tool.

The main idea of our second approach was to apply an ANN methodology to improve the
trend removal procedure. Moreover, our domain (environmental corrosion) is essentially
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dynamic, due to high variance of functional trends, so it seems to be especially adequate the
use of ANNs because of their inherent dynamic nature. Due to a big quantity of both patterns
and output data, we preferred feed-forward ANNs that have proved to be especially useful in
function approximation. According to Universal Approximation Theorem [19], feed-forward
ANNs of three or more layers with backpropagation algorithm can approximate every contin-
uous function (such as functions of Section 2.1), so it is particularly recommended for use in
our case.

Anyway, we implemented these functions into the tool in order to make possible the “self-
training” of the ANN with the generated data. Indeed, the effort is well worth the investment
because this approach has the advantage of allowing the self-training along with more exhaus-
tive testing.

With simulated data, backpropagation ANNs were trained splitting the signal in intervals and
then training three different neural networks, depending on the mean derivative of each
segment. Once done, a data testing set was generated for cross-validation.

The implemented backpropagation ANN is a supervised-learning neural network, which
means that real results are provided with the training data set. Then, the ANN applies an
algorithm based on the descendent gradient in order to minimize the mean square error
(MSE)—the classical error measure in these cases. In the input layer, we began with 50 data
(i.e., 50 neurons, one for each input data) although in this case we obtained poor convergence
so we later reviewed this parameter, deciding to increase resolution several times until we
fixed it in 400 input neurons which proved to be the best.

About the topology used, according to Funahashi’s Universal Approximation Theorem, one
hidden layer (three-layered ANN) is enough to approximate the noise function [20, 21]. Any-
way, for performance reasons, we added a second hidden layer in the tuning phase—a practice
recommended in especially complex problems [22]. In order to accelerate convergence and
avoid oscillations, learning rate was fixed at 0.1 and a threshold was implemented in the
backpropagation ANN. A momentum factor was also added and fixed at 0.3 [23].

Considering that we want to utilize this method to approximate different functions, the whole
range was not used as an input vector [24]. This aspect is critical, since the ANN may memo-
rize the input function, and the methodology would not be useful when working with other
trend lines. For this reason, an interval pre-processing was applied, consisting of a moving
window, frequently used in other cases like temporary series. We used a 40-data interval,
where the original vector was split into 10 vectors of 40 data each. These 40-data vectors were
then used as inputs for the ANN. Figure 1 shows a graphical representation of the procedure
decrypted.

By this approach, the ANN improved. Many optimization techniques had been suggested for
feed-forward, one of them was the use of an All-Class-One-Network (ACON) structure that is
to say, using many sub-nets depending on data entries. In our case, we used three sub-nets of
equal topology but with different weight matrix. In the input layer, we loaded 40-data vectors
in one of the three sub-nets depending on the media signal derivative on the interval (we
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divided the function range in three sectors, namely low, medium, and high derivative using
finite differences). At the end, the obtained vectors in the output layer are joined into one
vector of 400 data elements, comprising the final solution (see Figure 1). Different values of
learning rate and momentum were evaluated during the training phase. As expected, oscilla-
tions were observed for learning rates higher than 0.3. The final value was fixed at 0.15,
resulting in little oscillations when the ANN advances uniformly to the solution. Moreover,
with the momentum factor added, close to a local minimum there are more steps—and also
little ones—and the convergence accelerates when a local minimum is still far.

Then, the ANN was integrated with the data generators to complete the tool. The data inputs
and outputs were implemented with text files or spreadsheets [24].

4.1. Training process

At first, in the training process, we used a single expression for the noise, training the ANN
continuously with it. In this first phase, we could prove the ANN memorizing ability as a first
step. Obviously, with single noise data, the ANN could approximate to any desired error level.
In the second phase, we trained the net with a Lorentz function with fixed parameters but with
random noise (inverse Gaussian distributed). We loaded the ANN with different noise values
at each step, according to real conditions. In this phase, data files were saved after 10, 100,
1000, 5000, 10,000 and 30,000 iterations. These results showed a certain oscillation level but
with a clear media and standard deviation-descendent direction of the mean squared error
(MSE). Based on the second phase, it can be observed that with 30,000 training epochs, a 0.2%
trend relative error and a 7% noise relative error are quite good when considering its random
function and unpredictability. In a third and final phase, we randomized both noise and
Lorentz function parameters into a determined interval according to real conditions [24]. Thus,
with the most exhaustive testing, we found that relative errors were increased—as expected—
being still acceptable in comparison with other methods used before.

Figure 1. Split and join of signal segments.
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4.2. Validation

Several statistical measures are useful for ANN validation: media and standard deviation are
primary metrics. More information can be obtained with kurtosis and PSD. Also, cross-
validation [19–25] was not used with the classical procedure of splitting data in training and
testing sets but generating a testing set once the training phase concluded, as it was always
possible to obtain fresh data. An online cross-validation was also applied, as we have already
done in previous ANNs works [26], although using new testing data each step. With the
optimizations applied, the convergence was good, although it could be improved with
second-order [27] or even genetic algorithms [6–28].

4.3. Results obtained with ANN detrending

Once the implementation of the ANN and the generators was done, we applied the self-
training of the tool with the generated data. Since Lorentz function is randomly parameterized
and later perturbed with random noise (inverse Gaussian distributed), a certain oscillation
level takes place, although it tends to stabilize after the 10,000 epochs. Figure 2 shows the MSE
value during the training process.

Figure 2 shows media and standard deviation of MSE values (in groups of 10) ,are shown in
Figure 3.

According to the prediction power of the ANN, this methodology succeeds in isolating noise
with an acceptable relative error level (see Figure 4).

As it can be observed, in Figure 4, the ANN had the ability to identify frequency variances and
so distinguish noise from trend function. Nevertheless, the results must be checked with PSD,
a suitable methodology for assessing trend removal methods.

The PSD at the end of training process, corresponding to 30,000 iterations, illustrated in Figure 5.

In order to prioritize inference over memorization, a suitable alternative is to perform earlier
stop training. Indeed, at 1000 epochs, MSE remains low, with the advantage of improving
ANN generalization ability. Figure 6 shows the PSD at this level.

Figure 2. Evolution of the MSE expressed in hundred of epochs.
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Analyzing Figures 5 and 6, we observe that they are similar in medium potential order. It can
be noted that the difference between predicted and real noise appears only in low frequencies.
At the beginning of the training process, detrending is partial. Also, it can be concluded that
the most trained ANN obtains more concordance between real and predicted noise spectral. At
30,000 epochs, differences are about 10 Hz, which is remarkable.

The results of this second approach based on ANNs methodology, showed good predictions
for the Lorentz’s function trend line, superimposed with Gaussian noise. It was observed that,

Figure 4. Comparison between real and ANN predicted noise.

Figure 5. PSD at 30,000 iterations.

Figure 3. Evolution of media and standard deviation of the MSE.
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especially at high frequencies, the superimposed signal has no influence when performing the
ANN detrending. The corresponding results and their validation by PSD were published in a
previous paper [24].

Nevertheless, poor results were obtained when the degrees of freedom were increased. This
situation was particularly observed in low frequencies, when a non-Gaussian-simulated noise
was superimposed. Moreover, if the difference between trend and noise increases, the results
show that the method loses accuracy. As a consequence, the use of ANNs with real experimen-
tal data (having an unpredictable trend shape) would need a set of training curves or a
previous selection of the network to be applied. Thus, a different approach for detrending
was needed.

Even more, when analyzing experimental data, it is obvious that a Gaussian noise can be
considered only as a preliminary approximation, since real curves show a different kind of
noise consisting of nonstationary pits superimposed on the trend line.

For these reasons, our third approach to the problem had to include a different noise simula-
tion in order to get a better approximation to experimental real-life curves.

5. New simulated signals

As in the previous cases, the signals to be simulated needed to be generated using different
nontrivial tendencies. For this purpose, curves 1 and 2 of Section 2.1 were reutilized, but in this
case, a new computer-generated noise was superimposed.

In this case, noise employed was a discrete transient of exponential decay that simulates a
nonstationary pit. More precisely, the noise consisted of a pulse train with an amplitude
factor (A) corresponding to a uniform distribution of [0, 2.5). Initial time was obtained
from a binomial distribution with a parameter p=0.02 and its sign had a binomial distri-
bution with parameter p=0.5. As a consequence of these facts, pits can appear randomly in
2% of the points, and it can be either positive or negative with the same probability.

Figure 6. PSD at 1000 iterations.
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The transients are simulated by the pulse function: f tð Þ ¼ ABtexp �b t� cð Þd
� �

. The parame-

ters b, c, and d were assigned to obtain a signal similar to the experimental transient. The A
factor represented the transient amplitude and B determined the sign of the function. Taking
into account the previous description, the simulated pit—if it is positive—grows fast and then
decays exponentially as it usually does in experimental curves. A similar behavior is presented
in negative nonstationary pits.

As a final remark, another characteristic of the simulated transients is the similarity of format,
frequency, and amplitude relative to the real signal with respect to real transients.

Figure 7 shows a detailed shape of individual simulated transitory.

Then, two computer-simulated data sets were generated by adding the new noise—described
in this section—to both trend lines presented in Section 2. A first signal was obtained by
adding the new noise function to the first curve of Section 2.1, and the same procedure was
followed to obtain a second simulated signal, adding noise to the second curve of Section 2.2.
In all cases, the interval between data points was 0.7 s.

Figure 8 represents the simulated pulse train and signals, where parameters were fitted in
order to obtain curves with similar power trend lines.

Both curves represent more realistic simulations, since their shapes and pits are similar to those
observed in the laboratory (this fact can be observed in [30], where simulated and experimen-
tal curves were compared).

The simulated Signal 1 (New noise superimposed to Curve 1) was treated with polynomial,
MMR10, andMAR10 methods. Other methodologies previously studied as MICS, Butterworth

Figure 7. The simulated transitory detailed.

Data Simulation and Trend Removal Optimization Applied to Electrochemical Noise
http://dx.doi.org/10.5772/intechopen.73831

139



especially at high frequencies, the superimposed signal has no influence when performing the
ANN detrending. The corresponding results and their validation by PSD were published in a
previous paper [24].

Nevertheless, poor results were obtained when the degrees of freedom were increased. This
situation was particularly observed in low frequencies, when a non-Gaussian-simulated noise
was superimposed. Moreover, if the difference between trend and noise increases, the results
show that the method loses accuracy. As a consequence, the use of ANNs with real experimen-
tal data (having an unpredictable trend shape) would need a set of training curves or a
previous selection of the network to be applied. Thus, a different approach for detrending
was needed.

Even more, when analyzing experimental data, it is obvious that a Gaussian noise can be
considered only as a preliminary approximation, since real curves show a different kind of
noise consisting of nonstationary pits superimposed on the trend line.

For these reasons, our third approach to the problem had to include a different noise simula-
tion in order to get a better approximation to experimental real-life curves.

5. New simulated signals

As in the previous cases, the signals to be simulated needed to be generated using different
nontrivial tendencies. For this purpose, curves 1 and 2 of Section 2.1 were reutilized, but in this
case, a new computer-generated noise was superimposed.

In this case, noise employed was a discrete transient of exponential decay that simulates a
nonstationary pit. More precisely, the noise consisted of a pulse train with an amplitude
factor (A) corresponding to a uniform distribution of [0, 2.5). Initial time was obtained
from a binomial distribution with a parameter p=0.02 and its sign had a binomial distri-
bution with parameter p=0.5. As a consequence of these facts, pits can appear randomly in
2% of the points, and it can be either positive or negative with the same probability.

Figure 6. PSD at 1000 iterations.

Recent Trends in Computational Science and Engineering138

The transients are simulated by the pulse function: f tð Þ ¼ ABtexp �b t� cð Þd
� �

. The parame-

ters b, c, and d were assigned to obtain a signal similar to the experimental transient. The A
factor represented the transient amplitude and B determined the sign of the function. Taking
into account the previous description, the simulated pit—if it is positive—grows fast and then
decays exponentially as it usually does in experimental curves. A similar behavior is presented
in negative nonstationary pits.

As a final remark, another characteristic of the simulated transients is the similarity of format,
frequency, and amplitude relative to the real signal with respect to real transients.

Figure 7 shows a detailed shape of individual simulated transitory.

Then, two computer-simulated data sets were generated by adding the new noise—described
in this section—to both trend lines presented in Section 2. A first signal was obtained by
adding the new noise function to the first curve of Section 2.1, and the same procedure was
followed to obtain a second simulated signal, adding noise to the second curve of Section 2.2.
In all cases, the interval between data points was 0.7 s.

Figure 8 represents the simulated pulse train and signals, where parameters were fitted in
order to obtain curves with similar power trend lines.

Both curves represent more realistic simulations, since their shapes and pits are similar to those
observed in the laboratory (this fact can be observed in [30], where simulated and experimen-
tal curves were compared).

The simulated Signal 1 (New noise superimposed to Curve 1) was treated with polynomial,
MMR10, andMAR10 methods. Other methodologies previously studied as MICS, Butterworth

Figure 7. The simulated transitory detailed.

Data Simulation and Trend Removal Optimization Applied to Electrochemical Noise
http://dx.doi.org/10.5772/intechopen.73831

139



filters, and ANNs were not considered at this stage as their results were very poor when they
were assessed by using this new signal.

Figure 9 shows simulated Signal 1 and noise spectra, obtained by the maximum entropy
method (MEM �15 order, ENAnalize® program).

Likewise, simulated Signal 1 (New noise superimposed on Curve 2) was treated with the same
three detrending methods: polynomial approximation, MMR10, and MAR10. As in the

Figure 8. Computationally generated signals, obtained by adding simulated noise data and two different trend lines.
Curve 1 (black) and Curve 2 (grey).

Figure 9. PSD of simulated Signal 1 (Noise + Curve 1), treated with polynomial, MMR10, and MAR10 methods.

Recent Trends in Computational Science and Engineering140

previous case, MICS, Butterworth filters, and ANNs showed very poor results when working
with this new signal, and so they were not considered.

Figure 10 shows the results corresponding to Signal 2.

The power spectrum obtained depends on the order of the MEM method applied. A smooth
spectrum is observed when the MEM order is small, whereas the spectrum appears much
noisier with a high order. The comparison between the spectra obtained by applying different
detrending methods is easier when using a relatively low-order MEM [3]. More accurate
results are provided by Fast Fourier Transform (FFT), in spite of the spectra obtained being
noisy. Then, the comparison of PSD results in the same graphic is not plainly depicted. It is not
possible to compare the PSD results for FFT with the MEM results, and, for this reason, they
are not included in Figures 9 and 10.

6. A comparison of the performance of different detrending methods

The aim of this new approach was to analyze the performance of several detrending methods,
when assessed by using the new signals with simulated nonstationary pits instead of Gaussian
noise [29].

Due to their performance with these new simulated data, the selected methods were polyno-
mial detrending, moving average removal (MAR), and moving median removal (MMR). The
first two were described before and the third one can be considered similar to the second one,
except for the substitution of the moving average by the moving median. In MMR-10 method,
the noise is computed as xn � kn, whereas xn denotes an experimental value and kn represents
the moving median:kn ¼ median xn�10;…; xn;…xnþ10½ �.

Figure 10. PSD of simulated Signal 2 (Noise + Curve 2) treated with polynomial, MMR10, and MAR10 methods.
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The simulated noise data set had a mean of �0.0112 and standard deviation of 0.3736. Table 1
shows the statistical results for the trend removal methods employed for simulated Signal 1
and Signal 2.

The noise mean value reported was close to zero with all the methods performed (Table 1), so
it is not possible to conclude about the performance of detrending methods considering only
this parameter.

• Ninth-order polynomial fitting

In the case of Signal 1 (with a smoother trend), Table 1 shows that the standard deviation is
similar to the one of the original noise, while a greater standard deviation was obtained for
Signal 2.

This behavior is confirmed by the spectra analysis, since the polynomial methodology does not
remove the power in the low-frequency region for Signal 2. Moreover, the spectrum obtained
for Signal 1 is a good representation of the trace of the original simulated noise. Thus, this
detrending method strongly depends on the simulated trend curve, and it is not reliable as a
pre-processing method.

• MAR-10

This method does not depend on the trend curve utilized (Table 1). Indeed, the data standard
deviation showed a good agreement with the simulated noise. Examining the spectrum, we
can affirm that at high frequencies the noise obtained fits well with the original noise. On the
other hand, for frequencies below 0.01 Hz, there was a maximum at ca. 0.07 Hz and a plateau
was reached, with smaller power values than the original noise. A frequency breakpoint value
was obtained after processing the original noise spectrum data with MAR compared to the one
predicted by the interval obtained by using the transfer function. Bertocci et al. [13] presented
the MAR-p transfer function, as can be seen below:

HMAR fð Þ ¼ 1� 1
2pþ1

sin 2pþ1½ �π f
f s

� �

sin π f
f s

� � , being fs the sample frequency.

Signal 1 Signal 2

MAR-10 Mean 2.49 � 10�4 �2.93 � 10�4

Standard deviation 0.3204 0.3204

MMR-10 Mean 8.50 � 10�3 5.90 � 10�3

Standard deviation 0.3600 0.3550

Polynomial Mean �1.39 � 10�5 4.13 � 10�3

Standard deviation 0.3735 1.8261

Table 1. Mean and standard deviation for trend removal methods: MAR-10, MMR-10, and ninth-order polynomial
fitting, under simulated pulse train noise (mean: �0.0112, standard deviation: 0.3736).
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The spectrum is not attenuated between fmax/(2p + 1) and fmax. The highest representative
frequency is the Nyquist frequency (fmax = fs/2). In the case considered, the interval used was
between 3.4 � 10–2 and 0.7 Hz.

In sum, a lower standard deviation was obtained by the spectrum recovered by MAR-10 than
the one related to the original data.

• MMR-10

MMR and MAR methods were robust (considering the type of signal processing), when
compared with polynomial fitting. MMR standard deviation was much closer than the one
obtained by MAR respect to the original values. A lower difference between the original value
and the one reached by MMRwas obtained for Signal 1. The MMR-10 spectrum fits better with
the original noise than the one obtained by MAR-10 in all the frequency range. These results
were discussed in-depth in a previous paper [29].

The mean is the most commonly used statistic measure of location in corrosion processes.
However, extreme values will have great influence on it. The average may not be the most
appropriate location measure if there are outliers in the sample, that is, if one or more values
are much larger or smaller than the others [30].

On the one hand, data must be ordered increasingly for calculating a median, and for a large
data set, this is a time-consuming task and so calculating medians are computationally more
demanding than calculating averages. On the other hand, medians remain unaffected by a
small group of outliers [29, 30]. This is a very important characteristic for approximating the
trend in an ENA data set. For these reasons, MMR provides a better baseline than MAR, since
the subtraction of medians preserves the signal trace, showing less attenuation than the
corresponding subtraction of the average.

7. Conclusion

As observed, the method used for trend removal affected the results obtained. An ideal
methodology should not introduce external effects, and at same time, it should recover most
of the signal information.

The polynomial fitting method showed a strong dependence when different trends were
considered. This methodology presented good results for smooth tendencies and poor perfor-
mances when curves changed suddenly in relation to their slope and convexity.

When working with different curves, MAR presented robust results. Nevertheless, alterations
in the low-frequency zone of spectra were observed, and as a consequence of this fact, the
standard deviation results were not accurate.

Besides, MMR, our proposed method, demonstrated a better performance when working with
different simulated signals, although in the low-frequency zone of spectra, it showed the same
behavior as MAR.
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similar to the one of the original noise, while a greater standard deviation was obtained for
Signal 2.

This behavior is confirmed by the spectra analysis, since the polynomial methodology does not
remove the power in the low-frequency region for Signal 2. Moreover, the spectrum obtained
for Signal 1 is a good representation of the trace of the original simulated noise. Thus, this
detrending method strongly depends on the simulated trend curve, and it is not reliable as a
pre-processing method.

• MAR-10

This method does not depend on the trend curve utilized (Table 1). Indeed, the data standard
deviation showed a good agreement with the simulated noise. Examining the spectrum, we
can affirm that at high frequencies the noise obtained fits well with the original noise. On the
other hand, for frequencies below 0.01 Hz, there was a maximum at ca. 0.07 Hz and a plateau
was reached, with smaller power values than the original noise. A frequency breakpoint value
was obtained after processing the original noise spectrum data with MAR compared to the one
predicted by the interval obtained by using the transfer function. Bertocci et al. [13] presented
the MAR-p transfer function, as can be seen below:

HMAR fð Þ ¼ 1� 1
2pþ1

sin 2pþ1½ �π f
f s

� �

sin π f
f s

� � , being fs the sample frequency.

Signal 1 Signal 2

MAR-10 Mean 2.49 � 10�4 �2.93 � 10�4

Standard deviation 0.3204 0.3204

MMR-10 Mean 8.50 � 10�3 5.90 � 10�3

Standard deviation 0.3600 0.3550

Polynomial Mean �1.39 � 10�5 4.13 � 10�3

Standard deviation 0.3735 1.8261

Table 1. Mean and standard deviation for trend removal methods: MAR-10, MMR-10, and ninth-order polynomial
fitting, under simulated pulse train noise (mean: �0.0112, standard deviation: 0.3736).
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The spectrum is not attenuated between fmax/(2p + 1) and fmax. The highest representative
frequency is the Nyquist frequency (fmax = fs/2). In the case considered, the interval used was
between 3.4 � 10–2 and 0.7 Hz.

In sum, a lower standard deviation was obtained by the spectrum recovered by MAR-10 than
the one related to the original data.

• MMR-10

MMR and MAR methods were robust (considering the type of signal processing), when
compared with polynomial fitting. MMR standard deviation was much closer than the one
obtained by MAR respect to the original values. A lower difference between the original value
and the one reached by MMRwas obtained for Signal 1. The MMR-10 spectrum fits better with
the original noise than the one obtained by MAR-10 in all the frequency range. These results
were discussed in-depth in a previous paper [29].

The mean is the most commonly used statistic measure of location in corrosion processes.
However, extreme values will have great influence on it. The average may not be the most
appropriate location measure if there are outliers in the sample, that is, if one or more values
are much larger or smaller than the others [30].

On the one hand, data must be ordered increasingly for calculating a median, and for a large
data set, this is a time-consuming task and so calculating medians are computationally more
demanding than calculating averages. On the other hand, medians remain unaffected by a
small group of outliers [29, 30]. This is a very important characteristic for approximating the
trend in an ENA data set. For these reasons, MMR provides a better baseline than MAR, since
the subtraction of medians preserves the signal trace, showing less attenuation than the
corresponding subtraction of the average.

7. Conclusion

As observed, the method used for trend removal affected the results obtained. An ideal
methodology should not introduce external effects, and at same time, it should recover most
of the signal information.

The polynomial fitting method showed a strong dependence when different trends were
considered. This methodology presented good results for smooth tendencies and poor perfor-
mances when curves changed suddenly in relation to their slope and convexity.

When working with different curves, MAR presented robust results. Nevertheless, alterations
in the low-frequency zone of spectra were observed, and as a consequence of this fact, the
standard deviation results were not accurate.

Besides, MMR, our proposed method, demonstrated a better performance when working with
different simulated signals, although in the low-frequency zone of spectra, it showed the same
behavior as MAR.

Data Simulation and Trend Removal Optimization Applied to Electrochemical Noise
http://dx.doi.org/10.5772/intechopen.73831

143



Taking into account the results obtained with simulated data, it is difficult to arrive to defini-
tive conclusions. As it was observed, the polynomial fitting method is not reliable for trend
removal at least when working with ENA data. On the other hand, methods like MAR and
MMR achieve better results, but they do not offer a definitive solution. In fact, the results
suggest that the application of these methods produces an apparently attenuated response
with low noise signals.

Hence, MMR method seems to show the best results. Nevertheless, increasing the order of
magnitude, this method did not improve its performance, and as previously observed, calcu-
lating the median is computationally more troublesome than calculating the average of a given
data set.

As it was shown with the new simulated signals and, despite all the studied methods have
been useful in many particular cases, a really accurate procedure for trend removal is still an
open problem, giving new opportunities for further research.
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