
Machine Learning 
Advanced Techniques  

and Emerging Applications

Edited by Hamed Farhadi

Edited by Hamed Farhadi

The volume of data that is generated, stored, and communicated across different 
industrial sections, business units, and scientific research communities has been rapidly 

expanding. The recent developments in cellular telecommunications and distributed/
parallel computation technology have enabled real-time collection and processing of the 

generated data across different sections. On the one hand, the internet of things (IoT) 
enabled by cellular telecommunication industry connects various types of sensors that 

can collect heterogeneous data. On the other hand, the recent advances in computational 
capabilities such as parallel processing in graphical processing units (GPUs) and 

distributed processing over cloud computing clusters enabled the processing of a vast 
amount of data. There has been a vital need to discover important patterns and infer 

trends from a large volume of data (so-called Big Data) to empower data-driven decision-
making processes. Tools and techniques have been developed in machine learning to 

draw insightful conclusions from available data in a structured and automated fashion. 
Machine learning algorithms are based on concepts and tools developed in several 

fields including statistics, artificial intelligence, information theory, cognitive science, 
and control theory. The recent advances in machine learning have had a broad range 
of applications in different scientific disciplines. This book covers recent advances of 

machine learning techniques in a broad range of applications in smart cities, automated 
industry, and emerging businesses. 

Published in London, UK 

©  2018 IntechOpen 
©  AdrianHancu / iStock

ISBN 978-1-78923-752-8

M
achine Learning - A

dvanced Techniques and Em
erging A

pplications



MACHINE LEARNING -
ADVANCED TECHNIQUES

AND EMERGING
APPLICATIONS

Edited by Hamed Farhadi



MACHINE LEARNING -
ADVANCED TECHNIQUES

AND EMERGING
APPLICATIONS

Edited by Hamed Farhadi



Machine Learning - Advanced Techniques and Emerging Applications
http://dx.doi.org/10.5772/intechopen.69783
Edited by Hamed Farhadi

Contributors

Andreea Mihailescu, Yves Philippe Rybarczyk, Rasa Zalakeviciute, Li Du, Yuan Du, Sherrene Bogle, Ahmed Mohammed 
Mikaeil, Osamah Abdullah, Ikhlas Abdel-Qader, W. David Pan, Yuhang Dong, Dongsheng Wu, Suhuai Luo, Samar 
Medawi Alqhtani, Jiaming Li, Ibtehal Nafea, Teja Santosh, Noureddine Bouhmala, Karina Hjelemrvik, Kjell Øvergård

© The Editor(s) and the Author(s) 2018
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, Designs and 
Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. The book as a whole 
(compilation) cannot be reproduced, distributed or used for commercial or non-commercial purposes without 
INTECHOPEN LIMITED’s written permission. Enquiries concerning the use of the book should be directed to 
INTECHOPEN LIMITED rights and permissions department (permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons Attribution 3.0 
Unported License which permits commercial use, distribution and reproduction of the individual chapters, provided 
the original author(s) and source publication are appropriately acknowledged. If so indicated, certain images may not 
be included under the Creative Commons license. In such cases users will need to obtain permission from the license 
holder to reproduce the material. More details and guidelines concerning content reuse and adaptation can be 
foundat http://www.intechopen.com/copyright-policy.html.

Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those 
of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published 
chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the 
use of any materials, instructions, methods or ideas contained in the book.

First published in London, United Kingdom, 2018 by IntechOpen
eBook (PDF) Published by IntechOpen, 2019
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, registration number: 
11086078, The Shard, 25th floor, 32 London Bridge Street  
London, SE19SG – United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Machine Learning - Advanced Techniques and Emerging Applications
Edited by Hamed Farhadi

p. cm.

Print ISBN 978-1-78923-752-8

Online ISBN 978-1-78923-753-5

eBook (PDF) ISBN 978-1-83881-418-2



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

3,700+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

115,000+
International  authors and editors

119M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

 





Meet the editor

Hamed Farhadi is a researcher at Ericsson Research, 
Stockholm, Sweden. He received his PhD degree from 
KTH Royal Institute of Technology, Stockholm, Swe-
den, in 2014. He was a postdoctoral research fellow at 
Harvard University, Cambridge, MA, USA, in 2016, 
and a researcher at Chalmers University of Technology, 
Gothenburg, Sweden, in 2015. His research interests 

mainly lie in statistical signal processing and machine learning for a broad 
range of applications including wireless healthcare systems, microrobotic 
surgery, clinical data analysis, and wireless information networks. He has 
been the recipient of several academic awards including best paper award 
of IEEE International Conference on Acoustics, Speech and Signal Process-
ing (ICASSP) in 2014. Dr. Farhadi was the cochair of IEEE International 
Symposium on Medical Information and Communication Technology 
(ISMICT) in 2015. He has been the editor of Springer International Journal 
of Wireless Information Networks since 2015.  

https://www.springer.com/engineering/electronics/journal/10776
https://www.springer.com/engineering/electronics/journal/10776


Contents

Preface VII

Chapter 1 Hardware Accelerator Design for Machine Learning   1
Li Du and Yuan Du

Chapter 2 Regression Models to Predict Air Pollution from Affordable
Data Collections   15
Yves Rybarczyk and Rasa Zalakeviciute

Chapter 3 Multiple Kernel-Based Multimedia Fusion for Automated Event
Detection from Tweets   49
Suhuai Luo, Samar M. Alqhtani and Jiaming Li

Chapter 4 Using Sentiment Analysis and Machine Learning Algorithms to
Determine Citizens’ Perceptions   65
Sherrene Bogle

Chapter 5 Overcoming Challenges in Predictive Modeling of Laser-Plasma
Interaction Scenarios. The Sinuous Route from Advanced
Machine Learning to Deep Learning   83
Andreea Mihailescu

Chapter 6 Machine Learning Approaches for Spectrum Management in
Cognitive Radio Networks   117
Ahmed Mohammed Mikaeil

Chapter 7 Machine Learning Algorithm for Wireless Indoor
Localization   141
Osamah Ali Abdullah and Ikhlas Abdel-Qader

Chapter 8 Classification of Malaria-Infected Cells Using Deep
Convolutional Neural Networks   159
W. David Pan, Yuhang Dong and Dongsheng Wu



Contents

Preface XI

Chapter 1 Hardware Accelerator Design for Machine Learning   1
Li Du and Yuan Du

Chapter 2 Regression Models to Predict Air Pollution from Affordable
Data Collections   15
Yves Rybarczyk and Rasa Zalakeviciute

Chapter 3 Multiple Kernel-Based Multimedia Fusion for Automated Event
Detection from Tweets   49
Suhuai Luo, Samar M. Alqhtani and Jiaming Li

Chapter 4 Using Sentiment Analysis and Machine Learning Algorithms to
Determine Citizens’ Perceptions   65
Sherrene Bogle

Chapter 5 Overcoming Challenges in Predictive Modeling of Laser-Plasma
Interaction Scenarios. The Sinuous Route from Advanced
Machine Learning to Deep Learning   83
Andreea Mihailescu

Chapter 6 Machine Learning Approaches for Spectrum Management in
Cognitive Radio Networks   117
Ahmed Mohammed Mikaeil

Chapter 7 Machine Learning Algorithm for Wireless Indoor
Localization   141
Osamah Ali Abdullah and Ikhlas Abdel-Qader

Chapter 8 Classification of Malaria-Infected Cells Using Deep
Convolutional Neural Networks   159
W. David Pan, Yuhang Dong and Dongsheng Wu



Chapter 9 Machine Learning in Educational Technology   175
Ibtehal Talal Nafea

Chapter 10 Sentiment-Based Semantic Rule Learning for Improved Product
Recommendations   185
Dandibhotla Teja Santosh and Bulusu Vishnu Vardhan

Chapter 11 A Multilevel Evolutionary Algorithm Applied to the Maximum
Satisfiability Problems   203
Noureddine Bouhmala, Kjell Ivar Øvergård and Karina Hjelmervik

X Contents

Preface

The volume of data that is generated, stored, and communicated across different industrial
sections, business units, and scientific research communities has been rapidly expanding. The
recent developments in cellular telecommunications and distributed/parallel computation
technology have enabled real-time collection and processing of the generated data across dif‐
ferent sections. On the one hand, the internet of things (IoT) enabled by cellular telecommu‐
nication industry connects various types of sensors that can collect heterogeneous data and
communicate them to the distributed processing units. On the other hand, the recent advan‐
ces in computational capabilities such as parallel processing in graphical processing units
(GPUs) and distributed processing over cloud computing clusters have enabled the process‐
ing of a vast amount of data. There has been a vital need to discover important patterns and
infer trends from a large volume of data (so-called Big Data) to empower data-driven deci‐
sion-making processes. Tools and techniques have been developed in machine learning to
draw insightful conclusions from available data in a structured and automated fashion. Ma‐
chine learning algorithms are based on concepts and tools developed in several fields includ‐
ing statistics, artificial intelligence, information theory, cognitive science, and control theory.
The recent advances in the area of machine learning have had a broad range of applications
in different scientific disciplines (e.g., bioinformatics, particle physics, and neuroscience),
technology (e.g., autonomous cyber physical systems, and computer-assisted diagnosis sys‐
tems), and business (e.g., online financial trading tools and data-driven marketing).

This book is an attempt to bring together the recent developments in machine learning tools
and techniques, and the emerging applications of machine learning across different research
disciplines, industry sections, and business areas. The book starts with a chapter on hard‐
ware accelerator design for the implementation of machine learning algorithms. The chapter
addresses hardware architectures to enable parallel processing and hence accelerating the
execution of these algorithms. The book continues with subsequent chapters, each of which
addresses a specific area where machine learning can achieve substantial improvements.

Predictive models for air quality prediction are discussed in Chapter 2. The chapter presents
several algorithms that are developed to predict the concentration of particles suspended in
the air. The predictions are based on heterogeneous datasets collected with various sensors
that measure traffic status, weather condition, and trace gases. The presented techniques
would be able to advance public health by providing accurate air quality prediction in fu‐
ture smart cities. Automated event detection is another area where machine learning can
improve spreading awareness and organizing responses in emerging smart cities. Automat‐
ed event detection using multimedia information in tweets is addressed in Chapter 3. A
multiple kernel learning (MKL) algorithm is presented to automatically combine extracted
features from texts and images in tweets and detect events. This would assist risk manage‐
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features from texts and images in tweets and detect events. This would assist risk manage‐



ment strategies, improve public health preparedness, and lead to better disaster manage‐
ment. Chapter 4 presents sentiment analysis and machine learning algorithms to determine
citizens' perceptions using tweet messages. The presented techniques enable inferring of
public opinion using social media.

The developments in scientific disciplines are experiencing a transition from computational‐
ly-intensive to data-intensive problems to be addressed because of the extensive data that
are available from scientific experiments/simulations. The investigation of the interactions of
laser pulses with plasmas is a rapidly developing area of physics where the need for the
development of predictive models based on extensive data is inevitable. Chapter 5 presents
a predictive system for laser-plasma interactions that incorporates big data and advanced
machine learning algorithms for fast and reliable prediction of the outcome of the interac‐
tions. The predictive system enables the discovery and understanding of various physical
phenomena occurring during the interactions, hence, allowing researchers to set up control‐
led experiments at optimal parameters.

Radio communication networks are one of the key enablers of smart cities, and it is expected
that a tremendous number of sensors and devices are to be connected through these net‐
works. Network traffic is rapidly increasing and, thus, efficient utilization of the spectrum is
of vital importance for the sustainable development of future radio networks. Cognitive ra‐
dios would possibly enhance spectrum utilization by introducing an opportunistic usage of
the frequency bands that are not occupied by licensed spectrum users. The detection of active
licensed users is a key technical requirement to prevent making interference in the licensed
spectrum. Chapter 6 presents a new approach for the detection of licensed users’ availability
based on machine learning techniques. Indoor positioning systems based on already existing
hardware such as Wi-Fi transceivers are gaining momentum. These systems extract features
from the received signals and try to estimate the object’s location using a codebook based on
the received signals at reference points. Thus, the problem can be formulated as a classifica‐
tion problem, which has been discussed in machine learning discipline. In Chapter 7, a locali‐
zation technique inspired by machine learning techniques is proposed. The proposed
algorithms can achieve a sufficiently accurate localization precision for indoor navigations.

Automation of the diagnosis of life-threatening diseases such as Malaria would substantially
improve public health in resource-scarce areas. Machine learning technologies can be used
for automated diagnosis of Malaria. Chapter 8 presents an accurate method for the clas‐
sification of malaria-infected cells using deep convolutional neural networks. The chapter
first describes preprocessing methods to be applied on blood cell images. Next, a procedure
for compiling a pathologist-curated image dataset for training the deep neural network is
presented. The classification accuracies obtained by deep convolutional neural networks
through training, validating, and testing with various combinations of datasets including
the original dataset and the augmented datasets are discussed in the chapter.

Machine learning can have a profound impact on future education systems by providing a
customized learning experience in remote education systems. These systems can be virtual
assistants of teachers enabling teachers to have a better understanding concerning how their
students are progressing with learning. Chapter 9 addresses possible developments that ma‐
chine learning algorithms can provide in future education systems.

Advanced learning algorithms would facilitate businesses through the development of data-
oriented product recommendations. Heterogeneous datasets, including product features
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and consumer online reviews, can be used to propose the best recommendations to the con‐
sumers. Chapter 10 addresses this topic and presents product review opinion ontology to
annotate product features and online product reviews. This can be used to provide product
recommendation and to help the consumers to make correct purchase decisions. Chapter 11
presents a combinatorial optimization algorithm to find a feasible solution for a set of con‐
straints in a timely manner.

The book provides an overview of machine learning techniques and their potential applica‐
tions in different areas. The book can be used by researchers, business owners, entrepre‐
neurs, and engineers to have an insight into the potential opportunities in developing
machine learning solutions in different areas. The book has been the result of the effort of
several authors with very diverse technical backgrounds who are experts in different fields.
The editor would like to use this opportunity to thank all the authors who have contributed
to this book with their valuable inputs to the technical chapters. In addition, the editor
would like to thank the publication team at IntechOpen publisher who facilitated the publi‐
cation process. The editor thanks the publication manager Mr. Teo Kos for all his help.

Dr. Hamed Farhadi
Experienced Researcher

Ericsson Research
Stockholm, Sweden
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Hardware Accelerator Design for Machine Learning

Li Du and Yuan Du
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Abstract

Machine learning is widely used inmanymodern artificial intelligence applications. Various
hardware platforms are implemented to support such applications. Among them, graphics
processing unit (GPU) is the most widely used one due to its fast computation speed and
compatibility with various algorithms. Field programmable gate arrays (FPGA) show better
energy efficiency compared with GPU when computing machine learning algorithm at the
cost of low speed. Finally, various application specific integrated circuit (ASIC) architecture
is proposed to achieve the best energy efficiency at the cost of less reconfigurability which
makes it suitable for special kinds of machine learning algorithms such as a deep convo-
lutional neural network. Finally, analog computing shows a promising methodology to
compute large-sized machine learning algorithm due to its low design cost and fast com-
puting speed; however, due to the requirement of the analog-to-digital converter (ADC) in
the analog computing, this kind of technique is only applicable to low computation resolu-
tion, making it unsuitable for most artificial intelligence (AI) applications.

Keywords: machine learning, hardware accelerator, model compression, analog
computing, GPU, FPGA, ASIC

1. Introduction

Machine learning (ML) is currently widely used in many modern artificial intelligence (AI)
applications [1]. The breakthrough of the computation ability has enabled the system to
compute complicated different ML algorithm in a relatively short time, providing real-time
human-machine interaction such as face detection for video surveillance, advanced driver-
assistance systems (ADAS), and image recognition early cancer detection [2, 3]. Among all
those applications, a high detection accuracy requires complicated ML computation, which
comes at the cost of high computational complexity. This results in a high requirement on the
hardware platform. Currently, most applications are implemented on general-purpose com-
pute engines, especially graphics processing units (GPUs). However, work recently reported
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from both industry and academy shows a trend on the design of application specific integrated
circuit (ASIC) for ML, especially in the field of deep neural network (DNN). This chapter gives
an overview of the hardware accelerator design, the various types of the ML acceleration, and
the technique used in improving the hardware computation efficiency of ML computation.

2. Recent development on deep learning hardware accelerator

2.1. GPU/FPGA-based accelerator in datacenter

Over the past decades, graphics processing units (GPUs) have become popular and standard
in training deep-learning algorithms or convolutional neural networks for face, object detec-
tion/recognition, data mining, and other artificial intelligence (AI) applications. GPUs offer a
wide range of hardware selections, a high-performance throughput/computing power, and a
stable but ever-expanding ecosystem. The GPU architecture is usually implemented with
several mini graphics processors. Each graphics processor has its own computation unit and
local cache which fits for the matrix multiplication. A shared high-speed bus is included in
multiple mini processors to enable fast data exchange among mini processors. In addition, it
also acts as a bridge to connect the main CPU and multiple mini graphics processors.

Taking NVIDIA’s DGX-1 as an example [4], DGX-1 has eight Tesla P100-SXM2 GPUs
conforming to Pascal architecture. Each GPU has 56 multiprocessors with 64 CUDA cores per
multiprocessor. This makes each GPU equipped with 3584 CUDA cores. The GPU and memory
clock frequencies are 1.3 GHz and 700 MHz, respectively. The GPU has 4096-bit memory bus
width, 16 GB global memory, and 4 MB L2 cache. Figure 1 shows the system-level topology of
DGX-1. The network of NVLink interconnect is wired so that any two GPUs can hop away from
less than one another GPU. The GPU cluster is connected to a switch (PLX) with a PCIe � 16

Figure 1. Diagram of NVIDIA DGX-1 system-level topology.
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interconnect. The maximum bandwidth of NVLink interconnect with Tesla P100 is reported at
160 GB/s. In a clustering or multicore parallel computation scenario, the communication inter-
connect performance becomes the bottleneck to achieving high throughput, low latency, and
high energy efficiency. Figure 2(a) and (b) shows that DGX-1 GPU outperforms comparable Intel
CPU (KNL) in power efficiency and computing throughput for two different batch sizes when
running CLfarNet.

The GPU offers significant computation speed due to a lot of parallel processing cores. How-
ever, a relatively large power consumption is also requested for the computation and data
movement. In addition, a high-speed interconnect interface is required to support the fast data
exchange. Thus, compared with other techniques, GPU offers power computation ability at the
expense of high design cost (unit price) and power consumption.

As the industry matures, field programmable gate arrays (FPGAs) are now starting to emerge as
credible competition to GPUs for implementing CNN-based deep learning algorithms. Microsoft

Figure 2. Power and performance of CifarNet/Cifar 10 with batch sizes (a) 96 and (b) 192.
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Figure 1. Diagram of NVIDIA DGX-1 system-level topology.
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interconnect. The maximum bandwidth of NVLink interconnect with Tesla P100 is reported at
160 GB/s. In a clustering or multicore parallel computation scenario, the communication inter-
connect performance becomes the bottleneck to achieving high throughput, low latency, and
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CPU (KNL) in power efficiency and computing throughput for two different batch sizes when
running CLfarNet.

The GPU offers significant computation speed due to a lot of parallel processing cores. How-
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movement. In addition, a high-speed interconnect interface is required to support the fast data
exchange. Thus, compared with other techniques, GPU offers power computation ability at the
expense of high design cost (unit price) and power consumption.

As the industry matures, field programmable gate arrays (FPGAs) are now starting to emerge as
credible competition to GPUs for implementing CNN-based deep learning algorithms. Microsoft

Figure 2. Power and performance of CifarNet/Cifar 10 with batch sizes (a) 96 and (b) 192.
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Research’s Catapult Project garnered quite a bit of attention in the industry when it contended
that using FPGAs could be as much as 10 times more power efficient compared to GPUs [5].
Although the performance of single FPGA was much lower than comparable-price GPUs, the
fact that power consumption was much lower could have significant implications for many
applications where high performance may not be the top priority. Figure 3(a) shows a logical
view of FPGAs in cloud-scale application and Figure 3(b) shows how the FPGA-based acceler-
ator fits into a host server.

As Figure 3(b) shows, the FPGA-based machine learning accelerator typically involves hardware
blocks such as DRAM, CPUs, network interface controller (NIC), and FPGAs. The DRAMs act as
a large buffer to store the temporary data while the CPU is in charge of managing the computa-
tion, including sending instructions to FPGAs. The FPGA is programmed to fit the ML algo-
rithm. Since the ML algorithm is optimized at a hardware level through FPGA programming, a
high data access efficiency is obtained compared with regular GPU computation which does not
have any hardware optimization on the corresponding ML algorithms.

Although the FPGA reduces the power consumption in computing through optimizing the ML
algorithms on the hardware design, the overall efficiency is still much lower compared with the
ASIC for single kind of algorithms. Compared with the ASIC, the programmability introduced by
the FPGA also brings complicated logic which increases the hardware design cost. In addition, the
speedof the FPGA is usually limited to 300MHz,which is 4–5� times lower than a typicalASIC [6].

2.2. ASIC-based CNN accelerator at edge

2.2.1. Introduction

In the HPC or datacenter, hardware accelerator solutions are dominated by GPU and FPGA
solution. State-of-the-art machine-learning computation mostly relies on the cloud servers.

Figure 3. (a) De-couples programmable hardware plane, (b) server plus FPGA schematic.
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However, high-power consumption makes this approach limited in many real application
scenarios. Since cloud-based AI applications on portable devices require network connection
capability, the quality of network connection affects user experience. Furthermore, the network
and communication latency is not acceptable for real-time AI applications. In addition, most of
IoT AI applications have a strict power and cost constrain, which could support neither high-
power GPU nor transmitting a large amount of data to cloud servers.

To address the abovementioned issues, several edge-based AI processing schemes were intro-
duced in [7–9]. The edge-based AI processing scheme targets utilizing the localized data at the
edge side and avoids network communication overhead. Currently, most localized AI pro-
cessors focus on processing convolutional neural network (CNN) which is widely used for
computation vision algorithms and requests a lot of computing resources.

2.2.2. CNN accelerator layer function definition

The state-of-art convolutional neural networks commonly include three different computa-
tional layers: convolution layer, pooling layer, and fully connected layer. Convolution layer
is the most computation intensive part of the neural network, with pooling layer inserted
between two convolution layers with the function of reducing intermediate data size and
remapping feature maps. Fully connected layer is usually the last layer of the CNN to predict
labels of input data, which is memory bandwidth limited, rather than computation resource
limited.

The primary role of a convolution layer is to apply convolution function to map the input
(previous) layer’s images to the next layer. Data from each input layer are composed of
multiple channels as a three-dimensional tensor. One set of regional filter windows is defined
as one filter or weight. The results run through inner product computation by the filter weight
and input data. Output feature is defined by using the filter or weight to scan and accumulate
different input channels. After interproduct computation, a separated bias vector (the same
dimension as output feature number) will be added in each final result. The analytical repre-
sentation of convolution layer is shown in Eq. (1) and Figure 4.

O o½ � m½ � x½ � y½ � ¼ B o½ � þ
XM

k¼1

XK

i¼1

XK

j¼1

I o½ � k½ � αxþ i½ � αyþ j½ � �W m½ � k½ � i½ � j½ �

1 ≤ o ≤N, 1 ≤m ≤M, 1 ≤ x, y ≤ So (1)

O, B, I, and W are the output features, biases, input features, and filters, respectively.

In addition to the convolution layer, pooling layer is to compress important information
through a group of local image pixel data in each input channel. There are two types of pooling
operations: max pooling and average pooling. For max pooling operation, the output of
pooling layer collects the maximum of pixel data in the local group window, while for average
pooling operation, the output of pooling layers calculates the mean of pixel data in the local
groupwindow. The representations of these two pooling operations are defined as Eqs. (2) and (3).
Figure 5 is an example of the max pooling function.
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Here I[r][c] represents the input channel’s data at the position (r,c) and the kernel size of the
pooling window is K.

2.2.3. CNN accelerator architecture overview

Today’s CNN accelerator architecture can mainly separate into two categories. The central
computation architecture and the sparse computation architecture. Figure 6 is a typical central

Figure 4. Concept of computation of CONV layer.

Figure 5. Example of computation of a max pooling layer.
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computation architecture that reports in 2015 [10]. The central computation architecture has
one large PE array. Multiple filters will be sent out into the PE array to enable parallel
computation. The output result of each filter will be gathered at the PE array’s output to
feedback to the memory for next layer computation. This large PE array in the central compu-
tation architecture provides a benefit to computing large kernel-sized CNN; however, it needs
to reconstruct the array when computing the small kernel-sized CNN.

On the other hand, a sparse computation architecture is made of many parallel small convolu-
tion units that fit for small-sized kernel [11]. Figure 7 is one of such implementations. The
computing unit (CU) Engine Array is made of 16 3 � 3 kernel-sized convolution units. It
provides a benefit to compute small kernel-sized convolution operations and simplify the data
flow. However, the computing unit is only supported for 3 � 3 convolution. So when comput-
ing a kernel size that is larger than 3 � 3, a kernel decomposition technique is proposed in the
following section.

2.2.4. Kernel decomposition technique

The filter’s kernel size in a typical CNN network can range from a very small size (1� 1) to a very
large size (11 � 11). A hardware engine needs design to support various sized convolutional
operation. However, for sparse architecture, the computation units are not separated into many
small blocks. Each block consists of a small-sized processing engine array and can only support
small-sized convolution, making each block hard to process large convolution. To minimize the
hardware resource usage, a filter decomposition algorithm is proposed to compute any large
kernel-sized (>3 � 3) convolution through using only 3 � 3-sized CU [11]. The algorithm is
separated into three steps: (1) It first examines the kernel size of the filter. If the original filter’s
kernel size is not an exact multiple of three, zero padding weights will be added in the original
filter’s kernel boundary to extend the original filter’s kernel size to be a multiple of three. The
added weights are all zero to keep the extended filter convolution result to be same as the original
one. (2) The extended filters will be decomposed into several 3 � 3-sized filters. Each filter will be

Figure 6. Central computation architecture of the CNN accelerator.
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assigned a shift address based on its top left weight’s relative position in the original filter and
each decomposed filter will be computed individually. (3) The output result of each decomposed
filter will be summed together based on its shift address to generate the final output. The
mathematical derivation of this decomposition technique is also explained in [11].

Figure 8 is an example of decomposing a 5 � 5 filter into four 3 � 3 filters using this technique.
One row and column zero padding are added in the original filter. The decomposed filters F0,
F1, F2, F3’s shift address are (0,0), (0,3), (3,0), (3,3). Figure 9 shows the detailed procedure.

2.3. Model compression

In addition to the hardware architecture level development, model compression is also reported as
a way to improve the hardware computation efficiency of the machine learning. Ref [12] reported a
methodology to prune the neural network and achieve up to 35� to 49� model parameters
reduction. The procedure is shown in Figure 10. The original network will be pruned and
retrained several times to achieve parameters reduction. After that, quantization is implemented
with clustered weights to achieve additional parameter size reduction. Finally, Huffman encoding
is added into the final weights to achieve further model size reduction.

Figure 7. Sparse computation architecture of the CNN accelerator in [11].
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Figure 8. A 5 � 5 Filter decomposed into four 3 � 3 sub-filter.

Figure 9. Filter decomposition technique to compute a 5 � 5 filter on the 7 � 7 image. The 5 � 5 filter is decomposed into
four separated 3 � 3 filters F0, F1, F2, F3, and generating four sub-images. The sub-images are summed together to
generate the final output. Same color’s pixels in each sub-image will be added together to generate the corresponding
pixels in the output image.

Figure 10. Neural network compression reported in Ref [12].
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Due to the rapid increment of the deep learning model size, model compression becomes more
and more important for machine-learning hardware acceleration, especially for the edge-side
user case. In addition, the fixed-point data format is also used in many deep learning applica-
tions to reduce the computation cost [13].

2.4. Analog computing

In addition to the traditional digital accelerator design, analog computing is also becom-
ing one of the trends to improve the processor computation ability in solving machine
learning problems. Here, we use the charge-trapping transistors (CTTs) technique as an
example to introduce analog computing [14]. The complementary metal oxide semicon-
ductor (CMOS)-compatible feature of the CTTs makes them very promising devices to
implement large-sized computation using analog methodology.

As the scaling of transistors is reaching its manufacturing limit, the computation through-
put using current architectures will also inevitably saturate. Recent research reports the
development of analog computing engines. Compared to traditional digital computation,
analog computing shows tremendous advantages regarding the power, design cost, and
computation speed. Among many analog computing systems, memristor-based ones have
been widely reported [14]. Recently, more promising charge-trapping transistors (CTTs)

Figure 11. A schematic showing the basic operation of CTT device (equally applicable to FinFET-based CTTs): (1) charge
trapping operation, (2) charge de-trapping operation.
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were reported to be used as digital memory devices with reliable trapping and de-trapping
behavior. Different from other charge-trapping devices such as floating-gate transistors,
transistors with an organic gate dielectric, and carbon nanotube transistors, CTTs are
manufacturing ready and fully CMOS compatible in terms of process and operating. IT
shows that more than 90% of the trapped charge can be retained after 10 years even when
the device is baked at 85�C [15].

A schematic of the basic operation of a CTT device is depicted in Figure 11. The device
threshold voltage, VT, is modulated by the charge trapped in the gate dielectric of the transis-
tor. VT increases when positive pulses are applied to the gate to trap electrons in the high-k
layer and decreases when negative pulses are applied to the gate to de-trap electrons from the
high-k layer. CTT devices can be programmed by applying logic-compatible voltages.

A memristive computing engine based on the charge-trapping transistor (CTT). The proposed
memristive computing engine consists of 784 by 784 CTT analog multipliers and achieves 100�
power and area reduction compared to the conventional digital approach. Through impleme-
nting a novel sequential analog fabric (SAF), the mixed-signal interfaces are simplified and it
only requires an 8-bit analog-to-digital converter (ADC) in the system. The top-level system
architecture is shown in Figure 12. A 784 by 784 CTT computing engine is implemented using
TSMC 28 nm CMOS technology and occupies 0.68mm2 as shown in Figure 13. It achieves 69.9
TOPS with 500 MHz clock frequency and consumes 14.8 mW.

Figure 12. Top-level system architecture of the proposed memristive computing engine, including CTT array, mixed-
signal interfaces including tunable low-dropout regulator (LDO), analog-to-digital converter (ADC), and novel sequential
analog fabrics (SAF).
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Compared with the traditional digital processor, analog-based computing processor achieves
much less power as well as large area reduction in the design. Table 1 is a comparison of the
computation ability between the analog processor and digital processor. As it shows, analog
processor achieved more than 100 times computing speed with 1/10 times area consumption
compared to digital processor.

Even the analog computing shows advantages in the computation speed and design cost, a low
computing resolution limits its application in most ML algorithms. Due to the design challenges
of the ADC in the analog processor, the processor can only handle computation resolution that is
less or equal to around 10 bits, making it not suitable for most AI applications.

Figure 13. Layout view in TSMC 28 nm CMOS technology.

Merits Digital [16] This work

Process Standard 28 nm FD-SOI CMOS Standard 28 nm CMOS

Core Area (mm2) 5.8 0.68

Power (mW) 41 14.8

Clock Speed 200–1175 MHz 500 MHz

Peak MACs # 0.64 K 69.9 K

SRAM Size 128 KB 0

Non-Volatile No Yes

Table 1. Comparison table between analog computing and digital computing in Ref [14].
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3. Conclusion

In this chapter, various computation hardware platforms for machine learning algorithms are
discussed. Among them, GPU is the most widely used one due to its fast computation speed
and compatibility with various algorithms. FPGA shows better energy efficiency compared
with GPU when computing machine learning algorithm at the cost of low speed. Finally,
different ASIC architectures are proposed to support certain kinds of the machine learning
algorithms such as a deep convolutional neural network with model compression technique to
improve hardware performance. Compared with the GPU and FPGA, ASIC shows the best
energy efficiency and computation speed, however, at the cost of reconfigurability to various
ML algorithms. Depending on the specific applications, the designers should select the most
suitable computation hardware platform.
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Compared with the traditional digital processor, analog-based computing processor achieves
much less power as well as large area reduction in the design. Table 1 is a comparison of the
computation ability between the analog processor and digital processor. As it shows, analog
processor achieved more than 100 times computing speed with 1/10 times area consumption
compared to digital processor.

Even the analog computing shows advantages in the computation speed and design cost, a low
computing resolution limits its application in most ML algorithms. Due to the design challenges
of the ADC in the analog processor, the processor can only handle computation resolution that is
less or equal to around 10 bits, making it not suitable for most AI applications.

Figure 13. Layout view in TSMC 28 nm CMOS technology.

Merits Digital [16] This work

Process Standard 28 nm FD-SOI CMOS Standard 28 nm CMOS

Core Area (mm2) 5.8 0.68

Power (mW) 41 14.8

Clock Speed 200–1175 MHz 500 MHz

Peak MACs # 0.64 K 69.9 K

SRAM Size 128 KB 0

Non-Volatile No Yes

Table 1. Comparison table between analog computing and digital computing in Ref [14].
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3. Conclusion

In this chapter, various computation hardware platforms for machine learning algorithms are
discussed. Among them, GPU is the most widely used one due to its fast computation speed
and compatibility with various algorithms. FPGA shows better energy efficiency compared
with GPU when computing machine learning algorithm at the cost of low speed. Finally,
different ASIC architectures are proposed to support certain kinds of the machine learning
algorithms such as a deep convolutional neural network with model compression technique to
improve hardware performance. Compared with the GPU and FPGA, ASIC shows the best
energy efficiency and computation speed, however, at the cost of reconfigurability to various
ML algorithms. Depending on the specific applications, the designers should select the most
suitable computation hardware platform.
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Air quality monitoring is key in assuring public health. However, the necessary equip-
ment to accurately measure the criteria pollutants is expensive. Since the countries 
with more serious problems of air pollution are the less wealthy, this study proposes 
an affordable method based on machine learning to estimate the concentration of 
PM2.5. The capital city of Ecuador is used as case study. Several regression models 
are built from features of different levels of affordability. The first result shows that  
cheap data collection based on web traffic monitoring enables us to create a model that 
fairly correlates traffic density with air pollution. Building multiple models accord-
ing to the hourly occurrence of the pollution peaks seems to increase the accuracy of 
the estimation, especially in the morning hours. The second result shows that adding 
meteorological factors allows for a significant improvement of the prediction of PM2.5 
concentrations. Nevertheless, the last finding demonstrates that the best predictive 
model should be based on a hybrid source of data that includes trace gases. Since the 
sensors to monitor such gases are costly, the last part of the chapter gives some recom-
mendations to get an accurate prediction from models that consider no more than two 
trace gases.

Keywords: urban air pollution prediction, heterogeneous data sources, hybrid models, 
low-cost approach, real-time traffic monitoring, meteorological and chemical features
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Over the last century, the global human population has augmented more than four times. Most 
of the recent growth is accredited to the urban areas in the less developed parts of the world [1]. 
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to exceed the recommendations for air quality [2]. Apart from economic losses, reduced vis-
ibility, and climate change, ambient air pollution costs millions of premature deaths annually, 
mostly due to anthropogenic fine particulate matter (PM2.5—particles with aerodynamic diam-
eter less than 2.5 μm) [3]. In the case of business-as-usual, the global atmospheric chemistry 
models suggest that the contribution of outdoor air pollution to premature mortality could 
double by 2050 [4].

Even though the concentrations of PM2.5 are 2–5 times higher in the developing countries, 
most of the air quality studies and measurements are concentrated in the developed coun-
tries [2, 5]. This is often due to the investments required to launch and support a reliable air 
quality monitoring station or network. High accuracy, standard air quality reference method 
equipment costs can range from $6000 to $36,000 per sensor [6], excluding the costs for main-
tenance, calibration and accessories, resulting in a price of a functional air quality monitoring 
station well over $100,000. Meteorological equipment is also essential for the evaluation of air 
quality, as high UV radiation, high winds, precipitation, or extreme temperatures can cause 
serious health concerns. Meteorological station, depending on accuracy requirements, can 
cost from $1000 to over $7000; although, the accuracy differences are not too great between 
the tiers (not including the lowest level equipment). Dynamic and nonhomogeneous urban 
systems contain different pollution sources, infrastructures, varying terrains, requiring more 
than one station for a comprehensive evaluation of air pollution conditions, consequently 
excluding poorer cities.

The question of economic limitations has recently been brought to attention resulting in the 
introduction of the lower cost sensors (<$500) or bundled platforms ($5000–10,000) to the 
market. Based on the comparative studies, evaluating sensor performance (fit for air quality 
monitoring), some air criteria pollutants compare quite well with the standard air quality ref-
erence methods, while some show lower correlation [6–8]. In addition, in some cases, adding 
a PM sensor to the platform increases costs significantly.

Recently, a different approach aims at using machine learning to estimate particulate pollu-
tion [9, 10]. This study proposes to evaluate the reliability for predicting air quality through 
a machine-learning approach and from data sources with a different scale of affordability. It 
focuses on the case study of Quito, the capital city of Ecuador, because it is a model example 
of complex terrain rapidly growing in mid-size cities in developing world with air pollution 
issues and economic limitations (e.g., poor quality fuel). In addition, Quito has many years of 
environmental data collection that can be used for data mining.

2. Machine-learning approach

2.1. Prediction by multiple regression

In regression, features derived from a dataset are used as input of the regression model to 
predict continuous valued output. This kind of prediction is obtained by learning the rela-
tionship between the input x and the output y. The simplest case of a regression model is a 
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simple regression, in which a single feature is used to estimate the value of the output. This 
relationship is acquired by fitting a linear or nonlinear curve to the data. In order to correctly 
fit the curve, it is necessary to define the goodness-of-fit metric, which allows us to identify 
the curve that fits better than the other ones. The optimization technique used in regression, 
and in several other machine-learning methods, is the gradient descent algorithm. In the case 
of a simple linear regression, the objective is to find the value of the slope and the intercept 
of the line that minimizes the goodness-of-fit metric. The residual sum of squares (RSS), also 
called sum of squared errors of prediction, is used to calculate this cost. The RSS adds up the 
squared difference between the estimated relationship between x and y (regression model) 
and the actual values of y (yi), as described in Eq. (1)

  RSS ( w  0  ,  w  1  )  =  ∑ 
i=1

  
N
      ( y  i   −  [ w  0   +  w  1    x  i  ] )    2   (1)

where N is the number of observations, xi are the input values, and the coefficients w0 and w1 
are the intercept and slope of the linear regression, respectively. For simplification, Eq. (1) is 
commonly rewritten as follows:

  RSS ( w  0  ,  w  1  )  =  ∑ 
i=1

  
N
      ( y  i   −   y ̂    i   ( w  0  ,  w  1  ) )    2   (2)

where    y ̂    
i
   ( w  

0
  ,  w  

1
  )   is the predictive value of observation yi, if a linear regression defined by w0 and 

w1 is used. In the case of a multiple regression model, more than one input (or feature) is con-
sidered to predict the output. The generic equation of such a model can be written as follows:

   y  i   =  ∑ 
j=0

  
D
     w  j    h  j   (  x →    i  )  +  ε  i    (3)

where D is the number of features,   h  
j
   (  x →    

i
  )   are functions of the inputs (represented as a vector) 

that are weighted by different coefficients   w  
j
    , and   ε  

i
    is the error. Thus, the RSS is generically 

defined by Eq. 4 as

  RSS ( w →  )  =  ∑ 
i=1

  
N
      ( y  i   −   y ̂    i   ( w →  ) )    

2
   (4)

where   w →    is a vector of the weights (or coefficients) of the whole parameters of the fit. The best 
regression model is the function that provides the smallest RSS. The model is obtained after 
a split of the dataset into two independent sets: a training set and a test set. The training set 
is used to build the model, and the calculation of the RSS is performed over the test set, only. 
The gradient descent is an iterative method that minimizes the RSS metric. It takes multiple 
steps to eventually provide the optimal solution as described in Algorithm 1. At first, all the 
parameters are initialized to be zero at the first iteration (t = 1). Then, the algorithm repeats 
while the magnitude of the RSS does not converge. The internal part of the loop calculates the 
partial derivative (partial[j]) for each feature of the multiple regression model, and then, the 
gradient step takes the jth coefficient at time t and subtracts the step size   (η)   times that partial 
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simple regression, in which a single feature is used to estimate the value of the output. This 
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regression model is the function that provides the smallest RSS. The model is obtained after 
a split of the dataset into two independent sets: a training set and a test set. The training set 
is used to build the model, and the calculation of the RSS is performed over the test set, only. 
The gradient descent is an iterative method that minimizes the RSS metric. It takes multiple 
steps to eventually provide the optimal solution as described in Algorithm 1. At first, all the 
parameters are initialized to be zero at the first iteration (t = 1). Then, the algorithm repeats 
while the magnitude of the RSS does not converge. The internal part of the loop calculates the 
partial derivative (partial[j]) for each feature of the multiple regression model, and then, the 
gradient step takes the jth coefficient at time t and subtracts the step size   (η)   times that partial 
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derivative. Once the algorithm cycled through all the features of the model, the t counter is 
incremented and the convergence condition is tested to decide whether the program must 
loop through or not. When the minimum is reached (RSS ≤   ε )    , the respective values of the 
regression coefficients are used as the model parameters to form the predictions.

Algorithm 1. Gradient descent algorithm for multiple regression.

1: init   w →   (1) = 0, t = 1

2: while   ‖∇ RSS (  w →      (t)  ) ‖   >  ε. 

3:             for j = 0, …, D

4:                   partial[j] = −2  ∑ i=1  N     h  j   (  x →    i  )  ( y  i   −   y ̂    i   (  w →      (t)  ) )  
5:                      w →    

j
   (t+1)   ←   w →    

j
   (t)   − η partial[j]

6:             t  ←  t + 1

In addition, the final regression models of this study are obtained after an attribute selection 
using the M5 method, which steps through the attributes removing the one with the smallest 
standardized coefficient until no improvement is observed in the estimate of the error given 
by the Akaike information criterion (AIC) [11].

  AIC = N ln  (  RSS ____ N − D  )  + 2D  (5)

where N is the number of observations (or instances), and D is the number of features (or 
attributes). The selected model is the model that gets the lowest AIC.

All the models presented in the manuscript are obtained after a normalization of the value of 
the variables, in order to avoid a dominance of the variables with the highest intrinsic values. 
The used method to evaluate the model accuracy is a 10-fold cross-validation. The regression 
modeling is performed with Pandas and scikit-learn machine-learning library for Python.

2.2. Cumulative modeling method

Air pollution data (PM2.5) were collected in central Quito over a period of 2 months in 
June and July of 2017 by the city Secretariat of the Environment. Belisario (alt. 2835 m.a.s.l, 
coord.78°29′24″ W, 0°10′48″ S) measurement station was setup following the criteria of the 
Environmental Protection Agency of the United States (USEPA). For PM2.5 concentration data 
Thermo Scientific FH62C14-DHS continuous ambient particulate monitor 5014i was used 
based on beta rays’ attenuation method (EPA No. EQPM-0609-183). For all the data 1 hour 
averages were calculated, resulting in 1118 instances.

In this work, we present several regression models to provide a reliable estimation of the 
current level of PM2.5 from data collection methods of different levels of affordability. In 
Section 3, we describe a prediction of PM2.5 concentrations based on real-time traffic moni-
toring, only. This type of data does not cost anything to the user as it is based on publicly 
available worldwide traffic data. Section 4 describes a prediction that adds meteorological 
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factors on top of the traffic data. Most of the meteorological equipment is not as costly as air 
quality sensors, thus still presenting a viable option for the prediction of PM2.5 concentra-
tions. Subsequently, Section 5 describes a prediction that includes traffic data, meteorologi-
cal factors and trace gas concentrations. This way we build from the simplest to the most 
complex model, increasing the equipment costs with every step and improving the predic-
tion performance. Finally, we finish our study by proposing the best simple model based on 
a feature selection method, letting us to reduce the costs significantly, but still producing a 
high performance.

3. Prediction from real-time traffic monitoring

We propose a method to extract data from Google Maps Traffic, in which a simple request to 
the website enables us to build a database regarding the traffic in the city and, consequently, 
the level of urban air pollution.

3.1. Dataset

3.1.1. Data acquisition

3.1.1.1. Screenshot

A request to Google Maps Traffic is performed by the use of the library selenium for Python. 
A screenshot is carried out each 10 minute in a specific zone of Quito, which is centered on 
the neighborhood of Belisario. The exact coordinates of the geographic area of interest are 
−0.181661, −78.4987077, which is 1.2 km southwest from the center of the traffic map. Two 
kinds of images are stored: the one with traffic (Figure 1a) and the another without traffic 
(Figure 1b). It is necessary to save these two different types of pictures in order to proceed 
with the next step that consists of isolating the traffic information only (Figure 1c).

3.1.1.2. Background subtraction

A technique of background subtraction is used to eliminate picture information that is not 
related to traffic (Figure 1). The background removal is carried out through the process as 
follows [12]:

• Memorize the background image (picture without traffic).

• Check every pixel in the frame. If it is different from the corresponding pixel in the back-
ground image, it is a foreground pixel (traffic information). If not, it is a background pixel.

To get a clean image of the traffic, it is necessary to define a distance threshold of brightness 
when comparing the background image to the traffic + background images (see Algorithm 2). 
For every pixel, if the absolute difference of brightness between the image with traffic 
and the background image is lower than the threshold (empirically defined at 30), then 
the corresponding pixels are considered identical. In this case, the pixels are colored white 
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derivative. Once the algorithm cycled through all the features of the model, the t counter is 
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j
   (t+1)   ←   w →    

j
   (t)   − η partial[j]
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In this work, we present several regression models to provide a reliable estimation of the 
current level of PM2.5 from data collection methods of different levels of affordability. In 
Section 3, we describe a prediction of PM2.5 concentrations based on real-time traffic moni-
toring, only. This type of data does not cost anything to the user as it is based on publicly 
available worldwide traffic data. Section 4 describes a prediction that adds meteorological 
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with the next step that consists of isolating the traffic information only (Figure 1c).
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A technique of background subtraction is used to eliminate picture information that is not 
related to traffic (Figure 1). The background removal is carried out through the process as 
follows [12]:

• Memorize the background image (picture without traffic).

• Check every pixel in the frame. If it is different from the corresponding pixel in the back-
ground image, it is a foreground pixel (traffic information). If not, it is a background pixel.

To get a clean image of the traffic, it is necessary to define a distance threshold of brightness 
when comparing the background image to the traffic + background images (see Algorithm 2). 
For every pixel, if the absolute difference of brightness between the image with traffic 
and the background image is lower than the threshold (empirically defined at 30), then 
the corresponding pixels are considered identical. In this case, the pixels are colored white 
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(lines 14 and 15 of Algorithm 2). On the contrary, if the brightness difference is higher 
than the threshold, the color of the pixel does not change (lines 16 and 17 of Algorithm 2). 
Thanks to this method, it is possible to extract only the color information of the traffic. 

Figure 1. Description of the principle of background removal. The background image (b) is subtracted from the image 
that includes the traffic (a). The result is a picture with the traffic information only (c).
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The calculation of the value of the difference is based on the computation of the distance 
between each color component of a pixel (RGB). In other words, colors are considered as 
points in a three-dimensional space (line 13 of Algorithm 2).

Algorithm 2. Generating the background subtraction.

1: for(int i = 0, i < allFrame, i++)

2:       for(int x = 0, x < width, x++)

3:              for(int y = 0, y < height, y++)

4:                   int. pos = x + y * width

5:                   color frameColor = frame[i].pixels[pos]

6:                   color refColor = background.pixels[pos]

7:                   float rFrame = red(frameColor)

8:                   float gFrame = green(frameColor)

9:                   float bFrame = blue(frameColor)

10:                 float rRef = red(refColor)

11:                 float gRef = green(refColor)

12:                 float bRef = blue(refColor)

13:                 float diff = dist(rFrame, gFrame, bFrame, rRef, gRef, bRef)

14:                 if (diff <30)

15:                      image.pixels[pos] = color(255)

16:                  else

17:                      image.pixels[pos] = frame[i].pixels[pos]

3.1.1.3. Pixel extraction

To identify traffic density, three categories of pixel colors are extracted: green, orange, and red 
(see Algorithm 3). The green, orange, and red pixels mean low, medium, and high amount of 
traffic, respectively. The pixel number of each category is obtained by getting the RGB compo-
nent of the whole pixels in the image. After excluding the white pixels (line 6 of Algorithm 3), 
three rules are implemented to classify the remaining pixels in one or another category (lines 
7 to 12 of Algorithm 3). Once the picture is entirely read, the percentage of each category is 
calculated by dividing the number of green, orange, and red pixels by the total number of 
colored pixels.

Algorithm 3. Generating the pixel color extraction.

1: for(int i = 0, i < allFrame, i++)

2:       float red = 0, orange = 0, green = 0
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3:         image(frame[i], 0, 0)

4:         for(int x = 0, x < width, x++)

4:               for(int y = 0, y < height, y++)

5:                     color c = get(x, y)

6:                       if(red(c) < 200 || green(c) < 200 || blue(c) < 200)

7:                              if(red(c) > green(c) && abs(green(c)-blue(c)) < 20)

8:                                    red++

9:                              else if(red(c) > green(c) && green(c) > blue(c))

10:                                    orange++

11:                           else if(green(c) > red(c) && red(c) > blue(c))

12:                                   green++

3.1.1.4. Hourly averaging

Since the machine-learning models are based on hourly data analysis, it is required to determinate 
for each hour the trend of the six 10 minute recording. To do so, the average of the six percent-
ages per hour and for each color is calculated. Then, these values are added into the final dataset.

3.1.2. Data transformation

A last data preparation is necessary before running the machine-learning algorithms. The 
polar coordinates of time (think of time as an analog clock of 24 × 60 minutes, in which minute 
hand describes an angle) are transformed into Cartesian coordinates (Eqs. (6) and (7)). This 
mathematical transformation permits a more accurate feature representation of the data with 
respect to the traffic density at night. Otherwise, it would be impossible to find a correla-
tion between time and traffic around midnight, since a similar traffic would correspond to a 
completely different number of minutes (before midnight ≈ 1440 minute, and after midnight  
≈ 0 minute). This transformation is particularly relevant for machine-learning algorithms based 
on linear regression, because it relies on a continuous relationship between parameters [13].

  Xminutes = cos  (  minutes . π _____________ 720  )   (6)

  Yminutes = sin  (  minutes . π _____________ 720  )   (7)

Thus, the final dataset is composed of a number of five features, which are: Xminutes, 
Yminutes, %orange, %red, and PM2.5 (= feature to predict). The %green can be discarded, 
because it provides a redundant data with the information brought by %orange and %red.
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3.2. Single models

Two possible approaches can be considered to predict the level of PM2.5 from other attributes. 
The first one is to build a single model for the whole day. Another approach is to consider 
several successive models, since the human activity and the atmospheric conditions change 
during the day. This section presents the former method.

A machine-learning algorithm based on a linear regression, as described in Section 2.1, 
is applied on the dataset. The models are trained and tested according to a 10-fold cross-
validation technique. Then, the performance of the models is assessed by two metrics: the 
correlation coefficient and the root-mean-squared error (RMSE). The correlation coefficient 
(r) measures the strength of the linear relationship between two or more variables. The 
advantage of r over the other metrics is to be based on a scale with a maximum (±1) and 
a minimum (0) to quantify the strength of the relationship. The closer to 1 is the absolute 
value of r, the better is the correlation. The root-mean-squared error (RMSE) is the square 
root of the averaged squared error per prediction (MSE). RMSE is an intuitive evaluation 
metric that is frequently used, because it provides a performance in the same unit as the 
predicted attribute itself. The lower is the value of RMSE, the more accurate is the model 
prediction.

3.2.1. Time only

Since the transportation is the main source of pollution in Quito, and this human activity is 
relatively stereotypic all day long, the simplest approach is to build a predictive model of 
PM2.5 based on time parameters, only. In this case, the number of features is limited to three, 
which are Xminutes, Yminutes, and PM2.5.

The linear regression model obtained after running the algorithm is as follows:

                   PM2.5      =

                                   −2.2242      *      Xminutes      +

                                   −1.7366      *      Yminutes       +

                                   13.8294

The prediction accuracy of the model is evaluated as

                   r           =  0.21

                   RMSE = 8.76

In the present model, the coefficients attributed to both features are negative. It means that 
the higher are the two temporal attributes, the lower are the concentrations of fine particulate 
matter. However, the performance of this first model is quite low (r ≈ 0.2). This is confirmed 
by the value of the RMSE, which is around nine out of an average level of PM2.5 = 13.8 μg/m3 
for the studied period.
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3.2.2. Time and traffic

The result of the previous model suggests that it is necessary to consider additional informa-
tion, such as traffic data, to improve the prediction accuracy of the regression model. To do so, 
the present analysis takes into account the traffic information provided by Google Maps and 
processed as described in Section 3.1.1. Thus, the used dataset is composed of five parameters, 
which are Xminutes, Yminutes, %red, %orange, and PM2.5.

The linear regression model obtained after running the algorithm is as follows:

                       PM2.5         =

                                        1.2093         *     Xminutes       +

                                        2.0369         *     Yminutes       +

                                   −23.3875          *      %red              +

                                     40.6166          *      %orange        +

                                       7.0578

The prediction accuracy of the model is evaluated as

                       r           = 0.32

                       RMSE = 8.48

The model shows that the parameters with the highest weight is %orange. It means that the 
quantification of the medium amount of traffic is an important feature to estimate the level of 
PM2.5. It is to note that this model, which includes data regarding human activity (i.e., transporta-
tion), provides a higher prediction accuracy than a model based on temporal information, only.

3.2.3. Traffic only

One of the main objectives of a machine-learning approach is to produce the most accurate 
prediction with a model as simple as possible. Since the temporal features seem to have a 
lower weight than the traffic features, we propose to build a model based on traffic only and 
assessing its reliability. Here, the number of attributes is three: %orange, %red, and PM2.5.

The linear regression model obtained after running the algorithm is as follows:

                       PM2.5               =

                                   −18.8914          *     %red                +

                                     28.618            *     %orange          +

                                       9.2185

The prediction accuracy of the model is evaluated as

                      R          = 0.31

                      RMSE = 8.51
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Again, the model shows that the weight of the %orange parameter is the largest. The higher 
is the medium amount of traffic, the higher is the level of PM2.5. In terms of performance, this 
model based on two predictive features has an accuracy similar as the previous model with 
four features (r ≈ 0.3 in both cases).

3.2.4. Simple regression model

Since the %orange parameter is the attribute with the highest weight, it would be possible 
to build a predictive model of PM2.5 based on a simple regression. The advantage of such a 
model is its simplicity and the fact that it is visually interpretable from a bidimensional graph 
(see Figure 2). Thus, the used dataset for this analysis has two features, only: %orange and 
concentrations of PM2.5.

The linear regression model obtained after running the algorithm is as follows:

               PM2.5        =

                            20.1012       *     %orange      +

                              9.6609

The prediction accuracy of the model is evaluated as

               r           = 0.31

               RMSE = 8.53

The simple regression model and Figure 2 show a growing trend of the level of PM2.5 when the 
%orange parameter increases. This very elementary model (a single predictive feature) allows 
for a prediction performance quite comparable with the two preceding models (r ≈ 0.3), which 
are more complex (four and two predictive features, respectively).

3.2.5. Interpretation of the results

The performance accuracy of the models evaluated by a metric in terms of correlation coef-
ficient and RMSE between traffic and PM2.5 is slightly above 0.3 and around 8.5, respectively. 
The models that consider traffic monitoring provide a higher accuracy than a model based on 
time only. This result means that traffic is more reliable than time to predict air quality. This 
difference could be reduced if the weekends (air pollution levels usually low) are excluded, 
since the traffic is quite stereotypic during the workdays. Also, the accuracy of a model based 
on traffic monitoring is not significantly improved by adding the time of day, because this 
information is mostly redundant with the traffic data.

Overall, it seems that Google Maps Traffic can provide a fair information to predict the level of 
PM2.5. From this data source, the number of orange pixels (medium amount of traffic) would 
be the most relevant feature. It could be explained by the fact that the medium traffic has the 
largest amplitude of variation all day long, and thus, this is the category that best represents 
the traffic density in the city. Nevertheless, the accuracy of the model could be improved if we 
consider an air pollution modeling based on several daily models, defined by the variation of 
air pollution levels all day long (two peaks a day), instead of a single one.

Regression Models to Predict Air Pollution from Affordable Data Collections
http://dx.doi.org/10.5772/intechopen.71848

25



3.2.2. Time and traffic
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Again, the model shows that the weight of the %orange parameter is the largest. The higher 
is the medium amount of traffic, the higher is the level of PM2.5. In terms of performance, this 
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time only. This result means that traffic is more reliable than time to predict air quality. This 
difference could be reduced if the weekends (air pollution levels usually low) are excluded, 
since the traffic is quite stereotypic during the workdays. Also, the accuracy of a model based 
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3.3. Multiple models

In the city of Quito as in most of the cities worldwide, there are two peaks of PM2.5 pollu-
tion during the day. The first peak is in the morning (around 10 am) and the second is in 
the evening (around 7 pm). Figure 3 is a graphical representation of the two daily peaks of 
fine particulate contamination averaged over the last 10 years (2007–2016) for the district of 
Belisario (These peaks occur approximately at the same time in any district of Quito.) During 
the morning hours, the rush hour actually lasts longer than the visible PM2.5 concentration 
peak, but a sudden decline can be observed due to the deepening of the planetary boundary 

Figure 2. Representation of the value of PM2.5 against the ratio of medium traffic (each dot is an observation) and the 
respective simple linear regression between these two features (line). The higher is the medium amount of traffic 
(%orange), the larger is the concentration of fine particulate matter (PM2.5).
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layer (PBL). PBL growth during the day is dependent on the solar heating of the surface and 
thus induced vertical mixing. The depth of maximum PBL can vary from 1 day to another due 
to the difference in solar radiation intensity, solar angle, and especially cloud cover [14]. PBL 
is shallow in the morning (up to a few hundred meters) and deepens during the day reaching 
up to few kilometers [15]. This has a consequence on the level of air contaminants, which are 
less diluted in the morning than in the afternoon. All of these variations would reduce the 
performance of a single regression model a day to predict PM2.5 from the vehicle emissions in 
the city. Thus, the present section describes a prediction of fine particulate matters from three 
daily models determined by the two peaks of pollution, such as a morning model [6–10 h], a 
midday model [10–14 h], and an afternoon model [14–19 h]. It is not necessary to consider a 
night model, because the level of air pollution drops during this period.

3.3.1. Morning model

The morning model is defined between 6 am (360th minute) and 10 am (600th minute). Figure 3 
shows that there is a constant increase in the PM2.5 concentration during this period. The two main 
factors that should explain this increase are the traffic intensification and the low morning PBL. If 
this assumption is correct, then the predictive accuracy of a regression model that considers traffic 

Figure 3. Typical profile of the PM2.5 concentrations during the day in the Belisario district of Quito (2007–2016 data). 
Although, a slight reduction in the level of pollution was observed throughout the years, the air contamination peaks are 
always located at the same time of day (around 10 am and 7 pm).
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data as features should be improved in comparison with the single models. The characteristic of 
the used dataset is as follows: 110 instances and 4 features (minutes, %red, %orange, and PM2.5).

The linear regression model obtained after running the algorithm is as follows:

              PM2.5         =

                                0.0444          *            minutes         +

                          −123.0175          *            %red              +

                              89.1856          *           %orange         +

                            −15.4187

The prediction accuracy of the model is evaluated as

              r = 0.49

              RMSE = 10.13

As observed in the single model approach, the weights of the traffic attributes are significantly 
larger than the coefficient of time. The most representative feature, which is %orange, shows 
that the higher is the medium amount of traffic, the higher is the value of PM2.5. In terms of 
performance, the prediction accuracy is around 0.5, for the correlation coefficient, and around 
10 out of an average value of PM2.5 = 17.4 μg/m3, for the RMSE. As hypothesized, this limited 
analysis on a morning window provides a regression model more accurate than the models 
based on the full day.

3.3.2. Midday model

The midday model is defined between 10 am (600th minute) and 2 pm (840th minute). Figure 3  
shows that there is a constant decrease in the PM2.5 concentration during this period. The 
two main factors that should explain this drop are the traffic diminution and the elevation 
of the PBL that increases the dilution of air contaminants. In such a situation, the correlation 
between traffic and PM2.5 should decrease. Here, the regression algorithm is applied on a data-
set composed of 116 instances and 4 features (minutes, %red, %orange, and PM2.5).

The linear regression model obtained after running the algorithm is as follows:

             PM2.5        =

                                −0.0354         *       minutes             +

                                −68.1378       *       %red                  +

                                 55.4262        *       %orange            +

35.2107

The prediction accuracy of the model is evaluated as

r            = 0.29

RMSE  = 10.36
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The coefficients of the resulting model are lower than in the morning model, for all the fea-
tures. It suggests that the weight of the traffic data to predict PM2.5 is less important at midday 
than in the morning, as hypothesized. It is confirmed by the performance evaluation of the 
model, which is similar as the accuracy obtained from the single models (r ≈ 0.3).

3.3.3. Afternoon model

The afternoon model is defined between 2 pm (840th minute) and 7 pm (1140th minute). 
Figure 3 shows that there is a constant increase in the PM2.5 concentration, although the eve-
ning peak is lower than the morning peak due to the fact that the PBL has reached its peak 
and is not changing at this time of day, until a nocturnal boundary layer starts forming due to 
the absence of surface heating. Besides the elevated PBL, the air pollution increases because 
of the traffic growth at the end of the day. Again, the important dilution of pollutants in the 
atmosphere should reduce the correlation between traffic and PM2.5 concentrations. The used 
dataset to build the model is as follows: 145 instances and 4 features (minutes, %red, %orange, 
and PM2.5).

The linear regression model obtained after running the algorithm is as follows:

PM2.5          =

   0.0242        *        minutes        +

  20.7938       *        %orange       +

−14.6845

The prediction accuracy of the model is evaluated as

r           = 0.28

RMSE = 7.65

The feature with the maximum weight in the afternoon model is still %orange, although its 
value continues to decrease. The time coefficient is extremely low, and %red is filtered by the 
M5 attribute selection method. As expected, the model accuracy assessed by the correlation 
coefficient is relatively low (r ≈ 0.3). It means that the traffic input is not a good predictor to 
estimate the level of PM2.5 in the afternoon. The important dilution of the air contaminants in 
the atmosphere would explain this result. Surprisingly, the RMSE (<8) is lower than in the 
two previous models (>10). This reduced error of prediction can be explained by the lower 
standard deviation (SD) of the PM2.5 values in the afternoon (SD = 8) than in the morning 
(SD = 11.6) and midday (SD = 10.8). In other words, the better power of prediction is not due 
to the reliability of the model per se (essentially based on the traffic), but due to the limited 
variation in the PM2.5 concentrations in the afternoon.

3.3.4. Interpretation of the results

There is a significant improvement in the prediction of PM2.5 in the morning (r ≈ 0.5). The 
performance can be explained by the fact that the PBL is relatively low in the morning. 
Thus, the pollution dilution is reduced and consequently the level of PM2.5 becomes strongly 
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correlated with the pollution produced by the vehicles. The higher is the traffic activity, the 
higher is the concentration of fine particulate matter (see the high weight of the %orange 
parameter).

For the two other models, the accuracy is around the same value as a global model (r ≈ 0.3). 
Their predictive performance seems reduced, because the depth of the PBL increases with 
the augmentation of the solar radiation (maximal around noon). The poor power of pre-
diction of these two models would be caused by the reduction of the influence of the traf-
fic on the level of PM2.5, since the weight of the %orange parameter drops at midday and 
afternoon.

Nevertheless, the average performance of an approach based on three models per day pro-
vides an accuracy slightly better than the single model (see Eq. (8)). It suggests that the best 
prediction of PM2.5 from the traffic monitoring is obtained by analyzing the typical daily fluc-
tuation of PM2.5 concentration and applying a specific model according to the occurrence of 
the pollution peaks, especially in the morning.

   r ̄   =   0.49 + 0.29 + 0.28  ___________ 3   = 0.35  (8)

This performance could be further improved by analyzing a reduced image of the traffic 
map that closely matches the footprint of PM2.5 concentrations measured by the monitor-
ing station. In this study, the used picture represents an area of 22.4 km2 and the footprint 
area for Belisario station (monitoring station height 10 m) would be around 3 km2, only [16]. 
However, we chose a bigger traffic map area to have a more representative traffic situation 
of the city.

4. Adding meteorological factors

The ambient air pollution levels are mainly modulated by meteorological conditions [9, 17]. 
Consequently, considering these parameters in a model should improve the prediction of the 
concentration of fine particulate matter. Since the required equipment to proceed with the 
recording of these data is significantly cheaper than the air quality sensors, we present models 
that can predict the level of PM2.5 from the selected meteorological features as follows: solar 
radiation (SR), temperature (T), pressure (P), precipitation (rain), relative humidity (RH), 
wind speed (WS), and wind direction (WD).

4.1. Dataset

4.1.1. Data acquisition

Seven meteorological parameters (wind speed and direction, temperature, relative humid-
ity, atmospheric pressure, precipitation, and solar radiation) were measured using Vaisala 
WXT536 instrumentation, with an exception of Kipp&Zonnen netradiometer to measure solar 
radiation. To get the hourly value of SR, T, P, rain, RH, and WS, we simply have to calculate the 
average value from the six records per hour of the used dataset (one record each 10  minutes). 
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However, the calculation of the WD is a bit more complex. It is not possible to compute the 
mean direction per hour, because it can provide a completely wrong result. For instance, if 
the wind angle is four times around the east (90°) and the two other times is around the west 
(270°), the mean WD will be the south-southeast (150°), even if the wind never originated in 
that direction. To tackle this issue, the calculation of the most representative WD for each hour 
is carried out through the process as follows:

• Sampling of the WD to transform continuous values into discrete values.

• Fit a normal distribution to the data.

• Take the mean of the Gaussian as the hourly WD.

Figure 4 represents an example regarding the approach the WD is obtained.

4.1.2. Data transformation

Another data preparation is required before running the machine-learning algorithms. The 
polar coordinates of the WD (0–360°) are transformed into Cartesian coordinates, by consider-

Figure 4. Representation of the calculation of the WD for a specific hour. The graphic indicates the WD angles, in degrees 
(x-axis), and their respective ratio of occurrences (y-axis). The black curve represents the normal distribution that fits the 
data. Here, the value of the hourly WD is mu ≈ 191°.
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ing both WD and WS in a same formula (see Eqs. (9) and (10)). This mathematical transforma-
tion permits a more accurate feature representation of the data with respect to the WD around 
the north axis. Otherwise, it would be impossible to find a correlation between WD and PM2.5, 
since some similar WD pointing north could have completely different values (slightly higher 
than 0° or slightly lower than 360°) according to the polar coordinates. This transformation is 
particularly relevant for machine-learning algorithms based on linear regression, because this 
modeling relies on a continuous relationship between parameters [9].

  Xwind = cos  (  WD . π __________  180   °   )  . WS  (9)

  Ywind = sin  (  WD . π __________  180   °   )  . WS  (10)

Thus, the final dataset is composed of 13 features, which are Xminutes, Yminutes, %orange, 
%red, SR, T, P, rain, RH, WS, Xwind, Ywind, and PM2.5 (= feature to predict).

4.2. Single models

Two models are proposed. The first one is based on a multiple regression algorithm as 
described in Section 2.1. The second one implements a model tree that allows for a larger flex-
ibility (but also complexity) than a linear regression for modeling the data.

4.2.1. Multiple regression model

The linear regression model obtained after running the algorithm is as follows:

PM2.5          =

      2.199            *       Yminutes            +

  −18.0966          *       %red                    +

    39.7399          *       %orange              +

      0.2636          *       RH                        +

      1.0088          *       pressure              +

      0.8186          *       temperature       +

      1.3403          *       Xwind                 +

−753.8078

The prediction accuracy of the model is evaluated as

r           = 0.58

RMSE = 7.32

The result shows that the regression model considers all the three classes of parameters (time, 
traffic, and weather) to predict the value of PM2.5. Nevertheless, in terms of meteorological 
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factors, the solar radiation and the precipitation are filtered by the M5 method (see Section 2.1 
for more details). The rain attribute is certainly removed, since it occurs only 71 times, which 
represents 6.4% of the total instances. The SR is also excluded from the model, because it is 
an attribute mostly redundant with some of the other meteorological factors, and the filtering 
method is essentially based on an elimination of the redundant information. As hypothesized, 
including the weather conditions in the model allows for a significant improvement of the 
prediction accuracy. The value of correlation coefficient is almost twice higher than a model 
that does not consider meteorological data.

4.2.2. Regression model tree

A model tree is a more complex and flexible modeling of the data, since it is composed of 
several rules and each of these rules are associated with a regression model [18]. In other 
words, in such a tree representation, there is a different linear regression model at the leaves 
to predict the response of the instances that reach the leaf. In the present modeling, we use a 
pruned tree, in which the minimum number of instances allowed at a leaf node is nine.

Figure 5 represents the resulting model tree. It is composed of four rules as follows:

1: if Ywind ≤ −0.66 and RH ≤ 70.245

model = LM 1

2: else if Ywind ≤ −0.66 and RH > 70.245

model = LM 2

3: else if Ywind > −0.66 and Xminutes ≤ −0.538

model = LM 3

4: else if Ywind > −0.66 and Xminutes > −0.538

model = LM 4

Figure 5. Graphical representation of the model tree and its respective decision rules to invoke the best regression 
models (LM 1–4) to predict the value of PM2.5.
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factors, the solar radiation and the precipitation are filtered by the M5 method (see Section 2.1 
for more details). The rain attribute is certainly removed, since it occurs only 71 times, which 
represents 6.4% of the total instances. The SR is also excluded from the model, because it is 
an attribute mostly redundant with some of the other meteorological factors, and the filtering 
method is essentially based on an elimination of the redundant information. As hypothesized, 
including the weather conditions in the model allows for a significant improvement of the 
prediction accuracy. The value of correlation coefficient is almost twice higher than a model 
that does not consider meteorological data.

4.2.2. Regression model tree

A model tree is a more complex and flexible modeling of the data, since it is composed of 
several rules and each of these rules are associated with a regression model [18]. In other 
words, in such a tree representation, there is a different linear regression model at the leaves 
to predict the response of the instances that reach the leaf. In the present modeling, we use a 
pruned tree, in which the minimum number of instances allowed at a leaf node is nine.

Figure 5 represents the resulting model tree. It is composed of four rules as follows:

1: if Ywind ≤ −0.66 and RH ≤ 70.245

model = LM 1

2: else if Ywind ≤ −0.66 and RH > 70.245

model = LM 2

3: else if Ywind > −0.66 and Xminutes ≤ −0.538

model = LM 3

4: else if Ywind > −0.66 and Xminutes > −0.538

model = LM 4

Figure 5. Graphical representation of the model tree and its respective decision rules to invoke the best regression 
models (LM 1–4) to predict the value of PM2.5.
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The linear regression models associated to each rule are:

• LM 1

            PM2.5       =

                             3.3209           *              Xminutes               +

                             0.1278           *              Yminutes                +

                           −1.0521           *              %red                        +

                           22.0077           *               %orange                +

                             0.1359           *              RH                           +

                             0.0587           *              pressure                  +

                             0.0101           *              SR                            +

                           −0.3479           *              temperature           +

                            0.8434            *              Xwind                     +

                        −41.7637

• LM 2

            PM2.5        =

                             0.5269           *              Xminutes                +

                             0.1278           *              Yminutes                +

                           −1.0521           *              %red                       +

                             6.595             *              %orange                 +

                             0.3362           *              RH                           +

                             0.0587           *              pressure                 +

                           −0.0346           *              SR                           +
                             1.5505           *              temperature          +
                             0.2383           *              Xwind                    +
                         −72.0163

• LM 3

            PM2.5       =

                           −0.0904           *              Xminutes                +

                           10.1893           *              Yminutes                +
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                         −41.9183        *             %red                       +

                           51.2883        *             %orange                 +

                             0.3139        *             RH                          +
                              1.6439       *             pressure                 +

                           −0.0056        *             SR                            +

                             1.7683        *             temperature           +

                             2.2056        *             WS                           +

                             3.1792        *             Xwind                     +

                           −0.0401        *             Ywind                     +

                     −1233.2713

• LM 4

         PM2.5       =

                            −0.0474       *             Xminutes               +

                            −2.2031       *             Yminutes                +

                             8.5034        *             %red                        +

                           14.6847        *             %orange                 +

                              0.2603       *             RH                           +

                            −0.9338       *             pressure                 +

                            −0.0001       *             SR                           +

                             0.048          *             temperature          +

                             0.6414        *             WS                          +

                              0.3914       *              Xwind                    +

                            −1.3052       *              Ywind                    +

                          669.5642

The prediction accuracy of the model is evaluated as

         r          = 0.63

        RMSE = 6.95

The root node of the tree is Ywind. It means that wind direction and wind speed are the 
fundamental factors to proceed with the selection of one or another regression model. Then, 
the second level of discrimination is based on two other important parameters, which are 
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relative humidity and Xminutes. The regression models that depend on the RH threshold 
(nine features) are slightly simpler than the models that depend on the Xminutes threshold 
(11 features). To note that when the tree algorithm is applied, the SR is included in the 
model, even though its weight is quite low. As expected, the model tree (four rules and an 
average of 10 features per rule) is more complex than the linear regression model (seven 
features). Nevertheless, the model tree is still easy to interpret and provides a prediction 
performance slightly better than the linear regression (+0.05 for the correlation coefficient 
of the tree).

4.2.3. Interpretation of the results

This analysis shows that including meteorological factors as model inputs improves the pre-
diction accuracy of PM2.5 concentrations (r = 0.58). The performance is slightly improved by 
applying a model tree, which is composed of four linear regressions (r = 0.63).

Thus, the results suggest that the use of a quite affordable meteorological station enables us to 
significantly improve the prediction of the concentration of fine particulate matter (The corre-
lation coefficient is twice higher than with the traffic monitoring only.) All the meteorological 
factors are relevant for the prediction, except the precipitation accumulation. Rain seems to be 
excluded from the model, because it is a very rare event.

Next, it is studied if a multiple model approach, based on three models a day, could improve 
the prediction accuracy.

4.3. Multiple models

The same division of the dataset into three periods as in Section 3.3 is carried out. Since the 
day is analyzed into three independent parts, the dataset can be reduced to 12 features: min-
utes, %orange, %red, SR, T, P, rain, RH, WS, Xwind, Ywind, and PM2.5 (= feature to predict). 
The three datasets are composed of 110, 116, and 145 instances for the morning, midday, and 
afternoon models, respectively.

4.3.1. Morning model

The linear regression model obtained after running the algorithm is as follows:

               PM2.5      =

                             0.0513       *               minutes  +

                           41.7958       *               %orange                 +

                           −0.23           *              RH                            +

                           −2.8397       *              temperature            +

                             2.5325       *              Xwind                      +
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                              8.5432       *               Ywind                    +

                            38.6386

The prediction accuracy of the model is evaluated as

               r          = 0.58

              RMSE = 9.56

The model presents six features, only. It means that many attributes are filtered, especially in 
terms of meteorological factors (SR, pressure, rain, and WS are removed). It can be explained 
by the fact that the prediction of the level of PM2.5 in the morning would be mainly correlated 
with the density of the traffic (see Section 3.3). However, the morning model does not seem to 
be significantly different than the single multiple regression neither in terms of features (five 
identical attributes) nor in terms of performance (r = 0.58 in both cases).

4.3.2. Midday model

The linear regression model obtained after running the algorithm is as follows:

               PM2.5       =

                             −0.0636      *               minutes +

                             28.7942      *               %orange                 +

                              0.4791       *               RH                           +

                          −10.0519       *               rain                          +

                            −0.0141       *               SR                            +

                              2.5065       *               temperature           +

                              3.8358      *               Xwind                      +

                            −2.4909

The prediction accuracy of the model is evaluated as

                r          = 0.56

               RMSE = 9.13

The model is still composed of the same nucleus of features: minutes, %orange, RH, tempera-
ture, and wind. The only new parameter that appears as predictive feature is the precipita-
tions. It can be explained by the fact that the rain events usually occur in Quito at midday. 
This factor has a negative coefficient, because the precipitation has a cleaning effect on the 
concentration of fine particulate matter [19]. The performance of the model is maintained at a 
constant accuracy (r = 0.56).
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relative humidity and Xminutes. The regression models that depend on the RH threshold 
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The prediction accuracy of the model is evaluated as
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terms of meteorological factors (SR, pressure, rain, and WS are removed). It can be explained 
by the fact that the prediction of the level of PM2.5 in the morning would be mainly correlated 
with the density of the traffic (see Section 3.3). However, the morning model does not seem to 
be significantly different than the single multiple regression neither in terms of features (five 
identical attributes) nor in terms of performance (r = 0.58 in both cases).

4.3.2. Midday model

The linear regression model obtained after running the algorithm is as follows:
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The prediction accuracy of the model is evaluated as

                r          = 0.56

               RMSE = 9.13

The model is still composed of the same nucleus of features: minutes, %orange, RH, tempera-
ture, and wind. The only new parameter that appears as predictive feature is the precipita-
tions. It can be explained by the fact that the rain events usually occur in Quito at midday. 
This factor has a negative coefficient, because the precipitation has a cleaning effect on the 
concentration of fine particulate matter [19]. The performance of the model is maintained at a 
constant accuracy (r = 0.56).
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4.3.3. Afternoon model

The linear regression model obtained after running the algorithm is as follows:

               PM2.5       =

                           −0.02            *              minutes                  +

                            28.0895       *              %red                       +

                              0.4498       *              RH                          +

                            −2.7491       *              pressure                 +

                      −2002.1108

The prediction accuracy of the model is evaluated as

                r             = 0.56

                RMSE   = 6.61

This model is simpler (only four features) and does not consider exactly the same attri-
butes than the two previous models (Pressure is used, and %red is preferred to %orange.) 
In Section 3.3.3, differences were already noted in the afternoon model with respect to 
the morning and midday. The explanation seemed to be related to the difficulty to get a 
reliable predictive model of PM2.5 when the particulates are strongly diluted in the atmo-
sphere. In such a situation, the fair performance of the model (r = 0.56; RMSE = 6.61) would 
be more caused by the reduced fluctuation of the PM2.5 values (Figure 3 shows a maximum 
peak at around 20 μg/m3, against 30 μg/m3 in the morning) than the reliability of the pre-
diction per se.

4.3.4. Interpretation of the results

Eq. (11) presents the average prediction accuracy by modeling the air pollution through the 
three daily models.

   r ̄   =   0.58 + 0.56 + 0.56  ___________ 3   = 0.57  (11)

Although the morning model is slightly more accurate than the two other ones, the mean 
value of the regression coefficient is not better than the regression coefficient of the single 
model, especially if this model is obtained by a model tree algorithm.

Thus, when meteorological factors are taken into account, it does not seem to be advanta-
geous to consider three regression models per day. It can be explained by the fact that the 
weather conditions have a very strong effect on the levels of PM2.5 (e.g., rain and wind tend to 
clean the atmosphere). Thus, including these factors as model features reduces the mere influ-
ence of the traffic on the value of PM2.5. And since the impact of this human activity is more 
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significant in the morning than in the rest of the day, because of the low dilution of the vehicle 
emissions in the atmosphere, adding meteorological parameters in the model decreases the 
performance differences between the three daily models.

5. Adding trace gas concentrations

This part intends to verify the prediction accuracy of the methods as described in the previous 
sections. To do so, the precision of the prediction based on low-cost data collection is com-
pared with a pollution monitoring that makes use of costlier technologies (i.e., EPA-approved 
chemical sensors). Then, a hybrid model is proposed from a selection of the most relevant 
features to minimize the prediction error.

5.1. Prediction from chemical monitoring

The concentrations of PM2.5 are commonly correlated with other air pollutants, such as 
SO2, NO2, CO, etc. [20]. However, the monitoring of these substances involves a more 
specialized equipment than traffic or weather monitoring. The performance of the mod-
els built in this section is used as referential to assess the quality of the previous models 
and investigates if a selection of the most affordable chemical records can significantly 
improve the overall prediction accuracy. Four additional criteria pollutants were mea-
sured (CO, NO2, SO2, and O3). For SO2 concentrations, ThermoFisher Scientific 43i high-
level SO2 analyzer was used based on ultraviolet florescence (EPA No. EQSA-0486-060). 
For O3 concentration data collection, ThermoFisher Scientific 49i ozone analyzer was used 
based on ultraviolet absorption (EPA No. EQOA-0880-047). For NOx concentration data 
collection, ThermoFisher Scientific 42i NOx analyzer was used based on chemilumines-
cence method (EPA No. RFNA-1289-074). Finally, for CO concentration data collection, 
ThermoFisher Scientific 48i was used based on infrared absorption (EPA No. RFCA-0981-
054). The used dataset is composed of 1118 observations and 5 features: CO, NO2, O3, SO2, 
and PM2.5 (= feature to predict).

The prediction accuracy of the model is evaluated as

           r          = 0.75

          RMSE = 5.89

The evaluation of this model demonstrates that only the chemical factors are very high pre-
dictors of the level of fine particulate matter. A model built with these parameters provides a 
significantly lower RMSE and higher r than the traffic and meteorology based models. This 
outcome was expected as the levels of anthropogenic PM2.5 that are directly related to the 
emission of other air pollutants, such as a number of different contaminants that come from 
the same sources. It can be concluded from this analysis that selecting some low-cost chemical 
recordings should improve the prediction accuracy of the affordable models.
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pared with a pollution monitoring that makes use of costlier technologies (i.e., EPA-approved 
chemical sensors). Then, a hybrid model is proposed from a selection of the most relevant 
features to minimize the prediction error.

5.1. Prediction from chemical monitoring

The concentrations of PM2.5 are commonly correlated with other air pollutants, such as 
SO2, NO2, CO, etc. [20]. However, the monitoring of these substances involves a more 
specialized equipment than traffic or weather monitoring. The performance of the mod-
els built in this section is used as referential to assess the quality of the previous models 
and investigates if a selection of the most affordable chemical records can significantly 
improve the overall prediction accuracy. Four additional criteria pollutants were mea-
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level SO2 analyzer was used based on ultraviolet florescence (EPA No. EQSA-0486-060). 
For O3 concentration data collection, ThermoFisher Scientific 49i ozone analyzer was used 
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cence method (EPA No. RFNA-1289-074). Finally, for CO concentration data collection, 
ThermoFisher Scientific 48i was used based on infrared absorption (EPA No. RFCA-0981-
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           r          = 0.75

          RMSE = 5.89

The evaluation of this model demonstrates that only the chemical factors are very high pre-
dictors of the level of fine particulate matter. A model built with these parameters provides a 
significantly lower RMSE and higher r than the traffic and meteorology based models. This 
outcome was expected as the levels of anthropogenic PM2.5 that are directly related to the 
emission of other air pollutants, such as a number of different contaminants that come from 
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5.2. Prediction from full data sources

This section explores the possibility to get a better prediction of air pollution if we build a 
hybrid model that uses a combination of the whole data sources mentioned previously. The 
objective is to define the best predictive model to estimate the concentration of PM2.5 from all 
the available types of data.

5.2.1. Single model

The full dataset is used for this analysis. There is a total number of 17 features, which are 
Xminutes, Yminutes, %red, %orange, relative humidity, precipitation, pressure, solar radia-
tion, temperature, wind Speed, Xwind, Ywind, CO, NO2, O3, SO2, PM2.5 (= feature to predict).

The linear regression model obtained after running the algorithm is as follows:

               PM2.5      =

                             1.4412       *              Yminutes                +

                             0.2212       *              RH                           +

                          −0.0035        *              SR                            +

                             0.9367       *               temperature          +

                             1.2377       *               WS                          +

                             0.7501       *               Xwind                    +

                             0.3971       *               Ywind                    +

                             0.2691       *               NO2                         +

                             0.1878       *              O3                             +

                             1.0463       *               SO2                          +

                             8.3473       *               CO                          +

                         −30.8553

The prediction accuracy of the model is evaluated as

               r           = 0.81

               RMSE = 5.31

The results show that the regressive model considers three classes of parameters (time, 
meteorology, and criteria pollutants) out of four to predict the value of PM2.5. Traffic infor-
mation is filtered, certainly because of its redundancy with time. After attribute selection 
(M5 method), the final model is composed of 11 features out of 16. As hypothesized, a 
model based on a hybrid data source allows for a significant improvement of the prediction 

Machine Learning - Advanced Techniques and Emerging Applications40

accuracy. The values of the correlation coefficient and the RMSE are better for the hybrid 
than the chemical model.

5.2.2. Multiple models

5.2.2.1. Morning model

The linear regression model obtained after running the algorithm is as follows:

                PM2.5       =

                              0.0379       *              minutes                  +

                              0.3438       *              RH                           +

                           −1.7248        *              pressure                  +

                            −0.6846       *              temperature           +

                             4.5902        *              CO                           +
                             0.4294        *              NO2                         +

                              2.0133       *              SO2                          +

                             0.6343        *              O3                             +

                        1209.4494

The prediction accuracy of the model is evaluated as

                r           = 0.85

                RMSE = 6.04

5.2.2.2. Midday model

The linear regression model obtained after running the algorithm is as follows:

                PM2.5       =

                        −0.0362           *              minutes                   +

                        −1.1911          *              pressure                  +

                        −0.0122          *              SR                            +

                           2.3857         *              temperature           +

                          1.4346          *              Ywind                      +

                          0.2274          *              RH                            +

                        14.8788          *              CO                            +
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model based on a hybrid data source allows for a significant improvement of the prediction 
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accuracy. The values of the correlation coefficient and the RMSE are better for the hybrid 
than the chemical model.

5.2.2. Multiple models

5.2.2.1. Morning model

The linear regression model obtained after running the algorithm is as follows:

                PM2.5       =

                              0.0379       *              minutes                  +

                              0.3438       *              RH                           +

                           −1.7248        *              pressure                  +

                            −0.6846       *              temperature           +

                             4.5902        *              CO                           +
                             0.4294        *              NO2                         +

                              2.0133       *              SO2                          +

                             0.6343        *              O3                             +

                        1209.4494

The prediction accuracy of the model is evaluated as

                r           = 0.85

                RMSE = 6.04

5.2.2.2. Midday model

The linear regression model obtained after running the algorithm is as follows:

                PM2.5       =

                        −0.0362           *              minutes                   +

                        −1.1911          *              pressure                  +

                        −0.0122          *              SR                            +

                           2.3857         *              temperature           +

                          1.4346          *              Ywind                      +

                          0.2274          *              RH                            +

                        14.8788          *              CO                            +
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                              0.3632      *              NO2                       +

                              0.796        *               SO2                        +

                              0.2348      *                O3                          +

                          835.1936

The prediction accuracy of the model is evaluated as

                r             = 0.87

               RMSE    = 5.33

5.2.2.3. Afternoon model

The linear regression model obtained after running the algorithm is as follows:

               PM2.5       =

                            21.026        *              %red                      +

                          −14.9417      *               %orange               +

                              0.3291      *               RH                         +

                              0.8285      *               temperature        +

                               1.2914     *               WS                        +

                            −1.1325      *              pressure                +

                            −0.0109      *               SR                          +

                             0.3909       *               NO2                       +

                            0.6993        *               SO2                        +

                              0.2503      *               O3                          +

                          790.3383

The prediction accuracy of the model is evaluated as

                r           = 0.66

               RMSE = 6.29

5.2.2.4. Interpretation of the results

The results of the Eq. (12) shows that the average prediction accuracy (evaluated by the regres-
sion coefficient metrics) by modeling the air pollution through three models is

   r ̄   =   0.85 + 0.87 + 0.66  ___________ 3   = 0.79  (12)
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Thus, it seems that using several models with all the available features for the prediction of 
fine particulate matter is only justified to predict the level of PM2.5 from 6 am to 2 pm (r ≈ 0.86). 
After this period, the model gets more complex and less reliable. This result confirms the pre-
vious analyses that tend to demonstrate that the model accuracy to estimate PM2.5 concentra-
tions from traffic, meteorology, and air pollutants is stronger when the gases and particulates 
are less diluted in the atmosphere.

6. Simplification and recommendations

6.1. The simplest best model

Since the full feature model (Section 5.2) is quite complex, the present stage consists of remov-
ing insignificant and/or redundant features in order to optimize the modeling. The goal is to 
find a simple model that is still able to provide a reliable estimation of PM2.5 concentrations. 
The simplest best model is defined as a model that maintains a high accuracy (r ≥ 0.8) with a 
maximum number of features equal to eight. The method used to get this model is the ranker 
search method. This technique sorts the attributes according to their evaluation and allows for 
a specification of the number of attributes to retain.

The linear regression model obtained after running the algorithm is as follows:

              PM2.5       =

                             0.2032        *              RH                           +

                             0.6507        *              temperature           +

                            −0.0021       *              SR                            +

                             0.4549        *              Xwind                     +

                             0.225          *              NO2                          +

                              0.2159       *              O3                            +

                              1.0707       *              SO2                          +

                              8.8163       *              CO                          +
−23.9476

The prediction accuracy of the model is evaluated as

               r           = 0.8

               RMSE = 5.34

Table 1 represents the ranked attributes, in which the features are sorted in the descending 
order of their individual performance to predict the output value.
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Thus, it seems that using several models with all the available features for the prediction of 
fine particulate matter is only justified to predict the level of PM2.5 from 6 am to 2 pm (r ≈ 0.86). 
After this period, the model gets more complex and less reliable. This result confirms the pre-
vious analyses that tend to demonstrate that the model accuracy to estimate PM2.5 concentra-
tions from traffic, meteorology, and air pollutants is stronger when the gases and particulates 
are less diluted in the atmosphere.

6. Simplification and recommendations

6.1. The simplest best model

Since the full feature model (Section 5.2) is quite complex, the present stage consists of remov-
ing insignificant and/or redundant features in order to optimize the modeling. The goal is to 
find a simple model that is still able to provide a reliable estimation of PM2.5 concentrations. 
The simplest best model is defined as a model that maintains a high accuracy (r ≥ 0.8) with a 
maximum number of features equal to eight. The method used to get this model is the ranker 
search method. This technique sorts the attributes according to their evaluation and allows for 
a specification of the number of attributes to retain.

The linear regression model obtained after running the algorithm is as follows:
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Table 1 represents the ranked attributes, in which the features are sorted in the descending 
order of their individual performance to predict the output value.
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The simplest best model is composed of the whole chemical parameters and a selection of 
meteorological factors (RH, SR, Xwind, and T). As suggested by the previous analyses, the 
individual performance to accurately estimate the values of PM2.5 is globally higher for the 
chemical (first, second, fourth, and fifth positions) than the meteorological features (third, 
sixth, seventh, and eighth positions). In other words, PM2.5 are firstly correlated with the emis-
sion of chemical substances (especially SO2 and CO) and secondly with the weather condi-
tions (especially relative humidity and solar radiation). It is to note the negative correlation 
between the value of SR and the concentration of PM2.5. This result can be explained by the 
fact that the larger is the SR, the deeper is PBL, and consequently, the bigger is the dilution 
of fine particulate matter in the boundary layer. The other factors are positively correlated 
with PM2.5. Besides its simplicity (eight features only), the model is able to predict the level of 
fine particulate matter with the same accuracy than a model using all the features (r = 0.8 and 
RMSE = 5.3, in both cases).

6.2. Recommendations based on model performances

The final objective of this study is to find the best predictive model that uses the less costly 
data recording of relevant features. As previously mentioned, the accurate measurement of 
trace gases requires expensive equipment. Thus, the best affordable model can be defined as 
the model that gets the best performance with no more than two trace gases. The model per-
formances with the whole affordable attributes and only one or two trace gases are presented 
in Table 2. The model accuracy is assessed according to the value of r. The main diagonal 
represents the performance by considering a single trace gas, whereas the other cells take into 
account two gases.

The results show that it is still possible to build a model with high prediction accuracy with 
two trace gases, only. The best performance is obtained by considering SO2 and NO2 (r = 0.78). 
It can be explained by the fact that these two trace gases are strongly correlated with the val-
ues of PM2.5 (see Table 1). In the case that only one trace gas sensor is affordable, it has to be 
a device that measures the levels of CO or NO2 (r = 0.73). It is to note that O3 is a gas that can 

Ranking Performance Feature

1 0.0311 SO2

2 0.0256 CO

3 0.0193 Relative humidity

4 0.0172 NO2

5 0.0133 O3

6 0.0125 Solar radiation

7 0.0109 Xwind

8 0.0065 Temperature

Table 1. Ranked attributes.
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be automatically discarded, since its power of prediction is the lowest (Section 4 shows that 
models without O3 get a better r). This finding could be expected as there is no direct relation-
ship between the level of O3 (a secondary pollutant) and the concentrations of PM2.5.

7. Conclusions and perspectives

This study demonstrates that the PM2.5 prediction performance depends on the available 
input information. The first finding shows that it is possible to get a reasonable prediction 
of PM2.5 concentrations only using public access traffic data. Ambient PM2.5 pollution pre-
diction based on traffic can be significantly improved by using three models a day instead 
of a single one, especially for the morning hours. During the morning rush hour, planetary 
boundary layer is shallow, resulting in a continuous traffic emission buildup showing a 
cumulative growth of PM2.5 concentrations. The latter start decreasing with the dilution 
effect of the PBL deepening, due to surface heating, increase in temperatures and ventilat-
ing wind effect. Thus, using an affordable meteorological station data further improves the 
prediction accuracy. In this case, a regression model tree gives a better prediction than a 
linear regression model. As expected, the best model is obtained by including a hybrid data 
sources as features (time, traffic, meteorological, and the concentrations of atmospheric cri-
teria pollutants). The complexity of the resulting model can be reduced from seventeen to 
eight most relevant features without reducing the performance (r ≈ 0.8, and RMSE ≈ 5.3). 
These eight selected attributes are composed of criteria pollutants (CO, NO2, O3, SO2) and 
meteorological factors (humidity, solar radiation, temperature, wind speed, and direction). 
Thus, our results suggest to proceed with a selection of chemical sensors based on the best 
ratio prediction/cost. For example, if only one trace gas sensor is affordable, the best perfor-
mance can be reached with CO or NO2 concentrations, while the use of two trace gases (SO2 
and NO2) are sufficient to get very close to the best possible accuracy. In contrast, O3 is a 
secondary pollutant that can be excluded from the models with no significant consequences 
on the prediction of PM2.5, suggesting a low impact of photochemical component in PM2.5 
formation.

The proposed approach is easily generalizable to other cities worldwide. A storage and 
regression analysis of 2-month data were sufficient to build models that are able to predict 
fine particulate matter with high accuracy. The main limitation of the present method is to 

SO2 CO NO2 O3

SO2 0.7

CO 0.77 0.73

NO2 0.78 0.76 0.73

O3 0.7 0.75 0.73 0.58

Table 2. Model performance (r value) with all the affordable attributes (e.g., time, traffic, and meteorology) and only one 
(main diagonal) or two (other cells) trace gases.
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be automatically discarded, since its power of prediction is the lowest (Section 4 shows that 
models without O3 get a better r). This finding could be expected as there is no direct relation-
ship between the level of O3 (a secondary pollutant) and the concentrations of PM2.5.

7. Conclusions and perspectives

This study demonstrates that the PM2.5 prediction performance depends on the available 
input information. The first finding shows that it is possible to get a reasonable prediction 
of PM2.5 concentrations only using public access traffic data. Ambient PM2.5 pollution pre-
diction based on traffic can be significantly improved by using three models a day instead 
of a single one, especially for the morning hours. During the morning rush hour, planetary 
boundary layer is shallow, resulting in a continuous traffic emission buildup showing a 
cumulative growth of PM2.5 concentrations. The latter start decreasing with the dilution 
effect of the PBL deepening, due to surface heating, increase in temperatures and ventilat-
ing wind effect. Thus, using an affordable meteorological station data further improves the 
prediction accuracy. In this case, a regression model tree gives a better prediction than a 
linear regression model. As expected, the best model is obtained by including a hybrid data 
sources as features (time, traffic, meteorological, and the concentrations of atmospheric cri-
teria pollutants). The complexity of the resulting model can be reduced from seventeen to 
eight most relevant features without reducing the performance (r ≈ 0.8, and RMSE ≈ 5.3). 
These eight selected attributes are composed of criteria pollutants (CO, NO2, O3, SO2) and 
meteorological factors (humidity, solar radiation, temperature, wind speed, and direction). 
Thus, our results suggest to proceed with a selection of chemical sensors based on the best 
ratio prediction/cost. For example, if only one trace gas sensor is affordable, the best perfor-
mance can be reached with CO or NO2 concentrations, while the use of two trace gases (SO2 
and NO2) are sufficient to get very close to the best possible accuracy. In contrast, O3 is a 
secondary pollutant that can be excluded from the models with no significant consequences 
on the prediction of PM2.5, suggesting a low impact of photochemical component in PM2.5 
formation.

The proposed approach is easily generalizable to other cities worldwide. A storage and 
regression analysis of 2-month data were sufficient to build models that are able to predict 
fine particulate matter with high accuracy. The main limitation of the present method is to 
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predict PM2.5 when the PBL is deep. Nevertheless, it is often less of an issue in terms of air 
quality since an elevated PBL enhances dilution and, consequently, reduces the concentration 
of atmospheric contaminants. Further work will focus on improving the model performance 
at evening rush hours. More refined models are expected to be obtained by including addi-
tional observations and features into the dataset. For example, some additional studies are 
anticipated to investigate the impact of PBL depth on the dilution of the PM2.5 pollution.

Furthermore, it is motivating to investigate the current model performance with the data 
acquired by the lower tier equipment. In this study, the air pollution and meteorology were 
measured with USEPA-approved equipment, not affordable to a large fraction of cities in the 
developing countries, thus limiting air pollution studies and awareness to the main cities. It has 
been shown, however, that small cities are often more polluted than the big agglomerations, pre-
senting the necessity for a wide set of options to promote the consciousness of the air quality [21].
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A method for detecting hot events such as wildfires is proposed. It uses visual and textual
information to improve detection. Starting with picking up tweets having texts and
images, it preprocesses the data to eliminate unwanted data, transforms unstructured
data into structured data, then extracts features. Text features include term frequency-
inverse document frequency. Image features include histogram of oriented gradients,
gray-level co-occurrence matrix, color histogram, and scale-invariant feature transform.
Next, it inputs the features to the multiple kernel learning (MKL) for fusion to automati-
cally combine both feature types to achieve the best performance. Finally, it does event
detection. The method was tested on Brisbane hailstorm 2014 and California wildfires
2017. It was compared with methods that used text only or images only. With the Brisbane
hailstorm data, the proposed method achieved the best performance, with a fusion accu-
racy of 0.93, comparing to 0.89 with text only, and 0.85 with images only. With the
California wildfires data, a similar performance was recorded. It has demonstrated that
event detection in Twitter is enhanced and improved by combination of multiple features.
It has delivered an accurate and effective event detection method for spreading awareness
and organizing responses, leading to better disaster management.
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1. Introduction

Social media platforms such as Facebook, Twitter, and Instagram allow their users to easily
connect and share information. The unprecedented data generated by millions of users from
all around the world make social media ideal places of finding what is happening in the wider
world beyond direct personal experience. As a microblog site, Twitter enables its users to post
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instantly what is happening in their location in 140-character messages, or tweets. Twitter is an
information system that provides a real-time reflection of its users. As a consequence, Twitter
serves as a rich source for exploring what is attracting users’ attention and what is happening
around the world. For example, for news and communications in time of a disaster, social media
users use Twitter to tweet and post text, images, and video through their smartphones and
tablets. As a result, Twitter becomes a good source for detection of events such as disasters [1].

An event is the basis on which people form and recall memories. Events are a natural way to
refer to any observable occurrence that groups persons, places, times, and activities together.
They are useful because they help us make sense of the world around us, helping to recollect
real-world experiences, explaining phenomena that we observe, or assisting us in predicting
future events. Social events are the events that are attended by people and are represented by
multimedia content shared online. Instances of such events are concerts, disasters, sports
events, public celebrations, or protests. Twitter platform forms a rich site for news, events,
and information mining. It allows the posting of images and videos to accompany tweets
produced by users of the site. As a result, the site contains multimedia content which can be
mined using complicated algorithms. However, due to the huge burst in information, event
detection in Twitter is a complicated task that requires a lot of skill and expertise in data
mining. Here, an event detection is a data mining task aiming to identify the event in a media
collection. To enhance the process of event detection, an automatic algorithm needs be devel-
oped to mine multimedia information.

Many approaches have been proposed for event detection [2–4]. For event detection using
Twitter data, there are different ways to detect event, including using part of speech technique
[5], hidden Markov model (HMM) [6], and term frequency and inverse document frequency
(TF-IDF), and part-of-speech (POS) tagging and parsing. Alqhtani et al. [7] introduced a data
fusion approach in multimedia data for earthquake detection in Twitter by using kernel fusion.
It had achieved a high detection accuracy of 0.94, comparing to accuracy of 0.89 with texts
only, and accuracy of 0.83 with images only. Sakaki et al. [8] showed that mining of relevant
tweets can be used to detect earthquake events and predict the earthquake center in real time
by using TF-IDF. In the process of event detection, the method utilized TF-IDF to eliminate
redundant information or keywords. It provided a way of real-time interaction for earthquakes
in Twitter. It developed a classifier based on several features including keywords, the number
of words and the context, location and time of the words. It used a probabilistic spatiotemporal
model to detect the location of the earthquake happened in Japan. Yardi and Boyd [9] used
keyword search to present the role of stream news in spreading local information from Twitter
for two accidents including a shooting and a building collapse. Ozdikis et al. [10] discussed an
event detection method for various topics in Twitter using semantic similarities between
hashtags based on clustering. Zhang et al. [11] proposed an event detection from online
microblogging stream. It combined the normalized term frequency and user’s social relation
to weight words. Although many approaches have been proposed for event detection using
Twitter data, most of them used no images but only textual analysis of tweet texts. With the
cases of using images, restrictions had been applied. For example, Nguyen et al. [12] used
textual features and image features for event detection. However, they focused on the principle
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that no one user could be in multiple events at the given time, demanding that the image was
separated by user at the beginning.

This chapter introduces a novel algorithm to detect a major event such as a wildfire through
mining social media Twitter. In developing an efficient event detection algorithm, our consid-
erations are: For Twitter users, it is much easier than ever before to post about natural disaster
like wildfire, by posting different kinds of multimedia like pictures, rather than just typing a
message. Using both image and text can improve disaster management than using image only
or text only. Furthermore, Twitter has been used as a source for obtaining information about
wildfires, specifically when landlines and mobile phone lines are damaged. Therefore, we
propose to use visual information as well as textual information to improve the performance
of automatic even detection. The algorithm starts with monitoring a Twitter stream to pick up
tweets having texts and images. Secondly, it preprocesses the Twitter data to eliminate
unwanted data and transform unstructured data into structured data. Thirdly, it extracts
features from the text and image. Fourthly, a multiple kernel learning is applied to the features
to fuse the multimedia data. Finally, a decision on event detection is made.

The chapter is organized as follows. After this section, Section 2 describes the proposed event
detection method, which consists of Twitter data collection, data preprocessing, feature extrac-
tion, multiple kernel learning fusion, and event classification. Section 3 gives experiment
design, results, and discussion. Section 4 presents conclusion.

2. The proposed algorithm

The proposed automatic event detection method includes five steps, including Twitter data
collection, data preprocessing, features extraction, multimedia data fusion, and final event
detection. The block diagram of the proposed method is shown in Figure 1. The following
subsections explain the details of these five steps of the proposed algorithm.

2.1. Twitter data collection

Data about specific events have been obtained through the use of a Twitter application pro-
gram or through Twitter partner sites. This study characterizes public responses on Twitter for
different kinds of events such as storm, earthquake, wildfire, terror attacks, and other events.
Two recent extreme events which happened in the last 4 years were used as case studies,
including Brisbane hailstorm and California wildfire.

Figure 1. The block diagram of the proposed method of event detection from Twitter.
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2.1.1. Brisbane hailstorm 2014

The Brisbane hailstorm occurred in Brisbane, Australia on November 27, 2014. It was the worst
hailstorm in a decade, causing injury to about 40 people and costing around 1.1 billion
Australian dollars. The data about this hailstorm were collected between November 27, 2014
and November 28, 2014 and contained both texts and images. The dataset contained 280,000
tweets. Figure 2 presents an example of the twitters (left column) and the word cloud for the
data (right column). A word cloud is an image consisting of the words used in the data, where
the size of each word indicates its occurrent frequency.

2.1.2. California wildfires 2017

The 2017 wildfire season in California started in April and extended to December. 1,381,405
acres were burned and the economic cost was over 13.028 billion American dollars. The data
for this event were collected for 5 days in July 2017. It contained 600,000 tweets with some
tweets consisting of both text and images.

2.2. Data preprocessing

The goal of data preprocessing is to discover important features from collected raw data.
Preprocessing is a set of techniques used prior to analysis to remove imperfection, inconsis-
tency, and redundancy. In this study, there was a high need to preprocess text data, because
many tweets were not properly formatted or contained spelling errors. As a result, using a
filter, cleaning is done before the text data are further handled. For image data in Twitter, we
extracted the image’s hyperlink and removed a tweet if its hyperlink was empty or did not
work, since in this study, the tweet must contain both image and text. After preprocessing, the
data will be ready for feature extraction.

Figure 2. An example of tweets on Brisbane hailstorm (left) and the word cloud for the event (right).
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2.3. Feature extraction

In event detection, a set of features is required. A feature vector is a set of features used to
reduce the dimensionality of the data, especially in the case of large volume data. Feature
extraction involves reducing the amount of resources required to describe a large set of data
accurately. Two approaches to feature extraction were employed for different data sets:
content-based and description-based. Content-based feature extraction is based on the content
of an object, whereas description-based extraction relies on metadata such as keywords. In this
study, content-based features were used for images, and description-based features were used
for texts.

2.3.1. Textual features

In extracting textual features, two major processes are executed, including filtering and feature
calculation. The filtering will derive the key information out of tweets. The feature calculation
will represent the significance of a word within a given document using a measurement
named term frequency-inverse document frequency (TF-IDF) [13].

The filtering consists of five major steps including: filtering tweets in such way that they are in
English only; converting all words to lowercase; converting the string to a list of tokens based
on whitespace; removing punctuation marks from the text; eliminating common words that do
not tell anything about the dataset (such as the, and, for, etc.); and reducing each word to its
stem by removing any prefixes or suffixes.

After the filtering, TF-IDF is calculated, which is a statistical measure that details the signifi-
cance of a word within tweets based on how often the word occurs in an individual tweet
compared with how often it occurs in other tweets [14]. The advantage of using the TF-IDF
algorithm technique is that it allows the retrieval of information since the TF-IDF values
increase proportionally with the number of times a certain keyword appears in a document,
being offset by the frequency of the word in the database. The TF-IDF algorithm utilizes a
combination of term frequency and inverse document frequency.

Suppose there is a vocabulary of k words, then each document is represented by a k-vector

Vd ¼ t1;…; ti;…; tkð ÞT of weighted word frequencies with components ti. TF-IDF is computed
as follows:

ti ¼ nid
nd

log
N
ni
ti ¼ nid

nd
log

N
ni

ti ¼ nid
nd

log
N
ni

(1)

where nid is the number of occurrences of word i in document d, ndis the total number of words
in document d, niis the number of occurrences of term i in the database, and N is the total
number of documents in the database. It can be seen that TF-IDF is a product of the word

frequency nid
nd

� �
and the inverse document frequency log N

ni

� �
. For a word i, the more it occurs in

document d (i.e., the higher the nid is), the bigger the ti is, meaning the word i is more
significant. Note here, the significance of the word i in document d is offset by the frequency
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of the word in the whole database. This offsetting will result in different ti for word i that are
unevenly distributed among the documents.

2.3.2. Visual features

In calculating visual features, each image is represented with a visual-word vector consisting
of visual words. A visual word is a cluster in an image that represents a specific pattern shared
by keypoints in that cluster. A keypoint in an image is a section of the image that is highly
distinctive, allowing its correct match in a large database of features to be found. A keypoint is
detected based on various image features. In this study, four types of features are used to
detect a keypoint, including histogram of oriented gradients (HOG) [15], gray-level co-
occurrence matrix (GLCM) [16], color histogram (CH) [17], and scale-invariant feature trans-
form (SIFT) [14].

HOG is a feature descriptor that is calculated by counting occurrences of gradient orientation
in localized portions of an image. Operating on local cells, HOG is invariant to geometric and
photometric transformations, but for object orientation.

GLCM is got by calculating how often pairs of pixel with specific values and in a specified
spatial relationship occur in an image. It is used to describe texture such as a land surface. It
can provide useful information about the texture of an object but not information about the
shape or size.

CH is defined as the distribution of colors in an image. It represents the actual number of pixels
of a certain color in each of a fixed list of color ranges. A major drawback of a color histogram
is that it does not take into account the size and shape of object.

SIFT is an algorithm to detect and describe local features in images. It produces an image
descriptor for image-based matching and recognition. It mainly detects interest points from a
gray image, at which statistics of local gradient directions of image intensities are accumulated
to give a summarizing description of the local image structures around each interest point. The
descriptor is used for matching corresponding interest points between different images.

In calculating visual word, the four types of features are firstly calculated for an image. Then,
keypoints are derived based on these features. Thirdly, K-means clustering algorithm is used to
cluster the keypoints into a large number of clusters. Each cluster is then considered as a visual
word that represents a specific pattern. In this way, the clustering process generates a visual-
word vocabulary describing different patterns in the images. The number of clusters deter-
mines the size of the vocabulary.

2.4. Multimedia data fusion

Starting from an introduction of multimedia data fusion, this section discusses the principle of
kernel-based data fusion, then presents the details of the proposed multiple kernel learning for
data fusion, and finally gives the details of final event detection.
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2.4.1. About multimedia data fusion

Multimedia data fusion is the process in which different features of multimedia are brought
together for the purpose of analyzing specific media data. Some common multimedia analyses
that enable understanding of multimodal data include event detection, human tracking, audio-
visual speaker detection, and semantic concept detection. The purpose of data fusion is to
ensure that the algorithm of a process is improved. Through the use of a fusion strategy, the
multimedia analysis can improve the accuracy of the output, resulting in more reliable
decision-making.

There are many fusion methods such as linear fusion, linear weighted fusion, nonlinear fusion,
and nonlinear weighted fusion. This study relates to a fusion strategy of combining both
textual and visual modalities in the context of event detection. A new method of multimedia
fusion has been proposed. It is based on multiple kernel learning (MKL). It has the advantage
of incorporating with classifier learning and handling a big volume of data.

2.4.2. Kernel-based data fusion

Kernel methods are based on a kernel function, which is a similarity function that finds
similarities over pairs of data points. The kernel function enables the kernel method to operate
in a high-dimensional space by simply applying an inner product. The kernel method intro-
duces nonlinearity into the decision parameters by simply mapping the original features of the
original sources onto a higher dimensional space. For kernel function κ x; y

� �
and mapping

function ϕ : X ! F , the model built by the kernel method can be expressed as an inner
product in the following equation:

κ x; yð Þ ¼ ϕ xð Þ∙ϕ yð Þ� �
(2)

where κ x; y
� �

is positive semidefinite and ϕ : X ! F maps each instance x, y into feature
space F , which is a Hilbert space. With the kernel method, a simple mining technique such as
classification can be applied further to analyze the data.

Kernel methods can be described as a class of algorithms for pattern analysis, whose best
member is the support vector machine [18]. There are many kernel methods including polyno-
mial, fisher, radial basis functions (RBF), string, and graph kernels. Several commonly used
kernel functions are:

Linear function : κ xi; xð Þ ¼ xi∙x (3)

Polynomial function : κ xi; xð Þ ¼ xi∙xð Þ þ 1½ �p (4)

Radial basis function RBFð Þ : κ xi; xð Þ ¼ e� xi�xk k2=2σ2
(5)

where xi and x are two samples represented as feature vectors, x� x0k k is the distance between
the two feature vectors, σ is a free parameter, and p is a constant.
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GLCM is got by calculating how often pairs of pixel with specific values and in a specified
spatial relationship occur in an image. It is used to describe texture such as a land surface. It
can provide useful information about the texture of an object but not information about the
shape or size.

CH is defined as the distribution of colors in an image. It represents the actual number of pixels
of a certain color in each of a fixed list of color ranges. A major drawback of a color histogram
is that it does not take into account the size and shape of object.

SIFT is an algorithm to detect and describe local features in images. It produces an image
descriptor for image-based matching and recognition. It mainly detects interest points from a
gray image, at which statistics of local gradient directions of image intensities are accumulated
to give a summarizing description of the local image structures around each interest point. The
descriptor is used for matching corresponding interest points between different images.

In calculating visual word, the four types of features are firstly calculated for an image. Then,
keypoints are derived based on these features. Thirdly, K-means clustering algorithm is used to
cluster the keypoints into a large number of clusters. Each cluster is then considered as a visual
word that represents a specific pattern. In this way, the clustering process generates a visual-
word vocabulary describing different patterns in the images. The number of clusters deter-
mines the size of the vocabulary.

2.4. Multimedia data fusion

Starting from an introduction of multimedia data fusion, this section discusses the principle of
kernel-based data fusion, then presents the details of the proposed multiple kernel learning for
data fusion, and finally gives the details of final event detection.
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2.4.1. About multimedia data fusion

Multimedia data fusion is the process in which different features of multimedia are brought
together for the purpose of analyzing specific media data. Some common multimedia analyses
that enable understanding of multimodal data include event detection, human tracking, audio-
visual speaker detection, and semantic concept detection. The purpose of data fusion is to
ensure that the algorithm of a process is improved. Through the use of a fusion strategy, the
multimedia analysis can improve the accuracy of the output, resulting in more reliable
decision-making.

There are many fusion methods such as linear fusion, linear weighted fusion, nonlinear fusion,
and nonlinear weighted fusion. This study relates to a fusion strategy of combining both
textual and visual modalities in the context of event detection. A new method of multimedia
fusion has been proposed. It is based on multiple kernel learning (MKL). It has the advantage
of incorporating with classifier learning and handling a big volume of data.

2.4.2. Kernel-based data fusion

Kernel methods are based on a kernel function, which is a similarity function that finds
similarities over pairs of data points. The kernel function enables the kernel method to operate
in a high-dimensional space by simply applying an inner product. The kernel method intro-
duces nonlinearity into the decision parameters by simply mapping the original features of the
original sources onto a higher dimensional space. For kernel function κ x; y
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function ϕ : X ! F , the model built by the kernel method can be expressed as an inner
product in the following equation:

κ x; yð Þ ¼ ϕ xð Þ∙ϕ yð Þ� �
(2)

where κ x; y
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is positive semidefinite and ϕ : X ! F maps each instance x, y into feature
space F , which is a Hilbert space. With the kernel method, a simple mining technique such as
classification can be applied further to analyze the data.

Kernel methods can be described as a class of algorithms for pattern analysis, whose best
member is the support vector machine [18]. There are many kernel methods including polyno-
mial, fisher, radial basis functions (RBF), string, and graph kernels. Several commonly used
kernel functions are:

Linear function : κ xi; xð Þ ¼ xi∙x (3)

Polynomial function : κ xi; xð Þ ¼ xi∙xð Þ þ 1½ �p (4)

Radial basis function RBFð Þ : κ xi; xð Þ ¼ e� xi�xk k2=2σ2
(5)

where xi and x are two samples represented as feature vectors, x� x0k k is the distance between
the two feature vectors, σ is a free parameter, and p is a constant.
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Studies show that nonlinear kernels, for example, string kernel or RBF, have a significantly
higher level of accuracy for multimedia data compared to linear classification models [19].
Kernel-based data fusion, denoted as kernel fusion, has been pioneered by Lanckriet et al. [20]
as a statistical learning framework for genomic data fusion and has been applied widely in
various applications. In particular, kernel representation resolves the heterogeneities of data
sources by transforming different data structures into kernel matrices.

2.4.3. Multiple kernel learning for fusion

When dealing with multimedia input, Kernel-based data fusion can be applied so that it
merges all the features from different sources into a concatenated vector before achieving
classification. However, it is hard to combine features into one representation without facing
the problem of dimensionality [21]. Multiple kernel learning (MKL) is one of the most popular
fusion technologies (Lan et al.), which allows us to combine possibly heterogeneous data
sources, making use of the reduction of heterogeneous data to the common framework of
kernel matrices. The reduction of heterogeneous data is achieved by using a kernel for each
type of feature rather than using one kernel for all the features. For a set of base kernels κl, the
optimal kernel combination is calculated as:

κoptimal ¼
X
l

βlκl (6)

where βl is the weight for each base kernel κl.

Multiple kernel learning is flexible for multimodal data, since each set of data features is
assigned a different notion of similarity, i.e., a different kernel. Instead of building a specialized
kernel for the applications with multimodal data, it is possible to define a kernel for each of
these data and linearly combine these kernels [22]. Multiple kernel learning presents the
solution of the optimal combination of the kernels. In this study, semi-infinite programming
[23] is used to achieve robustly and automatically optimizing the kernel weights. It solves the
MKL in two steps: the first step is the initialization of the problem with a small number of
linear constraints and the second step is to solve the parameters.

In event detection, the MKL framework defines a new kernel function as a linear combination
of l base kernels:

κ xi; xð Þ ¼
X
l

βlκl xi; xð Þ (7)

where each base kernel κl is selected for one specific feature, the nonnegative coefficient βl

represents the weight of the lth base kernel in the combination, and
P

l¼1 βl ¼ 1.

A kernel is utilized for each of the features followed by a combination of multiple features as
indicated in Eq. (7). To select the spread parameter σ for each kernel, a cross-validation is
performed with grid search for the range 0.001–0.01. Such selection is suitable for our data,
resulting in the best classification accuracy without need for long time processing. The cross-
validation is a model evaluation method that is applied during the training phase to find
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unknown parameters. To find the best kernel for image features and text features, cross-
validation is applied. The best kernel means the best σ of the RBF kernel. The final kernel is
the weighted sum of each feature kernel, with each feature kernel having its optimal σ.

MKL is coupled with classifier learning, such as support vector machine (SVM) [24] in our
method, enhancing mutually interpretability of results. Support vector machine is formalized
as solving an optimization problem. In the process, it finds the best hyperplane separating
relevant and irrelevant vectors by maximizing the size of the margin between the two sets. By
using a kernel, it can find the maximum-margin hyperplane in a transformed space.

For a given set of n training examples, xi; yj
� �n

i¼1
; xi ∈ℝd and yi ∈ þ1;�1f g

n o
, where xi is a

training example and yi is the corresponding class label. The nonlinear support vector machine
maps a training example xi in the input space to a higher dimensional space ϕ xið Þ using a
nonlinear mapping function ϕ. It constructs an optimal hyperplane, defined by Eq. (8), to
separate the two classes.

wTϕ xð Þ þ b ¼ 0 (8)

where b∈R, w is a normal vector. The hyperplane constructed in kernel feature space is a
maximum-margin hyperplane, one which maximizes the margin between the two datasets.
This is achieved by solving the primal SVM problem:

min
1
2

wk k2 þ C
X

i
ξ2i

� �
subject to

yi w
Tϕ xið Þ þ b

� �
≥ 1� ξi, i ¼ 1, 2,…,n

ξi ≥0 i ¼ 1, 2,…, n

(9)

where ξi are nonnegative slack variables and C is a regularization parameter that determines
the trade-off between the margin and the error in training data. The minimizing operation is
against parameters w, b, and ξi. The corresponding SVM dual problem for the primal problem
described in Eq. (9) is its Lagrangian defined as:

max
Xn
i¼1

αi � 1
2

Xn
i¼1

Xn
j¼1

αiαjyiyj k xi; xj
� �þ 1

C
δij

� � !
subject to

Xn
i¼1

yiαi ¼ 0

0 ≤αi ≤C, i ¼ 1, 2,…, n

(10)

where δij is the Kronecker δ defined to be 1 if i = j and 0.

The dual problem is a keypoint for deriving SVM algorithms and studying their convergence

properties. The function k xi; xj
� � ¼ ϕ xið ÞTϕ xj

� �
is the kernel function and αj are the Lagrange

coefficients. The Karush-Kuhn-Tucker (KKT) conditions are necessary conditions for the solution
to the optimal parameters when there are one or more inequality constraints. Here, the KKT
conditions for Eq. (10) are also sufficient for optimality since Eq. (10) meets the following three
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Studies show that nonlinear kernels, for example, string kernel or RBF, have a significantly
higher level of accuracy for multimedia data compared to linear classification models [19].
Kernel-based data fusion, denoted as kernel fusion, has been pioneered by Lanckriet et al. [20]
as a statistical learning framework for genomic data fusion and has been applied widely in
various applications. In particular, kernel representation resolves the heterogeneities of data
sources by transforming different data structures into kernel matrices.

2.4.3. Multiple kernel learning for fusion

When dealing with multimedia input, Kernel-based data fusion can be applied so that it
merges all the features from different sources into a concatenated vector before achieving
classification. However, it is hard to combine features into one representation without facing
the problem of dimensionality [21]. Multiple kernel learning (MKL) is one of the most popular
fusion technologies (Lan et al.), which allows us to combine possibly heterogeneous data
sources, making use of the reduction of heterogeneous data to the common framework of
kernel matrices. The reduction of heterogeneous data is achieved by using a kernel for each
type of feature rather than using one kernel for all the features. For a set of base kernels κl, the
optimal kernel combination is calculated as:

κoptimal ¼
X
l

βlκl (6)

where βl is the weight for each base kernel κl.

Multiple kernel learning is flexible for multimodal data, since each set of data features is
assigned a different notion of similarity, i.e., a different kernel. Instead of building a specialized
kernel for the applications with multimodal data, it is possible to define a kernel for each of
these data and linearly combine these kernels [22]. Multiple kernel learning presents the
solution of the optimal combination of the kernels. In this study, semi-infinite programming
[23] is used to achieve robustly and automatically optimizing the kernel weights. It solves the
MKL in two steps: the first step is the initialization of the problem with a small number of
linear constraints and the second step is to solve the parameters.

In event detection, the MKL framework defines a new kernel function as a linear combination
of l base kernels:

κ xi; xð Þ ¼
X
l

βlκl xi; xð Þ (7)

where each base kernel κl is selected for one specific feature, the nonnegative coefficient βl

represents the weight of the lth base kernel in the combination, and
P

l¼1 βl ¼ 1.

A kernel is utilized for each of the features followed by a combination of multiple features as
indicated in Eq. (7). To select the spread parameter σ for each kernel, a cross-validation is
performed with grid search for the range 0.001–0.01. Such selection is suitable for our data,
resulting in the best classification accuracy without need for long time processing. The cross-
validation is a model evaluation method that is applied during the training phase to find
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unknown parameters. To find the best kernel for image features and text features, cross-
validation is applied. The best kernel means the best σ of the RBF kernel. The final kernel is
the weighted sum of each feature kernel, with each feature kernel having its optimal σ.

MKL is coupled with classifier learning, such as support vector machine (SVM) [24] in our
method, enhancing mutually interpretability of results. Support vector machine is formalized
as solving an optimization problem. In the process, it finds the best hyperplane separating
relevant and irrelevant vectors by maximizing the size of the margin between the two sets. By
using a kernel, it can find the maximum-margin hyperplane in a transformed space.

For a given set of n training examples, xi; yj
� �n

i¼1
; xi ∈ℝd and yi ∈ þ1;�1f g

n o
, where xi is a

training example and yi is the corresponding class label. The nonlinear support vector machine
maps a training example xi in the input space to a higher dimensional space ϕ xið Þ using a
nonlinear mapping function ϕ. It constructs an optimal hyperplane, defined by Eq. (8), to
separate the two classes.

wTϕ xð Þ þ b ¼ 0 (8)

where b∈R, w is a normal vector. The hyperplane constructed in kernel feature space is a
maximum-margin hyperplane, one which maximizes the margin between the two datasets.
This is achieved by solving the primal SVM problem:

min
1
2

wk k2 þ C
X

i
ξ2i

� �
subject to

yi w
Tϕ xið Þ þ b

� �
≥ 1� ξi, i ¼ 1, 2,…,n

ξi ≥0 i ¼ 1, 2,…, n

(9)

where ξi are nonnegative slack variables and C is a regularization parameter that determines
the trade-off between the margin and the error in training data. The minimizing operation is
against parameters w, b, and ξi. The corresponding SVM dual problem for the primal problem
described in Eq. (9) is its Lagrangian defined as:

max
Xn
i¼1

αi � 1
2

Xn
i¼1

Xn
j¼1

αiαjyiyj k xi; xj
� �þ 1

C
δij

� � !
subject to

Xn
i¼1

yiαi ¼ 0

0 ≤αi ≤C, i ¼ 1, 2,…, n

(10)

where δij is the Kronecker δ defined to be 1 if i = j and 0.

The dual problem is a keypoint for deriving SVM algorithms and studying their convergence

properties. The function k xi; xj
� � ¼ ϕ xið ÞTϕ xj

� �
is the kernel function and αj are the Lagrange

coefficients. The Karush-Kuhn-Tucker (KKT) conditions are necessary conditions for the solution
to the optimal parameters when there are one or more inequality constraints. Here, the KKT
conditions for Eq. (10) are also sufficient for optimality since Eq. (10) meets the following three
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conditions: the object function is concave, the inequality constraint is a continuously differentia-
ble convex function, and the equality constraint is an affine function. According to the KKT
conditions, the optimal parameters α∗, w∗, and b∗ must satisfy:

α∗
i yi

Xn
j¼1

α∗
j yjk xi; xj

� �þ b∗
 !

� 1þ ξi

" #
¼ 0, i ¼ 1, 2,…,n (11)

In classification, only a small subset of the Lagrange multipliers α∗
i tend to be nonzero usually.

The training examples with nonzero α∗
i are defined as support vectors. They construct the

optimal separating hyperplane as:

w∗Tϕ xð Þ þ b∗ ¼
Xn
j¼1

α∗
j yjk x; xj

� �þ b∗ ¼ 0 (12)

In SVM framework, the task of multiple kernel learning is considered as a way of optimizing
the kernel weights at the same time of training SVM. For multiple kernels, Eq. (12) can be
converted into the following equation to derive the dual form for MKL.

max
Xn
i¼1

αi � 1
2

Xn
i¼1

Xn
j¼1

αiαjyiyj
Xm

l¼1

βlkl xi; xj
� �

 !
subject to

Xn
i¼1

yiαi ¼ 0

0 ≤αi ≤C, i ¼ 1, 2,…, n

βl ≥0,
Xm

l¼1

βl ¼ 1, l ¼ 1, 2,…,m

(13)

In Eq. (13), both the base kernel weights βl and the Lagrange coefficients αj need to be
optimized. A two-step procedure is considered to decompose the problem into two optimiza-
tion problems.

In the first step, through grid search and cross-validation, the best weights βl are derived by
minimizing the 2-norm soft margin error function using linear programming. The weights for
text features and image features are changed according to the type of data. For example, for
wildfire data, the weight for text features was chosen as 0.70, and the weight for image features
was chosen as 0.30. In the second step, the Lagrange coefficients αj are obtained by maximiz-
ing Eq. (13) using quadratic programming. The interior point method is used to solve qua-
dratic programming in the proposed method, which achieves optimization by traversing the
convex interior of the feasible region.

2.5. Final event detection

As described above, the training process of multimedia data fusion builds the system by
deriving parameters αj, b, xi, βl, and kl. For a test input x, the decision function for MKL, i.e.,
the event detection function F(x), is a convex combination of basis kernels, computed as:
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F xð Þ ¼ sign
X
i

X
l

βl kl xi; xð Þ:αi þ bð Þ
 !

(14)

where xi are support vectors, αi denote Lagrange multipliers corresponding to support vec-
tors, and b is a bias which intercepts the hyperplane that separates the two groups in the
normalized data space.

Depending on the sign of Eq. (14), the Twitter data are divided into two groups. The first group
contains twitters of a positive class, meaning the event has happened. The second group
contains twitters of a negative class, meaning the event has not happened. Both classes are
based on image and text features which are extracted from the same tweet.

3. Experiment design, result, and discussion

3.1. Experiment design

Experiments have been done to build the event detection method and test its performance on
real twitters. The algorithm is implemented in Matlab. In the experiments, the tweets that
contain both text and image are collected from the Twitter streams. The data collection is for
two events: Brisbane hailstorm and California wildfire.

The data are separated into two sets, including training and testing. Training data are divided
into two groups: the event has happened or the event has not happened, which are manually
labeled. Each group has the same number of tweets. The same process is applied to the testing
data. The numbers of samples for the two sets are the same. The reasons to have the same
number of samples are: the greater the size of the training set and testing sets, the better the
algorithm is trained and tested, and the total number of samples is big enough to split the data
into two equal sets. For each tweet set to be used for detecting whether an event has happened
or not, its features are extracted for fusing operation.

In order to validate the performance of the proposed MKL event detection using both text and
image, two other methods are also built and tested. Both the other two methods are based on
single kernel learning, with one method taking text only as input and the other taking image
only as input.

3.2. Performance evaluation parameters

In order to measure the performance of the proposed method and those of other comparing
methods more objectively and comprehensively, four performance parameters are used,
including accuracy (A), precision, recall, and F-score [25]. They are defined below.

The accuracy for the event detection method is defined as

A ¼ TPþ TN
TPþ TN þ FPþ FN

(15)
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conditions: the object function is concave, the inequality constraint is a continuously differentia-
ble convex function, and the equality constraint is an affine function. According to the KKT
conditions, the optimal parameters α∗, w∗, and b∗ must satisfy:
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In classification, only a small subset of the Lagrange multipliers α∗
i tend to be nonzero usually.

The training examples with nonzero α∗
i are defined as support vectors. They construct the

optimal separating hyperplane as:
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In SVM framework, the task of multiple kernel learning is considered as a way of optimizing
the kernel weights at the same time of training SVM. For multiple kernels, Eq. (12) can be
converted into the following equation to derive the dual form for MKL.
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In Eq. (13), both the base kernel weights βl and the Lagrange coefficients αj need to be
optimized. A two-step procedure is considered to decompose the problem into two optimiza-
tion problems.

In the first step, through grid search and cross-validation, the best weights βl are derived by
minimizing the 2-norm soft margin error function using linear programming. The weights for
text features and image features are changed according to the type of data. For example, for
wildfire data, the weight for text features was chosen as 0.70, and the weight for image features
was chosen as 0.30. In the second step, the Lagrange coefficients αj are obtained by maximiz-
ing Eq. (13) using quadratic programming. The interior point method is used to solve qua-
dratic programming in the proposed method, which achieves optimization by traversing the
convex interior of the feasible region.

2.5. Final event detection

As described above, the training process of multimedia data fusion builds the system by
deriving parameters αj, b, xi, βl, and kl. For a test input x, the decision function for MKL, i.e.,
the event detection function F(x), is a convex combination of basis kernels, computed as:
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where xi are support vectors, αi denote Lagrange multipliers corresponding to support vec-
tors, and b is a bias which intercepts the hyperplane that separates the two groups in the
normalized data space.

Depending on the sign of Eq. (14), the Twitter data are divided into two groups. The first group
contains twitters of a positive class, meaning the event has happened. The second group
contains twitters of a negative class, meaning the event has not happened. Both classes are
based on image and text features which are extracted from the same tweet.

3. Experiment design, result, and discussion

3.1. Experiment design

Experiments have been done to build the event detection method and test its performance on
real twitters. The algorithm is implemented in Matlab. In the experiments, the tweets that
contain both text and image are collected from the Twitter streams. The data collection is for
two events: Brisbane hailstorm and California wildfire.

The data are separated into two sets, including training and testing. Training data are divided
into two groups: the event has happened or the event has not happened, which are manually
labeled. Each group has the same number of tweets. The same process is applied to the testing
data. The numbers of samples for the two sets are the same. The reasons to have the same
number of samples are: the greater the size of the training set and testing sets, the better the
algorithm is trained and tested, and the total number of samples is big enough to split the data
into two equal sets. For each tweet set to be used for detecting whether an event has happened
or not, its features are extracted for fusing operation.

In order to validate the performance of the proposed MKL event detection using both text and
image, two other methods are also built and tested. Both the other two methods are based on
single kernel learning, with one method taking text only as input and the other taking image
only as input.

3.2. Performance evaluation parameters

In order to measure the performance of the proposed method and those of other comparing
methods more objectively and comprehensively, four performance parameters are used,
including accuracy (A), precision, recall, and F-score [25]. They are defined below.

The accuracy for the event detection method is defined as

A ¼ TPþ TN
TPþ TN þ FPþ FN

(15)
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where TP, TN, FP, and FN represent true positive, true negative, false positive, and false
negative, respectively. In classifying an event such as a wildfire, a true positive (TP) is consid-
ered to be when a wildfire happened and a tweet from the wildfire data is classified as
wildfire. If a tweet from the wildfire data is classified as not wildfire, this is a false negative
(FN). In contrast, when a tweet from the data about a nonwildfire event is classified as wildfire,
that is a false positive (FP). If a tweet from the data about a nonwildfire event is classified as
not wildfire, that is a true negative (TN). For other events such as hailstorm, the classification is
applied in the same way.

Precision is a term that refers to the fraction of correctly retrieved tweets. It is a function of true
positives and false positives. It is defined as:

precision ¼ TP
TPþ FP

(16)

The term recall refers to the fraction of relevant tweets that were retrieved. It is a function of
correctly classified examples, i.e., true positives, and the false negatives true positive rate. It is
defined as:

recall ¼ TP
TPþ FN

(17)

F-score is introduced as the harmonic mean of precision and recall, in this way combining and
balancing precision and recall. It is defined as:

F � score ¼ 2∗
precision∗recall
precisionþ recall

(18)

F-score measures how well a learning algorithm applies to a class. It is based on the weighted
average of precision and recall.

3.3. Result and discussion

In order to validate the performance of the proposed event detection based on multiple kernel
learning, two other single kernel-based methods are also built and tested. Both of the other two
methods take single media as input, i.e., text or image. The performance metrics of the
proposed method and that of the other two methods for two events are given in Table 1.

From the table, it can be seen that for both the Brisbane hailstorm event and California wildfire
event, the proposed method consistently achieved a better performance in all the four metrics
than the methods using text only or image only. For example, the proposed method achieved
an accuracy of 0.93 for Brisbane hailstorm, whereas the method of using text only achieved
0.89 and the method of using image only achieved 0.85. For California wildfire, the accuracy of
the proposed method is 0.92, better than that of 0.90 and 0.86 of the other two methods.
Comparing to the other two single kernel-based methods, it can also be seen that the proposed
method has improved about 5%, 6%, 5%, and 6%, respectively, in accuracy, precision, recall,
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and F-score. The experiment results have proven that event detection from multimedia data in
Twitter is enhanced and improved by using a combination of multiple features for both images
and text.

4. Conclusion

In this chapter, a method for detecting hot events, in particular disasters such as hailstorm
and wildfires, is proposed. The approach uses visual information as well as textual informa-
tion to improve the performance of detection. It starts with monitoring a Twitter stream to
pick up tweets having texts and images, and storing them in a database. After that, Twitter
data is preprocessed to eliminate unwanted data and transform unstructured data into
structured data. Then, features in both texts and images are extracted for event detection.
For feature extraction from the text, the term frequency-inverse document frequency tech-
nique is used. For images, the features extracted are: histogram of oriented gradients
descriptors for object detection, gray-level co-occurrence matrix for texture description, color
histogram, and scale-invariant features transform. In the next step, text features and image
features are input to the multiple kernel learning (MKL) for fusion. MKL can automatically
combine both feature types in order to achieve the best performance. The proposed method
was tested on two datasets from two events, including Brisbane hailstorm 2014 and Califor-
nia wildfires 2017. The method is compared with a method that used text only and another
method that used images only. With the Brisbane hailstorm data, the proposed method
achieved the best performance, with a fusion accuracy of 0.93, compared to 0.89 with text
only, and 0.85 with images only. With the California wildfires data, the proposed method
achieved the best performance, with a fusion accuracy of 0.92, compared to 0.90 with text
only, and 0.86 with images only. It has demonstrated that event detection from multimedia
data in Twitter is enhanced and improved by our approach of using a combination of
multiple features for both images and text. The proposed method also improves computa-
tional efficiency when handling big volumes of data, and gives better performance than
other fusion approaches. It has delivered an accurate and effective detection method for
detecting events, which can be used for spreading awareness and organizing responses.

Event Data Accuracy Precision Recall F-score

Brisbane hailstorm Text only 0.89463 0.90662 0.90171 0.90416

Image only 0.85981 0.82759 0.90566 0.86486

The proposed method 0.93434 0.93578 0.94444 0.94009

California wildfire Text only 0.90981 0.91533 0.91116 0.91324

Image only 0.86406 0.88971 0.84912 0.86894

The proposed method 0.92736 0.9311 0.93721 0.93414

Table 1. Event detection performance of the proposed method in comparison with the performance of two methods that
use text only or image only.
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The research presents a breakthrough in terms of risk management strategies, one that can
improve public health preparedness and lead to better disaster management actions.
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Abstract

This chapter analyzes the opinions expressed by individuals on four topical Jamaican 
issues and classifies them by emotions, feelings and polarity. The four trending topics 
on Twitter analyzed are the decriminalization of marijuana in Jamaica, Kaci Fennell’s 
placing in Miss Universe, the Riverton Landfill fire and Barack Obama’s working visit 
to Jamaica. The data pulled from Twitter for each topic was mined using three different 
classification algorithms to identify the accuracy of the data classified based on the polar-
ity. The classifiers identified which polarity reflected what opinion is more dominant of 
the three; which are negative, positive or neutral. Sentiment analysis tools classified the 
opinions of Jamaican Twitter users with over 70% accuracy. Among three classification 
algorithms used, J48 decision tree received highest accuracy for the four topics tested and 
maintained the lowest error rate. For the decriminalization of marijuana, Kaci Fennell’s 
placing in the Miss Universe competition and President Obama’s visit, the accuracy was 
just over 70% and the mean absolute error (MAE) was less than 0.3. The methodology 
of the study provides a blueprint which can be utilized by managers and other decision 
making stakeholders to determine consumers’ perception.

Keywords: Barack Obama, Jamaica, sentiment analysis, machine learning, Twitter

1. Introduction

Sentiment analysis uses linguistic and textual assessment, such as natural language pro-
cessing to analyze word use, word order, and word combinations and thus to classify sen-
timents, often into the categories of positive, negative, or neutral polarity. Data gathered 
through sentiment analysis is believed to provide detailed information about something to 
which direct access did not previously exist: public opinion and feeling [1]. This research 
performs sentiment analysis by monitoring and analyzing local trending topics that create 
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a stir socially in Jamaica including President Barack Obama’s historic working visit to the 
island country [2]. The aim of the study is to analyze the opinions and emotion expressed 
by citizens based on these topical issues and classifies them by emotions, feelings and polar-
ity. It utilizes three machine learning algorithms to classify citizens perceptions namely 
decision tree J48, PART and naive bayes; and identifies the accuracy of the data classified 
based on the polarity. The classifiers identified the polarity reflected and which opinion is 
more dominant of the three (negative, positive or neutral). Research was undertaken on 
four topical issues in Jamaica: (1) The decriminalization of marijuana in Jamaica (2) Kaci 
Fennell’s placing in the Miss Universe competition (3) The Riverton Landfill fire and (4) 
Barack Obama’s working visit to Jamaica.

2. Methodology

The Sentiment analysis process consists of four main steps outlined in [3]: Data Acquisition, 
Data Pre-processing, Data Classification and Data Analysis.

2.1. Data acquisition

In this study, the twitter R package was used with RStudio to extract tweets which 
were subsequently used to create charts and classify data into emotions and polarity. 
Installation of packages such as install.packages (“twitteR”, “ROAuth”, “plyr”) were 
required. The searchTwitter() function, found in the R library was used to obtain tweets 
on selected topics. Hashtags, single and double quotes were parameters accepted by the 
searchTwitter() function as a means of searching the Twitter API for tweets related to the 
keywords used in the search, for example temp = searchTwitter(“#Jamaica Marijuana”) 
would download tweets with the hashtag Jamaica Marijuana. It allows queries against the 
indices of recent or popular tweets and behaves similarly to, but not exactly like the search 
features available in Twitter mobile or web clients, making it very effective and easy to use 
in searching Twitter.

The population comprised of a corpus eleven thousand two hundred and five (11,205) tweets 
that were extracted from Twitter between January and April 2015. A search was done on 
Twitter to extract tweets on Jamaican topics that were not older than 2 weeks.

2.2. Data pre-processing

The corpus was also used offline where it was analyzed using machine learning and spread-
sheet tools during pre-processing, classification and the post processing of the data. A func-
tion built into RStudio was then used to remove unwanted characters, texts, punctuations 
and numbers from the text files created as a result of the extracted data from Twitter. After 
successfully searching Twitter and obtaining the number of tweets required, the tweets were 
‘cleaned’ using RStudio’s cleaning function.
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2.3. Data classification

RStudio provided two functions that analyzed the tweets and classified them into polarity 
(negative, neutral and positive) and emotion (joy, anger, fear, surprise). Analysis was done 
both on tweets (not re-tweeted) as well as re-tweets. After compiling the polarity function 
to classify the tweets into negative, positive and neutral polarities, the team observed that a 
number of tweets were classified incorrectly. This was a result of R’s inability to understand 
the Jamaican dialect and RStudio’s limited dictionary of words. Classifying tweets into emo-
tions proved to be another challenge as majority of the tweets for the different topical issues 
returned a result of “unknown” for the emotion associated with the tweet. Both these tools, 
which are essential components of the sentiment analysis research being conducted, were 
somewhat ineffective in describing and classifying the data that was collected from Twitter.

2.4. Data analysis

The WEKA software was used offline to analyze data during pre- processing, classification and 
the post processing. In order to process the data gathered from the Twitter API, the file type or 
dataset was formatted to a file extension of .arff (attribute file format) and this file extension is 
generated from a.csv (comma-separated values) file which separates each attribute by a comma. 
The .arff file is an ASCII text file that describes a list of instances sharing a set of attributes.

A spreadsheet application was another useful tool in the sentiment analysis research con-
ducted. This tool allowed one to inspect the comma-separated values files and also create 
graphs and tables.

3. Results

This section outlines the classification of tweets downloaded for each of the four topical issues. 
It shows how sentiment analysis of tweets can be used to explore the citizens perceptions on the 
topical issues selected. Figure 1 below shows the summary and classification of such tweets.

Citizens from varying demographics express their opinions on Twitter on several topical 
issues. The four step methodology was executed and tweets were classified by the machine 
learning algorithms as shown in Figure 1. Barack Obama’s visit to Jamaica represented the 
fourth bar among the quartet of tweets, received 2583 positive tweets and 658 negative tweets 
and the highest total tweets among the 4 topics investigated.

The next section will present results on polarity of topical issues for tweets and no-retweets.

3.1. Polarity of topical issues

A typical approach to sentiment analysis is to start with a lexicon of positive and negative 
words and phrases [4]. Polarity describes whether a word seems to evoke something positive 
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or something negative. For example, beautiful has a positive polarity and horrid has a negative 
polarity. Examples of tweets that represent a positive polarity include:

Eg. 1: “Jamaica legalizes medical marijuana and decriminalizes recreational use.”

Eg. 2: “the jamaican cabinet approves a bill to legalise use of small amounts of marijuana 
which will be examined in the senate this week.”

Examples of tweets classified as having a negative polarity include:

Eg. 1: “what nbc didn’t show kaci fennell miss jamaica”

Eg. 2: “miss jamaica says the miss universe pageant “went exactly as it should””

3.1.1. The decriminalization of marijuana in Jamaica

As depicted in Figure 2, majority (2145) tweets of the three thousand and fifty four (3054) 
tweets collected on the decriminalization of marijuana in Jamaica were positive. This demon-
strates that the Jamaican citizens on the Twitter social media platform support the decision by 
government to decriminalize marijuana (Cannabis sativa) in Jamaica. However, seven hundred 
and ninety eight (798) Jamaicans on Twitter expressed negative sentiments toward the gov-
ernment’s decision to decriminalize marijuana in Jamaica.

3.1.1.1. No-retweets

The graph above depicts the results obtained from analysis of tweets that were not retweeted, 
as in these tweets were posted by the original author. Figure 3 shows that three hundred and 
forty six (346) tweets were negative and four hundred and seven (407) were positive.

Figure 1. Bar chart depicting the number of tweets collected on each topical issue.
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Figure 2. Sentiment polarity of tweets obtained on the decriminalization of marijuana in Jamaica.

Figure 3. Sentiment polarity of no-retweets obtained on the decriminalization of marijuana in Jamaica.
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3.1.1.2. Retweets

Among retweets for the topic, there were four hundred and fifty three (453) tweets were nega-
tive and one thousand seven hundred and thirty eight (1438) were positive.

3.1.2. Kaci Fennell’s placing in Miss Universe

As depicted in Figure 4 above, majority (2333) tweets of the three thousand two hundred 
and forty three (3243) tweets collected on Kaci Fennell’s placing in the Miss Universe com-
petition were negative. Upon examination of the tweets collected the negative tweets were 
expressions of anger and disappointment that Kaci did not win the Miss Universe com-
petition or that she did not receive a higher placing than the fifth place ranking that she 
received. On the contrary, six hundred and five (605) tweets were classified as positive by 
the RStudio application.

3.1.2.1. No-retweets

The graph above depicts the results obtained from analysis of tweets that were not retweeted, 
as in these tweets were posted by the original author. Figure 5 shows that seven hundred and 
ninety (790) tweets were negative and three hundred and ninety nine (399) were positive.

Figure 4. Sentiment polarity of tweets obtained on Kaci Fennell’s placing in Miss Universe.
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3.1.2.2. Retweets

Among retweets for the topic, one thousand five hundred and thirty (1530) tweets were nega-
tive and two hundred and forty (240) were positive.

3.1.3. Riverton Landfill fire

Figure 6 shows five hundred and fifty four (554) tweets of the one thousand four hundred 
and seven (1407) tweets collected on the Riverton Landfill fire in the Riverton community 
were negative. Smoke penetration from the fire was observed within a 20 mile radius from 
the landfill and further at times based on the wind direction. The fire lasted for 2 weeks 
and at least 29 critical air pollutants was detected [5]. The tweets classified as negative were 
Jamaicans expressing their anger toward the maintenance of the landfill and the effects of 
the fire on nearby communities. Six hundred and thirty three (633) tweets were classified as 
being positive.

3.1.3.1. No-retweets

The graph above depicts the results obtained from analysis of tweets that were not retweeted, 
as in these tweets were posted by the original author. Figure 7 shows that two hundred and 
forty five (245) tweets were negative and three hundred and five (305) were positive.

Figure 5. Sentiment polarity of no-retweets obtained on Kaci Fennell’s placing in Miss Universe.
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Figure 6. Sentiment polarity of tweets obtained on the Riverton Landfill fire in Jamaica.

Figure 7. Sentiment polarity of no-retweets obtained on the Riverton Landfill fire in Jamaica.
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3.1.3.2. Retweets

Of the retweets, three hundred and eleven (311) tweets were negative and three hundred and 
twenty eight (328) were positive.

3.1.4. Barack Obama’s visit to Jamaica

Figure 8 shows that the majority (2583) tweets of the three thousand five hundred and one 
(3500) tweets collected on Barack Obama’s visit to Jamaica were positive. This demonstrates 
that the Jamaican citizens on Twitter social supported the visit of the President to Jamaica. 
However, six hundred and fifty eight (658) Jamaicans on Twitter expressed negative sentiments 
toward Barack Obama’s visit to Jamaica. There was a movement suggesting the success of visit 
of his visit was dependent on whether he offered or announced a Presidential Pardon to the 
country’s first national hero Marcus Garvey, civil rights activist in Jamaica and the USA, who 
allegedly was falsely convicted of mail fraud in the USA. Failure to grant a pardon to the civil 
rights activists spurred some of the negative tweets. Hence, anger appears on the word cloud in 
Figure 9, generated by RStudio.

Figure 8. Sentiment polarity of tweets obtained on Barack Obama’s visit to Jamaica.
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Figure 9. Word cloud showing frequently tweeted words associated with Barack Obama’s visit to Jamaica.

3.1.4.1. No-retweets

Figure 10 depicts the results obtained from analysis of tweets that were not retweeted, as in 
these tweets were posted by the original author. It shows that nine hundred and seventy one 
(971) tweets were positive and three hundred and twenty two (322) were negative.

3.1.4.2. Retweets

From the analysis of tweets that were retweeted by users who shared similar sentiments of 
tweets posted by other Twitter users there were three hundred and thirty seven (337) tweets 
were negative and one thousand six hundred and twelve (1612) were positive.

Figure 10. Sentiment polarity of no-retweets obtained on Barack Obama’s visit to Jamaica.
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3.2. Emotions of topical issues

This section will present information on emotions expressed for each topic, with no-
retweets. In everyday speech, emotion is viewed as one’s state of mind and instinctive 
response and are intertwined with mood, temperament, personality and disposition. 
Emotions are elicited by significant events that are significant when they touch upon one or 
more of the concerns of the subject. Emotions thus result from the interaction of an event’s 
actual or anticipated consequences and the subject’s concerns [6]. In this research several 
emotions were highlighted: anger, fear, joy, sadness, surprise and disgust. However, due 
to RStudio’s incapability to classify some of the tweets into emotions many tweets were 
classifieds “unknown”.

3.2.1. No-retweets

Tweets posted by authors were of mixed emotions, varying from anger to joy. As depicted in 
the Figures 11–14, RStudio encountered difficulty in classifying the emotions associated with 
majority of the tweets. As a result of this, majority of the tweets for the decriminalization of 
marijuana in Jamaica were classified as “unknown” in Figure 11. Many factors including the 
use of the Jamaican creole and the use of sarcasm may have contributed to R’s difficulty in 
determining the emotions of the tweets. This was noticed for the emotions depicted on the 
other topical issues selected (Figure 11).

Figure 11. Sentiment emotion of no-retweets obtained on the decriminalization of marijuana in Jamaica.
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3.2.2. Retweets

The tweets that were retweeted by Twitter users for the decriminalization of marijuana in 
Jamaica were of joy and sadness.

3.3. Kaci Fennell’s placing in Miss Universe

3.3.1. The decriminalization of marijuana in Jamaica

In Figure 12, apart from the tweets that were classified as unknown, it can be seen that tweets 
expressing anger, joy and surprise recorded the highest numbers. Tweets posted by authors 
were of mixed emotions, with joy and anger representing the more frequent emotions expressed.

3.3.2. Retweets

The tweets that were retweeted by Twitter users for Kaci Fennell’s placing in the Miss Universe 
event were mostly of joy and anger.

3.4. Riverton Landfill fire

As depicted in Figure 13, the emotions discovered for the Riverton Landfill fire varied, more 
so than the other topical issues that was selected. The tweets analyzed resulted in emotions of 
anger, disgust, joy, sadness and surprise.

Figure 12. Sentiment emotion of no-retweets obtained on the Kaci Fennell’s placing in Miss Universe.
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3.4.1. No-retweets

Tweets posted by authors were of mixed emotions, with joy and sadness representing the 
more frequent emotions expressed.

3.4.2. Retweets

The tweets that were retweeted by Twitter users on the Riverton Landfill fire were mostly of 
joy, sadness, disgust and anger.

3.5. Barack Obama’s visit to Jamaica

As shown in Figure 14, there was difficulty in classifying the emotions associated with major-
ity of the tweets. As a result of this, majority of the tweets for the Barack Obama’s visit to 
Jamaica were classified as “unknown”. Many factors including the use of the Jamaican creole 
and the use of sarcasm may have contributed to R’s difficulty in determining the emotions 
of the tweets. This was noticed for the emotions depicted on the other topical issues selected. 
Other emotions expressed were of joy and surprise.

3.5.1. No-retweets

Tweets posted by authors were of mixed emotions, varying from joy to surprise to fear.

Figure 13. Sentiment emotion of no-tweets obtained on the Riverton Landfill fire.
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3.5.2. Retweets

The tweets that were retweeted by Twitter users for Barack Obama’s visit to Jamaica were of 
joy and surprise.

Sample tweets: This section shows samples of tweets and their sentiment classification for 
each of the four topical issues (Tables 1–4).

Decriminalization of marijuana in Jamaica

Tweet Polarity

“Jamaica passes law that decriminalizes small amounts of pot. 
legislation also creates licensing agency to regulate medical”

Positive

“Jamaica decriminalizes marijuana, reminds rest of world it isn’t 
legalized”

Neutral

“in other words, don’t get too crazy. weed wasn’t legal before,  
and now it’s just less illegal.”

Negative

Table 1. Examples of Twitter posts with expressed opinions on the decriminalization of marijuana in Jamaica.

Figure 14. Sentiment emotion of no-retweets obtained on Barack Obama’s visit to Jamaica.

Kaci Fennell’s placing in Miss Universe

Tweet Polarity

“we continue to be proud of kaci fennel” Positive

“miss jamaica universe kaci fennell will play mass with tribe 
 for carnival 2015 come monday and Tuesday”

Neutral

“miss jamaica kaci fennell ‘robbed’ of miss universe crown” Negative

Table 2. Examples of Twitter posts with expressed opinions on Kaci Fennell’s placing in Miss Universe.
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4. Conclusion

This chapter presented information on how sentiment analysis can be used to extract subjec-
tive information from a social media website such as Twitter. It provides researchers with an 
opportunity to collect deep, rich, readily available qualitative information from a large group 
of participants in an unobstructed real world environment. Despite several potential uses of 
sentiment analysis, the literature highlights some general challenges that can be faced when 
using it with Twitter, such as the noisy nature of Twitter’s one hundred and forty (140) char-
acter long expressions.

4.1. Significance of the research

Many organizations have taken the initiative to use the tools available through sentiment 
analysis because of the benefits. The sentiment analysis approach presented in this chapter 
can be very useful for entities and organizations interested in gathering and understanding 
the opinions of stakeholders who are Twitter users. This is further facilitated by the availabil-
ity of Twitter data and posts through Twitter’s privacy policy. This study is significant as it 
presents the results of topical issues being discussed in the country to the public.

This method can be used by companies for marketing research, to aid campaigns and 
allow stakeholders to understand customer perceptions and thus improve service delivery. 
Sentiments derived from citizens tweets has even used in forecasting stocks. In Ref. [7], the 
sentiments marijuana tweets were used to predict stock prices of pharmaceutical companies.

Riverton Landfill fire

Tweet Polarity

“said fire would be out by weekend it’s not yet Friday” Positive

“adding to the confusion gleaner when will riverton dump fire be 
extinguished odpem heads give conflicting deadlines”

Neutral

“a number of schools closed early again today because of rivertondump 
smoke incl hydel schools amp st patricks primary”

Negative

Table 3. Examples of sample Twitter posts with expressed opinions on the Riverton Landfill fire.

Barack Obama’s visit to Jamaica

Tweet Polarity

“that moment after barack obama said wah gwaan jamaica” Positive

“barack obama is in jamaica hes just said this” Neutral

“chronixx upset at barack obamas jamaica visit calls him a waste  
man bash government”

Negative

Table 4. Examples of Twitter posts with expressed opinions on President Barack Obama’s visit to Jamaica.
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3.5.2. Retweets
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Figure 14. Sentiment emotion of no-retweets obtained on Barack Obama’s visit to Jamaica.
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Table 2. Examples of Twitter posts with expressed opinions on Kaci Fennell’s placing in Miss Universe.
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4.2. Recommendations for further research

Overall, the tools available to conduct sentiment analysis on social media sites including 
Twitter are readily available, but had limitations when used in a Jamaican context. The results 
received were incorrect at times, which could be as a result of RStudio’s inability to under-
stand the Jamaican dialect (patois) that was used in some of the tweets and even the use of 
sarcasm in some of the tweets presented.

To improve the classification of tweets, in terms of classifying tweets into polarity and emo-
tion, a dictionary of Jamaican words and expressions could be created and then included 
in the RStudio application. Through the use of this dictionary, in addition to the diction-
ary already included in RStudio, classification will be improved and misclassification will be 
deterred when sentiment analysis is used in the Jamaican context.

4.3. Summary

Results indicate that the opinions of Jamaicans on Twitter varied and that many Jamaicans shared 
the sentiments of others, evidenced by the number of retweets discovered. Among three classifi-
cation algorithms used, J48 received highest accuracy for the four topics tested and maintained 
the lowest error rate. The accuracy was just over 70% and the mean absolute error (MAE) was 
less than 0.3 for the decriminalization of marijuana, Kaci Fennell’s placing in the Miss Universe 
competition and President Obama’s visit. For Riverton Landfill fire, the MAE was higher at 0.38 
with a comparatively lower accuracy of 55% and precision of 61%. For the decriminalization of 
Marijuana 72% of the tweets analyzed were positive while for Kaci Fennell’s placing in the Miss 
Universe event 71% of tweets analyzed were of negative sentiments. There was a marginal dif-
ference between positive and negative views obtained on the Riverton Landfill fire. Finally, 73% 
of the tweets collected on President Obama’s visit to Jamaica showed positive sentiments, which 
can be interpreted that many Jamaicans were appreciative of his visit to the island.
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Abstract

The interaction of ultrashort and intense laser pulses with solid targets and dense plasmas
is a rapidly developing area of physics, this being mostly due to the significant advance-
ments in laser technology. There is, thus, a growing interest in diagnosing as accurately as
possible the numerous phenomena related to the absorption and reflection of laser radia-
tion. At the same time, envisaged experiments are in high demand of increased accuracy
simulation software. As laser-plasma interaction modelings are experiencing a transition
from computationally-intensive to data-intensive problems, traditional codes employed so
far are starting to show their limitations. It is in this context that predictive modelings of
laser-plasma interaction experiments are bound to reshape the definition of simulation
software. This chapter focuses an entire class of predictive systems incorporating big data,
advanced machine learning algorithms and deep learning, with improved accuracy and
speed. Making use of terabytes of already available information (literature as well as
simulation and experimental data) these systems enable the discovery and understanding
of various physical phenomena occurring during interaction, hence allowing researchers
to set up controlled experiments at optimal parameters. A comparative discussion in terms
of challenges, advantages, bottlenecks, performances and suitability of laser-plasma inter-
action predictive systems is ultimately provided.

Keywords: predictive modeling, machine learning, deep learning, big data, cloud
computing, laser-plasma interaction modeling

1. Introduction to laser-plasma interaction simulations

Numerous significant technological advancements mark the nearly six decades that have
elapsed since the invention of the laser. We are nowadays facing a dramatic increase in terms
of attainable laser powers and intensities concomitantly with a drastic shortening of pulses
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duration. Super-intense lasers such as HERCULES [1], TPL [2], Vulcan [3] and Astra Gemini [4]
or PHELIX [5] constitute a notable achievement in terms of chirped pulses intensity: an
increase by six orders of magnitude within less than 10 years. Next generation 10-PW laser
systems are currently under consideration in various laboratories around the world. To resume
to just one example, the 10-PW ILE APOLLON [6] is envisaged to deliver an energy of 150 J in
15 fs at the last stage of amplification after the front end, with a repetition rate of one shot per
minute, its intensity being expected to reach 1024 W�cm�2. Such elevated intensities are the
foregoers of the so called ultrarelativistic regime applications, a regime in which not only the
electrons but also the ions become relativistic within one laser period. As matter under extreme
conditions can now be relatively easily generated and investigated, we are witnessing a
worldwide advent of laboratory research in totally “new physics”, from ultrarelativistic laser
plasmas to high-energy particle acceleration and generation of high-frequency radiation in the
extreme-ultraviolet (XUV) and soft-X-ray regions. X-ray production by means of high intensity
laser-plasma interaction experiments is of particular interest for the scientific community since
this is a way of attaining increased brightness X-rays, with good coherence and consequently
high quality sources of radiation. Among the variety of laser-based mechanisms deployed for
this purpose, the most notable are betatron generation from laser wakefield acceleration [7]
and high-order harmonics generation (HHG) [8].

In spite of the multitude of opportunities, there are still technological issues to be addressed
and there are still numerous phenomena occurring during the interaction that are not yet fully
understood. Some of these may be potentially damaging to experiments (e.g. hydrodynamic or
parametric instabilities, hot electrons), hence their mitigation is vital. Ultimately, optimizing
interaction conditions requires state-of-the-art theoretical and computational investigations.

In terms of simulation software, traditional approaches entail either hydrodynamic (fluid) or
kinetic codes, in accordance with the laser-plasma interaction regime. Often, choosing between
the two implies an inevitable dismissal of certain phenomena within reasonable accuracy
limits. Modeling processes like particles’ acceleration, plasma heating, parametric instabilities
that occur during the interaction of ultrashort (pulse duration of sub-picoseconds down to tens
of femtoseconds) and intense (intensity higher than 1017 W�cm�2) laser pulses with plasma
requires mainly a kinetic treatment and this is normally achieved through the Particle-In-Cell
method (PIC) [9], the most reputed among the numerical tools employed in plasma physics
and in laser-plasma interaction investigations. Albeit being recognized as a suitable approach
for analyzing the highly transient physical processes in the non-linear regime associated with
ultrafast laser energy coupling to matter, PIC based codes are subject to nonphysical behaviors
such as statistical noise, non-physical instabilities, non-conservation, and numerical heating.
Secondly, they require considerable computational resources, being far more demanding than
the fluid ones that are normally deployed to study phenomena on a nanosecond scale with
“coarser” accuracy. For instance, running a 1D PIC with a reasonable number of particles per
cell, a fine grid and a small time resolution can claim up to more than 20 CPU hours on a
single-processor PC for simulating what happens during a few femtoseconds of interaction.
The distribution function at any given time, in a 3D3V PIC code is six dimensional in nature.
Should 100 grid points be allocated for each dimension and representing each grid point in
eight byte double precision, then, the system would require as far as 7 TB alone, just to store
this data structure. In spite of the recent advent of computing technologies, running high
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accuracy 3D or even 2D kinetic simulations is still a challenging task even if we are talking
about a full migration towards the GPUs.

Various simplified codes have been hitherto been built and successfully used with reasonable
compromises between accuracy on one hand and storage requirements and speed on the other.
The LPIC++ [10, 11], XOOPIC [12] and PIConGPU [13] are some good examples in this sense.
Restraining the number of dimensions, in conjunction either with object oriented programming,
either with code parallelization, makes it possible to gain increased resolution (but over fewer
dimensions) with less fancy hardware. Among the state-of-the-art PICs employed for simulating a
variety of laser-plasma problems are the well-established EPOCH [14], VSim [15], OSIRIS [16–18],
and QuickPIC [19, 20]. Fully relativistic, parallelized and multidimensional, they all incorporate
additional features accounting for phenomena normally disregarded by traditional PIC methods,
therefore moving the simulations closer to the real world. For example, EPOCH includes
multiphoton, tunneling and collisional ionisations. The latter two can also be found in OSIRIS.
VSim is a hybrid code (combining kinetic and hydrodynamic treatments), while OSHUN [21, 22]
permits the user to introduce multiple ion species. At the same time, system resources can be
spared by either reducing the number of dimensions (user option encountered in EPOCH) or by
separating out the time scale of the evolution of the driver from the plasma evolution, thus
transforming a fully 3D electromagnetic field solve and particle push into a sequence of 2D solves
and pushes (QuickPIC’s algorithm). Highly optimized to run even on a single CPU, these codes
are scalable over a large number of cores, featuring the dynamic load balancing of the processors.
Parallelization approaches include not only the MPI and Open MP but SIMD Vectorization, with
most of these above mentioned simulation environments having CUDA enabled versions as well.
Running a PIC code on top of the line GeForce or on Tesla can lead to significant improvements in
terms of speed [23–32] while maintaining a fairly large number of particles per cell. Breakthroughs
have been reported especially with the particle push [33–35] and particle weighing [36–38]
algorithms but also with the parallelization during the current deposition phase [39, 40]. Success-
ful attempts of integrating these schemes while trying to mitigate some of the factors known to
limit GPU performance—communication overhead between GPU and CPU, memory latency
versus bandwidth, the relatively low level of multitasking or I/O efficient management when
reading and writing to files—count in Jasmine [41, 42] or FBPIC [43, 44].

As cloud, big data and AI based technologies are nowadays becoming pervasive in all the
fields of the economy, predictive modeling should become just as ubiquitous in every research
area, being a comfortable and reliable alternative for designing optimized experiments or for
estimating potential results.

This chapter is presenting an overview of an entire class of predictive systems for laser-plasma
interaction built at the National Institute for Lasers, Plasma and Radiation Physics—blending
in big data, advanced machine learning algorithms and deep learning—with improved accu-
racy and speed. Making use of terabytes of already available information (literature as well as
simulation and experimental data) such systems have the potential of revealing various phys-
ical phenomena occurring in certain situations, hence enabling researchers to set up controlled
experiments at optimal parameters. Whilst the most obvious advantage of deploying predic-
tive and/or prescriptive modeling is the considerably diminished running time in comparison
to classic simulation codes, the motivation goes further than this, to having a readily compiled
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in big data, advanced machine learning algorithms and deep learning—with improved accu-
racy and speed. Making use of terabytes of already available information (literature as well as
simulation and experimental data) such systems have the potential of revealing various phys-
ical phenomena occurring in certain situations, hence enabling researchers to set up controlled
experiments at optimal parameters. Whilst the most obvious advantage of deploying predic-
tive and/or prescriptive modeling is the considerably diminished running time in comparison
to classic simulation codes, the motivation goes further than this, to having a readily compiled
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report containing the most favorable interaction conditions or warnings on the imminent
presence of destructive phenomena. However, efficiently extracting, interpreting, and learning
from very large and heterogeneous datasets requires new generation scalable algorithms as
well as new data management technologies and cloud computing. In this sense, a big step
forward was the deployment of Hadoop [45], together with its MapReduce [46] algorithm and
the Mahout library [47, 48]. Several other libraries were jointly used for deep learning pur-
poses, namely Theano [49], TensorFlow [50], Keras [51] and Caffe [52]. Promising results—
correctly predicted high order harmonics in HHG experiments along with the occurrence of
hot electrons in certain interaction scenarios—have been obtained by combining deep neural
networks (DNNs) and convolutional neural networks (CNNs) [53] with ensemble learning
[54–56]. The DNNs and CNNs were built by grid search [57, 58], in conjunction with dropout
[59–62] and constructive learning [63–67], with the CNNs exhibiting somewhat better perfor-
mances in terms of speed and comparable accuracy in estimations. The chapter offers a
comparative discussion of these alternate predictive modeling solutions, highlighting the
performance improvement gained by deploying each combination of advanced machine learn-
ing and deep learning algorithms. Moreover, a significant part of this analysis is devoted to the
challenges, advantages, caveats, accuracy, easiness of usage and suitability to the actual inter-
action scenario of these systems.

The last section proceeds to arguing the implications of big data and AI based predictive
modeling for the scientific community, its potential, not only in joining together experimental
observations, theory and simulation data, but also the potential and future prospects in deriv-
ing meaningful analysis and recommendations out of the already available information.

2. Big data and deep learning based predictive modeling for laser-plasma
interaction

2.1. Opportunities and challenges for predictive modeling systems

The emergence of cloud computing and of open source big data designated platforms like
Hadoop, Spark [68] and the framework ROOT [69, 70], along with the rise of deep learning
[71–74] have rendered data processing and analysis trivially inexpensive. Massive amounts of
a wide variety of information can today be interpreted at an unprecedented rate of speed. The
consequence is particularly important for science because of various reasons. Firstly, migrating
from expensive in-house computing systems to infrastructure as a service (IaaS) significantly
cuts costs with capital investment. Secondly, the increased storage capacity and computer
power make the cloud ideal for scientific big data applications development [75], specifically
for statistics, analytics and recommender systems. Furthermore, workload optimization strat-
egies can easily be incorporated in order to use the resources to maximum capacity. For
applications that are both computational and data intensive the processing models combine
different techniques like in-memory big data [76] or combined CPU—GPU processing.

Predictive modeling in a continuously evolving field like laser-plasma interaction is challenging
from several points of view, mainly because this is an area previously unexplored with machine
learning techniques and smart agents. Simulations serving this purpose have to this day relied
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almost exclusively on codes that calculate according to various theories and approximations,
hence on programmed software not on software that adapts and learns from experience and
common knowledge. ROOT remains the only physics designated package that took some efforts
in this new direction. Although it is mainly oriented towards signal treatment techniques and
statistics, ROOT also incorporates machine learning algorithms to a lower extent.

Designing an intelligent predictive or recommender system for laser-plasma interaction should
take into consideration quite many aspects. The start point and, at the same time, a central
decisive factor in the design is actually the available interaction data, its amount and its structure.
Specifically, interaction data for a particular kind of experiment is mostly heterogeneous in the
sense that it can comprise experimental findings along with simulation yields and literature
references, a situation bound to pose potential problems in terms of hardware, software environ-
ments and applicable machine learning paradigms. Storing and converting the available infor-
mation in the same file format—especially if we are talking about terabytes or petabytes—is a
time consuming operation. This caveat may be conveniently mitigated by using the NoSQL
databases, a notable feature of big data platforms such as Hadoop or Spark. Furthermore, the
NoSQL is schema-free, therefore facilitating structure modifications of data in applications.
Through the management layer, data integration and validation can be easily attained. A second
aspect of interaction data concerns features like inconsistency, incompleteness, redundancy or
intrinsic noisiness. For a particular kind of experiment (e.g. a certain type of laser interacting with
a specific target, in a predefined interaction configuration) there might be multiple results due to
the fact that the same experiment was performed in different laboratories across the world.
Consequently, the above mentioned data characteristics can be explained through the differences
in diagnostic equipment or in its placement, through slight variations in the interaction configu-
rations, in target compositions or the type of optical components. Simulations performed with
different codes or theoretical estimations might also exist in the literature. Two other possible
situations concern unavailable data and divergent or conflictual reports. Such variety entails
various signal processing techniques like reduction, cleaning, filtering, integration, transforms
and interpolations in order to remove noise, correct the inconsistencies and improve the decision-
making process. However, these operations can be important consumers of resources, so they
should be performed via distributed computing in conjunction with fast analytics purpose tools
such as Apache Impala [77] and Apache Kudu [78].

Further applying machine learning algorithms [79] on this type of extended sets complicates
things even more, firstly because we are talking about large volumes of data (at least 1 TB and
easily up to several hundreds of TBs), and secondly because training even classical multilayer
perceptrons (MLP) [80–83], self-organizing maps (SOM) [84, 85] and especially support vector
machines (SVM) [86, 87] on conventional computers renders the process extremely difficult.
Practically, this is a striking argument in favor of the custom-made clouds that provide not
only computing power but also modularity, scalability and resilience. Beyond Hadoop’s sub-
stantial parallelization, jobs dispatching and resource allocation capabilities, considerable
speedup may be achieved within the Spark environment, owing to its graph technology.
Built-in Mahout and MLib [88] machine learning libraries integrate a lot of the commonly
deployed algorithms allowing the user to modify or add any new self-written modules. Within
these frameworks, a common MLP can easily evolve towards deep learning due to the fact that
multiple hidden layers (or cascaded MLPs) are no longer an impediment to fast training and
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ing and deep learning algorithms. Moreover, a significant part of this analysis is devoted to the
challenges, advantages, caveats, accuracy, easiness of usage and suitability to the actual inter-
action scenario of these systems.

The last section proceeds to arguing the implications of big data and AI based predictive
modeling for the scientific community, its potential, not only in joining together experimental
observations, theory and simulation data, but also the potential and future prospects in deriv-
ing meaningful analysis and recommendations out of the already available information.

2. Big data and deep learning based predictive modeling for laser-plasma
interaction

2.1. Opportunities and challenges for predictive modeling systems

The emergence of cloud computing and of open source big data designated platforms like
Hadoop, Spark [68] and the framework ROOT [69, 70], along with the rise of deep learning
[71–74] have rendered data processing and analysis trivially inexpensive. Massive amounts of
a wide variety of information can today be interpreted at an unprecedented rate of speed. The
consequence is particularly important for science because of various reasons. Firstly, migrating
from expensive in-house computing systems to infrastructure as a service (IaaS) significantly
cuts costs with capital investment. Secondly, the increased storage capacity and computer
power make the cloud ideal for scientific big data applications development [75], specifically
for statistics, analytics and recommender systems. Furthermore, workload optimization strat-
egies can easily be incorporated in order to use the resources to maximum capacity. For
applications that are both computational and data intensive the processing models combine
different techniques like in-memory big data [76] or combined CPU—GPU processing.

Predictive modeling in a continuously evolving field like laser-plasma interaction is challenging
from several points of view, mainly because this is an area previously unexplored with machine
learning techniques and smart agents. Simulations serving this purpose have to this day relied
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almost exclusively on codes that calculate according to various theories and approximations,
hence on programmed software not on software that adapts and learns from experience and
common knowledge. ROOT remains the only physics designated package that took some efforts
in this new direction. Although it is mainly oriented towards signal treatment techniques and
statistics, ROOT also incorporates machine learning algorithms to a lower extent.

Designing an intelligent predictive or recommender system for laser-plasma interaction should
take into consideration quite many aspects. The start point and, at the same time, a central
decisive factor in the design is actually the available interaction data, its amount and its structure.
Specifically, interaction data for a particular kind of experiment is mostly heterogeneous in the
sense that it can comprise experimental findings along with simulation yields and literature
references, a situation bound to pose potential problems in terms of hardware, software environ-
ments and applicable machine learning paradigms. Storing and converting the available infor-
mation in the same file format—especially if we are talking about terabytes or petabytes—is a
time consuming operation. This caveat may be conveniently mitigated by using the NoSQL
databases, a notable feature of big data platforms such as Hadoop or Spark. Furthermore, the
NoSQL is schema-free, therefore facilitating structure modifications of data in applications.
Through the management layer, data integration and validation can be easily attained. A second
aspect of interaction data concerns features like inconsistency, incompleteness, redundancy or
intrinsic noisiness. For a particular kind of experiment (e.g. a certain type of laser interacting with
a specific target, in a predefined interaction configuration) there might be multiple results due to
the fact that the same experiment was performed in different laboratories across the world.
Consequently, the above mentioned data characteristics can be explained through the differences
in diagnostic equipment or in its placement, through slight variations in the interaction configu-
rations, in target compositions or the type of optical components. Simulations performed with
different codes or theoretical estimations might also exist in the literature. Two other possible
situations concern unavailable data and divergent or conflictual reports. Such variety entails
various signal processing techniques like reduction, cleaning, filtering, integration, transforms
and interpolations in order to remove noise, correct the inconsistencies and improve the decision-
making process. However, these operations can be important consumers of resources, so they
should be performed via distributed computing in conjunction with fast analytics purpose tools
such as Apache Impala [77] and Apache Kudu [78].

Further applying machine learning algorithms [79] on this type of extended sets complicates
things even more, firstly because we are talking about large volumes of data (at least 1 TB and
easily up to several hundreds of TBs), and secondly because training even classical multilayer
perceptrons (MLP) [80–83], self-organizing maps (SOM) [84, 85] and especially support vector
machines (SVM) [86, 87] on conventional computers renders the process extremely difficult.
Practically, this is a striking argument in favor of the custom-made clouds that provide not
only computing power but also modularity, scalability and resilience. Beyond Hadoop’s sub-
stantial parallelization, jobs dispatching and resource allocation capabilities, considerable
speedup may be achieved within the Spark environment, owing to its graph technology.
Built-in Mahout and MLib [88] machine learning libraries integrate a lot of the commonly
deployed algorithms allowing the user to modify or add any new self-written modules. Within
these frameworks, a common MLP can easily evolve towards deep learning due to the fact that
multiple hidden layers (or cascaded MLPs) are no longer an impediment to fast training and
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rapid convergence. The grid search algorithm permits testing multiple MLP topologies for the
best performance on training and test sets, subsequently returning the best one. When stating
multiple, an order of a few tens is perfectly feasible. Another useful tool, the dropout methods,
randomly exclude various neurons along with their incoming and outgoing connections in
order to achieve performance improvements and to avoid overfitting [89–91]. Some versions
do not drop out units but just omit another portion of training data in each of the training
cases, ultimately “averaging” over all the yieldedMLPs (structures with the same topology but
different weights, a consequence of the variation in the training set). This approach mitigates
both, overfitting and potential falloffs or stagnations in the learning rate, effects associated
primarily with sets featuring high percentages of redundant data. Other algorithms apply the
“averaging” over networks with dropped out units or over many networks with different
weights instead of merely considering the best configuration. Regardless of what is actually
averaged, these solutions act similarly to ensemble learning and can be also combined with
unsupervised techniques [92–94]. Inversely, constructive learning allows the user to add units
or connections to the network during training, an approach known to be highly effective in
escaping local minima of the objective function. All of the above classes of algorithms can be
deployed for both CNNs and DNNs and, with slight modifications, even for 3D topologies of
SOMs. Considerable boosts in terms of speed may be attainable through MapReduce acceler-
ation [95] or GPU accelerated computing.

Practically, the choice of algorithms is of crucial importance when designing a predictive
modeling system as they influence its overall performance both in terms of speed as well as in
terms of accuracy and robustness. A high degree of modularity and scalability of the system is
also desirable since it is fundamental to be able to add new algorithms and tools, or to replace
others, as easily as possible without major reconfiguration and training issues. As new inter-
action data becomes available on a regular basis, retraining the system and its subsequent
functionality are not supposed to be problematic. At the same time, hardware modifications
within the cloud should only improve performances and not increase the risk of system
crashes. Good predictions should be prevalent even when facing undesired events like hard-
ware failures, software bugs and data corruption and from this point of view, the combination
cloud-Hadoop-deep learning is ideal, mainly since Hadoop offers most of all resilience.

2.2. Engineering aspects of big data and deep learning based predictive systems

The development of intelligent systems with direct application in optimizing laser-plasma
interaction experiments is a highly demanding task. Since it requires above all, enough hard-
ware resources, the underlying infrastructure supporting the construction and deployment of
the predictive systems was chosen to be a private cloud. Interaction with users is achieved via
internet, hence, by extension one can consider this a “client–server” system, schematically
displayed in Figure 1.

The “server-side” offers various functionalities in five areas. Firstly, it ensures the communica-
tion with users and handles the requests queues. Concerning the data management, the
“server” is also responsible for the data storage, data manipulation and related processing
operations. Thirdly, it stores and facilitates the incorporation of new software libraries. It
provides computing power for establishing the optimal structure of the intelligent systems,
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for training and validation. Last but not least, it supports the deployment mode of the vali-
dated predictive systems. At this stage, the users introduce the input parameters and obtain
the predictions and/or recommendations. Among the advantages offered by a private cloud
platform built using Hadoop are the rapid access to information, rapid processing and rapid
transmission of results to the end user. But beyond processing and querying vast amounts of
heterogeneous data over many nodes of commodity hardware, another significant advantage
of the Hadoop streaming utility is the fact that it allows Java as well as non-Java programmed
MapReduce jobs to be executed over the Hadoop cluster, in a reliable, fault-tolerant manner.
The combination HDFS, HBase [96], Hive [97] and MapReduce is robust. Not only HDFS
ensures data replication with redundancy across the cluster but every “map” and “reduce”
job is independent of all other ongoing “maps” and “reduces” in the system. However, HDFS
based data lakes lack what is a fundamental capability for complex applications that make use
of the stored big data, and that is the random reads and writes capability. There is no point in
trying to speed up data processing by developing new algorithms if accessing it translates into
brute-force readings of an entire file system.

In this sense HBase was deployed on top of the HDFS data lake since it allows the fast random
reads and writes that cannot be handled otherwise. As a NoSQL database, it is primarily useful
because it can store data in any format. Additionally, HBase can also handle a variety of
information that is growing exponentially, something which relational databases cannot. In other
words, it supports the real-time updating and querying of the dataset which Hive does not and
this is highly suitable for applying dropout and constructive learning on datasets. In contrast,
Hive provides structured data warehousing facilities on top of the Hadoop cluster together
with a SQL like interface that facilitates the creation of tables and subsequently, the storage of

Figure 1. Client–server model of the supporting infrastructure. The server side is the private cloud on top of which
resides Hadoop. It handles all tasks, from communications with the users to data storage, heavy computational tasks and
ultimately, the deployment mode.
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rapid convergence. The grid search algorithm permits testing multiple MLP topologies for the
best performance on training and test sets, subsequently returning the best one. When stating
multiple, an order of a few tens is perfectly feasible. Another useful tool, the dropout methods,
randomly exclude various neurons along with their incoming and outgoing connections in
order to achieve performance improvements and to avoid overfitting [89–91]. Some versions
do not drop out units but just omit another portion of training data in each of the training
cases, ultimately “averaging” over all the yieldedMLPs (structures with the same topology but
different weights, a consequence of the variation in the training set). This approach mitigates
both, overfitting and potential falloffs or stagnations in the learning rate, effects associated
primarily with sets featuring high percentages of redundant data. Other algorithms apply the
“averaging” over networks with dropped out units or over many networks with different
weights instead of merely considering the best configuration. Regardless of what is actually
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unsupervised techniques [92–94]. Inversely, constructive learning allows the user to add units
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deployed for both CNNs and DNNs and, with slight modifications, even for 3D topologies of
SOMs. Considerable boosts in terms of speed may be attainable through MapReduce acceler-
ation [95] or GPU accelerated computing.

Practically, the choice of algorithms is of crucial importance when designing a predictive
modeling system as they influence its overall performance both in terms of speed as well as in
terms of accuracy and robustness. A high degree of modularity and scalability of the system is
also desirable since it is fundamental to be able to add new algorithms and tools, or to replace
others, as easily as possible without major reconfiguration and training issues. As new inter-
action data becomes available on a regular basis, retraining the system and its subsequent
functionality are not supposed to be problematic. At the same time, hardware modifications
within the cloud should only improve performances and not increase the risk of system
crashes. Good predictions should be prevalent even when facing undesired events like hard-
ware failures, software bugs and data corruption and from this point of view, the combination
cloud-Hadoop-deep learning is ideal, mainly since Hadoop offers most of all resilience.

2.2. Engineering aspects of big data and deep learning based predictive systems

The development of intelligent systems with direct application in optimizing laser-plasma
interaction experiments is a highly demanding task. Since it requires above all, enough hard-
ware resources, the underlying infrastructure supporting the construction and deployment of
the predictive systems was chosen to be a private cloud. Interaction with users is achieved via
internet, hence, by extension one can consider this a “client–server” system, schematically
displayed in Figure 1.

The “server-side” offers various functionalities in five areas. Firstly, it ensures the communica-
tion with users and handles the requests queues. Concerning the data management, the
“server” is also responsible for the data storage, data manipulation and related processing
operations. Thirdly, it stores and facilitates the incorporation of new software libraries. It
provides computing power for establishing the optimal structure of the intelligent systems,
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for training and validation. Last but not least, it supports the deployment mode of the vali-
dated predictive systems. At this stage, the users introduce the input parameters and obtain
the predictions and/or recommendations. Among the advantages offered by a private cloud
platform built using Hadoop are the rapid access to information, rapid processing and rapid
transmission of results to the end user. But beyond processing and querying vast amounts of
heterogeneous data over many nodes of commodity hardware, another significant advantage
of the Hadoop streaming utility is the fact that it allows Java as well as non-Java programmed
MapReduce jobs to be executed over the Hadoop cluster, in a reliable, fault-tolerant manner.
The combination HDFS, HBase [96], Hive [97] and MapReduce is robust. Not only HDFS
ensures data replication with redundancy across the cluster but every “map” and “reduce”
job is independent of all other ongoing “maps” and “reduces” in the system. However, HDFS
based data lakes lack what is a fundamental capability for complex applications that make use
of the stored big data, and that is the random reads and writes capability. There is no point in
trying to speed up data processing by developing new algorithms if accessing it translates into
brute-force readings of an entire file system.

In this sense HBase was deployed on top of the HDFS data lake since it allows the fast random
reads and writes that cannot be handled otherwise. As a NoSQL database, it is primarily useful
because it can store data in any format. Additionally, HBase can also handle a variety of
information that is growing exponentially, something which relational databases cannot. In other
words, it supports the real-time updating and querying of the dataset which Hive does not and
this is highly suitable for applying dropout and constructive learning on datasets. In contrast,
Hive provides structured data warehousing facilities on top of the Hadoop cluster together
with a SQL like interface that facilitates the creation of tables and subsequently, the storage of

Figure 1. Client–server model of the supporting infrastructure. The server side is the private cloud on top of which
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structured data within these tables. Although, existing HBase structures can be mapped to Hive
and operated on easily due to the efficient management of large datasets, inconveniently enough
for certain cases, the data can be further used only in batch operations. The predictive modelings
subject to this chapter use alternatively HBase and Hive as suitable to each of the combinations
of algorithms. For a particular interaction scenario, the relevant information is extracted from the
data lake, processed for cleaning and then stored into either HBase or Hive. As these sets of data
are subject to MapReduce jobs and to machine learning, they may consequently suffer alter-
ations, hence the modified versions are also written to the warehouse. Database dumps to HDFS
are performed after each successful prediction experiment.

Within the cloud, the server is running Ubuntu Server 16.04 with MyEclipse 2015 Stable 2.0,
Tomcat 8.5.5, JDK 8, release 1.8.0_102, Hadoop 2.7.3, HBase 2.7.3, Hive 2.0.0 installed. User
requests are handled via JDBC (with Phoenix for HBase accessing) while the communication
with the user is done via servlet developed in MyEclipse. Each of the four cluster nodes
consists of six PCs, connected to a switch and each having a QuadCore CPU, a hard drive
(1 TB, 6 Gbps, 7200 rpm, 32 MB cache), 16 GB of RAM and a 1000 Mbps full duplex connectiv-
ity card. Additionally, four GeForce GTX Titan with 2688 CUDA cores and 6 GB memory were
attached to the cluster, one by node, their intended purpose being to facilitate the deployment
of the deep learning algorithms. GPU computing is reputed for being well suited to the
throughput-oriented workload problems that are characteristic to large-scale data processing.
However, integrating GPUs within a Hadoop cluster is not obvious. While, parallel data
processing can easily be handled by using several GPUs together or by GPU clustering [98],
implementing MapReduce on GPUs has enough limitations [99] and requires a lot of finagling.
For example GPUs communicate with difficulty over a network, hence being recommended to
function with an Infiniband connection. Moreover GPUs cannot handle virtualization of
resources. Their system architecture is therefore not entirely suitable for MapReduce without
excessive modifications [98] and, up to recently, GPU and Hadoop were not even compatible.
Therefore, to keep things as uncomplicated as possible, MapReduce tasks were entirely han-
dled by the CPU nodes at all times.

After multiple machine learning experiments performed on earlier versions of this cloud [100,
101], observed performances have triggered—apart from hardware upgrades—several other
tunings towards its overall optimization and in preparation for applying deep learning on the
interaction data sets. These modifications address issues related to increasing the speed of
processing raw data along with the speed of MapReduce tasks, decreasing the associated
latencies by using fast analytics designated tools and an efficient management of workflows
and finally, the containerization of tools and applications. In the design phase of a big data
based complex application, special attention is to be given to the way jobs are planned and
executed as this contributes to a large extent to the software’s performances. For this purpose,
workflow engines are a very useful tool as they schedule jobs in the data pipelines ensuring
that they are ordered by dependencies. A workflow engine tracks each of the individual jobs
and monitors the overall pipeline state. Built-in kill/suspend/restart/resume capabilities bring-
in considerable improvements by helping diminish the potential bottlenecks caused by failed
and downstreamed jobs. There are quite a few workflow engines available but for integration
with Hadoop, the most stable and flexible are Oozie [102], Azkaban [103], Luigi [104], Air-
flow [105] and Kepler [106]. Criteria for choosing between these take into account the way
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workflows are defined (configuration-based or code-based), the available support for various
job types and its extensibility, the extent to which the state of a workflow may be tracked and
most importantly, the manner in which the engine handles failures.

For the sake of simplicity and easiest integration, Oozie 4.2.0 was incorporated leading to a
significant increase in the efficiency of all extract-transform-load (ETL) type of jobs as well as of
the MapReduce ones. In spite of the lengthy and uneasy XML definition of workflows
(configuration-based) and of individual jobs, Oozie is the only one that has built-in Hadoop
actions, therefore enjoying the best compatibility with the Hadoop environment and the
highest number of supported job types. Additionally, customized job support may be further
integrated via available plugins. Within Oozie, workflow jobs are directed acyclic graphs
(DAG) specifying a sequence of actions to be executed at certain time intervals, with a certain
frequency and according to data availability. Recurrent and interdependent workflow jobs that
form a data application pipeline are defined and executed through the Coordinator system.
For a more efficient management, supplementary preventive or mitigating actions were coded
in the coordinator application in order to cope with situations occurring due to partial, late,
delayed or reprocessing of submitted data. A customized Java client that connects to the Oozie
server was developed in order to monitor within the user interface, first of all, the workflow
DAGs together with the corresponding states and secondly, to view and restart the failed tasks
as soon as a notification in this sense is received. Since Oozie does not provide automatic
notifications of failed jobs, this feature had to be implemented.

System resources are allocated to the jobs by YARN [107] with included optimizations in terms
of efficiency and speed. YARN provides extensive support for long-running state-less batch
jobs and analytical processing workloads such as machine learning algorithms. The container-
ization approach enhances even more these features however it does not rise to the same level
of performance as Docker [108], and in this sense, it would be helpful to be able to install and
deploy some other containerization technology on Hadoop in order to package applications
and dependencies inside the container, to have a consistent environment for execution and, at
the same time, enjoy the isolation from other applications or software installed on the host. The
combination workflow engine—containerization is attractive for several reasons. First of all, it
provides increased control both in the development phase as well as over the big data deploy-
ments. Secondly, it reduces significantly the rate of failed or stalling jobs and it offers unifor-
mity and efficiency in resource allocation and resource sharing between different applications
by orchestrating and organizing containers across any number of physical and virtual nodes.
A containers’ orchestrator mitigates the effects caused by failing nodes, adding more nodes or
removing nodes from the cluster and by moving the containers from one node to another to
keep them available at all times. Unfortunately, associating Hadoop with other container
technologies than YARN is cumbersome as this system is not easily able to delegate the
clustering functions to an external tool such as a container orchestrator. For instance, the
particular installed version of Hadoop together with Docker for YARN grant the YARN
NodeManager the possibility to launch YARN containers into Docker containers according to
users’ specification. However, this feature has certain caveats in terms of software compatibil-
ities. Furthermore, the Docker Container Executor runs only in non-secure mode of HDFS and
YARN and it requires Docker daemon to be running on the NodeManagers and the Docker
client installed and able to start Docker containers. To prevent timeouts while starting jobs the
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structured data within these tables. Although, existing HBase structures can be mapped to Hive
and operated on easily due to the efficient management of large datasets, inconveniently enough
for certain cases, the data can be further used only in batch operations. The predictive modelings
subject to this chapter use alternatively HBase and Hive as suitable to each of the combinations
of algorithms. For a particular interaction scenario, the relevant information is extracted from the
data lake, processed for cleaning and then stored into either HBase or Hive. As these sets of data
are subject to MapReduce jobs and to machine learning, they may consequently suffer alter-
ations, hence the modified versions are also written to the warehouse. Database dumps to HDFS
are performed after each successful prediction experiment.

Within the cloud, the server is running Ubuntu Server 16.04 with MyEclipse 2015 Stable 2.0,
Tomcat 8.5.5, JDK 8, release 1.8.0_102, Hadoop 2.7.3, HBase 2.7.3, Hive 2.0.0 installed. User
requests are handled via JDBC (with Phoenix for HBase accessing) while the communication
with the user is done via servlet developed in MyEclipse. Each of the four cluster nodes
consists of six PCs, connected to a switch and each having a QuadCore CPU, a hard drive
(1 TB, 6 Gbps, 7200 rpm, 32 MB cache), 16 GB of RAM and a 1000 Mbps full duplex connectiv-
ity card. Additionally, four GeForce GTX Titan with 2688 CUDA cores and 6 GB memory were
attached to the cluster, one by node, their intended purpose being to facilitate the deployment
of the deep learning algorithms. GPU computing is reputed for being well suited to the
throughput-oriented workload problems that are characteristic to large-scale data processing.
However, integrating GPUs within a Hadoop cluster is not obvious. While, parallel data
processing can easily be handled by using several GPUs together or by GPU clustering [98],
implementing MapReduce on GPUs has enough limitations [99] and requires a lot of finagling.
For example GPUs communicate with difficulty over a network, hence being recommended to
function with an Infiniband connection. Moreover GPUs cannot handle virtualization of
resources. Their system architecture is therefore not entirely suitable for MapReduce without
excessive modifications [98] and, up to recently, GPU and Hadoop were not even compatible.
Therefore, to keep things as uncomplicated as possible, MapReduce tasks were entirely han-
dled by the CPU nodes at all times.

After multiple machine learning experiments performed on earlier versions of this cloud [100,
101], observed performances have triggered—apart from hardware upgrades—several other
tunings towards its overall optimization and in preparation for applying deep learning on the
interaction data sets. These modifications address issues related to increasing the speed of
processing raw data along with the speed of MapReduce tasks, decreasing the associated
latencies by using fast analytics designated tools and an efficient management of workflows
and finally, the containerization of tools and applications. In the design phase of a big data
based complex application, special attention is to be given to the way jobs are planned and
executed as this contributes to a large extent to the software’s performances. For this purpose,
workflow engines are a very useful tool as they schedule jobs in the data pipelines ensuring
that they are ordered by dependencies. A workflow engine tracks each of the individual jobs
and monitors the overall pipeline state. Built-in kill/suspend/restart/resume capabilities bring-
in considerable improvements by helping diminish the potential bottlenecks caused by failed
and downstreamed jobs. There are quite a few workflow engines available but for integration
with Hadoop, the most stable and flexible are Oozie [102], Azkaban [103], Luigi [104], Air-
flow [105] and Kepler [106]. Criteria for choosing between these take into account the way
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workflows are defined (configuration-based or code-based), the available support for various
job types and its extensibility, the extent to which the state of a workflow may be tracked and
most importantly, the manner in which the engine handles failures.

For the sake of simplicity and easiest integration, Oozie 4.2.0 was incorporated leading to a
significant increase in the efficiency of all extract-transform-load (ETL) type of jobs as well as of
the MapReduce ones. In spite of the lengthy and uneasy XML definition of workflows
(configuration-based) and of individual jobs, Oozie is the only one that has built-in Hadoop
actions, therefore enjoying the best compatibility with the Hadoop environment and the
highest number of supported job types. Additionally, customized job support may be further
integrated via available plugins. Within Oozie, workflow jobs are directed acyclic graphs
(DAG) specifying a sequence of actions to be executed at certain time intervals, with a certain
frequency and according to data availability. Recurrent and interdependent workflow jobs that
form a data application pipeline are defined and executed through the Coordinator system.
For a more efficient management, supplementary preventive or mitigating actions were coded
in the coordinator application in order to cope with situations occurring due to partial, late,
delayed or reprocessing of submitted data. A customized Java client that connects to the Oozie
server was developed in order to monitor within the user interface, first of all, the workflow
DAGs together with the corresponding states and secondly, to view and restart the failed tasks
as soon as a notification in this sense is received. Since Oozie does not provide automatic
notifications of failed jobs, this feature had to be implemented.

System resources are allocated to the jobs by YARN [107] with included optimizations in terms
of efficiency and speed. YARN provides extensive support for long-running state-less batch
jobs and analytical processing workloads such as machine learning algorithms. The container-
ization approach enhances even more these features however it does not rise to the same level
of performance as Docker [108], and in this sense, it would be helpful to be able to install and
deploy some other containerization technology on Hadoop in order to package applications
and dependencies inside the container, to have a consistent environment for execution and, at
the same time, enjoy the isolation from other applications or software installed on the host. The
combination workflow engine—containerization is attractive for several reasons. First of all, it
provides increased control both in the development phase as well as over the big data deploy-
ments. Secondly, it reduces significantly the rate of failed or stalling jobs and it offers unifor-
mity and efficiency in resource allocation and resource sharing between different applications
by orchestrating and organizing containers across any number of physical and virtual nodes.
A containers’ orchestrator mitigates the effects caused by failing nodes, adding more nodes or
removing nodes from the cluster and by moving the containers from one node to another to
keep them available at all times. Unfortunately, associating Hadoop with other container
technologies than YARN is cumbersome as this system is not easily able to delegate the
clustering functions to an external tool such as a container orchestrator. For instance, the
particular installed version of Hadoop together with Docker for YARN grant the YARN
NodeManager the possibility to launch YARN containers into Docker containers according to
users’ specification. However, this feature has certain caveats in terms of software compatibil-
ities. Furthermore, the Docker Container Executor runs only in non-secure mode of HDFS and
YARN and it requires Docker daemon to be running on the NodeManagers and the Docker
client installed and able to start Docker containers. To prevent timeouts while starting jobs the
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Docker images that are to be used by a job should already be found in the NodeManagers.
Therefore, a reasonable compromise was met by installing the Docker Engine Utility only on
the GPU nodes—without the YARN compatibility mode—with containers incorporating the
deep learning libraries, including cuDNN.

Additionally, optimizations in terms of speed and latencymitigation withinMapReduce tasks and
the raw data processing and analysis are mainly due to Apache Tez [109] installed and configured
atop of HDFS. Within a complex system such as a Hadoop cluster, latencies are common,
inevitable and may have a variety of causes like storage I/O operations, network communications,
architectural design imperfections or running software. Some latency is also inherent when
launching jobs. As we have seen above, these latencies can be partially diminished by efficient
resource allocation combined with scheduling of jobs. For MapReduce, its startup time is known
to be one of the main sources of latencies, further performance enhancements being achievable
by improving the dataflow processing and transmission from one stage to another. In this sense,
the objective is to completely decouple the execution of the “mapper” from that of the “reducer”
and have a direct output transmission from “mapper” to “reducer”, with all “mappers” and
“reducers” working in parallel. This approach might alleviate latency in jobs completion by up
to 25 percent but unfortunately it tends to impact on the fault tolerance. Basically, a global sorting
is potentially time-consuming—even when using multiple “mappers”—but it should be avoided
mainly as this approach triggers by default the deployment of only one “reducer” which is very
inefficient for large data sets.

An alternative strategy implies spilling files with intermediate results from “mapper” to “reducer”
in order to preserve a certain degree of fault tolerance. Known as adaptive load moving, this
technique leverages on a buffer attached to the output of each “mapper”. On filled buffers, a
combining function is applied for sorting purposes and the data is “spilled” out to storage. The
spilled files are next adaptively pipelined to the “reducers” according to an “avoid overloading”
policy and to a spilled files merging perspective. Fault tolerance is hence improved by reducing
the risk of “mapper failure” which in turn limits the reducer’s ability to merge files and process
the information. Adaptive load moving applied to every “mapper” and “reducer” within the
Hadoop cluster is better used in conjunction with process pooling for both the master and the
worker nodes resulting in a significant spare of memory. Apache Tez was therefore employed to
implement this strategy and to further improve other MapReduce related issues. For example,
working with Hive andMapReduce often turns into costly operations and latencies of order of at
least minutes, especially when executing a join, with “sky-high” query execution time and
resource consumption. The data is often sharded and distributed across the network, thus
performing a join requires matching tuples to be moved from one machine to another and
consequently causing a lot of network I/O overhead. Tez is the one that gives Hive the possibility
of running in real time, the query performance improvement being on average 50%. The major
advantages of using Tez relate firstly to the adjustable number of “mappers” and “reducers” and
secondly to the possibility of using the built-in cost-based query plan optimizations. Prior to
executing a query, Tez determines the optimal numbers of “mappers” and “reducers” and
automatically adjusts these numbers on the way based on the amount of processed bytes. Using
the “Compute statistics” statement, the number of “mappers” and “reducers” can be monitored
alongwith their speed in completing the corresponding tasks. Hence, should a bottleneck appear,
its point of origin can be easily identified.
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The high volumes of data employed here trigger high query execution times. Tez implements
query planning by building up multiple plans and choosing the best one out of the available
computed versions. Query plan optimization is constructed in steps, starting from containeriza-
tion and multi-tenancy provisioning, continuing with vectorization and ultimately with the cost-
based planning, evaluation of plans and picking up the optimal one. Multi-tenancy permits the
re-use of a container within a query by releasing all containers idling for more than 1 second.
Vectorized query execution implies performing operations like scans, aggregations, filtering and
joins in batches of 1024 rows at once instead of row by row. Finally, cost-based optimization of
query execution plans significantly improves running times and the consumption of resources
by evaluating the overall cost of every query as resulted from its associated plan. The evaluation
reveals the viable types of operations, computes the cost of each combination and determines to
which extent an increased degree of parallelism speeds up the execution time while lowering the
amount of commissioned resources and making use of their reusability as much as possible.

Figure 2. Conceptual design of an intelligent system that performs predictive modeling for laser-plasma interaction
experiments.
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least minutes, especially when executing a join, with “sky-high” query execution time and
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performing a join requires matching tuples to be moved from one machine to another and
consequently causing a lot of network I/O overhead. Tez is the one that gives Hive the possibility
of running in real time, the query performance improvement being on average 50%. The major
advantages of using Tez relate firstly to the adjustable number of “mappers” and “reducers” and
secondly to the possibility of using the built-in cost-based query plan optimizations. Prior to
executing a query, Tez determines the optimal numbers of “mappers” and “reducers” and
automatically adjusts these numbers on the way based on the amount of processed bytes. Using
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alongwith their speed in completing the corresponding tasks. Hence, should a bottleneck appear,
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Within a query, a MapReduce stage is followed by other stages. Tez checks the dependence
between them and dispatches the independent ones to be executed in parallel. Another decision
towards optimization concerns performing map joins instead of shuffle ones as the map joins
minimize data movement and leverage on subsequent localized execution due to the fact that the
hash map on every node is integrated into a global in-memory table and solely this table is being
streamed, hence joins are made faster. A compromise has to be made, though, by provisioning
larger Tez containers (much larger than the YARN ones) and by allocating one CPU and some
GBs of memory per each of the containers. The performance of Hive queries can also be
improved by enabling compression at the various stages, from table creation to intermediate
data and final output. So, for these purposes a conversion to the ORC file format was done as
these files result in 78% compression as compared to the initial text ones. Therefore, a search
through 1 TB of data brings now only 5 seconds of latency.

Finally, to a reasonable extent, data intensive workloads also benefit from in-memory processing.
Tez allows speculative executions to be attempted on faster nodes according to the Longest
Approximate Time to End (LATE) strategy. These approaches were found to result in an overall
speed performance improvement between one and one and a half orders of magnitude. In the
case of iterative jobs, such as cost based function optimizations, an alleviation of up to 20 times in
latency was obtained.

This subsection has so far been discussing just the underlying infrastructure used for building
the predictive systems for laser-plasma interaction experiments optimizations, focusing not as
much on the hardware but on the tools and tricks deployed for making the big data processing
run faster and on less resources. However, some attention must be given also to the conceptual
design of the predictive systems. This is displayed in Figure 2.

3. Migrating from machine learning algorithms to deep learning

3.1. First attempts in building predictive systems for HHG experiments

The particular cases of HHG experiments that were envisaged refer to the interaction of ultra-
short and intense laser pulses with overdense plasmas (plasmas with density higher than the
critical density). At the most basic level, this mechanism can be understood as the reflection of
the incident laser and of its subsequently created harmonics on the oscillating plasma surface
(oscillating mirror model OMM [110]). Since the plasma density is higher than the critical one,
the laser cannot penetrate the plasma and thus it reflects on its surface. This surface is not flat and
it exhibits an oscillatory movement due to the laser-induced heating mechanisms.While it is true
that the yielded spectra depends a lot on the on the initial conditions—laser intensity, pulse
duration, incidence angle, plasma density—the key factor is in fact the optimization of the
resonance absorption as this fundamental process may account for up to 30% of the laser energy
being absorbed by the plasma. Practically, the incident electromagnetic wave excites a plasma
electron wave of the same frequency and the second harmonic results out of the mix between the
plasma electron wave and the electromagnetic laser pump, hence its frequency being the double
of the incident wave’s. Although the second harmonic is mainly reflected, part of it can propa-
gate inside the plasma and excite a wave of the same frequency, that in turn, by mixing with the
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incident laser pump yields the third order harmonic. Moreover, it was also demonstrated that
there is a correlation between the nonlinear, ponderomotively driven plasma surface motion and
the production of energetic electrons [111, 112]. A pronounced asymmetry of longitudinal
oscillations in a steep density profile is known to lead to wave breaking which in turn causes
fractions of electrons to be irreversibly accelerated into the target. This kinetic process results in
further absorption of energy from the laser. Furthermore, the accelerated fast electrons can
themselves drive Langmuir waves, in the overdense region as well as in the ramps that form in
front of the target, eventually leading to the generation of harmonics. This mechanism, namely,
coherent wave excitation (CWE) [113] is the main responsible for HHG at moderate intensities.
Further increase in laser intensities improves the prospects for efficient surface high order
harmonics generation and, in principle, with relativistic lasers, high harmonics intensities may
even exceed the intensity of the focused pulse by several orders of magnitude.

The goal of developing and deploying predictive modeling for HHG experiments was to have
an estimate of the maximum order of the highest observable harmonic, along with the inten-
sity, duration, wavelength of the various high harmonics and their conversion efficiency, given
a particular laser interacting with a particular kind of plasma. The available data set consisted
mainly of simulation data obtained by running various PIC codes but also from experimental
data collected from the published scientific literature. Initially the data set amounted to 2 TBs
but with the passing of time it reached about 5 TBs so the last predictions using deep learning
were performed taking full advantage of the 5 TBs.

The first attempts in performing predictive modeling for high order harmonics generation
experiments [100, 101] involved, on one hand commodity hardware with lower performances
than the cloud currently used, without any GPUs and, on the other, an earlier version of
Hadoop, installed and configured without any of the optimizations introduced in the mean-
time. This combination implied, first of all, long running times –up to several hours—just for
MapReduce and further ones for the machine learning algorithms implemented with Mahout.
Each additional TB of data was yet another challenge for the system and its available
resources. Supervised learning made an obvious choice, consequently the most popular of the
universal functional approximators [114], the MLP, was chosen as a starting point due to its
versatility. Using its famous backpropagation algorithm (BKP) [115, 116] for error minimiza-
tion during training, the MLP solves problems stochastically being able to provide approxi-
mate solutions even for extremely complex tasks. The high degree of connectivity between the
nodes and the increased nonlinearity of this neural network cause its generalization ability to
be among the best, coping rather well even with noisy and missing data. However this comes
at the expense of significant running times in the training phase. While increasing the number
of hidden layers is likely to lead to the improvement of overall performances, potentially
revealing key features embedded in the data, adding too many of them was beyond the old
system’s capabilities, thus bottlenecks were reached very quickly.

The training set’s input values are the laser intensity, laser wavelength, pulse duration, polar-
ization, incidence angle and the type of plasma (introduced as ionization degree and elemental
Z number) and its initial density. The desired output values in the training set are the maxi-
mum order of the highest observable harmonic, intensity values for different harmonics
(including the highest one), harmonics’ wavelengths, durations as well as their conversion
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Within a query, a MapReduce stage is followed by other stages. Tez checks the dependence
between them and dispatches the independent ones to be executed in parallel. Another decision
towards optimization concerns performing map joins instead of shuffle ones as the map joins
minimize data movement and leverage on subsequent localized execution due to the fact that the
hash map on every node is integrated into a global in-memory table and solely this table is being
streamed, hence joins are made faster. A compromise has to be made, though, by provisioning
larger Tez containers (much larger than the YARN ones) and by allocating one CPU and some
GBs of memory per each of the containers. The performance of Hive queries can also be
improved by enabling compression at the various stages, from table creation to intermediate
data and final output. So, for these purposes a conversion to the ORC file format was done as
these files result in 78% compression as compared to the initial text ones. Therefore, a search
through 1 TB of data brings now only 5 seconds of latency.

Finally, to a reasonable extent, data intensive workloads also benefit from in-memory processing.
Tez allows speculative executions to be attempted on faster nodes according to the Longest
Approximate Time to End (LATE) strategy. These approaches were found to result in an overall
speed performance improvement between one and one and a half orders of magnitude. In the
case of iterative jobs, such as cost based function optimizations, an alleviation of up to 20 times in
latency was obtained.

This subsection has so far been discussing just the underlying infrastructure used for building
the predictive systems for laser-plasma interaction experiments optimizations, focusing not as
much on the hardware but on the tools and tricks deployed for making the big data processing
run faster and on less resources. However, some attention must be given also to the conceptual
design of the predictive systems. This is displayed in Figure 2.
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3.1. First attempts in building predictive systems for HHG experiments

The particular cases of HHG experiments that were envisaged refer to the interaction of ultra-
short and intense laser pulses with overdense plasmas (plasmas with density higher than the
critical density). At the most basic level, this mechanism can be understood as the reflection of
the incident laser and of its subsequently created harmonics on the oscillating plasma surface
(oscillating mirror model OMM [110]). Since the plasma density is higher than the critical one,
the laser cannot penetrate the plasma and thus it reflects on its surface. This surface is not flat and
it exhibits an oscillatory movement due to the laser-induced heating mechanisms.While it is true
that the yielded spectra depends a lot on the on the initial conditions—laser intensity, pulse
duration, incidence angle, plasma density—the key factor is in fact the optimization of the
resonance absorption as this fundamental process may account for up to 30% of the laser energy
being absorbed by the plasma. Practically, the incident electromagnetic wave excites a plasma
electron wave of the same frequency and the second harmonic results out of the mix between the
plasma electron wave and the electromagnetic laser pump, hence its frequency being the double
of the incident wave’s. Although the second harmonic is mainly reflected, part of it can propa-
gate inside the plasma and excite a wave of the same frequency, that in turn, by mixing with the
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incident laser pump yields the third order harmonic. Moreover, it was also demonstrated that
there is a correlation between the nonlinear, ponderomotively driven plasma surface motion and
the production of energetic electrons [111, 112]. A pronounced asymmetry of longitudinal
oscillations in a steep density profile is known to lead to wave breaking which in turn causes
fractions of electrons to be irreversibly accelerated into the target. This kinetic process results in
further absorption of energy from the laser. Furthermore, the accelerated fast electrons can
themselves drive Langmuir waves, in the overdense region as well as in the ramps that form in
front of the target, eventually leading to the generation of harmonics. This mechanism, namely,
coherent wave excitation (CWE) [113] is the main responsible for HHG at moderate intensities.
Further increase in laser intensities improves the prospects for efficient surface high order
harmonics generation and, in principle, with relativistic lasers, high harmonics intensities may
even exceed the intensity of the focused pulse by several orders of magnitude.

The goal of developing and deploying predictive modeling for HHG experiments was to have
an estimate of the maximum order of the highest observable harmonic, along with the inten-
sity, duration, wavelength of the various high harmonics and their conversion efficiency, given
a particular laser interacting with a particular kind of plasma. The available data set consisted
mainly of simulation data obtained by running various PIC codes but also from experimental
data collected from the published scientific literature. Initially the data set amounted to 2 TBs
but with the passing of time it reached about 5 TBs so the last predictions using deep learning
were performed taking full advantage of the 5 TBs.

The first attempts in performing predictive modeling for high order harmonics generation
experiments [100, 101] involved, on one hand commodity hardware with lower performances
than the cloud currently used, without any GPUs and, on the other, an earlier version of
Hadoop, installed and configured without any of the optimizations introduced in the mean-
time. This combination implied, first of all, long running times –up to several hours—just for
MapReduce and further ones for the machine learning algorithms implemented with Mahout.
Each additional TB of data was yet another challenge for the system and its available
resources. Supervised learning made an obvious choice, consequently the most popular of the
universal functional approximators [114], the MLP, was chosen as a starting point due to its
versatility. Using its famous backpropagation algorithm (BKP) [115, 116] for error minimiza-
tion during training, the MLP solves problems stochastically being able to provide approxi-
mate solutions even for extremely complex tasks. The high degree of connectivity between the
nodes and the increased nonlinearity of this neural network cause its generalization ability to
be among the best, coping rather well even with noisy and missing data. However this comes
at the expense of significant running times in the training phase. While increasing the number
of hidden layers is likely to lead to the improvement of overall performances, potentially
revealing key features embedded in the data, adding too many of them was beyond the old
system’s capabilities, thus bottlenecks were reached very quickly.

The training set’s input values are the laser intensity, laser wavelength, pulse duration, polar-
ization, incidence angle and the type of plasma (introduced as ionization degree and elemental
Z number) and its initial density. The desired output values in the training set are the maxi-
mum order of the highest observable harmonic, intensity values for different harmonics
(including the highest one), harmonics’ wavelengths, durations as well as their conversion
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efficiencies. About 85% of the entire data formed the training set while the rest served as a test
set and these percentages were hanged on to during the whole time up to the latest deep
learning implementations. Multiple MLP topologies were tested, with different types and
numbers of neurons, different numbers of hidden layers, batch or incremental training with
various optimization algorithms. Deciding upon the number of neurons in the input layer
depends mainly on the number of parameters that define a laser-plasma interaction scenario.
The number of neurons in the output layer is generally a function of the yields that need to be
classified or predicted. The number of hidden layers and the number of neurons within a layer
were empirically determined. Hence, three of the investigated MLPs—henceforth labeled
MLP1, MLP2 and MLP3, respectively—were found to exhibit satisfactory behavior in terms
of accuracy. However the running hours were discouraging especially since, according to the
results, it was obvious that an upgrade towards adding more hidden layers and more neural
units was imminent. MLP1 has an input layer consisting of 8 Adaline neurons, two hidden
layers, each with 12 sigmoidal neurons and an output layer of 5 sigmoidal units. It was trained
with batch training, while the cost function was defined in terms of mean squared error (MSE)
and optimized with Steepest Descent. MLP2 has three hidden layers, each with 10 sigmoidal
neurons. The second difference from MLP1 is that its cost function was optimized with
resilient backpropagation. Finally, MLP3 has two hidden layers, each with 11 sigmoidal units
and it deploys the Levenberg-Marquardt algorithm for finding the global minimum of the cost
function. For two HHG scenarios, Table 1 displays the prediction results obtained with each of
the three MLPs. Within the first scenario, laser’s parameters are as follows: I ¼ 2 � 1018 W=cm2,
λ0 ¼ 800 nm, polarization p, pulse duration τ0 ¼ 150 fs, incidence angle α ¼ 45

�
, interacting

with an aluminum overdense plasma of electronic density equal to ne ¼ 4nc ¼ 6:875 � 1021cm�3.
For the second scenario, the laser parameters are: I ¼ 1019W=cm2, λ0 ¼ 800 nm, polarization p,
pulse duration τ0 ¼ 100 fs, incidence angle with the plasma surface α ¼ 60

�
, while the alumi-

num plasma has a density of ne ¼ 8nc ¼ 1:375 � 1022cm�3. The obtained predictions were in
good agreement with PIC simulations as well as the literature data. However, it is easy to notice
that the predicted intensities of the highest observable harmonic are lower in comparison to both
theory and PIC results. This is caused by several factors, one of them being the heterogeneity
of the available interaction data and the fact that the sets were minimally processed for cleaning
during the “machine learning stages”. As the collected information originates from multiple
sources, it is obvious that the errors affecting the recorded values have different distribution
functions. Furthermore, for a particular interaction scenario, we may have several experimen-
tally determined values for the intensity of the highest observable harmonic and several numer-
ical results. This constitutes redundant data, its principal negative effect being the overfitting. For
the MLP based predictive modeling, all the redundant data was kept as it was, without any
merging or advanced filtering. Overfitting is known to produce unrealistic predictions in MLPs
even with noise free data, let alone with redundancy or sparsity. On the other hand, for certain
scenarios, there was no available reference. Hence, the problem of missing information was
solved by running a modified version of LPIC++ and recording the corresponding yields. In spite
of having applied sampling and some filtering in order to assemble equilibrated training sets, a
certain degree of incipient overfitting was detected in case of MLP1 and MLP2, thus some
relative underestimation or overestimation was to be expected.
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Highest observable harmonic

Max. Ord. Intensity
W=cm2

Duration
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Wavelength
nm

Conv. efficiency
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EL4 50 2:06 � 1011 20 16 10�7

EL5 50.4 1:96 � 1011 20 16.02 10�7
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Comparative results.

Table 1. Predictive modeling of HHG Scenarios 1 and 2.
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�
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�
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ical results. This constitutes redundant data, its principal negative effect being the overfitting. For
the MLP based predictive modeling, all the redundant data was kept as it was, without any
merging or advanced filtering. Overfitting is known to produce unrealistic predictions in MLPs
even with noise free data, let alone with redundancy or sparsity. On the other hand, for certain
scenarios, there was no available reference. Hence, the problem of missing information was
solved by running a modified version of LPIC++ and recording the corresponding yields. In spite
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Another aspect to be noted is the fact that all the MLPs discussed in this chapter feature hidden
and output layers of sigmoidal units and this is the most important factor responsible for
underestimation. The sigmoid activation function has a non-zero mean being prone to cause
non-zero values in the Hessian matrix of the objective function, hence modifying the global
minimum of the latter. A high number of sigmoidal neurons in a network strongly influences
the weights adjustment during training, specifically, the corresponding weights in the last
layers tend to take very small values (close to zero) and this saturation can last a very long
time. To a good extent, the effect was mitigated by using a random initialization of weights,
not only in the very beginning but also during the training process. Respectively, after observ-
ing a persistent saturation situation for a number of epochs, I performed some adjustments by
adding small random values to the stagnating weights. This was found to improve the MLP’s
estimations on one hand and to increase the predicted values on another. Perhaps this was also
one of the causes in the overestimation of certain parameters. A slightly better and more stable
behavior was observed in case of MLP3, having required far less additive procedures of
random values to the weights. Comparatively with the other two, the errors during training
were smaller, the convergence faster and the predicted values for the high order harmonics
were, in general, closer to the literature data, owing to the Levenberg–Marquardt algorithm, an
algorithm known to improve the overall convergence speed due to the combination between
Newton’s method and Steepest Descent.

As stated above, on the course of interaction, the laser heats the plasma through various
mechanisms. Inherently, some of the electrons acquire a lot of energy and become “hot”,
having very high temperatures, much higher than the plasma temperature. The percentage of
hot electrons is very low but, in spite of this, their effects are not always negligible and, for
certain experiments, even damaging. For an HHG experiment, a high percentage of hot
electrons can disturb the oscillations of the plasma surface, a situation that affects the reflection
of the laser, the CWE mechanism and consequently the HHG. For instance, a strong Brunel
effect [111] leads to more thermal electrons. Consequently, it is important to have an accurate
estimation of electron temperatures within the plasma along with the corresponding fractions
of particles. For this purpose, another MLP (MLP4) was designed since the previous three gave
only modest evaluations. Input values in the training set incorporate apart from the previously
stated ones, the plasma’s initial electronic temperature. The desired output values are electron
temperatures accompanied by the estimated percentages of electrons that have these temper-
atures and the corresponding time moments. The best performing topology was found to be an
MLP with 9 Adaline neurons in the input layer, 2 hidden layers, each with 11 sigmoidal units
and an output layer with 3 neurons, also sigmoidal. The training was performed incrementally
and the cost function defined in terms of MSE and optimized with Levenberg-Marquardt. For
the same interaction conditions discussed above plus two additional cases (for Scenario 1, the
incidence angle was modified to 30

�
from the normal to the plasma surface, this constituting

Scenario 3 while for the same parameters in Scenario 2, the incidence angle was changed to 45
�
,

this being labeled Scenario 4.) prediction results are shown in four graphs below. Figures 3 and
4 display comparatively the percentage of electrons estimated to have a temperature above
10 keV at different time moments and above 100 keV, respectively. Figure 3 refers to Scenarios
1 and 3, while Figure 4 concerns the second and the fourth. The procedures of random
initialization and adjustment (during training) of weights were also applied in an attempt of
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improving MLP4’s performance. However, it is the belief of this author that the combination
between the network’s topology, the sampling of available interaction data, the random addi-
tions and the incremental training, have led to some significant overestimations of the percent-
ages of electrons (some 10%) in certain cases as values reported in the literature are smaller.

Prior to migrating towards deep learning, some trials were made with an unsupervised network,
namely a SOM. The same training sets were used just that the data was differently organized,
namely one entry in the training set consists of a 5� 10 matrix. The matrix’s columns stand for:

Figure 3. The variation in the percentage of electrons that exceed 10 and 100 keV, for interaction conditions consistent to
Scenario 1 and Scenario 3. (a) Refers to the percentage of electrons that exceed 10 keV in temperature while. (b) Refers to
those exceeding 100 keV.

Figure 4. The variation in the percentage of electrons that exceed 10 and 100 keV, for interaction conditions consistent to
Scenario 2 and Scenario 4. (a) Refers to the percentage of electrons that exceed 10 keV in temperature while. (b) Refers to
those exceeding 100 keV.
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plasma (ionization degree, initial electronic temperature, initial plasma density, final plasma
density, maximum plasma density), laser (intensity, wavelength, pulse duration, polarization,
incidence angle) and 8 columns characterizing 8 different high order harmonics including the
highest one (order, intensity, wavelength, duration, conversion efficiency). Several topologies
were tested. However, just one of them yielded satisfactory results, namely a 2D network. The
neurons’ positions into the map were optimized based on Euclidian distance minimization and
the competitive learning principle [117, 118]. SOM1 has a total of 16� 21 nodes, disposed on a
regular rectangular grid, with 16 nodes for mapping the harmonics’ intensity and 21 for the
orders of the harmonics. While a color code was employed for duration of pulses, the

Harmonic order Harmonic’s characteristics PIC (calculated) MLP1 MLP2 MLP3 SOM1

10 order 10 10 10 10 10

intensity (W=cm2) 6 � 1015 4 � 1015 4 � 1015 6 � 1015 8 � 1015

duration (fs) 47 47 47 47 45

wavelength (nm) 80 79.3 79.5 80.5 80

conversion efficiency 10�3 10�3 10�3 10�3 10�3

20 order 22 20 20 20 22

intensity (W=cm2) 4 � 1014 3:5 � 1014 3:5 � 1014 4 � 1014 4 � 1014

duration (fs) 32 34 34 34 35

wavelength (nm) 37 40 40 40 36.4

conversion efficiency 10�4 10�4 10�4 10�4 10�4

30 order 34 30 32 30 28

intensity (W=cm2) 5 � 1013 4:5 � 1013 5 � 1013 4 � 1013 4:1 � 1013

duration (fs) 26 27 27 27 28

wavelength (nm) 23.5 26.7 25 26.7 28.6

conversion efficiency 10�5 10�5 10�5 10�5 10�5

40 order 46 42 44 40 38

intensity (W=cm2) 4:5 � 1012 4 � 1012 4:2 � 1012 4:2 � 1012 6 � 1012

duration (fs) 22 23 23 24 25

wavelength (nm) 17.4 19 18.2 20 21

conversion efficiency 10�6 10�6 10�6 10�6 10�6

50 order 58 54 56 52 49

intensity (W=cm2) 2:1 � 1011 1011 1011 1011 4 � 1011

duration (fs) 19 21 20 19 21

wavelength (nm) 13.8 14.4 14.8 15.4 14.4

conversion efficiency 10�7 10�7 10�7 10�7 10�7

Comparative results for harmonics of orders 10, 20, 30, 40 and 50.

Table 2. Predictive modeling of HHG Scenario 1 using a SOM.
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wavelengths and conversion efficiencies were derived computationally and written in an addi-
tional text file accompanying the map. The large number of nodes in this network is the conse-
quence of the need for a better visualization of the final results. However, this weighs
considerably in terms of number of training epochs and computation time and it was found that
the SOM required far more resources than the MLPs and it took longer to train. In principle, it
would be ideal to addmore units and some improvements in terms of algorithms, along with the
elimination of the accompanying text file and the associated computationally derived values. This
basically means a SOM with more than two dimensions which, at the time, it was nearly
impossible to implement. Hence, I desisted to pursue the development of predictive modeling
using unsupervised learning. For exemplification, MLP performances in predicting high order
harmonics and their features—for the interaction conditions described in Scenario 1—are
displayed in Table 2, together with the SOM’s and the results obtained from PIC simulations.
The agreement between the forecasts of the MLPs and the ones of SOM is quite good, the values
being within the same range.

3.2. Deep learning: Towards improved predictive systems for HHG experiments

In the view of building better predictive systems and even recommender systems for optimized
laser-plasma interaction experiments, hardware upgrades were firstly made. Apart from adding
an extra cluster node, replacing the storage hard drives with increased capacity ones in all
computers and adding extra 8GB of RAM to all of them, a total of four GeForce GTX Titan were
attached to the cluster, one by node. At the most basic level, deep learning networks can be
viewed as modified MLPs that contain a high number of units and layers and are algorithmically
more complex than the classical MLPs. Hence, the GPUs provide support for heavy computa-
tions. The Docker engine was installed on the GPU nodes along with the necessary Nvidia
drivers and the nvidia-docker. A Docker image containing Theano, TensorFlow, Keras, Caffe,
cuDNN and of course CUDA 8.0 and Ubuntu 14.04 was downloaded from GitHub, built and
deployed as a container on the GPUs. All the deep learning based predictive modeling systems
described in this chapter were discovered (structurally), trained, built and tested using these
libraries. The optimal ones were implemented and deployed on the Hadoop cluster. The con-
tainerization of GPU applications provides important benefits such as reproducible builds, ease
of deployment, isolation of individual devices running across heterogeneous driver/toolkit envi-
ronments, requiring only Nvidia drivers to be installed. The images are agnostic of the Nvidia
driver, with the required character devices and driver files being mounted when starting the
container on the target machine.

The designation of the deep learning based predictive modeling systems were, for start, the same
HHG experiments. However, the data lake increasingly incorporates other related interaction
data. It is expected that more available information on what happens during various experi-
ments performed in similar conditions will help to better understand the physics of interaction
and consequently, to foresee what phenomena might occur. Huge data sets needed for training -
after having been subject to MapReduce—have to be transferred to the GPU nodes. While the
GPU memory system provides a higher bandwidth as compared to the CPU memory system,
transferring data between the main memory and GPU memory is very slow. Copying via DMA
to and from the GPU over the PCIe bus involves expensive context switches that reduce the
available bandwidth considerably. This is why directives such as “gmp shared” and “gmp
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private” have been added for identifying the data to be transferred between main memory and
GPUmemory. These directives are translated to relevant memory transfer calls, like cudaMalloc,
cudaMemcpy, cudaFree within CUDA. Furthermore, potential redundant data transfers may
slow down the GPU while running other jobs. These can be avoided through various dataflow
and jobs workflow optimization techniques. For this reason, it was highly important to have the
workflow engine and resource allocator configured and running on Hadoop. Additionally, the
optimizations brought to MapReduce impact directly on the dataflow to GPUs.

The first deep learning networks that have been implemented were the DNNs. Since, basically,
DNNs are MLPs with many hidden layers—commonly, a few tens—it was a relatively easy
transition from machine learning to deep learning. In spite of this, things tend to get compli-
cated when trying to guess out an optimal DNN configuration. This is a very tedious process.
The solution comes from adopting a grid search algorithm combined with other two, namely
constructive learning and dropout. This way, I was able to generate several hundreds of DNNs
using constructive learning and dropout algorithms during the training phase and search for
the optimal ones with grid search. Each of the tested configurations was cataloged and the best
performance ones were prioritized for further usage. Both constructive learning and dropout
can be performed in three ways, all of which have been tested. The first one involves adding
more neurons to layers along with their corresponding connections to the others in the net-
work (constructive learning) or simply removing ones (dropout) if performances are found to
stagnate at an unsatisfactory level during the training phase. The training is continued and the
evolution monitored. These actions, of adding and removing units may be performed several
times during a training procedure. The second approach involves keeping the same network
configuration while applying the algorithms on the data set instead of layers. Hence, instead of
adding or removing units, one adds more data or removes portions of it from the training set.
Last but not least, the third method is a combination of these, namely the construction and
dropout procedures can be applied to both the network and the data. Although this is the most
costly strategy, both in terms of resources as well as in terms of running times, it was by far the
most effective one, yielding the best performances. This latter approach was also the one
chosen for building the DNN based predictive systems.

Out of the huge pool of networks (nearly 500), two deep neural networks were found to
perform better than all others. They will henceforth be labeled DNN1, respectively DNN2.
DNN1 has an input layer consisting of 8 Adaline units, 20 hidden layers, containing only
sigmoidal neurons. All layers have 12 units, except for the layers 3, 5, 6, 8 and 11. Layer 3 has
11 units, layer 5 has 15, layers 6 and 8 contain 12 each while layer 11 has just 7. The output
layer features 5 sigmoidal neurons. DNN1 was trained with batch training and the cost
function was optimized with Levenberg–Marquardt. DNN2 has an input layer consisting of 8
Adaline units, 36 hidden layers, containing only sigmoidal units. All layers are formed by 14
neurons, except for the layers 2, 6, 7, 9, 12, 16, 18, 23, 24, 25, 28, 30, 31, 32 and 35. Layer 2 has
15 units, layers 6, 9, 16, 25, 28 and 32 have 12, layers 7, 18 and 31 contain 13 each, layer 12 has
16, layer 23 has 15, layer 24 has 11, layer 30 contains 9 units while layer 35 has only 7. The
output layer features 5 sigmoidal neurons. Training was performed also in batches and the cost
function was optimized with Levenberg–Marquardt. For HHG Scenarios 1 and 2 discussed in
the previous subsection, Table 1 also includes the predictions obtained with DNN1 and
DNN2. The following lines refer to predictions made with DNNs combined with ensemble
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learning and these are labeled EL1 and EL2, respectively. EL1 and EL2 were obtained by
applying ensemble learning on the best 50 configurations of all tested DNNs—this being the
case of EL1—and, respectively over all configurations (EL2). This means that the predictions
offered either by the 50 DNNs, either by all of them, were averaged arithmetically and the
result used as the prediction value. Although it might not seem appropriate to use averaging,
this algorithm has its foundations in statistics and it is expected to offer better performances
than a plain DNN. Using ensemble learning also mitigates the underestimation problem
caused by the sigmoidal neurons although this problem tends to be less pregnant in the case
of deep neural networks due to their increased numbers of layers and units. Consequently the
effect on the cost function optimization is not as strong. As a general conclusion, the pre-
dictions furnished by the DNNs and the DNNs combined with ensemble learning are much
closer to the ones reported in the scientific literature than the values offered by the MLPs.

For Scenarios 2 and 4 presented in Section 3.1, the temperatures of the electrons within the plasma
along with the corresponding percentages were predicted using DNN3 and EL3. Figure 5a
displays the evolution of the electrons having temperatures above 10 keV, in terms of percentages,
for Scenario 2 while Figure 5b refers to the same evolution but for conditions consistent with
Scenario 4. Figure 6a, b present the variation of electron percentages for electrons having temper-
atures higher than 100 keV for Scenarios 2 (Figure 6a) and 4 (Figure 6b), respectively.

In each of the graphs four curves can be noticed. This is because the two curves corresponding to
DNN3 and to EL3 are accompanied by the predictions of the MLP4 presented in the previous
subsection and also by the results of PIC simulations. DNN3 has an input layer consisting of 9
Adaline units, 43 hidden layers, containing only sigmoidal neurons. All layers are formed by 15
neurons, except for the layers 4, 6, 9, 13, 15, 19, 21, 27, 34, 35, 38, 40 and 41. Layer 4 has 16 units,
layers 6, 9, 19, 34, 35 and 40 have 12, layers 13, 15 and 27 contain 11 each, layer 21 has 17, layer 38
has 14, and finally, layer 41 has 11. The output layer features 7 sigmoidal neurons. The training
was performed also in batches and the cost function was optimized with Levenberg–Marquardt.

Figure 5. The variation in the percentage of electrons that exceed 10 keV, for interaction conditions consistent to Scenario
2 and Scenario 4. (a) Refers to Scenario 2 while (b) refers to Scenario 4.
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private” have been added for identifying the data to be transferred between main memory and
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cudaMemcpy, cudaFree within CUDA. Furthermore, potential redundant data transfers may
slow down the GPU while running other jobs. These can be avoided through various dataflow
and jobs workflow optimization techniques. For this reason, it was highly important to have the
workflow engine and resource allocator configured and running on Hadoop. Additionally, the
optimizations brought to MapReduce impact directly on the dataflow to GPUs.

The first deep learning networks that have been implemented were the DNNs. Since, basically,
DNNs are MLPs with many hidden layers—commonly, a few tens—it was a relatively easy
transition from machine learning to deep learning. In spite of this, things tend to get compli-
cated when trying to guess out an optimal DNN configuration. This is a very tedious process.
The solution comes from adopting a grid search algorithm combined with other two, namely
constructive learning and dropout. This way, I was able to generate several hundreds of DNNs
using constructive learning and dropout algorithms during the training phase and search for
the optimal ones with grid search. Each of the tested configurations was cataloged and the best
performance ones were prioritized for further usage. Both constructive learning and dropout
can be performed in three ways, all of which have been tested. The first one involves adding
more neurons to layers along with their corresponding connections to the others in the net-
work (constructive learning) or simply removing ones (dropout) if performances are found to
stagnate at an unsatisfactory level during the training phase. The training is continued and the
evolution monitored. These actions, of adding and removing units may be performed several
times during a training procedure. The second approach involves keeping the same network
configuration while applying the algorithms on the data set instead of layers. Hence, instead of
adding or removing units, one adds more data or removes portions of it from the training set.
Last but not least, the third method is a combination of these, namely the construction and
dropout procedures can be applied to both the network and the data. Although this is the most
costly strategy, both in terms of resources as well as in terms of running times, it was by far the
most effective one, yielding the best performances. This latter approach was also the one
chosen for building the DNN based predictive systems.

Out of the huge pool of networks (nearly 500), two deep neural networks were found to
perform better than all others. They will henceforth be labeled DNN1, respectively DNN2.
DNN1 has an input layer consisting of 8 Adaline units, 20 hidden layers, containing only
sigmoidal neurons. All layers have 12 units, except for the layers 3, 5, 6, 8 and 11. Layer 3 has
11 units, layer 5 has 15, layers 6 and 8 contain 12 each while layer 11 has just 7. The output
layer features 5 sigmoidal neurons. DNN1 was trained with batch training and the cost
function was optimized with Levenberg–Marquardt. DNN2 has an input layer consisting of 8
Adaline units, 36 hidden layers, containing only sigmoidal units. All layers are formed by 14
neurons, except for the layers 2, 6, 7, 9, 12, 16, 18, 23, 24, 25, 28, 30, 31, 32 and 35. Layer 2 has
15 units, layers 6, 9, 16, 25, 28 and 32 have 12, layers 7, 18 and 31 contain 13 each, layer 12 has
16, layer 23 has 15, layer 24 has 11, layer 30 contains 9 units while layer 35 has only 7. The
output layer features 5 sigmoidal neurons. Training was performed also in batches and the cost
function was optimized with Levenberg–Marquardt. For HHG Scenarios 1 and 2 discussed in
the previous subsection, Table 1 also includes the predictions obtained with DNN1 and
DNN2. The following lines refer to predictions made with DNNs combined with ensemble
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learning and these are labeled EL1 and EL2, respectively. EL1 and EL2 were obtained by
applying ensemble learning on the best 50 configurations of all tested DNNs—this being the
case of EL1—and, respectively over all configurations (EL2). This means that the predictions
offered either by the 50 DNNs, either by all of them, were averaged arithmetically and the
result used as the prediction value. Although it might not seem appropriate to use averaging,
this algorithm has its foundations in statistics and it is expected to offer better performances
than a plain DNN. Using ensemble learning also mitigates the underestimation problem
caused by the sigmoidal neurons although this problem tends to be less pregnant in the case
of deep neural networks due to their increased numbers of layers and units. Consequently the
effect on the cost function optimization is not as strong. As a general conclusion, the pre-
dictions furnished by the DNNs and the DNNs combined with ensemble learning are much
closer to the ones reported in the scientific literature than the values offered by the MLPs.

For Scenarios 2 and 4 presented in Section 3.1, the temperatures of the electrons within the plasma
along with the corresponding percentages were predicted using DNN3 and EL3. Figure 5a
displays the evolution of the electrons having temperatures above 10 keV, in terms of percentages,
for Scenario 2 while Figure 5b refers to the same evolution but for conditions consistent with
Scenario 4. Figure 6a, b present the variation of electron percentages for electrons having temper-
atures higher than 100 keV for Scenarios 2 (Figure 6a) and 4 (Figure 6b), respectively.

In each of the graphs four curves can be noticed. This is because the two curves corresponding to
DNN3 and to EL3 are accompanied by the predictions of the MLP4 presented in the previous
subsection and also by the results of PIC simulations. DNN3 has an input layer consisting of 9
Adaline units, 43 hidden layers, containing only sigmoidal neurons. All layers are formed by 15
neurons, except for the layers 4, 6, 9, 13, 15, 19, 21, 27, 34, 35, 38, 40 and 41. Layer 4 has 16 units,
layers 6, 9, 19, 34, 35 and 40 have 12, layers 13, 15 and 27 contain 11 each, layer 21 has 17, layer 38
has 14, and finally, layer 41 has 11. The output layer features 7 sigmoidal neurons. The training
was performed also in batches and the cost function was optimized with Levenberg–Marquardt.

Figure 5. The variation in the percentage of electrons that exceed 10 keV, for interaction conditions consistent to Scenario
2 and Scenario 4. (a) Refers to Scenario 2 while (b) refers to Scenario 4.
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EL3 was obtained by applying arithmetic averaging over a number of 100 predictions coming
from the best 100 different DNN configurations that have been tested out of 478. Examining the
curves, several conclusions can be drawn. Firstly, the DNN and the EL curves are very close,
nearly superimposed. Secondly, the values predicted by DNN3 and EL3 are closer to the ones
obtained from PIC simulations and more distanced from the predictions of the MLP. To the
extent to which the PIC calculations are closer to real measurements, it can be confirmed that
DNN and EL predictions are better than the MLP ones.

Since the obtained results were encouraging, further trials have been performed in the deep
learning area, namely the deep neural networks were replaced with convolutional ones. CNNs
are mostly reputed for their high suitability for applications dedicated to visual recognition from
images. Therefore, in a way, CNNs’ architectures make the explicit assumption that the inputs are
images but this is not an incommoding aspect as—prior to being fed to a CNN—the values in the
training and test data sets can be reorganized within an input volume formed out of laser
parameters, plasma characteristics and yielded high order harmonics’ characteristics just as
images are normally structured. Consequently, I found a convenient way to organize the interac-
tion information for the supervised training by making each entry in the training set a
20 � 20 � 20 volume, in conjunction with a look-up table technique (LUT). The first dimension
of each cube contains a reference in a LUT regarding the information on the incident laser’s
parameters, the second one includes references to the plasma characteristics (including electron
and ion temperatures) while the last dimension has the references to high order harmonics
spectra and to hot electrons’ temperatures and percentages. The very nature of the CNN facili-
tates the incorporation of more features within the training and test sets. What distinguishes
CNNs from DNNs is the fact that all of its layers have neurons arranged in three dimensions:
width, height, depth. A second major difference concerns the connectivity. Within a DNN, all
units are connected to all other neurons in the previous as well as in the next layer. As the number

Figure 6. The variation in the percentage of electrons that exceed 100 keV, for interaction conditions consistent to Scenario
2 and Scenario 4. (a) Refers to Scenario 2 while (b) refers to Scenario 4.
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of layers rises, the number of connections grows exponentially, thus impacting dramatically on
the computational resources. The CNNs bring a major change. The neurons in a layer are only
connected to a small region in the layer before it. The output layer is the smallest in dimensions, as
inherently, by the end of the network, the full input is reduced to a single vector of class scores
arranged along the depth dimension. Three main types of layers exist within the architecture:
convolutional layer, pooling layer and the fully connected layer and these are stacked together to
form a CNN. The input is fed firstly to one or more subsequent convolutional layers. This layer is
the core building block of the network and it performs all the heavy computations. More specif-
ically, it calculates the output of neurons that are connected to local regions in the input, each of
the neurons computing a dot product between its weights and a small region it is connected to
in the input volume. The convolutional layer has as parameters a set of learnable filters, defined
by the user. Every filter is small spatially (along the width and height dimensions), but extends
through the full depth of the input volume (what in this particular case is the high orders
harmonics spectra). Moreover, each of the filters is looking for a different thing in the input.
During the forward pass, each filter is slid (convolved) across the width and height of the input
volume and dot products between the entries of the filter and the input at any position are hence
calculated. As the filter is slid, a bi-dimensional activation map is produced, that gives the
responses of that filter at every spatial position. These activation maps are stacked along the
depth dimension and produce the output volume which is next fed either to a pooling layer,
either to a second convolutional layer. Intuitively, the network will learn filters that activate when
they see some type of feature such as an increased number of high order harmonics or very
intense ones on the first layer, or, eventually, an entire rich spectra on the higher layers of the
network. The pooling layers perform a downsampling operation along the spatial dimensions
(width, height), resulting in smaller volumes. Most commonly, they are periodically inserted in-
between successive convolutional layers as they progressively reduce the spatial size of the
representation in order to lower the amount of parameters and ease up the computational load
in the network. But more importantly, pooling layers mitigate overfitting. The pooling layer
operates independently on every input slice, most of the time by using the “max” operation. In
addition to max pooling, average pooling or L2-norm pooling may be encountered. Historically,
average pooling used to be the most popular but recently it has been progressively replaced by
the max pooling as the latter was demonstrated to work better in practice. The fully-connected
layer computes the class scores and packs them in a vector, each class score representing a high
order harmonic with particular features. This is the only layer within which neurons are
connected just as in a DNN. Their activations can hence be computedwith a matrix multiplication
followed by a bias offset. Basically, both the fully connected layer and the convolutional layer
perform the convolution but the neurons in the convolutional layer are connected only to a local
region in the input, andmany of them share parameters in order to save computational resources.

As with the previous case of the DNNs, about 600 different CNNs have been generated and
searched through with the aid of the grid search algorithm. To generate the configurations,
several operations have been applied. Firstly, the number of convolutional and pooling layers
was varied, as well as their position. For example, I constructed networks containing a pooling
layer after each convolutional layer or a pooling layer after each two or three convolutional
layers. In some network versions, pooling layers were absent except for a single one, just
before the fully connected layer. Secondly, within each convolutional layer, the number of
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EL3 was obtained by applying arithmetic averaging over a number of 100 predictions coming
from the best 100 different DNN configurations that have been tested out of 478. Examining the
curves, several conclusions can be drawn. Firstly, the DNN and the EL curves are very close,
nearly superimposed. Secondly, the values predicted by DNN3 and EL3 are closer to the ones
obtained from PIC simulations and more distanced from the predictions of the MLP. To the
extent to which the PIC calculations are closer to real measurements, it can be confirmed that
DNN and EL predictions are better than the MLP ones.

Since the obtained results were encouraging, further trials have been performed in the deep
learning area, namely the deep neural networks were replaced with convolutional ones. CNNs
are mostly reputed for their high suitability for applications dedicated to visual recognition from
images. Therefore, in a way, CNNs’ architectures make the explicit assumption that the inputs are
images but this is not an incommoding aspect as—prior to being fed to a CNN—the values in the
training and test data sets can be reorganized within an input volume formed out of laser
parameters, plasma characteristics and yielded high order harmonics’ characteristics just as
images are normally structured. Consequently, I found a convenient way to organize the interac-
tion information for the supervised training by making each entry in the training set a
20 � 20 � 20 volume, in conjunction with a look-up table technique (LUT). The first dimension
of each cube contains a reference in a LUT regarding the information on the incident laser’s
parameters, the second one includes references to the plasma characteristics (including electron
and ion temperatures) while the last dimension has the references to high order harmonics
spectra and to hot electrons’ temperatures and percentages. The very nature of the CNN facili-
tates the incorporation of more features within the training and test sets. What distinguishes
CNNs from DNNs is the fact that all of its layers have neurons arranged in three dimensions:
width, height, depth. A second major difference concerns the connectivity. Within a DNN, all
units are connected to all other neurons in the previous as well as in the next layer. As the number

Figure 6. The variation in the percentage of electrons that exceed 100 keV, for interaction conditions consistent to Scenario
2 and Scenario 4. (a) Refers to Scenario 2 while (b) refers to Scenario 4.
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of layers rises, the number of connections grows exponentially, thus impacting dramatically on
the computational resources. The CNNs bring a major change. The neurons in a layer are only
connected to a small region in the layer before it. The output layer is the smallest in dimensions, as
inherently, by the end of the network, the full input is reduced to a single vector of class scores
arranged along the depth dimension. Three main types of layers exist within the architecture:
convolutional layer, pooling layer and the fully connected layer and these are stacked together to
form a CNN. The input is fed firstly to one or more subsequent convolutional layers. This layer is
the core building block of the network and it performs all the heavy computations. More specif-
ically, it calculates the output of neurons that are connected to local regions in the input, each of
the neurons computing a dot product between its weights and a small region it is connected to
in the input volume. The convolutional layer has as parameters a set of learnable filters, defined
by the user. Every filter is small spatially (along the width and height dimensions), but extends
through the full depth of the input volume (what in this particular case is the high orders
harmonics spectra). Moreover, each of the filters is looking for a different thing in the input.
During the forward pass, each filter is slid (convolved) across the width and height of the input
volume and dot products between the entries of the filter and the input at any position are hence
calculated. As the filter is slid, a bi-dimensional activation map is produced, that gives the
responses of that filter at every spatial position. These activation maps are stacked along the
depth dimension and produce the output volume which is next fed either to a pooling layer,
either to a second convolutional layer. Intuitively, the network will learn filters that activate when
they see some type of feature such as an increased number of high order harmonics or very
intense ones on the first layer, or, eventually, an entire rich spectra on the higher layers of the
network. The pooling layers perform a downsampling operation along the spatial dimensions
(width, height), resulting in smaller volumes. Most commonly, they are periodically inserted in-
between successive convolutional layers as they progressively reduce the spatial size of the
representation in order to lower the amount of parameters and ease up the computational load
in the network. But more importantly, pooling layers mitigate overfitting. The pooling layer
operates independently on every input slice, most of the time by using the “max” operation. In
addition to max pooling, average pooling or L2-norm pooling may be encountered. Historically,
average pooling used to be the most popular but recently it has been progressively replaced by
the max pooling as the latter was demonstrated to work better in practice. The fully-connected
layer computes the class scores and packs them in a vector, each class score representing a high
order harmonic with particular features. This is the only layer within which neurons are
connected just as in a DNN. Their activations can hence be computedwith a matrix multiplication
followed by a bias offset. Basically, both the fully connected layer and the convolutional layer
perform the convolution but the neurons in the convolutional layer are connected only to a local
region in the input, andmany of them share parameters in order to save computational resources.

As with the previous case of the DNNs, about 600 different CNNs have been generated and
searched through with the aid of the grid search algorithm. To generate the configurations,
several operations have been applied. Firstly, the number of convolutional and pooling layers
was varied, as well as their position. For example, I constructed networks containing a pooling
layer after each convolutional layer or a pooling layer after each two or three convolutional
layers. In some network versions, pooling layers were absent except for a single one, just
before the fully connected layer. Secondly, within each convolutional layer, the number of
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filters was modified in order to observe what happens if the layer is sensitive to more features
or if it is sensitive to features that are not relevant for all the types of HHG experiments.
Thirdly, several pooling methods have been tested for the pooling layers in each network,
namely, the classical max pooling, the average pooling and the stochastic pooling. Last but
not least, the dropout and constructive learning algorithms were applied on the fully
connected layer, resulting in more CNN configurations. For efficiency purposes, regularization
methods such as L2 [119] and elastic net regularization [120] were applied to all the
convolutional layers and to the fully connected layer when some of the weights were observed
to peak excessively. The objective was to force the layers of the CNN to make use of all of their
inputs at the same rate (as much as possible) rather than to use portions of their inputs
preferentially. However, the risk is ending up in having a network layer with neuron weights
that are “diffuse” and rather small. Elastic net regularization—a combination between L1 and
L2 types—proved to be more efficient than either of the two. Ensemble learning was also
deployed, just as before, averaging over either the predictions offered by all networks, either
by applying the average on the best performing 10% of the configurations. The best
performing three configurations are labeled CNN1, CNN2 and CNN3, respectively. All the
networks take the same input size, namely the 20 � 20 � 20 volume described above and were
exposed to the elastic net regularization. Their configurations are as follows. CNN1 has four
convolutional layers. The first one has 128 filters and a filter size of 5 � 5 � 20, the second and
third convolutional layers have 256 filters but a smaller filter size, more precisely 3 � 3 � 20.
Finally, the fourth convolutional layer has 512 filters and the same filter size as the latter two.
After the first and the third layers, a pooling layer was introduced. The pooling layers use
stochastic pooling. The network’s architecture ends with a fully connected 3D cubic layer with
1024 units. It can be noticed that when applying a cubic root to this value, the resulting number
of units on each dimension is not an integer. This is because, dropout and constructive learning
were applied to the fully connected layer resulting in either vacancies, either insertion of
neurons into the volume and in an overall addition of 24 units. The training of CNN1 was
done in batches of 512 examples per gradient step with stochastic gradient descent used for the
cost function optimization along with the bespoke backpropagation of errors. CNN2 has five
convolutional layers, also optimized with elastic net regularization, the first four ones being
identical to CNN1’s. The fifth layer has, 512 filters, a filter size of 3 � 3 � 20 and it is followed
by the sole pooling layer of CNN2. This pooling layer also employs stochastic pooling. The
network’s architecture ends with two fully connected 3D cubic layers with 1024 units each but
with different configurations of neurons within the layers’ volumes. This is again due to
dropout and constructive learning applied to the fully connected layers. The training of
CNN2 was done in the same way but the cost function optimization was achieved via
Levenberg–Marquardt. Last but not least, CNN3 has also five convolutional layers (elastic net
regularization was applied to the weights), with the first layer having 126 filters and the same
5 � 5 � 20 filter size. The second and the third layers have 252 filters, the second having a
5� 5� 20 filter size and the third a 3� 3� 20. The fourth and the fifth have 504 filters with the
same filter size as the previous one. CNN3 has just one pooling layer in between the fourth and
the fifth layers, which makes use of max pooling. The last convolutional layer is followed by
two fully connected 768 units layers that were subject to dropout and constructive learning.
The training was done also in batches, the stochastic gradient descent being employed with the
AdaDelta adaptive learning method [121]. CNN1 and CNN2 use a stride of one for all the
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convolutional layers while CNN3 uses a stride of 2 for the first and the fourth convolutional
layers. This is a consequence of compromising based on the memory constraints that, at some
point, bottleneck the GPUs. EL4 and EL5 are ensemble learning yields. EL4 averages over the
best performing 10% of the CNNs while EL5 averages over all. For HHG Scenarios 1 and 2
discussed in the previous subsection, the last rows of Table 1 feature the predictions obtained
with the CNNs, EL4 and EL5.

For predicting the temperatures of the electrons within the plasma along with the corresponding
percentages, it was found that the performances of CNN1, CNN2, CNN3, EL4 and EL5 were
roughly identical and very close to those of DNN3 and EL3. In terms of running times, the
convolutional neural networks take less time to train than the deep networks, the order being
50 hours less, on average. Prior to applying ensemble learning, the GPU Inference Engine (GIE)
was used in the test phase to optimize the trained networks for run-time performance. Layer
optimizations are attainable through GIE to the extent to which layers with unused output are
eliminated in order to save computation time or layers may be fused for better overall performance.

One last comment concerns the libraries Theano, TensorFlow, Keras and Caffe. All four of
these libraries have been alternatively used to implement both the DNNs and the CNNs.
Running code written in TensorFlow was found to have the lowest running times, followed
by those written in Caffe, Theano and Keras which took the most time to complete (taking 23
more minutes to complete). However, the differences are not that disturbing so perhaps this is
due to some less optimal code. In terms of user friendliness, I found that the easiest to work
with was Theano, followed by Caffe, TensorFlow and Keras. Again, this ranking is subjective
since Theano was the first library I started working with. There is still a lot of work to be done
and more room for improvements especially towards building recommender systems, hence
prescriptive analytics, by combining CNNs with reinforcement learning policies. This would
be of particular interest since such a system would issue a precise recommendation on how
to adjust the interaction conditions in order to optimize a particular laser-plasma interaction
experiment.

4. Conclusion

Technological advances in the field of laser -plasma interaction and diagnostics have provided
the scientific community with lots of data. Within the last few years we have been experiencing
a continuously upraising accessibility, not only to storage space and increased computer
power, but also to a multitude of readily-built and easily modifiable open-source software
libraries. It is thus becoming less and less problematic to exploit and explore this already
available information in ways that have never been attempted before.

This paper proposes an alternative to the classical plasma kinetics simulations. Acknowledging
the potential innovative technologies like cloud computing, big data, machine learning and,
ultimately, the deep learning have for science, the author showed how these can be used for
predictive modeling of laser-plasma interaction scenarios, with a focus on high harmonics
generation. The deployment of the presented systems has the potential of yielding better predic-
tive analytics and hence optimized laser-plasma interaction experiments, by offering a fair
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filters was modified in order to observe what happens if the layer is sensitive to more features
or if it is sensitive to features that are not relevant for all the types of HHG experiments.
Thirdly, several pooling methods have been tested for the pooling layers in each network,
namely, the classical max pooling, the average pooling and the stochastic pooling. Last but
not least, the dropout and constructive learning algorithms were applied on the fully
connected layer, resulting in more CNN configurations. For efficiency purposes, regularization
methods such as L2 [119] and elastic net regularization [120] were applied to all the
convolutional layers and to the fully connected layer when some of the weights were observed
to peak excessively. The objective was to force the layers of the CNN to make use of all of their
inputs at the same rate (as much as possible) rather than to use portions of their inputs
preferentially. However, the risk is ending up in having a network layer with neuron weights
that are “diffuse” and rather small. Elastic net regularization—a combination between L1 and
L2 types—proved to be more efficient than either of the two. Ensemble learning was also
deployed, just as before, averaging over either the predictions offered by all networks, either
by applying the average on the best performing 10% of the configurations. The best
performing three configurations are labeled CNN1, CNN2 and CNN3, respectively. All the
networks take the same input size, namely the 20 � 20 � 20 volume described above and were
exposed to the elastic net regularization. Their configurations are as follows. CNN1 has four
convolutional layers. The first one has 128 filters and a filter size of 5 � 5 � 20, the second and
third convolutional layers have 256 filters but a smaller filter size, more precisely 3 � 3 � 20.
Finally, the fourth convolutional layer has 512 filters and the same filter size as the latter two.
After the first and the third layers, a pooling layer was introduced. The pooling layers use
stochastic pooling. The network’s architecture ends with a fully connected 3D cubic layer with
1024 units. It can be noticed that when applying a cubic root to this value, the resulting number
of units on each dimension is not an integer. This is because, dropout and constructive learning
were applied to the fully connected layer resulting in either vacancies, either insertion of
neurons into the volume and in an overall addition of 24 units. The training of CNN1 was
done in batches of 512 examples per gradient step with stochastic gradient descent used for the
cost function optimization along with the bespoke backpropagation of errors. CNN2 has five
convolutional layers, also optimized with elastic net regularization, the first four ones being
identical to CNN1’s. The fifth layer has, 512 filters, a filter size of 3 � 3 � 20 and it is followed
by the sole pooling layer of CNN2. This pooling layer also employs stochastic pooling. The
network’s architecture ends with two fully connected 3D cubic layers with 1024 units each but
with different configurations of neurons within the layers’ volumes. This is again due to
dropout and constructive learning applied to the fully connected layers. The training of
CNN2 was done in the same way but the cost function optimization was achieved via
Levenberg–Marquardt. Last but not least, CNN3 has also five convolutional layers (elastic net
regularization was applied to the weights), with the first layer having 126 filters and the same
5 � 5 � 20 filter size. The second and the third layers have 252 filters, the second having a
5� 5� 20 filter size and the third a 3� 3� 20. The fourth and the fifth have 504 filters with the
same filter size as the previous one. CNN3 has just one pooling layer in between the fourth and
the fifth layers, which makes use of max pooling. The last convolutional layer is followed by
two fully connected 768 units layers that were subject to dropout and constructive learning.
The training was done also in batches, the stochastic gradient descent being employed with the
AdaDelta adaptive learning method [121]. CNN1 and CNN2 use a stride of one for all the
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convolutional layers while CNN3 uses a stride of 2 for the first and the fourth convolutional
layers. This is a consequence of compromising based on the memory constraints that, at some
point, bottleneck the GPUs. EL4 and EL5 are ensemble learning yields. EL4 averages over the
best performing 10% of the CNNs while EL5 averages over all. For HHG Scenarios 1 and 2
discussed in the previous subsection, the last rows of Table 1 feature the predictions obtained
with the CNNs, EL4 and EL5.

For predicting the temperatures of the electrons within the plasma along with the corresponding
percentages, it was found that the performances of CNN1, CNN2, CNN3, EL4 and EL5 were
roughly identical and very close to those of DNN3 and EL3. In terms of running times, the
convolutional neural networks take less time to train than the deep networks, the order being
50 hours less, on average. Prior to applying ensemble learning, the GPU Inference Engine (GIE)
was used in the test phase to optimize the trained networks for run-time performance. Layer
optimizations are attainable through GIE to the extent to which layers with unused output are
eliminated in order to save computation time or layers may be fused for better overall performance.

One last comment concerns the libraries Theano, TensorFlow, Keras and Caffe. All four of
these libraries have been alternatively used to implement both the DNNs and the CNNs.
Running code written in TensorFlow was found to have the lowest running times, followed
by those written in Caffe, Theano and Keras which took the most time to complete (taking 23
more minutes to complete). However, the differences are not that disturbing so perhaps this is
due to some less optimal code. In terms of user friendliness, I found that the easiest to work
with was Theano, followed by Caffe, TensorFlow and Keras. Again, this ranking is subjective
since Theano was the first library I started working with. There is still a lot of work to be done
and more room for improvements especially towards building recommender systems, hence
prescriptive analytics, by combining CNNs with reinforcement learning policies. This would
be of particular interest since such a system would issue a precise recommendation on how
to adjust the interaction conditions in order to optimize a particular laser-plasma interaction
experiment.

4. Conclusion

Technological advances in the field of laser -plasma interaction and diagnostics have provided
the scientific community with lots of data. Within the last few years we have been experiencing
a continuously upraising accessibility, not only to storage space and increased computer
power, but also to a multitude of readily-built and easily modifiable open-source software
libraries. It is thus becoming less and less problematic to exploit and explore this already
available information in ways that have never been attempted before.

This paper proposes an alternative to the classical plasma kinetics simulations. Acknowledging
the potential innovative technologies like cloud computing, big data, machine learning and,
ultimately, the deep learning have for science, the author showed how these can be used for
predictive modeling of laser-plasma interaction scenarios, with a focus on high harmonics
generation. The deployment of the presented systems has the potential of yielding better predic-
tive analytics and hence optimized laser-plasma interaction experiments, by offering a fair
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estimation of interaction conditions or insights on different phenomena occurring during the
laser-plasma interaction.
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Abstract

Cognitive radio (CR) provides a better way for utilization of spectrum resource by intro-
ducing an opportunistic usage of the frequency bands that are not heavily occupied by a
licensed spectrum user or a primary user (PU). In cognitive radio, the detection and
estimation of PU channel availability (unoccupied spectrum) are the key challenges that
need to be overcome in order to prevent the interference with licensed spectrum user and
improve spectrum resource utilization efficiency. This chapter focuses on developing new
ways for detecting and estimating primary user channel availability based on machine-
learning (ML) techniques.

Keywords: machine learning, spectrum sensing, spectrum management, channel state
estimation, cognitive radio

1. Introduction

In this chapter, we study the problem of detection of unoccupied primary user spectrum (i.e.,
spectrum hole). We also introduce the methods for estimating the time when primary user
channel state is available, so that the secondary spectrum user can adjust their transmission
strategies accordingly.

The chapter is organized in two parts. The first part of the chapter focuses on the problem of
detecting the unoccupied spectrum left by the primary user. In this part, we introduce the
usage of machine-learning (ML) techniques as a fusion algorithm in cooperative spectrum
sensing based on energy detector [1, 2]. In particular, we train a machine-learning classifier
(i.e., K-nearest neighbor (KNN), support vector machine (SVM), Naive Bayes (NB), and Deci-
sion tree (DT)) over a set containing energy test statistics of PU channel frames along with their
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corresponding decisions about the presence or absence of PU transmission in the channel.
Then, we use the trained classifier to predict the decisions for newly unseen PU channel frames
[3]. The second part focuses on estimating the near future of PU channel state. In the literature,
there are many proposals that have studied the problem of estimating PU channel state in
cognitive radio (CR) [4–6]. However, most of these studies focused on predicting PU channel
state in frequency domain by converting the received digital signals into frequency domain
using fast Fourier transform (FFT). This increases the system complexity due to the FFT
computations process. In the second part of the chapter, we introduce a new time-domain
approach for PU channel state prediction based on time series prediction with some machine-
learning prediction model. In particular, a time series is used to capture PU channel state
detection sequence (PU channel “idle” or “occupied”) in time domain. Then, prediction
models such as the hidden Markov model (HMM) and Markov switching model (MSM) are
used to predict the behavior of the time series that used capture PU channel state [7].

2. Machine-learning fusion-based cooperative spectrum sensing

In this part, we, first, define the system model for energy detection-based spectrum sensing;
then, we present the method of calculating the thresholds for energy detector with different
fusion rules. Second, we formulate a machine-learning classification problem and present four
machine-learning classifiers to solve it. Then, we evaluate the performance of these classifiers
with simulation experiments.

2.1. Energy detection-based cooperative spectrum sensing

Figure 1 shows a block diagram of the system model used for energy detection cooperative
spectrum sensing based on machine-learning fusion rule. In this model, we consider a cooper-
ative CR network with K cooperative nodes. Each node uses N samples for energy detection,

Figure 1. Block diagram of machine-learning-based fusion rule spectrum sensing.
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while M frames are used for training the machine-learning (ML) classifier. The received signal
of ith frame at the jth cooperative node yij nð Þ , 1 ≤n ≤N , 1 ≤ i ≤M , 1 ≤ j ≤K is given by

yij nð Þ ¼
wij nð Þ H0
ffiffiffiffiffi
γij

p
sij nð Þ þ wij nð Þ H1

(
(1)

where sij nð Þ is the PU signal which is assumed to follow Gaussian i.i.d random process (i.e.,

zero mean and σs
2 variance), wij nð Þ is the noise which is also assumed to follow Gaussian i.i.d

random process (zero mean and σu2 variance) because sij nð Þ and wij nð Þ are independent. Due
to the fact that all K nodes are sensing the same frame at a given time, the global decision about
PU channel availability will be made at the fusion center only. Thus, the energy statistic for
the ith frame at the jth cooperative node Yij can be represented by the energy test statistic of the
ith frame at the fusion center which is given by

Yi ¼ 1
N

XN
n¼1

yij nð Þ
� ����

���
2
, 1 ≤ i ≤M (2)

Yi is a random variable that has chi-square distribution probability density function (2N deg-
rees of freedom for complex value and with N degrees of freedom for real value case). If we
assume that the channel remains unchanged during the observation interval and there are
enough number of samples observed N ≥ 200ð Þ [8], then we can approximate Yi using Gaussian
distribution as follows:

Yi ¼
σij2; 2σij4=N
� �

H0

ðσij2 1þ γij

� �
, 2σij4 1þ γij

� �2
=N H1

8><
>:

(3)

where σij2, is the standard deviation of noise samples wij nð Þ , and γij is the observed signal-to-

noise ratio (SNR) of the ith frame sensed at the j th cooperative node. Assuming that the noise
variance and the SNR at the node remain unchanged for all M frames, then γij ¼ γj and

σij2 ¼ σj2 . For a chosen threshold λj for each frame in the probability of the false alarm, Pf as
given in [9] can be written as

Pf λj
� � ¼ Pr Yi > λjjH0

� �

¼ 1ffiffiffiffiffiffiffiffiffiffi
2πσj

p
ð∞

λj

e� λj�σjð Þ2= ffiffi2p
σj2

¼ Q
λj

σj
2 � 1

� �
(4)

and the probability of detection Pd is given by
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where σij2, is the standard deviation of noise samples wij nð Þ , and γij is the observed signal-to-

noise ratio (SNR) of the ith frame sensed at the j th cooperative node. Assuming that the noise
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Pd λj
� � ¼ Pr Yi > λjjH1
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where Q :ð Þ is the complementary distribution function of Gaussian distribution with zero
mean and unit variance. To obtain the optimal threshold λ for K cooperative sensing nodes,
data fusion rules are used. The calculation of the thresholds for single user and other fusion
rules is presented in subsections 2.1.1 and 2.1.2.

2.1.1. The detection threshold for single-user-based sensing

For single user, sensing the number of the cooperative nodes is one (i.e., K = 1, σj
2 ¼ σu

2,
γj ¼ γu: From Eq. (4) and for a given probability of false alarm Pf, the single-user threshold can

be written as

λsingle ¼
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where Q�1 :ð Þ is the inverse of the Q :ð Þ function, and the probability of the detection Pdsingle can
be written as
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r !
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2.1.2. The detection threshold for data fusion-based sensing

In a data fusion spectrum sensing scheme, K nodes cooperate in calculating the threshold that
is used to make the global sensing decision. There are many fusion rules used to calculate the
global sensing decision threshold, which are divided into: hard fusion rules including AND,
OR, and majority rule and soft fusion rules including maximum ratio combining (MRC), equal
gain combining (EGC), and square law selection (SLS).

2.1.2.1. AND fusion rule

The AND rule decides that the signal is present if all users have detected the signal. For a
system with K cooperative nodes with the same false alarm probability Pf cooperating using
AND rule, the fusion center threshold can be expressed as
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ffiffiffiffi
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σu2 (8)

And the detection probability PdAND can be written as
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2.1.2.2. OR fusion rule

The OR rule decides that a signal is present if any of the users detect a signal. The fusion center
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2.1.2.3. Maximum ratio combination (optimal MRC) fusion rule

In soft combination fusion K, cooperative nodes with noise variances σ112; σ222;…; σMK
2

� �
and

instantaneous SNRs {γ11,γ22,…,γMK} send their ith frame energy test statistics Yij ¼ 1
N

PN
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yij nð Þ
� ����

���
2
, 1 ≤ j ≤K to the fusion center. The fusion center, weighs and adds them together

after receiving these energy statistics as follows:

Ysi ¼
XK

j¼1

wj Yij , 1 ≤ i ≤M (12)

An assumption is made that SNRs and noise variances at the sensing node will remain
unchanged for all the frames during the training process (i.e., γij ¼ γj , σij

2 ¼ σj2). For soft

optimal linear combination, we need to find the optimum weight vector wj that maximizes the
detection probability. For additive white Gaussian noise (AWGN) channels, the fusion thresh-
old for MRC fusion rule is written as
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where the weighting coefficient vector wj w1;w2…wKf g can be obtained by:

wj ¼ sign gTw0
� �

w0

where

w0 ¼
LH1

�1=2 LH1
�1=T

h iT
g

LH1
�1=2 LH1

�1=2
h iT

g
����

����

where

LH1 ¼ 2 diag σ14 1þ γ1

� �2
;…::σk4 1þ γK

� �2� �
=N

g ¼ σ12γ1; σ2
2γ2; σ3

2γ3; σ4
2γ4;…:; σK2γK

� �T

2.1.2.4. Equal gain combination (EGC) fusion rule

Equal weight linear combining employs straightforward averaging of the received soft decision
statistics. In the equal gain combination, the received energies are equally weighted and then
added together. The calculation of the threshold λEGC and the detection probability PdEGC follow
Eqs. (13) and (14), respectively; the weighting vector is wj ¼ w1;…wK

� �
where w1 ¼ w2 ¼

w3… ¼ wK ¼ 1=
ffiffiffiffi
K

p
[10].

2.1.2.5. Square law selection (SLS) fusion rule

Here, the fusion center selects the node with the highest SNR γSLS ¼ MAX γ1; γ2; ::γk

� �
and

considers the noise variance σSLS2 associated with that node. Then the fusion center threshold
is calculated as follows:

λSLS ¼
ffiffiffiffi
2
N

r
Q�1 1� 1� Pf

� �1
K

� �
þ 1

 !
σSLS2 (15)

And the detection probability PdSLS is

PdSLS ¼ 1� ð1�Q
λSLS

σSLS2 1þ γSLS

� �� 1

 ! ffiffiffiffi
N
2

r ! !K

(16)

2.2. Machine-learning classification problem formulation

The ith frame energy test statistic ( Yi for hard fusion or Ysi for soft fusion rule) given in Eq. (2)
or (12) is compared to the sensing threshold to calculate the decision di associated with ith
frame in the training data set as follows:
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di ¼
1 YF ≥λ

�1 YF < λ
1 ≤ i ≤M

�
(17)

where λ∈ λsingle;λand;λOR;λMRC;λEGC;λSLS
� �

, YF ∈ Yi;Ysif g, M is the number of frames in the
training set and “�1 ” represents the absence of primary user on the channel, and “1” represents
the presence of the primary user transmission on the channel. The output of Eq. (17) gives a set of
pairs Yi; dið Þ, i ¼ 1, 2…M, di ∈ �1; 1ð Þ that represent frame energy test statistics and their
corresponding decisions. If we want to detect the decision (i.e., the class label) dx associated with
a new frame energy test statistic Yx, we can use one of the following machine-learning classifiers
to solve this classification problem.

2.2.1. K-nearest neighbors (KNN) classifier

For K-nearest neighbors classifier,K nearest points to Yx are used to predict the class label dx

which corresponds to Yx [11]. For K ¼ 1 , the Euclidian distance dst between Yx and the
training data points can be computed as

dst ið Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yx � Yið Þ2

q
¼ Yx � Yij j i ¼ 1, 2…M (18)

and, the new Yx is classified with the label dx = din , where din is the point that achieves the
minimum Euclidian distance between dst and Yx:

2.2.2. Naïve Bayes classifier

Under the assumption that di ¼ �1 and di ¼ 1 are independent, the prior probabilities for
di ¼ �1 and di ¼ 1 given training example Yi; dið Þ, i ¼ 1, 2,…,M can be calculated, and the
class-conditional densities (likelihood probabilities) can also be estimated from the set
Y1;Y2;…;Yk½ �: Y1;Y2;…;Yk½ � in which the new Yx is expected to fall in. And, the probability

that the new Yx to be a member of either di ¼ �1 or di ¼ 1 class is calculated using Naïve
Bayes assumption and Bayes rule [12] as follows:

class Yxð Þ ¼ argmax
di

Pr dið Þ
Yk

j¼1
Pr Yj=di
� �

(19)

where the prior probabilities are given to

Pr di ¼ �1ð Þ ¼ number of Yi with class label}1}

total number of class labels

Pr di ¼ 1ð Þ ¼ number of Yi with a class label}0}

total number of class labels

Whereas the class-conditional densities “likelihood probabilities” can be estimated using Gauss-
ian density function by:
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Pr Yj=di
� � ¼ 1

σj
ffiffiffiffiffiffi
2π

p e
� Y�μjð Þ

2σj , Y1 < Y < Yk, σj > 0,

where μj, σj are mean and variance of the set Y1;Y2;…;Yk½ �: Eq. (19) means that Naïve Bayes

classifier will label the new Yx with the class label di that achieves the highest posterior
probability.

2.2.3. Support vector machine (SVM) classifier

For a given training set of pairs Yi; dið Þ, i ¼ 1, 2…M , where Yi ∈R , and di ∈ þ1;�1ð Þ , the
minimum weight w and a constant b that maximize the margin between the positive and
negative class (i.e., w Yi þ b ¼ �1 ) with respect to the hyper-plane equation w Yi þ b ¼ 0 can
be estimated using support vector machine classifier by performing the following optimization
[13].

min
w, b

wk k2
2

 !
, where wk k2 ¼ wT w (20)

subject to di w Yi þ bð Þ ≥ 1 i ¼ 1, 2,…,M:

The solution of this quadratic optimization problem can be expressed using Lagrangian
function as

L w; b;αð Þ ¼ wk k2
2

�
XM

i¼1

αi di w Yi þ bð Þ � 1ð Þ,αi ≥ 0 (21)

where α ¼ α1;α2;…;αMð Þ is the Lagrangian multipliers. IF we let L w; b;αð Þ ¼ 0 , we can get

w ¼PM
i¼1 αi di Yi and

PM
i¼1 αidi ¼ 0 , and by substituting them into Eq. (21), the dual optimi-

zation problem that describes the hyper-plane can be written as

min
α

1
2

XM

i¼1

XM

j¼1

didj Yi Yj
� �

αiαj �
XM

i¼1

αj

0
@

1
A,αj ≥ 0 (22)

From expression (22), we can assess α and compute w using w ¼PM
i¼1 αi di Yi. Then by

choosing αi > 0, from the vector of α ¼ α1;α2;…;αMð Þ and calculating b from

b = dj �
PM

i¼1 αidi Yi Yj
� �

, we classify the new instance Yx using the following classification
function

class Yxð Þ ¼ sign
XM

i¼1

αjdj Yi Yxð Þ þ b

 !
(23)
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which means that the classification of new Yx can be expressed as dot product of Yx and the
support vectors.

2.2.4. Decision tree (DT) classifier

For the training of a set of pairs of sensing decision Yi; dið Þ, i ¼ 1, 2,…,M , di ∈ �1; 1ð Þ, the
decision tree classifier creates a binary tree based on either impurity or node error splitting rule
in order to split the training set into separate subset. Then, it repeats the splitting rule recur-
sively for each subset until the leaf of the subset becomes pure. After that, it minimizes the
error in each leaf by taking the majority vote of the training set in that leaf [14]. For classifying
a new example Yx, DT classifier selects the leaf where the new Yx falls in and classifies the new
Yx with the class label that occurs most frequently among that leaf.

2.3. Performance discussion

Figure 2 shows the receiver operating characteristic (ROC) curves for single-user soft and hard
fusion rules under Additive White Gaussian Noise (AWGN) channel. In order to generate this
figure, we assume a cognitive radio system with 7 cooperative nodes (i.e., K = 7) operate at
SNR γu = �22 dB. The local node decisions are made after observing1000 samples (i.e., energy

Figure 2. ROC curves for the soft and hard fusion rules under the case of AWGN receiver noise,σu2 ¼ 1,γu=�22 dB, K = 7
users and energy detection over N=1000 samples.

Machine Learning Approaches for Spectrum Management in Cognitive Radio Networks
http://dx.doi.org/10.5772/intechopen.74599

125



Pr Yj=di
� � ¼ 1

σj
ffiffiffiffiffiffi
2π

p e
� Y�μjð Þ

2σj , Y1 < Y < Yk, σj > 0,

where μj, σj are mean and variance of the set Y1;Y2;…;Yk½ �: Eq. (19) means that Naïve Bayes

classifier will label the new Yx with the class label di that achieves the highest posterior
probability.

2.2.3. Support vector machine (SVM) classifier

For a given training set of pairs Yi; dið Þ, i ¼ 1, 2…M , where Yi ∈R , and di ∈ þ1;�1ð Þ , the
minimum weight w and a constant b that maximize the margin between the positive and
negative class (i.e., w Yi þ b ¼ �1 ) with respect to the hyper-plane equation w Yi þ b ¼ 0 can
be estimated using support vector machine classifier by performing the following optimization
[13].

min
w, b

wk k2
2

 !
, where wk k2 ¼ wT w (20)

subject to di w Yi þ bð Þ ≥ 1 i ¼ 1, 2,…,M:

The solution of this quadratic optimization problem can be expressed using Lagrangian
function as

L w; b;αð Þ ¼ wk k2
2

�
XM

i¼1

αi di w Yi þ bð Þ � 1ð Þ,αi ≥ 0 (21)

where α ¼ α1;α2;…;αMð Þ is the Lagrangian multipliers. IF we let L w; b;αð Þ ¼ 0 , we can get

w ¼PM
i¼1 αi di Yi and

PM
i¼1 αidi ¼ 0 , and by substituting them into Eq. (21), the dual optimi-

zation problem that describes the hyper-plane can be written as

min
α

1
2

XM

i¼1

XM

j¼1

didj Yi Yj
� �

αiαj �
XM

i¼1

αj

0
@

1
A,αj ≥ 0 (22)

From expression (22), we can assess α and compute w using w ¼PM
i¼1 αi di Yi. Then by

choosing αi > 0, from the vector of α ¼ α1;α2;…;αMð Þ and calculating b from

b = dj �
PM

i¼1 αidi Yi Yj
� �

, we classify the new instance Yx using the following classification
function

class Yxð Þ ¼ sign
XM

i¼1

αjdj Yi Yxð Þ þ b

 !
(23)

Machine Learning - Advanced Techniques and Emerging Applications124

which means that the classification of new Yx can be expressed as dot product of Yx and the
support vectors.

2.2.4. Decision tree (DT) classifier

For the training of a set of pairs of sensing decision Yi; dið Þ, i ¼ 1, 2,…,M , di ∈ �1; 1ð Þ, the
decision tree classifier creates a binary tree based on either impurity or node error splitting rule
in order to split the training set into separate subset. Then, it repeats the splitting rule recur-
sively for each subset until the leaf of the subset becomes pure. After that, it minimizes the
error in each leaf by taking the majority vote of the training set in that leaf [14]. For classifying
a new example Yx, DT classifier selects the leaf where the new Yx falls in and classifies the new
Yx with the class label that occurs most frequently among that leaf.

2.3. Performance discussion

Figure 2 shows the receiver operating characteristic (ROC) curves for single-user soft and hard
fusion rules under Additive White Gaussian Noise (AWGN) channel. In order to generate this
figure, we assume a cognitive radio system with 7 cooperative nodes (i.e., K = 7) operate at
SNR γu = �22 dB. The local node decisions are made after observing1000 samples (i.e., energy

Figure 2. ROC curves for the soft and hard fusion rules under the case of AWGN receiver noise,σu2 ¼ 1,γu=�22 dB, K = 7
users and energy detection over N=1000 samples.
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detection samples N = 100). For soft fusion rules, the SNRs γj for the nodes are equal to

{�24.3, �21.8, �20.6, �21.6, �20.4, �22.2, �21.3} and the noise variances σj
2 are

1; 1; 1; 1; 1; 1; 1f g: We use a false alarm probability Pf varied from 0 to 1 increasing by 0.025.
The simulation results show that soft EGC and optimal MRC fusion rules perform better than
other soft and hard fusion rules even though that soft EGC fusion rule does not need any
channel state information from the nodes.

Figure 3 shows the ROC curve depicting the performance of SVM classifier in classifying 1000
new frames after training it over a set containing M = 1000 frames. The thresholds used for
training SVM classifier (i.e., single-user threshold, AND, OR, MRC, SLS, and EGC fusion rule
threshold) are obtained numerically by considering the cognitive system used to generate
Figure 2; however, here, we set the false alarm probability to Pf ¼ 0:1 .

From Figure 3 and Table 1, we can notice that when training SVM classifier with anyone of the
following thresholds: single user, OR, MRC, SLS, or EGC, it can detect 100% positive classes.
We can also notice that training with EGC threshold can provide 90% precession in classifying
the positive classes with 10% harmful interference, whereas training SVMwith AND threshold
can precisely classify the positive classes by 97.8%. Table 1 shows the classification accuracy of

Figure 3. ROC curves shows the performance of SVM classifier in predicting the decisions for 1000 new frames after
training it over a set containing1000 frames when single user, AND, OR, MRC, SLS, and EGC thresholds are used for
training process.
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SVM classifier (i.e., the proportion of all true classifications over all testing examples) and the
precession of classification (i.e., proportion of true positive classes over all positive classes) as
well as the recall of classification (i.e., the effectiveness of the classifier in identifying positive
classes).

Figure 4 shows ROC curves showing the comparison of four machine-learning classifiers: K-
nearest neighbor (KNN), support vector machine (SVM), Naive Bayes and Decision tree when
used to classify 1000 frames after training them over a set containing 1000 frames with single-
user threshold (Note: the same system used to generate the simulation of Figure 3. is considered

Threshold Single user (%) AND rule (%) OR rule (%) MRC rule (%) SLS rule (%) EGC rule (%)

SVM

Accuracy 96:1 98:3 98:1 97:6 98:9 98.0

Precession 77.7 100 53.7 89.4 74.4 90.1

Recall 100 97.8 100 100 100 100

Table 1. The accuracy, precession and the recall of SVM classifier.

Figure 4. ROC curves shows a comparison of four machine learning classifiers: KNN, SVM, naive Bayes, and decision
tree in classifying 1000 frames after training them over a set with 1000 frames using single user scheme threshold.
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detection samples N = 100). For soft fusion rules, the SNRs γj for the nodes are equal to

{�24.3, �21.8, �20.6, �21.6, �20.4, �22.2, �21.3} and the noise variances σj
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Figure 3. ROC curves shows the performance of SVM classifier in predicting the decisions for 1000 new frames after
training it over a set containing1000 frames when single user, AND, OR, MRC, SLS, and EGC thresholds are used for
training process.
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for computing the single-user threshold). We can notice from both Figure 4. and Table 2 that
KNN and decision tree classifier perform better than Naïve Bayes and SVM classifier in terms of
the accuracy of classifying the new frames.

Table 3 shows the accuracy, precession, and the recall for decision tree classifier when used to
classify 3000 frames after training it over a set containing 1000 frames for the same cognitive
system used to generate Figure 3. The single-user threshold is used for training the classifier.
The simulation was run with different number of samples for energy detection process. It is
clear from the table that decision tree can classify all of the 3000 frames correctly or achieve
100% detection rate using only 200 samples for the energy detection process. And, due to the
fact that the sensing time is proportional to the number of samples taken by energy detector, a
less number of samples used for energy detection leads to less sensing time. Thus, when we
use machine-learning-based fusion, such as decision tree or KNN, we can reduce the sensing
time from 200 to 40 μs for 5 MHz bandwidth channel as an example, while we still achieve
100% detection rate of the spectrum hole.

3. Prediction of PU channel state based on hidden Markov and Markov
switching model

In this part, the systemmodel for forecasting the near future of PU channel state is divided into
three models: (1) the model detecting the PU channel state (i.e., PU signal present or PU signal)
which follows the conventional single-user energy detection (i.e., fusion techniques mentioned

Classifier Accuracy (%) Precession (%) Recall (%)

KNN 100 100 100

Decision Tree 100 100 100

Naïve Bayes 98.9 100 91.2

SVM 97.6 83.9 100

Table 2. The accuracy, precession and recall of KNN, SVM, NB, and DT classifiers used in classifying 1000 new frames
after being trained with 1000 frames.

Number of samples Accuracy (%) Precession (%) Recall (%)

200 100 100 100

400 100 100 100

600 100 100 100

800 100 100 100

1000 100 100 100

Table 3. The accuracy, precession, and recall for decision tree classifier used in classifying 3000 frames for different
number of samples.
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in Section 2.1 can also be considered here); (2) the model that generates a time series to capture
PU channel state based on the detection sequence; and (3) the model for predicting the
generated time series used to capture PU channel state based on hidden Markov model
(HMM) and Markov switching model (MSM). The block diagram in Figure 5. illustrates these
three models.

The PU channel state detection model can be written using Eq. (4); by giving probability of
false alarm Pf, the detection threshold for single-user energy detector can be written as:

λ ¼
ffiffiffiffi
2
N

r
Q�1 Pfð Þ þ 1

 !
σu

2 (24)

where Q�1 :ð Þ is the inverse of the Q :ð Þ function.
And the decision of the sensing (i.e., PU detection sequence) over the time can bewritten as follows:

Dt ¼
}0} PU absent Yt < λ

}1} PU present Yt ≥λ
1 ≤ t ≤T

(
(25)

3.1. Time series generation model

Given PU channel state detection sequence over the time (i.e., PU absent, PU present), if we
denote the period that the PU is inactive as “idle state,” and the period that PU is active as
“occupied state,” our goal now is to predict when the detection sequence Dt will change from
one state to another (i.e., “idle” to “occupied “or vice versa) before that happens so that the
secondary user can avoid interfering with primary user transmission. For this reason, we
generate a time series zt to map each state of the detection sequence Dt (i.e., “PU present”
and “PU absent”) into another observation space using two different random variable distri-
butions for each state (i.e., zt ∈ v1;v2…vLf g represents PU absent or idle state and
zt ∈ vLþ1…:vMf g represents PU occupied or present), the time series zt can be written as

zt ∈
v1;v2;…;vLf g Yt < λ

vLþ1; ::vMf g Yt ≥λ
1 ≤ t ≤T

�
(26)

Now, supposing that we have given observations value O ¼ O1;O2;Ot;…OTf g , Ot ∈
v1;v2…vMf g and a PU channel state at time step t,Xt ∈ si, i ¼ 1, 2…:K , si ∈ 0; 1f g (i.e., 0 for

Figure 5. Block diagram of PU channel state prediction model.
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PU idle and 1 PU occupied state), and we want to estimate the channel state at one time step
ahead of the current state Xtþ1. We can solve this problem using hidden Markov model Viterbi
algorithm [15].

3.2. Primary users channel state estimation based on hidden Markov model

The generic HMM model can be illustrated by Figure 6.—in this figure, X ¼ X1;Xt;…XTf g
represents the hidden state sequence, where Xt ∈ s1; s2;…; sKf g, K represents the number of
hidden states or Markov chain and O ¼ O1;Ot;…;OTf g represents the observation sequence
where Ot ∈ v1;v2;…; vMf g and M is the number of the observations in the observation space.
A and B represent the transition probabilities matrix and the emission probabilities matrix,
respectively, while π denotes the initial state probability vector. HMM can be defined by
θ ¼ π;A;Bð Þ (i.e., the initial state probabilities, the transition probabilities, and emission prob-
abilities) [15].

Initial state probabilities for HMM can be written as

π ¼ π1;π2;πi…: πKð Þ
πi ¼ P X1 ¼ sið Þ, i ¼ 1, 2,…,K (27)

For a HMM model with two hidden states i ¼ 2 ,

π ¼ π1π2ð Þ

And the transition probabilities can be written as,

A ¼ aij
� �

K�K

aij ¼ P Xtþ1 ¼ sjj Xt ¼ si
� �

, i, j ¼ 1,…::,K (28)

where aij is the probability that next state equal sj when current state is equal to si. For HMM
model with two states, the matrix A can be written as

A ¼ a00 a01
a10 a11

� �

The emission probabilities matrix for HMM model is written as

B ¼ bjm
� �

K�M

bj mð Þ ¼ P Ot ¼ vmð jXt ¼ sjÞ≜ bj Otð Þ, j ¼ 1…K ,m ¼ 1,…::M (29)

B and bj represent the probability that current observation is vm when current state is sj. For
example, in an HMM model with M ¼ 6 and K ¼ 2, B is written as
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B ¼ b11 b12 b13
b21 b22 b23

b14 b15 b16

b24 b25 b26

 !

Now, for the problem we describe in subsection (3.1), if we assume that HMM parameters
θ ¼ π;A;Bð Þ and the observations value O ¼ O1;O2 Ot;…OTf g are given. If we assume that
the maximum probability of state sequence t that end at state i to be equal to δt ið Þ where

δt ið Þ ¼ max
X1,…,Xt�1

P X1,…,Xt ¼ si;O1,…,Otjθð Þf g (30)

And we let ψt ið Þ to be a vector that stores the arguments that maximize Eq. (30), we can write
Viterbi algorithm to solve the problem mentioned in subsection (3.1) as follows:

1) step 1 initializes δt ið Þ and ψt ið Þ.
δt ið Þ ¼ πibi O1ð Þ

ψt ið Þ ¼ 0, i ¼ 1,…,K (31)

2) step 2 iterates to update δt ið Þ and ψt ið Þ.

δt jð Þ ¼ max
1 ≤ i ≤K

δt�1 ið Þaij
� �

bj Otð Þ , t ¼ 2,…,T, j ¼ 1,…,K (32)

ψt jð Þ ¼ argmax
1 ≤ i ≤K

δt�1 ið Þaij
� �

, t ¼ 2,…,T, j ¼ 1,…,K (33)

3) step 3 terminates the update and calculates the likelihood probability P∗ and the estimated
state qT

∗ at time T as

P∗ ¼ max
1 ≤ i ≤K

δT ið Þ½ � (34)

qT
∗ ¼ argmax

1 ≤ i ≤K
δT ið Þ½ � (35)

In the above case, HMM parameters θ ¼ π;A;Bð Þ are unknown and need to be estimated. We
estimate these parameters statistically using Baum-Welch algorithm [16].

Figure 6. Hidden Markov model.
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3.2.1. Hidden Markov model parameters estimation using Baum-Welch algorithm

If we assume that we have given some training observations with length L O1;O2 Ot;…OLf g
and want to approximate HMM parameters θ ¼ π;A;Bð Þ from them, we can use maximum
likelihood estimation. In order to do that, we define γt ið Þ to be the probability of being in state
si at time t, given t Ot ,t ¼ 1, 2…L . γt ið Þ is written as

γt ið Þ ¼ P Xt ¼ si j O1;…;OL;θð Þ (36)

We also define ζt i; jð Þ to be the probability of being in state si at time t and transiting to state sj
at time tþ 1, given Ot ,t ¼ 1, 2…L . ζt i; jð Þ is written as

ζt i; jð Þ ¼ P Xt ¼ si;Xtþ1 ¼ sj
� ��O O1;…;OL;θ
� �

(37)

Given γt ið Þ and ζt i; jð Þ, the anticipated number of transitions from state si during the path is
written as

E γt ið Þ
� � ¼

XL�1

t¼1

γt ið Þ (38)

and the anticipated number of transitions from state si to state sj during the path is written as

E ζt i; jð Þð Þ ¼
XL�1

j¼1

ζt i; jð Þ (39)

Given E ζt i; jð Þð Þ and E γt ið Þ
� �

, we can extract the model parameters θ ¼ π;A;Bð Þ from the
training sequence as given in [16] using the step listed below

1- for i ¼ 1, 2, 3…K , let bπi ¼ expected frequency in state si at time t ¼ 1ð Þ

πi ¼ γ1 ið Þ (40)

2- for i ¼ 1, 2, 3…K and j ¼ 1, 2, 3…K, compute

baij ¼ Expected number of transitions fromstate si to state sj
Expected number of transitions from state si

¼ E ζt i; jð Þð Þ
E γt ið Þ
� � ¼

PL�1

j¼1
ζt i; jð Þ

PL�1

t¼1
γt ið Þ

(41)

3- for i ¼ 1, 2, 3…K and j ¼ 1, 2, 3…K, compute
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bbi mð Þ ¼ Expected number of times in state sj and observing vm

Expected number of times in state sj

¼

PL
t ¼ 1

Ot ¼ vm

γt ið Þ
PL

t¼1 γt ið Þ
(42)

The estimation algorithm can be summarized in the following steps:

1. Get your observations O1 O2,…OL,

2. Set a guess of your first θ estimate θ 1ð Þ, k ¼ 1

Update k ¼ kþ 1

3. Compute θ kð Þ based on O1 O2,…OL and

γt ið Þ, ζt i; jð Þ ∀1 ≤ t ≤L, ∀1 ≤ i ≤K, ∀1 ≤ j ≤K

4. Compute E γt ið Þ
� �

and E ζt i; jð Þð Þ from Eqs. (38) and (39)

5. Compute according to 5 the new estimate of aij, bi kð Þ, πi, and call them θ (k + 1)

6. Go to 3 if not converged.

The prediction for a one-step ahead PU channel state can be done based on the trained
parameters {π,A,B } with the help of Eqs. (31), (34), and (35) by setting T ¼ 1:

3.3. Primary users channel state estimation based on Markov switching model

An alternative way to estimate PU channel state is to use Markov switching model (MSM). For
the time series in Eq. (26), we assume that zt obeys two different Gaussian distributions N �
μz0;σz0

2
� �

or N � μz1;σz1
2

� �
based on the sensed PU channel state “PU channel idle” or “PU

occupied.” We can rewrite Eq. (26) as follows:

zt �
μz0;σz0

2� �
Yt < λ

μz1;σz1
2� �

Yt ≥λ
1 ≤ t ≤T

(
(43)

It is obvious that Eq. (43) represents a two-state Gaussian regime switching time series which
can be modeled using MSM [17]. In order to estimate the switching time of one state ahead of
the current state for this time series, we need to derive MSM regression model for the time
series and estimate its parameters.

3.3.1. Derivation of Markov switching model for Gaussian regime switching time series

A simple Markov switching regression model to describe the two-state Gaussian regime
switching time series is given in Eq. (43). This model can be written by following Ref [17] as
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� �
based on the sensed PU channel state “PU channel idle” or “PU

occupied.” We can rewrite Eq. (26) as follows:

zt �
μz0;σz0

2� �
Yt < λ

μz1;σz1
2� �

Yt ≥λ
1 ≤ t ≤T

(
(43)

It is obvious that Eq. (43) represents a two-state Gaussian regime switching time series which
can be modeled using MSM [17]. In order to estimate the switching time of one state ahead of
the current state for this time series, we need to derive MSM regression model for the time
series and estimate its parameters.

3.3.1. Derivation of Markov switching model for Gaussian regime switching time series

A simple Markov switching regression model to describe the two-state Gaussian regime
switching time series is given in Eq. (43). This model can be written by following Ref [17] as
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zt ¼ μst þ et et � 0;σst
2� �

(44)

where μst is an array of predetermined variables measured at time t, which may include the
lagged values of zt, et is the white noise process, st ¼ 0; 1f g is a hidden Markov chain which
has a mean and standard deviation over the time equal to μst ¼ μ0 1� stð Þ þ μ1 st and
σst ¼ σ0 1� stð Þ þ σ1 st, respectively (the state variable st follows first order Markov chain
(i.e., two-state Markov chain as in [18])). Given the past history of st, the probability of st
taking a certain value depends only on st�1 , which takes the following Markov property:

Pð st ¼ j st�1 ¼ ij Þ ¼ Pij (45)

where Pij i; j ¼ 0; 1ð Þ denotes the transition probabilities of st ¼ j, given that st�1 ¼ i. Clearly,
the transition probabilities satisfy Pi0 þ Pi1 ¼ 1 . We can gather the transition probabilities Pij

into a transition matrix as follows:

P ¼ Pðst ¼ 0 st�1 ¼ 0j Þ Pð st ¼ 0 st�1 ¼ 1j Þ
Pð st ¼ 1 st�1 ¼ 0j Þ Pð st ¼ 1 st�1 ¼ 1j Þ

� �

¼ P00 P01

P10 P11

� �
(46)

The transition matrix P is used to govern the behavior of the state variable st , and it holds only
two parameters (P00 and P11 ). Assuming that we do not observe st directly, we only deduce its
operation from the observed behavior of zt. The parameters that need to be estimated to fully
describe the probability law governing zt are the variance of the Gaussian innovation σ0,σ1 ,
the expectation of the dependent variable μ0, μ10 and the two-state transition probabilities P00

and P11.

3.3.2. Markov switching model parameters estimation via maximum likelihood estimation

There are many ways to estimate the parameters for the Markov switching model. Among
these ways are Quasi-maximum likelihood estimation (QMLE) and Gibbs sampling. In this
section, we focus on maximum likelihood estimation (MLE).

If we denote ψt�1 = {zt�1, zt, ztþ1…z1} to be a vector of the training data until time t� 1 and
denote θ ={σ0,σ1, μ0, μ10 P00,P11} to be the vector of MSM parameters, then ψL = {zt�1, zt, …,
zL} to a vector of the available information with the length L sample (see Figure 7.). In order to
evaluate the likelihood of the state variable st based on the current trend of zt, we need to
assess its conditional expectations st ¼ i, i ¼ 0; 1ð Þ based on ψ and θ . These conditional expec-
tations include prediction probabilities P ðst ¼ i ψt�1;θ

�� �
, which are based on the information

prior to time t, the filtering probabilities P ðst ¼ i∣ψt;θ) which are based on the past and current
information, and finally the smoothing probabilities P ðst ¼ i ψL;θ

�� �
which are based on the full-

sample information L. After getting these probabilities, we can obtain the log-likelihood function
as a byproduct, and then we can compute the maximum likelihood estimates.
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Normally, the density of zt conditional on ψt�1 and st ¼ i , i ¼ 0; 1ð Þ is written as

F ð zt st ¼ i;ψt�1;θ
�� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi

2πσst

p e
�

zt�μstð Þ2
2σst2 (47)

where F represent the probability density function. Given the prediction probabilities P ðst ¼ i
ψt�1;θ
�� �

, the density of zt conditional on ψt�1 can be obtained from

F ð zt ψt�1;θ
�� � ¼

¼ P ðst ¼ 0 ψt�1;θ
�� �

F ztj st ¼ 0 ψt�1;θ
� �

þ P ðst ¼ 1 ψt�1;θ
�� �

F ð zt st ¼ 1 ψt�1;θ
�� �

(48)

For i ¼ 0; 1, the filtering probabilities of st are given by:

P ðst ¼ i ψt;θ
�� �

¼ P ðst ¼ i ψt�1;θ
�� �

F ð zt st ¼ i ψt�1;θ
�� �

F ð zt ψt�1;θ
�� � (49)

The prediction probabilities are:

P ðstþ1 ¼ i ψt;θ
�� �

¼ P ðst ¼ 0, stþ1 ¼ i ψt;θ
�� �þ P st ¼ 1; stþ1 ¼ ijψt;θ

� �

¼ P0i P ðst ¼ 0 ψt;θ
�� �þ P1i P ðst ¼ 1 ψt;θ

�� �
(50)

where P0i ¼ P ðstþ1 ¼ i st ¼ 0j Þ and P1i ¼ P ðstþ1 ¼ i st ¼ 1j Þ are the transition probabilities. By
setting the initial values as given in [19] assuming the Markov chain is presumed to be ergodic:

Figure 7. Markov switching model.
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P ðs0 ¼ i ψ0

�� � ¼ 1� Pjj

2� Pii � Pjj

we can iterate the Eqs. (49) and (50) to obtain the filtering probabilities P ðst ¼ i ψt;θ
�� �

and the

conditional densities F ztj st ¼ 0 ψt�1;θ
� �

for t ¼ 1, 2,…::T. Then we can compute the loga-
rithmic likelihood function using

log L bθ
� �� �

¼
XT
t¼1

X2
i¼1

logðF Zt St ¼ i;ψt�1;θ
�� �� P St ¼ ijψt;θ

� �� �
(51)

where L bθ
� �

is the maximized value of the likelihood function. The model estimation can

finally be obtained by finding the set of parameters bθ that maximize the Eq. (51) using
numerical-search algorithm. The estimated filtering and prediction probabilities can then be

easily calculated by plugging bθ into the equation formulae of these probabilities. We adopt the
approximation in Ref [20] for computing the smoothing probabilities P ðst ¼ i ψL;θ

�� �

P ðst ¼ i stþ1 ¼ j;ψL;θ
�� �

≈P ðst ¼ i stþ1;ψt;θ
�� �

¼ P ðst ¼ i, stþ1 ψt�1;θ
�� �

P ðstþ1 ¼ j ψt;θ
�� �

¼ P0i P st ¼ ijψt;θ
� �

P ðstþ1 ¼ j ψt;θ
�� �

And, for i; j ¼ 0; 1, smoothing probabilities is expressed as:

P ðst ¼ i ψL;θ
�� �

¼ P ðstþ1 ¼ 0 ψL;θ
�� �

P ðst ¼ 1 stþ1 ¼ 0;ψL;θ
�� �

þP ðstþ1 ¼ 1 ψL;θ
�� �

P ðst ¼ i stþ1 ¼ 1;ψL;θ
�� �

¼ P ðst ¼ i ψt;θ
�� �� Pi0 P ðstþ1 ¼ 0 ψL;θ

�� �

P ðstþ1 ¼ 0 ψt;θ
�� � þ Pi1 P ðstþ1 ¼ 1 ψL;θ

�� �

P ðstþ1 ¼ 1 ψt;θ
�� �

 !
(52)

Using P SL ¼ ijψL;θ
� �

as the initial value, we can iterate the equations regressively for filter-
ing and prediction probabilities along with the equation above to get the smoothing probabil-
ities for t ¼ L� 1, � �,kþ 1.

3.4. Results and discussions

Figure 8 shows the training detection sequence which we generate as a training observation
using randomly distributed PU channel state “idle and occupied” over T = 250 ms simulation
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time. We use this training observations to train Baum-Welch algorithm in order to estimate
HMM model parameters θ ¼ π;A;Bð Þ, assuming that the first estimate of θ 1ð Þ is:

π1 ¼ 1 0ð Þ

A1 ¼
0:85 0:15
0:10 0:90

� �

B1 ¼
0:17 0:16 0:17 0:16 0:17 0:17 0:17
0:60 0:08 0:08 0:08 0:08 0:08 0:08

� �

Figure 9a shows the performance of HMM algorithm in estimating the PU channel states (i.e., PU
idle or PU occupied) of the time series that capture the detection sequence for a single-user
cognitive radio network. Figure 9a contains three plots; the top plot shows the randomly distrib-
uted PU channel states over time T ¼ 500 ms . The middle plot shows the generated time series
following the distribution zt ∈ 1; 2; 3f g for idle states and zt ∈ 4; 5; 6f g for occupied states (note:
we can construct the observation space from these two distributions as Ot ∈ 1; 2; 3; 4; 5; 6f g,
t ¼ 1, 2…500 ms). The bottom plot shows performance of HMM algorithm in forecasting the
time series generated to capture PU detection sequence.

Figure 9b shows the performance of MSM algorithm in predicting the switching process
between the two PU channel states for the same PU detection sequence given in Figure 9a
T ¼ 500 ms . The top graph in Figure 9b shows the generated time series with the following
distribution zt � 0:1; 0:5ð Þ for idle states and zt � 0:01; 0:2ð Þ for occupied states and the bottom
graph shows the prediction performance using MSM. As it is clear from the figure, the
prediction performance is smoother than HMM approach.

Figure 8. The training detection sequence for HMM and MSM.
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P ðs0 ¼ i ψ0

�� � ¼ 1� Pjj

2� Pii � Pjj
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4. Conclusions

In this chapter, we have presented a per-frame decision-based cooperative spectrum sensing
based on machine-learning classifier-based fusion approach. The simulation and numerical
results have shown that the machine-learning classifier-based fusion algorithm performs same
as conventional fusion rules in terms of sensing accuracy with less sensing time, overheads,
and extra operations that limit achievable cooperative gain among cognitive radio users. In
addition, we have also studied the problem of primary user channel state prediction in cogni-
tive radio network and introduced Markov model and Markov Switching Model to solve this

Figure 9. (a) Shows the performance of HMM algorithm in predicting the generated time series to capture PU channel
state detection sequence. (b) Shows the performance of MSM algorithm in predicting the generated time series to capture
the same PU detection sequence in Figure 8.
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problem. We finally showed by the means of simulation that both hidden Markov model and
Markov switching model perform very well in predicting the time series that capture the
actual primary user channel state.
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Abstract

Smartphones equipped with Wi-Fi technology are widely used nowadays. Due to the
need for inexpensive indoor positioning systems (IPSs), many researchers have focused
on Wi-Fi-based IPSs, which use wireless local area network received signal strength (RSS)
data that are collected at distinct locations in indoor environments called reference points.
In this study, a new framework based on symmetric Bregman divergence, which incorpo-
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user’s location. Therefore, a large number of technologies, such as Bluetooth, radiofrequency
identification (RFID), wireless local area network (WLAN or Wi-Fi), magnetic field variations,
ultrasound, Zigbee, and light-emitting diode (LED) light bulbs, have been developed to create
high-accuracy indoor positioning systems (IPS), with Wi-Fi being the most commonly used
technology. Most smartphones can obtain received signal strength (RSS) from the access points
(APs) of WLANs because of the low cost and existing WLAN infrastructure [2, 3]

The IPS algorithm that uses RSS-based indoor localization can be classified into two main
types: log-distance propagation model (PM) algorithms based on the signal and fingerprinting
indoor localization based on the data collected. IPS based on signal propagation is divided into
lateration and angulation. The main idea of lateration estimation is to calculate the distance
between the smartphone and AP using geometry and signal measurement information, such
as the time of arrival (TOA), time difference of arrival (TDOA), and angle of arrival (AOA), of
the incoming signals from APs. In general, propagation signals suffer from non-line-of-sight
(NLOS) multipath signals due to the presence of walls and furniture and the movement of
people. In addition, the signal accuracy decreases if one or more AP coordinates are not
accurately calculated. All of these drawbacks have made it difficult to estimate an object’s
position using signal propagation [4]. Thus, fingerprinting-based localization systems have
been proposed as an alternative technology [5] as they do not require infrastructure. Instead,
they use the existing WLAN in the building and the smartphone, which relies on the spectrum
of the RSS from the APs to the location to estimate the user’s location coordinates.

The fingerprint-based technique is divided into offline and online phases. In the offline phase,
the entire area of interest is divided into a rectangular set of grid points, and at each point, a
site survey is taken by recording the RSS from APs, which is then stored in a database called
the radio map [6–10]. In the online phase, the smartphone collects the RSS from the APs and
sends it to the server to compare the predefined fingerprint of the offline phase with the RSS in
the online phase in order to estimate the location on the grid map, as shown in Figure 1.

The k-nearest neighbor (kNN) algorithm is one of the simplest ways to estimate location; it
depends upon the Euclidean distance to measure the similarity/dissimilarity between the
offline and online phases. Even though this algorithm is easy to implement, it has low accu-
racy. Other methods such as statistical learning and Bayesian modeling have also been used to
estimate the location of an object. Accuracy is one of the most important requirements of IPS.

Mean distance error is typically used as the performance metric and is calculated as the
average Euclidean distance between the actual location and the estimated location.

Recently, an important issue was raised about the variation of signal propagation, namely, the
question of how signals are able to propagate over time in the same place in the presence of
multiple factors, such as physical obstructions, radiofrequency (RF) equipment, and the pres-
ence of human bodies. These factors can lead to attenuation and multipath issues, thereby
causing gradual changes in the signal that can reduce the accuracy of the localization system
[11]. The values stored in fingerprint maps represent the mean value of the received signal
strength indicator (RSSI). Some approaches presume that the RSSI distribution is Gaussian
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[12], whereas others assume a non-Gaussian distribution, such as those described in [13].
Using Wi-Fi localization systems to estimate the location of an object has many advantages
compared with other technologies, such as availability and low cost. However, because the
RSSI signal uses both offline and online phases, hardware variance can significantly degrade
the positional accuracy of these systems. Some studies have investigated this variance; for
example, it was reported in [11] that when using different smartphones to collect RSSI data at
the same time and same location, some phones consistently had higher RSSI values than
others. The orientation of the user can also contribute to the variance of the RSSI signal because
the human body can be a significant attenuator.

This hardware variance problem in Wi-Fi localization has also been noticed in Cisco location
systems [11]; some signals were found to be omitted when a different device was used in the
online phase compared with the offline phase.

This chapter presents the following:

• We propose the use of Jensen-Bregman divergence (JBD) as a WLAN-based method and a
Kullback-Leibler multivariate Gaussian (KLMVG) model. The matching stage was performed
using probability kernels as a regression scheme.

• We propose a procedure with high characterization distribution. The RSS values were taken
from four different orientations (45, 135, 225, and 315�) to prevent body-blocking effects,
with a scan performed for 100 s in each direction to reduce the effects of signal variation.

Figure 1. The offline and online stages of location Wi-Fi-based fingerprinting architecture.
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• JBD and KLMVG outperformed the probabilistic neural network (PNN) and kNN with
respect to the accuracy and the average error distance, indicating that the proposed
combination scheme is more effective in the sensitive environments of WLAN-based
positioning systems.

2. Related work

Global navigation satellite systems (GNSS) such as GLONASS (Russia’s version of GPS), GALI-
LEO, and GPS work well in outdoor environments, but their accuracy can significantly decrease
in indoor environments due to many factors, such as penetration loss, refraction, multipath
propagation, and absorption. Therefore, it is important to develop a system that can work in
indoor environments with high accuracy. To this end, many techniques have been proposed for
IPS in the last decade. In model-based techniques, the location is estimated based on a geomet-
rical model, such as the log-distance path loss (LDPL) model, in which a semi-statistical function
is built on the relationship between the RF propagation function and the RSS value. Several
approaches have been proposed that are trade-offs between accuracy and cost, such as TOA,
TDOA, AOA, andmultidimensional scaling (MDS). MDS is a set of statistical techniques that are
used to visualize the information in order to find similarities/dissimilarities in the data. The
matrix in MDS begins with item-item dissimilarities, and AP-AP distances are determined by a
radio attenuation model [9]. The fingerprinting-based technique depends on matching algo-
rithms (e.g., kNN) that have been used in RADAR [14], which is one of the first Wi-Fi signal
strength-based IPS and is considered the basis of WLAN fingerprinting IPS. Many developed
kNN algorithms have been proposed for determining the similarity/dissimilarity in metrics,
which is usually done using the Manhattan or Euclidean distance, such as in [11–18]. Ref. [19]
proposed a new version of kNN that is more efficient than the probabilistic methods, neural
networks, and traditional kNN, as it relies upon the decision tree of the training phases and takes
into account the average of reference point (RP) measurements instead of needing the entire
dataset to estimate the object’s location. Ref. [20] performed a modified deterministic kNN
technique with Mahalanobis, Manhattan, and Euclidian distances and found the Manhattan
distance to be the most accurate. Recently, the use of probabilistic distribution measurements in
many IPS applications has increased. The authors in [21] pioneered the use of the probabilistic
distribution measurement in IPS and proposed a probabilistic framework by using the Bayesian
network to estimate the location. In [22] the authors used a modified probability neural network
(MPNN) to estimate the coordinates of the object and found that it outperformed the triangula-
tion method. In [23], a kernel method was proposed to estimate the object’s location using a
histogram of the RSSI at the unknown location. In [24], the probability density function (PDF)
was estimated using the Kullback-Leibler divergence (KLD) framework for composite hypothe-
sis testing between the fingerprinting database and the test point, whereas in [25], the authors
assumed that the RSSI distribution was multivariate Gaussian and used the KLD to estimate the
impacts of the RPs on the test point in order to estimate the probability of the closest one and to
identify the coordinates of the test point.
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In [26], the RSS-based Bluetooth low-energy localization technique was used to establish the
fingerprint, after which the KLD was used in probabilistic kernel regression to estimate the
object’s location. The results showed this method to be accurate to approximately 1 m in an
office environment. In general, the KLD kernel regression performs better in a multimodal
distribution. In [27], the KLD was used to estimate the probabilistic kernel of both Gaussian
and non-Gaussian distributions in order to compare them and to determine their limitations.

3. Overall structure of indoor positioning system

We begin with a typical WLAN scenario in which a person carries a smartphone device with
WLAN access and takes RSS measurements from different APs within the College of Engi-
neering and Applied Sciences (CEAS) at Western Michigan University (WMU). It is commonly
assumed that the RSSI from multiple APs is distributed as a multimodal signal, as noted in
[16]. However, in our study, the recorded signal-to-noise ratio for a single device varied
significantly at any one location, with the values differing by as much as 10 dBm. Specifically,
the signal-to-noise values were recorded for 35 min during rush hour for a single AP and in the
same location.

There are many parameters that can affect the shape of the signal, such as reflection, diffraction,
and pedestrian traffic. In this study, we sought to find a scenario that would lead to a better
distribution of the Wi-Fi signal. During the offline phase, a realistic scenario was created that
took into account the variation of the signal. However, because the effects of the body of the
person holding the phone as well as pedestrian traffic can change the variation of the signal, a
recording of the RSS was taken in four directions (45, 135, 225, and 315�) to reduce these
variations. At each RP, a raw set of RSS data were collected as a time sample from the APs in

the area of interest, denoted as q
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This allowed us to obtain the average of the RSS samples over time for different APs,
i ¼ 1, 2, ::…L, j ¼ 1, 2, :…N, where N represents the number of RPs and L is the number of
APs. The variance vector of each RP can be defined as
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During the online phase, the RSS measurement is denoted as
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4. The Kullback-Leibler multivariate Gaussian (KLMvG) model

Another approach, specifically the KLMvG model, has recently been used in fingerprinting-
based methods to estimate the position of the objects. This model exploits the interdepen-
dencies between the RPs, such as the signal model and the geometry that can be quantified to
find the correlations among the RPs. Milioris [29] proposed a KLMvG model to measure the
similarity between the RSS measurements of test points and the RPs, defined as
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where S represents the matrix of RSS values from the different APs at specific locations and j
represents the cell of the fingerprint location where

Sj
�ð Þ ¼ μj
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μj
�ð Þ is the mean of Jth column of the RSS measurement and Σj

�ð Þ represents the covariance

matrix, where Σj j is the determinant of Σ. Now, using a KLMvG model, we can formulate a
probability kernel-based approach. The kernel regression scheme allows us to estimate the
PDF of the training datasets and the true positives (TPs) from the online phase that are used to
estimate the location of the object. The KLMVG model is used to measure the distance between
the likelihood of the input sample and the RPs in order to determine which class it belongs to.
The RSS distribution can be defined as
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where σ is the kernel smoothing factor. The probability will be equal to 1 if p = q, and the
output will decrease when the difference between p and q becomes larger.

Algorithm 1. The Kullback-Leibler multivariate Gaussian positioning method.

1. During the offline phase, RSS measurements are taken at different known locations, and 10 scans with 10 second
time delays are used to generate the Radio Map.

2. During the online phase, RSS measurements are taken at unknown locations of the smartphone.
3. During the online phase, the following steps are performed:

• A database for each RP is set using RSS measurements from different locations.
• The RSS measurements from the APs of smartphones from unknown locations are set in the same way as the

database of the offline phase with respect to the similar media access control (MAC) address.
• The minimum KLMvG is estimated using Eq. 8.
• The previous step is repeated for different APs until the minimum distance is obtained.

4. The maximum outputs to the output layer are transferred.

5. Bregman divergence algorithm formulation

In recent times, approaches that measure the distortion in classes have become more common,
instead of depending on a single distance. Indeed, the analysis of distortion is being used in
many applications of machine learning, computational geometry, and IPS. Using Bregman
divergence to measure the similarity/dissimilarity has recently become an attractive method
because it encapsulates both information-theoretic relative entropy and the geometric Euclid-
ean distance, which is a meta-algorithm [30]. The Bregman distance Dφ between two sets of
convex space data, p = (p1, …, pd) and q = (q1, …, qd), that is associated with φ (defined as a
strictly convex and differentiable function) can be defined as

Dφ p; qð Þ ¼ φ pð Þ � φ qð Þ � ∇φ pð Þ; p� qh i (9)

where :; :h i denotes the dot product:
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and ∇φ pð Þ denotes the gradient decent operator:
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(11)

The Bregman divergence unifies the statistical KLD with the squared Euclidean distance by
defining the distortion measurement in classes:

• The Euclidean distance is obtained from the Bregman divergence by considering the convex

function as φ pð Þ ¼Pd
i�1 pi

2 ¼ p; ph i, which is the parabolic potential function in Figure 2.
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matrix, where Σj j is the determinant of Σ. Now, using a KLMvG model, we can formulate a
probability kernel-based approach. The kernel regression scheme allows us to estimate the
PDF of the training datasets and the true positives (TPs) from the online phase that are used to
estimate the location of the object. The KLMVG model is used to measure the distance between
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where σ is the kernel smoothing factor. The probability will be equal to 1 if p = q, and the
output will decrease when the difference between p and q becomes larger.

Algorithm 1. The Kullback-Leibler multivariate Gaussian positioning method.

1. During the offline phase, RSS measurements are taken at different known locations, and 10 scans with 10 second
time delays are used to generate the Radio Map.

2. During the online phase, RSS measurements are taken at unknown locations of the smartphone.
3. During the online phase, the following steps are performed:

• A database for each RP is set using RSS measurements from different locations.
• The RSS measurements from the APs of smartphones from unknown locations are set in the same way as the

database of the offline phase with respect to the similar media access control (MAC) address.
• The minimum KLMvG is estimated using Eq. 8.
• The previous step is repeated for different APs until the minimum distance is obtained.

4. The maximum outputs to the output layer are transferred.

5. Bregman divergence algorithm formulation

In recent times, approaches that measure the distortion in classes have become more common,
instead of depending on a single distance. Indeed, the analysis of distortion is being used in
many applications of machine learning, computational geometry, and IPS. Using Bregman
divergence to measure the similarity/dissimilarity has recently become an attractive method
because it encapsulates both information-theoretic relative entropy and the geometric Euclid-
ean distance, which is a meta-algorithm [30]. The Bregman distance Dφ between two sets of
convex space data, p = (p1, …, pd) and q = (q1, …, qd), that is associated with φ (defined as a
strictly convex and differentiable function) can be defined as

Dφ p; qð Þ ¼ φ pð Þ � φ qð Þ � ∇φ pð Þ; p� qh i (9)

where :; :h i denotes the dot product:
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and ∇φ pð Þ denotes the gradient decent operator:
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The Bregman divergence unifies the statistical KLD with the squared Euclidean distance by
defining the distortion measurement in classes:

• The Euclidean distance is obtained from the Bregman divergence by considering the convex

function as φ pð Þ ¼Pd
i�1 pi

2 ¼ p; ph i, which is the parabolic potential function in Figure 2.
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• The KLD is also a Bregman divergence if the convex function used is φ pð Þ ¼Pd
i�1 pilogpi,

which is defined as negative Shannon entropy. The KLD is defined for two discrete
distributions as

KL pkqð Þ ¼
X

s
p S ¼ sð Þlog p S ¼ sð Þ

q S ¼ sð Þ
� �

(12)

In information theory, the Shannon differential entropy measures the amount of uncertainty of
a random variable:

H pð Þ ¼ plog
1
p

(13)

The KLD is equal to the cross entropy of two discrete distributions minus the Shannon
differential entropy [31]:
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where Hx is the cross-entropy:
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and S is the set of vectors of the RSS. In general, the Bregman divergence is not symmetrical,
but it can symmetrize as follows:

Figure 2. The Bregman divergence represents the vertical distance between the potential function and the hyperplane at q.
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In the same manner, Jeffreys’ divergence symmetrizes the oriented KLD as follows:
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Such information-theoretic divergence has two major drawbacks: first, the output can be
undefined if q = 0 and p 6¼ 0, and second, the J-divergence is not bound by terms of metric
distance. To avoid these drawbacks and avoid the log(0) or to divide by 0, the authors in [32]
proposed a new divergence called K-divergence:

K pkqð Þ ¼ KL p;
pþ q
2

� �
(21)

By introducing the K-divergence, [30] produced the Jensen-Shannon divergence (JSD) as
follows:
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The JSD can be defined, bound by an L1-metric, and finite. In the same vein, the Bregman
divergence can be symmetrized as

SDφ p; qð Þ ¼ 1
2

Dφ p;
qþ p
2

� �
þDφ q;

qþ p
2

� �� �
(25)

¼
φ pð Þ þ φ qj

� �

2
� φ

pþ qj
2

� �
(26)

for d-dimensional multivariate data:
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where q represents the fingerprint dataset and p, which is the dataset of the test points,
represents the APs that the mobile device received. Because φ is a strictly convex func-
tion and SD p; qð Þ equals zero if and only if p = q, this family of distortions is termed JSD.
The geometric interpretation is represented in Figure 3, where divergence represents
the vertical distance between pþq

2

� �
;φ pþq

2

� �� �
and the midpoint of the segment p;φ pð Þð Þ;½

q;φ qð Þð Þ�.
In general, for a positive definite matrix, the Jensen-Bregman divergence contains the general-
ized quadratic distance, which is known as the Mahalanobis distance:
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To improve accuracy, we present Algorithm 2:

Figure 3. Interpreting the Jensen-Bregman divergence.
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Algorithm 2. The Kullback-Leibler multivariate Gaussian positioning method

1. During the offline phase, RSS measurements are taken at different known locations, and 10 scans with 10 second
time delays are used to generate the Radio Map.

2. During the online phase, RSS measurements are taken from unknown locations of the smartphone.
3. During the online phase, the following steps are performed:

• A database for each RP is set using RSS measurements from different locations.
• The RSS measurements from the APs of smartphones from unknown locations are set in the same way as the

database of the offline phase with respect to the similar media access control (MAC) address.
• The minimum symmetric Bregman divergence is estimated using Eq. 27.
• The previous step is repeated for different APs until the minimum distance is obtained.

4. The maximum outputs are transferred to the output layer.

6. Performance analysis

The proposed algorithm evaluations will be presented in the subsequent subsections; the
algorithms were implemented on the first floor of the CEAS at WMU. To collect the data
sample, a Samsung S5 smartphone with operating system 4.4.2 was used. The proposed
algorithms were implemented on an HP Pavilion using Java software with an Eclipse frame-
work. Cisco Linksys E2500 Advanced Simultaneous Dual-Band Wireless-N Routers were used
in the area of interest. Most of this work discounted the variation of the RSS from the APs.

To evaluate the performance of the different fingerprinting techniques, the localization error
was computed as the Euclidean distance between the actual reported coordinates of the test
points and the coordinates of the mobile user during the online phase. The number of RSS of
the APs and the number of nearest neighbors were noted, as they can affect the accuracy of the
algorithms. The number of APs can play an important role in the accuracy of the distance error,
which can distinguish near RPs from those further away.

To evaluate the performance of the different fingerprinting techniques, the localization error
was computed as the Euclidean distance between the actual reported coordinates of the test
points and the coordinates of the mobile user during the online phase. The number of RSS of
the APs and the number of nearest neighbors were noted, as they can affect the accuracy of the
algorithms. The number of APs can play an important role in the accuracy of the distance error,
which can distinguish near RPs from those further away.

In order to measure the impact of the APs on the accuracy, we used a specific number of
nearest neighbors with a variety of APs. However, that resulted in a longer RSS scanning
interval, which slowed the process down. As a result, the online phase comprised five time
samples, which took 1 s for Wi-Fi scanning on the device. To investigate the accuracy of our
proposed algorithm, different algorithms were used, such as PNN and KNN, and compared
with our proposed algorithm. Different numbers of nearest neighbors were used to estimate
the location of the object and to evaluate the performance of our system framework.
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where q represents the fingerprint dataset and p, which is the dataset of the test points,
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Algorithm 2. The Kullback-Leibler multivariate Gaussian positioning method

1. During the offline phase, RSS measurements are taken at different known locations, and 10 scans with 10 second
time delays are used to generate the Radio Map.

2. During the online phase, RSS measurements are taken from unknown locations of the smartphone.
3. During the online phase, the following steps are performed:

• A database for each RP is set using RSS measurements from different locations.
• The RSS measurements from the APs of smartphones from unknown locations are set in the same way as the

database of the offline phase with respect to the similar media access control (MAC) address.
• The minimum symmetric Bregman divergence is estimated using Eq. 27.
• The previous step is repeated for different APs until the minimum distance is obtained.

4. The maximum outputs are transferred to the output layer.

6. Performance analysis

The proposed algorithm evaluations will be presented in the subsequent subsections; the
algorithms were implemented on the first floor of the CEAS at WMU. To collect the data
sample, a Samsung S5 smartphone with operating system 4.4.2 was used. The proposed
algorithms were implemented on an HP Pavilion using Java software with an Eclipse frame-
work. Cisco Linksys E2500 Advanced Simultaneous Dual-Band Wireless-N Routers were used
in the area of interest. Most of this work discounted the variation of the RSS from the APs.

To evaluate the performance of the different fingerprinting techniques, the localization error
was computed as the Euclidean distance between the actual reported coordinates of the test
points and the coordinates of the mobile user during the online phase. The number of RSS of
the APs and the number of nearest neighbors were noted, as they can affect the accuracy of the
algorithms. The number of APs can play an important role in the accuracy of the distance error,
which can distinguish near RPs from those further away.

To evaluate the performance of the different fingerprinting techniques, the localization error
was computed as the Euclidean distance between the actual reported coordinates of the test
points and the coordinates of the mobile user during the online phase. The number of RSS of
the APs and the number of nearest neighbors were noted, as they can affect the accuracy of the
algorithms. The number of APs can play an important role in the accuracy of the distance error,
which can distinguish near RPs from those further away.

In order to measure the impact of the APs on the accuracy, we used a specific number of
nearest neighbors with a variety of APs. However, that resulted in a longer RSS scanning
interval, which slowed the process down. As a result, the online phase comprised five time
samples, which took 1 s for Wi-Fi scanning on the device. To investigate the accuracy of our
proposed algorithm, different algorithms were used, such as PNN and KNN, and compared
with our proposed algorithm. Different numbers of nearest neighbors were used to estimate
the location of the object and to evaluate the performance of our system framework.
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Figure 4 shows the impact of different APs when five nearest neighbors were used. The lowest
localization error was obtained when 22 APs were used: 0.98 m for kJBD, 1.12 m for kJSD,
1.16 m for KLMvG, 1.34 m for PNN, and 1.38 m for kNN. Greater accuracy was obtained when
more nearest neighbors were used, as illustrated in Figure 5.

The lowest localization accuracy was also obtained when 22 APs were used: 0.92 m for kJBD,
1.01 m for kJSD, 1.02 m for KLMvG, 1.097 m for PNN, and 1.19 m for kNN. More improve-
ments in system accuracy were noticed when 80 nearest neighbors were used: 0.865 m for
kJBD, 0.96 m for kJSD, 0.99 m for KLMvG, 0.995 m for PNN, and 1.12 m for kNN, as shown in
Figure 6.

Figure 7 illustrates the corresponding cumulative probability distributions of the localization
error for the three methods. In particular, the median errors for kJBD were 0.89 m, 0.98 m for
kJSD, and 1.02 m for KLMvG. Furthermore, an accuracy of 90% was achieved at 2.13 m for
KLMvG and 1.93 m for kJSD, with the best accuracy obtained at 2.13 m for kJSD.

To validate our work, a comparison was made between the proposed algorithms with other
algorithms from prior works, such as kNN [14], compressive sensing [28], and the kernel-
based method [33], as illustrated in Table 1.

Figure 4. Error distance estimation with respect to APs with five nearest neighbors.
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Figure 5. Error distance estimation with respect to APs with 20 nearest neighbors.

Figure 6. Error distance estimation with respect to APs with 80 nearest neighbors.
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Figure 5. Error distance estimation with respect to APs with 20 nearest neighbors.

Figure 6. Error distance estimation with respect to APs with 80 nearest neighbors.

Machine Learning Algorithm for Wireless Indoor Localization
http://dx.doi.org/10.5772/intechopen.74754

153



7. Conclusion

IPS incorporates the power of GPS and indoor mapping and has many potential applications,
for example, by emergency healthcare services, by people with impaired vision, and for
navigating unfamiliar complex buildings where it is easy to get disoriented or lost (e.g., malls,
airports, subways). A fingerprint map was created for a segment of the CEAS in order to
utilize the relationship between different RSS readings. Different algorithms were used and
compared using different approaches, including kNN and PNN, and their performances
assessed for a number of APs. The results were quite adequate for the indoor environment
with an average error of less than 1 m. The kJBD had the highest accuracy when there were 80

Figure 7. Experiment results: the CDF of localization error when using 80 nearest neighbors.

Technique Median [m] Accuracy 90% [m]

kNN [10] 1.8 3.7

Kernel-based [28] 1.6 3.6

CS-based [27] 1.5 2.7

KLMVG 1.02 2.13

kJSD 0.98 1.93

kJBD 0.89 1.85

Table 1. Position error statistic.
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prediction error distributions and quantifying the localization variation of Wi-Fi signal distri-
bution in space
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Abstract

Malaria is a life-threatening disease caused by parasites that are transmitted to people
through the bites of infected mosquitoes. Automation of the diagnosis process will enable
accurate diagnosis of the disease and hence holds the promise of delivering reliable health-
care to resource-scarce areas. Machine learning technologies have been used for automated
diagnosis of malaria. We present some of our recent progresses on highly accurate classifi-
cation of malaria-infected cells using deep convolutional neural networks. First, we describe
image processing methods used for segmentation of red blood cells fromwholeslide images.
We then discuss the procedures of compiling a pathologists-curated image dataset for
training deep neural network, as well as data augmentation methods used to significantly
increase the size of the dataset, in light of the overfitting problem associated with training
deep convolutional neural networks. We will then compare the classification accuracies
obtained by deep convolutional neural networks through training, validating, and testing
with various combinations of the datasets. These datasets include the original dataset
and the significantly augmented datasets, which are obtained using direct interpolation, as
well as indirect interpolation using automatically extracted features provided by stacked
autoencoders. This chapter ends with a discussion of further research.

Keywords: deep learning, convolutional neural network, autoencoders,
data augmentation, classification, wholeslide images, malaria

1. Introduction

Malaria is a widespread disease that has claimed millions of lives all over the world. According
to the World Health Organization, approximately 438,000 deaths result from 214 million
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infections in 2015 [1]. Endemic regions with widespread disease include Africa and South-East
Asia. In these and other parts of the world where malaria mortality is significant, necessary
resources such as reliable prevention, healthcare, and hygiene are far from adequate [1]. In
most cases, the only available method of malaria diagnosis is manual examination of the
microscopic slide [2]. In order to provide reliable diagnosis, extensive experience and training
are required. Unfortunately, such specialized human resources are very often limited in rural
areas where malaria has a marked predominance. Also, manual microscopy is subjective and
suffers from a lack of standardization. This problem is further exacerbated by the large size of
microscopic wholeslide images, which require a lengthy scanning.

1.1. The need for an automated malaria diagnosis process

The issues associated with manual diagnosis present the case for automation of the malaria
diagnosis process. The automation of the diagnosis process will ensure accurate diagnosis of
the disease and hence holds the promise of delivering reliable health-care to resource-scarce
areas. Hence, rural areas suffering from lack of specialized infrastructure and trained man-
power can benefit greatly from automated diagnosis. Automating the diagnosis of malaria
involves adapting the methods, expertise, practices, and knowledge of conventional micros-
copy to a computerized system structure [3]. Early detection of malaria is essential for ensuring
proper diagnosis and increasing chances of cure. In consideration of the severity and the
number of fatalities claimed by this disease, it is rational to accept potential small implemen-
tation errors introduced by an automated system. An automated system consists of stream-
lined image processing techniques for initial filtering and segmentation and suite of pattern
recognition and/or machine learning algorithms directed toward robustly recognizing infected
cells in a light or wholeslide microscopic image [4]. Previous studies have shown that the
degree of agreement between clinicians on the severity of the disease in a given patent’s
sample is very low. Hence, a computer-assisted system as a decision support system can be
paramount to faster and reliable diagnosis. It can help provide a benchmark and standardized
way of measuring the degree of infection of the disease [5].

1.2. Wholeslide images for computer-aided malaria infection classification

Among recent works on computer-aid diagnosis, two types of images have found prevalent
use: light microscopic images and wholeslide images. The former has been in existence since a
longer time frame compared to the latter, which has come into popular adoption recently.
Because of recent advancements in computing power, improved cloud-based services and
robust algorithms have enabled the widespread use of wholeslide images. For conventional
light microscopy, the patient tissue image is acquired by means of incision and then examined
under a light microscope. A diagnostic conclusion is arrived upon based interpretation of
multiple slide samples [6]. This type of examination does not provide a good sensitivity and
specificity for malaria diagnosis [7]. With an aim to standardize slide interpretations,
wholeslide images were introduced. The wholeslide image is obtained by scanning an entire
slide in one pass. The final image consists of several component images obtained by scanning
the areas under the respective fields of sight of the microscope and stitched together. The most
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widely used methods of scanning include tile scanning and line scanning. In tile scan, the
component images are obtained in the form of 512 � 512 tiles. In the line scan method, the
component images are generated in a strip-scan fashion.

The file sizes of the wholeslide images are governed by the objective of the lens while scanning.
Wholeslide images scanned 40� objective give rise to substantially large file size, for instance,
approximately 2 GB. Magnification beyond the maximum level can result in pixelation [8].
Wholeslide images can be decomposed into a pyramid structure of different resolutions. The
image at each magnification level is broken down into smaller constituent tiles and stored in
respective folders. The image pyramid allows for real-time viewing of wholeslide images. The
zoom levels are precalculated and stored in the metadata associated with the file [9]. Each tile
can be viewed and analyzed individually. Figure 1 shows an illustration [10]. The process of

Figure 1. (a) Image pyramid of the DeepZoom structure. Example image tiles at various DeepZoom pyramid resolutions
(b) Level 14, (c) Level 15, and (d) Level 16. Each tile image is 258 � 258, and magnification is 100�.
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examining a wholeslide image is termed as “virtual microscopy”, since analysis and examina-
tion can be performed through compatible software virtually on the computer. The DeepZoom
structure is favorable in terms of storage and transmission. This arrangement of the original
wholeslide image allows for smooth loading and panning using multiresolution images. Ini-
tially upon loading, a low-resolution version of the image is displayed. The higher resolution
details get blended into the image as they become available. Thus, while viewing the image in
DeepZoom, the user experiences a blurred image to sharp image transition. In terms of
transmission, the DeepZoom structure is bandwidth efficient. Since, initially, a coarse low-
resolution version is transmitted, the bandwidth overhead is reduced. At each level, each tile
can be worked on individually [11].

1.3. Classification of malaria-infected red blood cells using deep learning

There has recently been an increasing amount of studies devoted to the application of computer
vision and machine learning technologies to the automated diagnosis of malaria. Among the
most recent related work [12–16], an automated analysis method was presented in [14] for
detection and staging of red blood cells (RBCs) infected by the malaria parasite. In order to
classify RBCs, three different types of machine learning algorithms were tested for prediction
accuracy and speed as RBC classifiers. In [12], the authors built a low-cost automated digital
microscope coupled with a set of computer vision and classification algorithms. Support vector
machine (SVM) has been applied to detect malaria-infected cells using provided handcrafted
features. In our prior work [17], we sought the best features from a set of 76 features organized
into five categories extracted from the input data, in order to optimize SVM-based classification
of wholeslide malarial smear images. We found that the binary SVM classifier yielded a superla-
tive accuracy of 95.5% if the feature-selection is based on Kullback-Leibler distance. In contrast,
deep learning has appeared as a genre of machine learning algorithms, which attempt to solve
problems by learning abstraction in data following a stratified description paradigm based on
non-linear transformation architectures. Recent advances in deepmachine learning provide tools
to automatically classify images and objects with (and occasionally exceeding) human-level
accuracy. A key advantage of deep learning is its ability to perform semi-supervised or
unsupervised feature extraction over massive datasets.

Deep learning has found exciting new applications in biomedicine [18], genomic medicine [19],
bioinformatics [20], and medical imaging analysis [21–28]. However, there has been very
sparse work on applying deep learning methods to computer-assisted malaria infection detec-
tion. In [16] were described point-of-care diagnostics using microscopes and smartphones,
where deep convolutional neural network (CNN) was employed to identify image patches
suspected to contain malaria-infected RBCs. The detection accuracy is similar to the results
achieved with deep learning [15], where a CNN (with three convolutional layers and two fully
connected layers) achieved a precision of 95.31% using images from dedicated microscope
cameras [16]. Nevertheless, deep learning methods typically involve the calculation of tens of
thousands of parameters, which in turn require large training datasets that may not be readily
available. Thus, many commonly used machine learning methods such as support vector
machine can outperform deep learning methods when experimental data is scarce. When the
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datasets are not sufficiently large, one of the major challenges with training deep CNNs is to
deal with the risk of overfitting. When training error is low but the test error is high, the model
fails to learn a proper generalization of knowledge contained in data [18]. There are ways to
regularize the deep network, such as randomized pruning of excessive connectivity, but
overfitting is still a threat with small image datasets, especially with unbiased data.

In this chapter, we present some of our recent progresses on highly accurate classification of
malaria-infected cells using deep convolutional neural networks. We will discuss the proce-
dures of compiling a pathologists-curated image dataset for training deep neural network, as
well as data augmentation methods used to significantly increase the size of the dataset, in
light of the overfitting problem associated with training deep convolutional neural networks.
In the next section, we describe image processing methods used for segmentation of red blood
cells from wholeslide images.

2. Cell image pre-processing and compilation of dataset for deep learning

The images used in this work were wholeslide images provided in the PEIR-VM repository
built by the University of Alabama in Birmingham. The original whole slide image data
contain significant amount of redundant information. In order to achieve good classification
accuracy, image segmentation and de-noising are needed to extract only blood cells and
remove those redundant image pixels simultaneously. Several effective image processing
techniques were used to accurately segment tiles into individual cells.

2.1. Image pre-processing tasks

Most image tiles may easily be visualized as having no malaria-infected cells, so preselection of
noninfected tiles can be used to significantly reduce overall processing runtime. Given the
contrast between the darkly purple/blue-stained nuclei of malaria and the light pink color of
normal cells, pixel color information is used for preliminary selection of “infected” tiles. In
order to estimate the color of infected cells, we conducted statistical analysis on the collected
cell pixels. The maximal and minimal RGB values of infected cells were selected as two
thresholds for “suspect” tiles. Considering the risk of excluding infected cells, we expanded
the selected RGB value range to include more tiles. In this work, 24,648 of the original 85,094
tiles (29%) were marked as suspect and require further analysis.

For the suspected tile, thresholding is performed on the binarized image using Otsu’s method.
An example is shown in Figure 2. We can see that noise not only exists in the image back-
ground but also inside RBCs. A series of morphological steps were applied to fill the isolated
dots and holes to finally obtain the individual cell samples.

In our work, only RBCs will provide features in the wholeslide image to the following classi-
fication. Therefore, we only keep RBCs and remove everything else using a combination of
morphological operations. After all RBCs are processed, we then obtain all clean RBC samples
for further classification. Figure 3 shows some normal and infected RBC samples.
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wholeslide image allows for smooth loading and panning using multiresolution images. Ini-
tially upon loading, a low-resolution version of the image is displayed. The higher resolution
details get blended into the image as they become available. Thus, while viewing the image in
DeepZoom, the user experiences a blurred image to sharp image transition. In terms of
transmission, the DeepZoom structure is bandwidth efficient. Since, initially, a coarse low-
resolution version is transmitted, the bandwidth overhead is reduced. At each level, each tile
can be worked on individually [11].
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tive accuracy of 95.5% if the feature-selection is based on Kullback-Leibler distance. In contrast,
deep learning has appeared as a genre of machine learning algorithms, which attempt to solve
problems by learning abstraction in data following a stratified description paradigm based on
non-linear transformation architectures. Recent advances in deepmachine learning provide tools
to automatically classify images and objects with (and occasionally exceeding) human-level
accuracy. A key advantage of deep learning is its ability to perform semi-supervised or
unsupervised feature extraction over massive datasets.

Deep learning has found exciting new applications in biomedicine [18], genomic medicine [19],
bioinformatics [20], and medical imaging analysis [21–28]. However, there has been very
sparse work on applying deep learning methods to computer-assisted malaria infection detec-
tion. In [16] were described point-of-care diagnostics using microscopes and smartphones,
where deep convolutional neural network (CNN) was employed to identify image patches
suspected to contain malaria-infected RBCs. The detection accuracy is similar to the results
achieved with deep learning [15], where a CNN (with three convolutional layers and two fully
connected layers) achieved a precision of 95.31% using images from dedicated microscope
cameras [16]. Nevertheless, deep learning methods typically involve the calculation of tens of
thousands of parameters, which in turn require large training datasets that may not be readily
available. Thus, many commonly used machine learning methods such as support vector
machine can outperform deep learning methods when experimental data is scarce. When the
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datasets are not sufficiently large, one of the major challenges with training deep CNNs is to
deal with the risk of overfitting. When training error is low but the test error is high, the model
fails to learn a proper generalization of knowledge contained in data [18]. There are ways to
regularize the deep network, such as randomized pruning of excessive connectivity, but
overfitting is still a threat with small image datasets, especially with unbiased data.

In this chapter, we present some of our recent progresses on highly accurate classification of
malaria-infected cells using deep convolutional neural networks. We will discuss the proce-
dures of compiling a pathologists-curated image dataset for training deep neural network, as
well as data augmentation methods used to significantly increase the size of the dataset, in
light of the overfitting problem associated with training deep convolutional neural networks.
In the next section, we describe image processing methods used for segmentation of red blood
cells from wholeslide images.

2. Cell image pre-processing and compilation of dataset for deep learning

The images used in this work were wholeslide images provided in the PEIR-VM repository
built by the University of Alabama in Birmingham. The original whole slide image data
contain significant amount of redundant information. In order to achieve good classification
accuracy, image segmentation and de-noising are needed to extract only blood cells and
remove those redundant image pixels simultaneously. Several effective image processing
techniques were used to accurately segment tiles into individual cells.

2.1. Image pre-processing tasks

Most image tiles may easily be visualized as having no malaria-infected cells, so preselection of
noninfected tiles can be used to significantly reduce overall processing runtime. Given the
contrast between the darkly purple/blue-stained nuclei of malaria and the light pink color of
normal cells, pixel color information is used for preliminary selection of “infected” tiles. In
order to estimate the color of infected cells, we conducted statistical analysis on the collected
cell pixels. The maximal and minimal RGB values of infected cells were selected as two
thresholds for “suspect” tiles. Considering the risk of excluding infected cells, we expanded
the selected RGB value range to include more tiles. In this work, 24,648 of the original 85,094
tiles (29%) were marked as suspect and require further analysis.

For the suspected tile, thresholding is performed on the binarized image using Otsu’s method.
An example is shown in Figure 2. We can see that noise not only exists in the image back-
ground but also inside RBCs. A series of morphological steps were applied to fill the isolated
dots and holes to finally obtain the individual cell samples.

In our work, only RBCs will provide features in the wholeslide image to the following classi-
fication. Therefore, we only keep RBCs and remove everything else using a combination of
morphological operations. After all RBCs are processed, we then obtain all clean RBC samples
for further classification. Figure 3 shows some normal and infected RBC samples.

Classification of Malaria-Infected Cells Using Deep Convolutional Neural Networks
http://dx.doi.org/10.5772/intechopen.72426

163



2.2. Construction of an image dataset

There is no sufficiently large, high-quality image dataset of pathologically annotated cell
images available to fully train multiple-layer neural networks. The only reasonably large,
publicly available dataset in [16] we are aware of contains only 2703 images. However, these
images were taken from thick blood smears, showing blurry patches rather than extractable
RBCs found in high-resolution wholeslide images scanned from thin blood smears. Therefore,
we worked with a team of pathologists to construct a dataset. After the data preprocessing, we
randomly selected a large number of cell images and provided them to pathologists at the
University of Alabama at Birmingham. The entire whole slide image dataset have been
divided into four segments evenly. Each of four pathologists is assigned with two segments
so that each cell image will be viewed and labeled by at least two experienced pathologists.
One cell image can only be considered as infected and included in our final dataset if all the
reviewers mark it positively whereas it will be excluded otherwise. The same selection rule
also applies to the normal cells in our dataset.

Figure 2. Steps of image pre-processing. (a) An image tile of interest; (b) Otsu thresholded image; and (c) morphologically
filled image.

Figure 3. Some example segmented red blood cell images. (Upper row) normal cells and (lower row) infected cells.
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3. Convolution neural network

Convolutional neural network is an artificial neural network inspired by the animal visual
system [29]. Convolutional layer, pooling layer, and fully connection layer are the three main
types of layers used to construct the CNN architecture. Compared to traditional neural net-
works, CNNs can extract features without losing much spatial correlations of the input. Each
layer consists of neurons that have learnable weights and biases. The optimal model is
achieved after feeding data into the network and minimizing the loss function at the top layer.
Several different architectures of CNN have been proposed. In this work, we used LeNet-5.
LeNet-5 [30] was first used in handwritten digit recognition and achieved an impressive error
rate as low as 0.8%. Figure 4 shows the architecture of the LeNet-5 convolutional neural
network used for classification of the red blood cell images.

One of the major challenges of the research is that the current image dataset is still too small,
which could lead to overfitting when used for training deep convolutional neural network. To
this end, we consider data augmentation. More similar images can be added to the dataset by
applying to the existing images operations such as rotation, translation, flip, zoom, and color
perturbations. Other methods include data augmentation in the spatial domain by learning the
statistical models of data transformation [31], as well as data augmentation through interpola-
tion and extrapolation in the feature domain ([32, 33]). In the following, we present our work
in augmenting the image dataset of the red blood cells and discuss the impact of the data
augmentation on the image classification accuracies using deep convolutional neural network.

4. Image data augmentation

The set of infected red blood cell images has 800 images, each with size of 50�50�3 (for red,
green, and blue channels). Only the red channel pixel values were used. Since we want to

Figure 4. LeNet-5 convolutional neural network architecture. There are two convolution layers (C1 and C3), two
subsampling (pooling) layers (S2 and S4), and two fully connected layers.
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images were taken from thick blood smears, showing blurry patches rather than extractable
RBCs found in high-resolution wholeslide images scanned from thin blood smears. Therefore,
we worked with a team of pathologists to construct a dataset. After the data preprocessing, we
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University of Alabama at Birmingham. The entire whole slide image dataset have been
divided into four segments evenly. Each of four pathologists is assigned with two segments
so that each cell image will be viewed and labeled by at least two experienced pathologists.
One cell image can only be considered as infected and included in our final dataset if all the
reviewers mark it positively whereas it will be excluded otherwise. The same selection rule
also applies to the normal cells in our dataset.
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Machine Learning - Advanced Techniques and Emerging Applications164

3. Convolution neural network

Convolutional neural network is an artificial neural network inspired by the animal visual
system [29]. Convolutional layer, pooling layer, and fully connection layer are the three main
types of layers used to construct the CNN architecture. Compared to traditional neural net-
works, CNNs can extract features without losing much spatial correlations of the input. Each
layer consists of neurons that have learnable weights and biases. The optimal model is
achieved after feeding data into the network and minimizing the loss function at the top layer.
Several different architectures of CNN have been proposed. In this work, we used LeNet-5.
LeNet-5 [30] was first used in handwritten digit recognition and achieved an impressive error
rate as low as 0.8%. Figure 4 shows the architecture of the LeNet-5 convolutional neural
network used for classification of the red blood cell images.

One of the major challenges of the research is that the current image dataset is still too small,
which could lead to overfitting when used for training deep convolutional neural network. To
this end, we consider data augmentation. More similar images can be added to the dataset by
applying to the existing images operations such as rotation, translation, flip, zoom, and color
perturbations. Other methods include data augmentation in the spatial domain by learning the
statistical models of data transformation [31], as well as data augmentation through interpola-
tion and extrapolation in the feature domain ([32, 33]). In the following, we present our work
in augmenting the image dataset of the red blood cells and discuss the impact of the data
augmentation on the image classification accuracies using deep convolutional neural network.

4. Image data augmentation

The set of infected red blood cell images has 800 images, each with size of 50�50�3 (for red,
green, and blue channels). Only the red channel pixel values were used. Since we want to

Figure 4. LeNet-5 convolutional neural network architecture. There are two convolution layers (C1 and C3), two
subsampling (pooling) layers (S2 and S4), and two fully connected layers.
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evaluate the quality of the augmented data set, we used only half of the infected cell images
(400 images) for data augmentation, with the remaining 400 images untouched. The same
configuration applies to the set of normal red blood cell images, which contains 4000 images.
Only half (2000 images) of the dataset were used for augmentation.

We first describe the algorithms for data augmentation by using image interpolation in the
spatial domain (Section 4.1), and in the feature domain (Section 4.2), respectively. As a com-
parison, we then present some example read blood cell images to show the effect of image
interpolation in the spatial and feature domains at the end of Section 4.2.

4.1. Image interpolation in the spatial domain

For any two images A and B in the dataset, we can generate a new image by finding a
weighted average C. Specifically, the pixel at location i; jð Þ in C can be obtained by

C i; jð Þ ¼ min A i; jð Þ;B i; jð Þ½ � þ k� max A i; jð Þ;B i; jð Þ½ � �min A i; jð Þ;B i; jð Þ½ �f g, (1)

where k is a weight ranging between 0 and 1. It can be seen that C i; jð Þ ¼ min A i; jð Þ;B i; jð Þ½ � for
k = 0; C i; jð Þ ¼ max A i; jð Þ;B i; jð Þ½ � for k = 1. By varying the k values, for example, from 0 to 1 with
a step size of 0.1, we can create 11 different images for any two input images. Assume the

number of images in the dataset to be augmented is N, we can generate 11N N�1ð Þ
2 images, which

can lead to a much enlarged dataset.

4.2. Image interpolation in the feature domain

To obtain the features of the red blood cell images, we used Hinton’s autoencoder [34], which
in essence is artificial neural network that performs unsupervised learning on the input data
[35]. In the encoding phase, low-dimensional representations of the input data are learned
through training the neural network. These learned representations are extracted features of
the input image. The features can then be used to reconstruct the original data (decoding). The
training algorithm will seek to optimize the neural network by minimizing the reconstruction
loss as a cost function on sufficiently large amount of data. Moreover, a deep neural network
can be constructed by concatenating multiple autoencoders. This would allow for a hierarchi-
cal representation of the data through a multilayer architecture. In [34], the Restricted
Boltzmann Machine (RBM) was used as an autoencoder, which serves as a building block of a
deep autoencoder network. Each RBM was pretrained and unrolled. Then, back propagation
was carried out to fine-tune the entire stacked autoencoder based on cross entropy as the cost
function.

In our implementation, the numbers of neurons in each of the four layers are 2500-1500-500-30.
The maximum number of epochs for training the autoencoder was set to 1000, and back propa-
gation was set to 500 iterations. Figure 5 shows the architecture of the stacked autoencoders and
autodecoders, where data interpolation is performed on the 30-point feature vectors. Figure 6
shows some examples of reconstructed images.
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For any two images A and B in the dataset, two 30-point feature vectors FA and FB can be
obtained by the stacked autoencoders that have been trained. Similar to the image interpola-
tion in the spatial domain, we can generate a new 30-point vector FC by finding a weighted
average. Specifically, the pixel at location i; jð Þ in C can be obtained by

FC ¼ min FA; FB½ � þ k� max FA; FB½ � �min FA; FB½ �f g, (2)

where k is a weight varied between 0 and 1 with a step size of 0.1. The newly generated feature
vectors are then fed into the trained autodecoders to reconstruct the image C in the spatial
domain.

Figure 5. A four-layer stacked autoencoders and autodecoders used to extract the 30-point features of the input image in
an unsupervised learning manner. After network training, interpolation of the input images is performed using their 30-
point features. The resulting feature vector was then used to reconstruct the red blood cell image by the autodecoders.

Figure 6. Original images (top row) and the reconstructed images (bottom row) using the stacked autodecoders. (a)
Malaria-infected cells and (b) normal cells.
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evaluate the quality of the augmented data set, we used only half of the infected cell images
(400 images) for data augmentation, with the remaining 400 images untouched. The same
configuration applies to the set of normal red blood cell images, which contains 4000 images.
Only half (2000 images) of the dataset were used for augmentation.

We first describe the algorithms for data augmentation by using image interpolation in the
spatial domain (Section 4.1), and in the feature domain (Section 4.2), respectively. As a com-
parison, we then present some example read blood cell images to show the effect of image
interpolation in the spatial and feature domains at the end of Section 4.2.
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a step size of 0.1, we can create 11 different images for any two input images. Assume the

number of images in the dataset to be augmented is N, we can generate 11N N�1ð Þ
2 images, which

can lead to a much enlarged dataset.

4.2. Image interpolation in the feature domain

To obtain the features of the red blood cell images, we used Hinton’s autoencoder [34], which
in essence is artificial neural network that performs unsupervised learning on the input data
[35]. In the encoding phase, low-dimensional representations of the input data are learned
through training the neural network. These learned representations are extracted features of
the input image. The features can then be used to reconstruct the original data (decoding). The
training algorithm will seek to optimize the neural network by minimizing the reconstruction
loss as a cost function on sufficiently large amount of data. Moreover, a deep neural network
can be constructed by concatenating multiple autoencoders. This would allow for a hierarchi-
cal representation of the data through a multilayer architecture. In [34], the Restricted
Boltzmann Machine (RBM) was used as an autoencoder, which serves as a building block of a
deep autoencoder network. Each RBM was pretrained and unrolled. Then, back propagation
was carried out to fine-tune the entire stacked autoencoder based on cross entropy as the cost
function.

In our implementation, the numbers of neurons in each of the four layers are 2500-1500-500-30.
The maximum number of epochs for training the autoencoder was set to 1000, and back propa-
gation was set to 500 iterations. Figure 5 shows the architecture of the stacked autoencoders and
autodecoders, where data interpolation is performed on the 30-point feature vectors. Figure 6
shows some examples of reconstructed images.
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For any two images A and B in the dataset, two 30-point feature vectors FA and FB can be
obtained by the stacked autoencoders that have been trained. Similar to the image interpola-
tion in the spatial domain, we can generate a new 30-point vector FC by finding a weighted
average. Specifically, the pixel at location i; jð Þ in C can be obtained by

FC ¼ min FA; FB½ � þ k� max FA; FB½ � �min FA; FB½ �f g, (2)

where k is a weight varied between 0 and 1 with a step size of 0.1. The newly generated feature
vectors are then fed into the trained autodecoders to reconstruct the image C in the spatial
domain.

Figure 5. A four-layer stacked autoencoders and autodecoders used to extract the 30-point features of the input image in
an unsupervised learning manner. After network training, interpolation of the input images is performed using their 30-
point features. The resulting feature vector was then used to reconstruct the red blood cell image by the autodecoders.

Figure 6. Original images (top row) and the reconstructed images (bottom row) using the stacked autodecoders. (a)
Malaria-infected cells and (b) normal cells.
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4.3. Results of image interpolation

As a visual comparison of the effect of image interpolation in the spatial and feature domains,
Figure 7 shows the result of interpolating from two example red blood cell images.

4.4. Image classification using the original and augmented datasets

The original image dataset is split into two halves, as shown in Table 1. The first half (Dataset 1)
was used for data augmentation. Using data augmentation methods discussed above, images of
400 infected cells were increased to 4000 cells, and images of 1000 normal cells were increased to
10,000 cells. Consequently, we created two datasets, one as the result of using spatial domain
interpolation, the other as the result of using feature domain (via stacked autoencoders) interpo-
lation, as shown in Table 2. Note that the samples for validation were randomly selected.

Figure 7. Result of interpolation using two example images. (a) Top row: two images of malaria-infected red blood cells
used to generate a new image using interpolation. Middle row: 11 images obtained by interpolation using Eq. (1), where k
is a weight varied between 0 and 1 with a step size of 0.1. Bottom row: 11 images obtained by interpolation in the feature
domain using Eq. (2), where k is a weight varied between 0 and 1 with a step size of 0.1. (b) Similar to (a), images obtained
by interpolation in the spatial (middle row) and the feature domain (bottom row).
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We conducted various simulations based on the configuration shown in Table 3. For example,
we used the augmented images in Dataset 3 to train the LeNet-5 convolutional neural network,
and tested the original images in Dataset 2 using the trained network in order to classify the
images into two categories: either infected or normal cells. Inversely, we trained the LeNet-5
using the original dataset and tested using the augmented datasets, in order to see how the
trained classifier would perform on the augmented datasets.

Simulation results are shown in Figures 8 and 9.

It can be seen in Figure 8 that training and validation using the augmented dataset provides
fairly high accuracy (above 90%) when testing using the original dataset, implying the aug-
mented data agree reasonably well statistically with the original data. Besides, feature domain
interpolation seems to offer higher accuracy than spatial domain interpolation. Furthermore,
the classification accuracies vary more significantly with the interpolation (mixing) coefficient
k for spatial domain interpolation than for feature domain interpolation. For both interpolation

Original dataset # of infected cells # of normal cells # of infected cells for training
(T) and validation (V)

# of normal cells for training
(T) and validation (V)

Dataset 1 400 1000 N/A N/A

Dataset 2 400 1000 (T:320, V: 80) (T: 800, V:200)

The first half (Dataset 1) was used for data augmentation. The second half (Dataset 2) was used for training and testing.

Table 1. The original image dataset is split into two halves.

Augmented
dataset

# of infected
cells

# of normal
cells

# of infected cells for training
(T) and validation (V)

# of normal cells for training
(T) and validation (V)

Dataset 3 4000 10,000 (T:3200, V:800) (T:8000, V:2000)

Dataset 4 4000 10,000 (T:3200, V:800) (T:8000, V:2000)

Dataset 3 was obtained using the spatial domain interpolation and Dataset 4 was obtained using the feature domain (via
stacked autoencoders) interpolation.

Table 2. The augmented image dataset from dataset 1 in Table 1.

Training (infected, normal) Validation (infected, normal) Testing (infected, normal)

Dataset 3 (3200, 8000) Dataset 3 (800, 2000) Dataset 2 (400, 1000)

Dataset 4 (3200, 8000) Dataset 3 (800, 2000) Dataset 2 (400, 1000)

Dataset 2 (320, 800) Dataset 2 (80, 200) Dataset 3 (4000, 10,000)

Dataset 2 (320, 800) Dataset 2 (80, 200) Dataset 4 (4000, 10,000)

Table 3. Several combinations of datasets used in training, validation and testing of the convolutional neural network.
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4.3. Results of image interpolation

As a visual comparison of the effect of image interpolation in the spatial and feature domains,
Figure 7 shows the result of interpolating from two example red blood cell images.

4.4. Image classification using the original and augmented datasets

The original image dataset is split into two halves, as shown in Table 1. The first half (Dataset 1)
was used for data augmentation. Using data augmentation methods discussed above, images of
400 infected cells were increased to 4000 cells, and images of 1000 normal cells were increased to
10,000 cells. Consequently, we created two datasets, one as the result of using spatial domain
interpolation, the other as the result of using feature domain (via stacked autoencoders) interpo-
lation, as shown in Table 2. Note that the samples for validation were randomly selected.

Figure 7. Result of interpolation using two example images. (a) Top row: two images of malaria-infected red blood cells
used to generate a new image using interpolation. Middle row: 11 images obtained by interpolation using Eq. (1), where k
is a weight varied between 0 and 1 with a step size of 0.1. Bottom row: 11 images obtained by interpolation in the feature
domain using Eq. (2), where k is a weight varied between 0 and 1 with a step size of 0.1. (b) Similar to (a), images obtained
by interpolation in the spatial (middle row) and the feature domain (bottom row).
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We conducted various simulations based on the configuration shown in Table 3. For example,
we used the augmented images in Dataset 3 to train the LeNet-5 convolutional neural network,
and tested the original images in Dataset 2 using the trained network in order to classify the
images into two categories: either infected or normal cells. Inversely, we trained the LeNet-5
using the original dataset and tested using the augmented datasets, in order to see how the
trained classifier would perform on the augmented datasets.

Simulation results are shown in Figures 8 and 9.

It can be seen in Figure 8 that training and validation using the augmented dataset provides
fairly high accuracy (above 90%) when testing using the original dataset, implying the aug-
mented data agree reasonably well statistically with the original data. Besides, feature domain
interpolation seems to offer higher accuracy than spatial domain interpolation. Furthermore,
the classification accuracies vary more significantly with the interpolation (mixing) coefficient
k for spatial domain interpolation than for feature domain interpolation. For both interpolation

Original dataset # of infected cells # of normal cells # of infected cells for training
(T) and validation (V)

# of normal cells for training
(T) and validation (V)

Dataset 1 400 1000 N/A N/A

Dataset 2 400 1000 (T:320, V: 80) (T: 800, V:200)

The first half (Dataset 1) was used for data augmentation. The second half (Dataset 2) was used for training and testing.

Table 1. The original image dataset is split into two halves.

Augmented
dataset

# of infected
cells

# of normal
cells

# of infected cells for training
(T) and validation (V)

# of normal cells for training
(T) and validation (V)

Dataset 3 4000 10,000 (T:3200, V:800) (T:8000, V:2000)

Dataset 4 4000 10,000 (T:3200, V:800) (T:8000, V:2000)

Dataset 3 was obtained using the spatial domain interpolation and Dataset 4 was obtained using the feature domain (via
stacked autoencoders) interpolation.

Table 2. The augmented image dataset from dataset 1 in Table 1.

Training (infected, normal) Validation (infected, normal) Testing (infected, normal)

Dataset 3 (3200, 8000) Dataset 3 (800, 2000) Dataset 2 (400, 1000)

Dataset 4 (3200, 8000) Dataset 3 (800, 2000) Dataset 2 (400, 1000)

Dataset 2 (320, 800) Dataset 2 (80, 200) Dataset 3 (4000, 10,000)

Dataset 2 (320, 800) Dataset 2 (80, 200) Dataset 4 (4000, 10,000)

Table 3. Several combinations of datasets used in training, validation and testing of the convolutional neural network.
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methods, there exists an optimal coefficient such that the classification accuracy reaches its
maximum.

It can be seen in Figure 9 that by using the classifier trained on the original dataset, we might
get very low (below 80%) classification accuracy on the input images in the augmented
dataset (obtained using interpolation in the spatial domain). This highlights the importance
of using data augmentation in order to attain a more balanced estimation of the generaliza-
tion ability of the classifier. This generalization ability seems to depend heavily on the
varying new image samples that were interpolated using a different interpolation (mixing)
coefficient from the original dataset (e.g., when k ¼ 0:7, the accuracy can reach about 99%).
Figure 9 also shows that Dataset 4 (feature domain interpolation) seems to be a less chal-
lenging dataset than Dataset 3 (spatial domain interpolation), in that all accuracies are above
95%, possibly suggesting that mixing images using their features extracted by the stacked
autoencoder would generate less diverse images than directly mixing images in the spatial
domain.

Figure 8. Classification accuracies as a function of the interpolation coefficient k in Eqs. (1) and (2), when we trained the
LeNet-5 using the augmented datasets and tested the classifier using the original dataset. The augmented datasets are
dataset 3 with spatial domain interpolation and dataset 4 with feature domain interpolation, respectively.
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5. Conclusions and further research

Malaria is a widespread disease that has claimed millions of lives all over the world. Auto-
mation of the diagnosis process will provide accurate diagnosis of the disease, which will
benefit health-care to resource-scarce areas. We showed that the deep convolutional network
based on LeNet-5 was capable of achieving very high classification accuracies for automated
malaria diagnosis, by automatically learn the features from the input image data. We briefly
described the workflow of classification of the red blood cell images, and discussed in details
the data augmentation methods we proposed to deal with the issue with training deep
convolutional neural networks with a small dataset. We then compared the classification
accuracies associated with training, validating, and testing with various combinations of the
original dataset and the significantly augmented datasets, which were obtained using direct
interpolation in the spatial domain, as well as indirect interpolation using automatically
extracted features provided by stacked autoencoders. This comparative study indicated that
data augmentation in the feature domain seemed to be more robust in terms of preserving

Figure 9. Classification accuracies as a function of the interpolation coefficient k in Eqs. (1) and (2), when we trained the
LeNet-5 using the original dataset (dataset 2) and tested the classifier using the augmented datasets, where dataset 3 is
with spatial domain interpolation and dataset 4 with feature domain interpolation.
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the high classification accuracies. We plan to expand the existing dataset by including more
pathologist-curated cell images and further evaluate the effectiveness of the proposed data
augmentation methods.
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Abstract

Machine learning is a subset of artificial intelligence (AI) that helps computers or teaching 
machines learn from all previous data and make intelligent decisions. The machine-learning 
framework entails capturing and maintaining a rich set of information and transforming it 
into a structured knowledge base for different uses in various fields. In the field of educa-
tion, teachers can save time in their non-classroom activities by adopting machine learning. 
For example, teachers can use virtual assistants who work remotely from the home for their 
students. This kind of assistance helps to enhance students’ learning experience and can 
improve progression and student achievement. Machine learning fosters personalized learn-
ing in the context of disseminating education. Advances in AI are enabling teachers to gain 
a better understanding of how their students are progressing with learning. This enables 
teachers to create customized curriculum that suits the specific needs of the learners. When 
employed in the context of education, AI can foster intelligence moderation. It is through this 
platform that the analysis of data by human tutors and moderators is made possible.

Keywords: machine learning, artificial intelligence education, virtual assistant education 
sector

1. Introduction

Currently, technology is everywhere including the education sector, where it has proven to be 
of great importance for realizing the learning outcomes for students. Education is no longer just 
the teaching of text or requiring the student to memorize manuscripts. The instructional process, 
both inside and outside of the classroom, has become an activity with measurable goals and 
results. Over time, educational techniques have turned out to be a dynamic part of the inputs 
and outputs of the learning process. Moreover, these practices have grown into a vital part that 
plays a significant role in broadening the advancement of the components of the learning system, 
upgrading the rudiments of the curriculum, and making both more effective and resourceful. 
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These components are used in the process of planning, implementing, evaluating, following-up 
and developing objectives [1]. Machine learning has become a new frontier for higher educa-
tion. Being one of the strongest newer technologies, machine learning plays the main rules in 
artificial intelligent and human interaction. Machine learning is the innovative tool being used 
to combat cancer, climate change, and even terrorism [2]. It is the new infrastructure for every-
thing. Consequently, machine learning helps computers to find hidden insights without being 
programmed to do so. Moreover, machine learning works as a good predictive.

• In this chapter, machine learning technology is used as a principle of educational activi-
ties. There are different ways of using machine learning technology in education, such as in 
providing diverse learning options so a learner can discover what suits him/her best but in 
a manner where all individual variances between pupils are considered. Machine learning 
can also be used in review a lesson that was hard to understand [1]. Machine learning in ed-
ucation works in harmony with students’ needs, and at a time and place that suits them best.

• Virtual assistance plays a crucial role in education and is a good forum for machine learn-
ing use. A virtual assistant can interact in a conversation with students [1]. This interaction 
involves conversational agents who assist students by using an application or website. The 
process works is quite simple with the student needing to input text. On the other hand, the 
agents execute the task and determine the appropriate response to the input before provid-
ing an easy response that the student can easily understand.

• Both machine learning and virtual assistants are used to interpret patterns and human in-
teraction which supports deeper learning and provides users with fast and accurate data. 
This chapter proposes a new education framework that is powered by virtual assistance. 
It provides customized research for students. The suggested framework allows teachers to 
monitor their students’ progress through their learning activities at any time. This is the 
best approach to training students to enhance their experience. The framework also helps 
teachers save time that is normally spent in preparing lectures, creating exams, document 
review, document creation, and light specific research. The proposed framework facilitates 
the leveraging of the most powerful technologies in improving the quality of education for 
both student and teacher. Another advantage associated with this framework of machine 
learning and virtual assistants is that it is less prone to the errors that usually encumber 
human operations. If an error occurs, the framework allows it to easily troubleshoot the 
problem and craft the appropriate resolution of the error.

2. Related works

With the recent increase in the spread and use of technology across the world, it has become 
common for various sectors to adapt technology for use in their respective fields. This applies 
the education sector as it does to any other field. Terms such as artificial intelligence (AI), deep 
learning, and machine learning are now commonly used in education and by education pro-
fessionals. Indeed, in the educational field, AI is used in machine learning. That is, machine 
learning makes use of AI in its effort to teach machines how to look for different types of data.
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2.1. Machine learning

Currently, education and learning remains largely focused on feeding students with information 
and hoping that it is retained. Accordingly, a student’s intelligence is assessed by testing their 
ability to recall information previously taught. The problem is that this model ignores examining 
how well the students understand the information and how they apply it in real-life situations. 
This model has proven to be toxic over the years. More schools and education centers have begun 
to realize how use of machine learning can make work more efficient and easier and have started 
to adopt technology at an increasing rate. Indeed, machine learning can accommodate all kinds 
of students. In the long run, machine learning is bound to produce the following advantages:

Customized and personalized learning – Machine learning is flexible enough to cater to all students 
regardless of their learning speeds. By making use of algorithms that learn how the student 
consumes information, machine learning allows the learner to move ahead only after they have 
truly grasped the previous content. This process ensures that no student is overlooked or left 
behind. This is true even if they are the only one in class that has not yet understood the con-
tent. The machine learning system also allows teachers to individually monitor student and 
help them those areas where they are deficient. This contrasts with the traditional educational 
method, which focuses on a one-size-fits-all management where everyone in class is taught the 
same way. This type of learning can be found in the EdTech and MagicBox learning systems [3].

Analytics of content—Refers to a machine learning system where teachers instruct students 
by using machines. The machines are used to analyze the information teachers are using to 
teach and to determine whether the quality of the content meets the applicable standards. 
The machines are also used to help determine if the content taught to the students complies 
with the intellectual ability of each student. Since students are taught in accordance to their 
individual needs, their learning progress and understanding improve.

Grading—Machine learning systems are used to reduce the amount of time needed to grade 
student work. In addition, machines are used to increase the efficiency and accountability 
of the grading system. The system still allows for the larger portion of the grading to be 
 performed by teachers. However, machines aid in the analysis of student information such as 
in the detection of plagiarism or cheating.

Simplification of tedious tasks—In the traditional method of learning, teachers spend a substan-
tial amount of time in repetitive and tedious tasks, such as taking class attendance or gather-
ing of class assignments. Machines can be used to automate these tasks and reduce the time 
or need for teachers to do them. Accordingly, teachers will have more time to focus on more 
important tasks such as making sure that their students fully understand the learning material.

Students’ progress—By using machines, the teachers can monitor each student on a personal level 
and evaluate their learning progress, individually. Machines can also provide additional learning 
patterns of the students, which help teachers to determine the best ways of teaching the students.

As the above information makes clear, using machine learning in teaching brings numerous 
advantages to the table. It is therefore advisable for every school to adopt these types of  learning 
platforms, such as the EdTech revolution program. With this, learning becomes easier, more 
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These components are used in the process of planning, implementing, evaluating, following-up 
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providing diverse learning options so a learner can discover what suits him/her best but in 
a manner where all individual variances between pupils are considered. Machine learning 
can also be used in review a lesson that was hard to understand [1]. Machine learning in ed-
ucation works in harmony with students’ needs, and at a time and place that suits them best.

• Virtual assistance plays a crucial role in education and is a good forum for machine learn-
ing use. A virtual assistant can interact in a conversation with students [1]. This interaction 
involves conversational agents who assist students by using an application or website. The 
process works is quite simple with the student needing to input text. On the other hand, the 
agents execute the task and determine the appropriate response to the input before provid-
ing an easy response that the student can easily understand.

• Both machine learning and virtual assistants are used to interpret patterns and human in-
teraction which supports deeper learning and provides users with fast and accurate data. 
This chapter proposes a new education framework that is powered by virtual assistance. 
It provides customized research for students. The suggested framework allows teachers to 
monitor their students’ progress through their learning activities at any time. This is the 
best approach to training students to enhance their experience. The framework also helps 
teachers save time that is normally spent in preparing lectures, creating exams, document 
review, document creation, and light specific research. The proposed framework facilitates 
the leveraging of the most powerful technologies in improving the quality of education for 
both student and teacher. Another advantage associated with this framework of machine 
learning and virtual assistants is that it is less prone to the errors that usually encumber 
human operations. If an error occurs, the framework allows it to easily troubleshoot the 
problem and craft the appropriate resolution of the error.

2. Related works

With the recent increase in the spread and use of technology across the world, it has become 
common for various sectors to adapt technology for use in their respective fields. This applies 
the education sector as it does to any other field. Terms such as artificial intelligence (AI), deep 
learning, and machine learning are now commonly used in education and by education pro-
fessionals. Indeed, in the educational field, AI is used in machine learning. That is, machine 
learning makes use of AI in its effort to teach machines how to look for different types of data.
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This model has proven to be toxic over the years. More schools and education centers have begun 
to realize how use of machine learning can make work more efficient and easier and have started 
to adopt technology at an increasing rate. Indeed, machine learning can accommodate all kinds 
of students. In the long run, machine learning is bound to produce the following advantages:

Customized and personalized learning – Machine learning is flexible enough to cater to all students 
regardless of their learning speeds. By making use of algorithms that learn how the student 
consumes information, machine learning allows the learner to move ahead only after they have 
truly grasped the previous content. This process ensures that no student is overlooked or left 
behind. This is true even if they are the only one in class that has not yet understood the con-
tent. The machine learning system also allows teachers to individually monitor student and 
help them those areas where they are deficient. This contrasts with the traditional educational 
method, which focuses on a one-size-fits-all management where everyone in class is taught the 
same way. This type of learning can be found in the EdTech and MagicBox learning systems [3].

Analytics of content—Refers to a machine learning system where teachers instruct students 
by using machines. The machines are used to analyze the information teachers are using to 
teach and to determine whether the quality of the content meets the applicable standards. 
The machines are also used to help determine if the content taught to the students complies 
with the intellectual ability of each student. Since students are taught in accordance to their 
individual needs, their learning progress and understanding improve.

Grading—Machine learning systems are used to reduce the amount of time needed to grade 
student work. In addition, machines are used to increase the efficiency and accountability 
of the grading system. The system still allows for the larger portion of the grading to be 
 performed by teachers. However, machines aid in the analysis of student information such as 
in the detection of plagiarism or cheating.

Simplification of tedious tasks—In the traditional method of learning, teachers spend a substan-
tial amount of time in repetitive and tedious tasks, such as taking class attendance or gather-
ing of class assignments. Machines can be used to automate these tasks and reduce the time 
or need for teachers to do them. Accordingly, teachers will have more time to focus on more 
important tasks such as making sure that their students fully understand the learning material.

Students’ progress—By using machines, the teachers can monitor each student on a personal level 
and evaluate their learning progress, individually. Machines can also provide additional learning 
patterns of the students, which help teachers to determine the best ways of teaching the students.

As the above information makes clear, using machine learning in teaching brings numerous 
advantages to the table. It is therefore advisable for every school to adopt these types of  learning 
platforms, such as the EdTech revolution program. With this, learning becomes easier, more 
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efficient and customizable to each student’s need [4]. By employing methods relating to digital 
learning, there is the possibility of collecting a wide range of data about the behaviour of the 
learner, especially in the learning activities. The measurements collected consist of variables like 
completion time, video views, group discussion activities and test results. Measurements of this 
nature are applicable in the context of feature engineering that leans on the machine learning 
algorithms. Experts argue that the algorithms can find a correlation between the specific behav-
iour exhibited by learners, regarding their learning performance [5]. It is this outcome that is 
used to determine the overall efficiency manifested by a particular machine program.

Recommender systems are the more obvious target of machine learning usage. The experience 
of this technology is illustrated by its use on some of the more prominent software platforms 
like Amazon and LinkedIn. Recently, Twitter has begun applying this technology to their 
platform. Researchers in the education sector consider recommender systems as the most uti-
lized systems in modern times. In the context of human learning, recommender systems that 
are oriented to learning in a specific way have the capacity to assist learners properly identify 
the appropriate content [6]. In this regard, there is a guarantee of realizing the projected com-
petence development objectives as far as machine-oriented education is concerned.

The advance in AI technology has allowed machine learning in education gain a considerable 
amount of support. In fact, machine learning should be credited for making AI a possible and 
fruitful endeavor in education. In achieving this result, machine learning has combined and 
utilized the aspects of mathematical algorithms. Researchers in the vast education field have 
tried to introduce the concept of machine learning into the mainstream schooling system. The 
goal has been to use machine learning as teaching assistants that can ease the job of human 
educators [7]. This approach aids in data provision of the students’ performance, coupled with 
suggested actions geared towards making improvements to the student’s learning experience.

The use of machine learning in tools related to education technology has been more signifi-
cant in its overall applications. Experts have created a real-time platform capable of giving 
immediate feedback to learners. The same platform has harnessed the efficiency and effective-
ness of online-based tutors. In fact, the platform has been credited with almost all the success 
that takes place on the Internet. The latest platforms are so sophisticated that they are capable 
of detecting and monitoring the reaction of the student concerning the concepts being taught. 
This approach is known to reduce the misunderstanding normally experienced during the 
learning process. The ability of these platforms to give early warning to tutors enables them 
to avoid mistakes that would have otherwise been made during the learning process [8]. 
Tutoring systems based on AI is an interesting and resourceful concept, to the extent that it 
employs substantial amounts of data that is coupled to machine learning, to offer guidance 
that is personalized and supplemental to the students. The feedback system provided by the 
AI tutoring systems is critical in tracking the learners’ progress.

The adoption of machine learning technology has enhanced the concept of crowd-sourced 
tutoring. The goal of crowd-sourced tutoring is to provide assistance from private tutors, 
and in some cases, classmates who fill gaps in understanding by supplementing the content 
learned in class. Students using social networking sites for learning purposes, like Brainy, are 
enjoying the effectiveness of AI in the learning process. Most of the social networking sites 
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that are education-oriented tend to employ AI algorithms which harness their networking 
features. The algorithms also bring a personal touch to the learning process, making it more 
appealing to the learner. In addition, AI increases the level of interactivity in these platforms, 
which is helpful in fostering the learning process.

Machine learning algorithm works by having machines use software applications that assist 
the machine to determine outcomes that are accurate. By using algorithms, the machines 
can receive data, analyze it and then produce an output that is within an acceptable range. 
Machine learning algorithms are divided into two major groups: supervised algorithms and 
unsupervised algorithms. For supervised algorithms, people input information together with 
the required results into the machine. With this, the machine can learn what is desired of it 
when a similar command is inputted. For unsupervised learning, the machines are not fed 
with the outcome that one would like [9].

In the education sector, machine learning algorithms have made normal operations easier, 
faster and more efficient when compared to when they are done manually. This has proven to 
be a game changer in education sector. One of the major benefits of its adoption has been to 
help identify each student’s needs so that the teachers can differentiate between problems gen-
eral to the class and those specific to individual students. Accordingly, through machine learn-
ing, no student is overlooked or left behind. Additionally, with machine learning, students are 
also given a platform from which they can voice their grievances so that the problems do not 
escalate beyond resolution. The machines help in the grading, by monitoring the scores of the 
students in their assignments and the tests. The machines also assist teachers by organizing 
the information being taught to students. The inclusion of machine learning in education has, 
therefore, made the education system more convenient for both teachers and students alike.

AI has enabled teachers and to a larger extension, schools, design textbooks and learning exercises 
that can achieve a high degree of customization to the needs of the user. Content Technologies, 
Inc. (CTI) is one of the major players in the industry. CTI tends to specialize on deep learning 
concepts to create custom textbooks [9]. This is achieved by inputting a syllabus into the engine 
of CTI. After that, the system absorbs the content to generate new patterns. It is then the work of 
algorithms to use the knowledge gained for the purposes of creating textbook materials.

3. The architecture of the virtual assistance framework

Since students have different styles of learning, it is necessary to use a variety of assistance 
to help increase the performance level of learning. Various machine learning algorithms and 
techniques, such as decision-making algorithms and techniques, can be implemented for 
allowing the virtual assistant to communicate with the students and teachers.

There are two main parts to the virtual assistants, namely, one for students and other for 
teachers. Students can answer one or more virtual assistant’s questions. One or more spon-
sored links, related to the determined course, is then provided to the student. The sponsored 
links can be voice, audio data, displaying video or textual information. Exam training and 
test dates remainder are kinds of the virtual assistant that gets provided to learners. Also, the 
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efficient and customizable to each student’s need [4]. By employing methods relating to digital 
learning, there is the possibility of collecting a wide range of data about the behaviour of the 
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completion time, video views, group discussion activities and test results. Measurements of this 
nature are applicable in the context of feature engineering that leans on the machine learning 
algorithms. Experts argue that the algorithms can find a correlation between the specific behav-
iour exhibited by learners, regarding their learning performance [5]. It is this outcome that is 
used to determine the overall efficiency manifested by a particular machine program.

Recommender systems are the more obvious target of machine learning usage. The experience 
of this technology is illustrated by its use on some of the more prominent software platforms 
like Amazon and LinkedIn. Recently, Twitter has begun applying this technology to their 
platform. Researchers in the education sector consider recommender systems as the most uti-
lized systems in modern times. In the context of human learning, recommender systems that 
are oriented to learning in a specific way have the capacity to assist learners properly identify 
the appropriate content [6]. In this regard, there is a guarantee of realizing the projected com-
petence development objectives as far as machine-oriented education is concerned.

The advance in AI technology has allowed machine learning in education gain a considerable 
amount of support. In fact, machine learning should be credited for making AI a possible and 
fruitful endeavor in education. In achieving this result, machine learning has combined and 
utilized the aspects of mathematical algorithms. Researchers in the vast education field have 
tried to introduce the concept of machine learning into the mainstream schooling system. The 
goal has been to use machine learning as teaching assistants that can ease the job of human 
educators [7]. This approach aids in data provision of the students’ performance, coupled with 
suggested actions geared towards making improvements to the student’s learning experience.

The use of machine learning in tools related to education technology has been more signifi-
cant in its overall applications. Experts have created a real-time platform capable of giving 
immediate feedback to learners. The same platform has harnessed the efficiency and effective-
ness of online-based tutors. In fact, the platform has been credited with almost all the success 
that takes place on the Internet. The latest platforms are so sophisticated that they are capable 
of detecting and monitoring the reaction of the student concerning the concepts being taught. 
This approach is known to reduce the misunderstanding normally experienced during the 
learning process. The ability of these platforms to give early warning to tutors enables them 
to avoid mistakes that would have otherwise been made during the learning process [8]. 
Tutoring systems based on AI is an interesting and resourceful concept, to the extent that it 
employs substantial amounts of data that is coupled to machine learning, to offer guidance 
that is personalized and supplemental to the students. The feedback system provided by the 
AI tutoring systems is critical in tracking the learners’ progress.

The adoption of machine learning technology has enhanced the concept of crowd-sourced 
tutoring. The goal of crowd-sourced tutoring is to provide assistance from private tutors, 
and in some cases, classmates who fill gaps in understanding by supplementing the content 
learned in class. Students using social networking sites for learning purposes, like Brainy, are 
enjoying the effectiveness of AI in the learning process. Most of the social networking sites 
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that are education-oriented tend to employ AI algorithms which harness their networking 
features. The algorithms also bring a personal touch to the learning process, making it more 
appealing to the learner. In addition, AI increases the level of interactivity in these platforms, 
which is helpful in fostering the learning process.

Machine learning algorithm works by having machines use software applications that assist 
the machine to determine outcomes that are accurate. By using algorithms, the machines 
can receive data, analyze it and then produce an output that is within an acceptable range. 
Machine learning algorithms are divided into two major groups: supervised algorithms and 
unsupervised algorithms. For supervised algorithms, people input information together with 
the required results into the machine. With this, the machine can learn what is desired of it 
when a similar command is inputted. For unsupervised learning, the machines are not fed 
with the outcome that one would like [9].

In the education sector, machine learning algorithms have made normal operations easier, 
faster and more efficient when compared to when they are done manually. This has proven to 
be a game changer in education sector. One of the major benefits of its adoption has been to 
help identify each student’s needs so that the teachers can differentiate between problems gen-
eral to the class and those specific to individual students. Accordingly, through machine learn-
ing, no student is overlooked or left behind. Additionally, with machine learning, students are 
also given a platform from which they can voice their grievances so that the problems do not 
escalate beyond resolution. The machines help in the grading, by monitoring the scores of the 
students in their assignments and the tests. The machines also assist teachers by organizing 
the information being taught to students. The inclusion of machine learning in education has, 
therefore, made the education system more convenient for both teachers and students alike.

AI has enabled teachers and to a larger extension, schools, design textbooks and learning exercises 
that can achieve a high degree of customization to the needs of the user. Content Technologies, 
Inc. (CTI) is one of the major players in the industry. CTI tends to specialize on deep learning 
concepts to create custom textbooks [9]. This is achieved by inputting a syllabus into the engine 
of CTI. After that, the system absorbs the content to generate new patterns. It is then the work of 
algorithms to use the knowledge gained for the purposes of creating textbook materials.

3. The architecture of the virtual assistance framework

Since students have different styles of learning, it is necessary to use a variety of assistance 
to help increase the performance level of learning. Various machine learning algorithms and 
techniques, such as decision-making algorithms and techniques, can be implemented for 
allowing the virtual assistant to communicate with the students and teachers.

There are two main parts to the virtual assistants, namely, one for students and other for 
teachers. Students can answer one or more virtual assistant’s questions. One or more spon-
sored links, related to the determined course, is then provided to the student. The sponsored 
links can be voice, audio data, displaying video or textual information. Exam training and 
test dates remainder are kinds of the virtual assistant that gets provided to learners. Also, the 
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proposed system helps students to manage their teamwork project. After the session with the 
system, a student is provided with the feedback about his progress.

The system is also able to design presentations for specific learners. Notably, different students 
have different learning abilities; therefore, the system is able to compute a favorable learning 
style for each student. The teacher monitors the progress of each student through feedback 
about how each student performed in the sessions. This facilitates appropriate grading. Also, 
the virtual assistant is able to point out areas of the course that need to be explored further to 
enhance learning by providing additional reference materials to a topic. Also, the teacher is 
able to identify which students need extra help using the feedback provided by the system.

The proposed architecture is a reliable virtual assistant website that not only helps teachers 
and students to do their tasks in a shorter time but also allows them to coordinate their work.

4. Technical implementation

The underlying technical implementation of the virtual assistant system starts with creating 
use cases for the product. The identification of virtual assistants and the underlying technol-
ogy are required for moving ahead with the implementation of the proposed website [10]. The 
 following technical specifications have been identified for building the virtual assistant website:

Software used:

• BitVoicer: Speech recognition.

• Python 2.7: Coding language

• Eclipse, Geany or your preferred interface for coding on Python Virtual COM Port.

To facilitate interaction between the virtual assistant website and the user, a software known 
as Wit.ai is installed. Wit.ai offers a perfect combination of voice recognition, and subsequent 
machine learning in the context of developers. The software offers services that concentrate on 
converting verbal commands into text. Moreover, Wit.ai has the capability of understanding 
the commands that are said. The most sophisticated forms of Wit.ai can be programmed to 
understand commands whose prior understanding was scant or non-existent. This is crucial 
in the educational context since learners tend to understand at varying paces. The extensive 
capability of Wit.ai software to improve the interactivity of virtual assistant website can be 
verified by the fact that it has been incorporated by a number of notable social media net-
works, such as Facebook [10].

Clarifai is another service that can be added to the virtual assistant website to improve its 
interactivity. Clarifai is a service geared towards AI, and it possesses the ability to decode 
contents that is in an image and video format. Another strength associated with Clarifai is that 
it possesses a deep learning engine that improves with its usage [10]. The tool is of paramount 
importance when there is a need to make improvements in the AI prototype and grant it the 
capability of seeing and recognizing objects.
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The virtual assistant experience with the users has been remarkable. All students who pro-
vided feedback regarding their interactions reported positive experiences. Fundamentally, the 
issue of the ease of interactivity, friendly user interfaces and responsiveness were reviewed. 
The first student reported that the system has a friendly user interface that is not complex, thus 
allowing a user to navigate through different sections of the system. The student added that 
the system was highly responsive in terms of answering questions. He recounted that, in the 
traditional class setting, he was afraid to ask questions in front of the other student. However, 
the virtual assistant offered personalized interaction where he could ask any questions, clari-
fications and point out his areas of weakness. The second student who experimented with the 
software also found it quite useful. He emphasized that he liked the fact that he was able to get 
immediate feedback on his questions. This was a vast improvement over the traditional way 
of waiting to talk to the teacher after class, when the teachable moment has already expired. 
Some instructors are always in a rush after finishing their classes. As such, they are unable to 
allocate ample time to explain specific concepts taught in class to the student. Therefore, the 
student misses out on these concepts that might cause low academic performance. In other 
cases, teachers recommend students with clarifications to get the assistance of their class-
mates. This hampers full understanding as one needs to develop a rapport with their fellow 
student to enhance learning, and others become intimidated. However, the virtual assistant 
allocates enough time and is able to answer all questions, providing detailed explanations. 
The third student said that she found it was an effective supplement to one teacher’s exten-
sive use of multiple choice exams. According to the student, while such exams might tell her 
whether or not she knows the answer to a question, they do not help her understand the logic 
underlying the answer. The virtual assistance was helpful in achieving that understanding. 
The fourth student also reported satisfaction with the system. Firstly, the student confessed 
to being a slow learner. This had really affected how she grasped concepts. Most of the times, 
she felt left behind in classwork and had no one to consult as she was shy about her condition. 
However, the system helped her to learn at her pace and recommended interactive learning 
model that allowed her ask for clarification after every 10 minutes of the learning session. She 
was enthusiastic to note that this has helped her understand most of the concepts taught in 
class and generally improve her grades. Lastly, a teacher who had made use of the assistance 
said it allowed her more time to figure out what her students actually understood and where 
they were having difficulties. By so doing, it helped her know which areas needed much atten-
tion to enhance understanding. She recounted that teaching a class of 30 students can some-
times be difficult to know who understood well, who needed extra attention on a specific topic 
and what learning model suited a specific group of students. The virtual assistant, according 
to the teacher, answers these questions. The system is able to compile interactive activities to 
address specific learning outcomes to indent whether the students understood the topic.

5. Conclusion

Machine learning with AI has opened incredible possibilities in various fields. This is espe-
cially the case in terms of the education sector and education-related fields. This means that 
future learning environments are likely to be highly personalized, with the ability to help 
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proposed system helps students to manage their teamwork project. After the session with the 
system, a student is provided with the feedback about his progress.
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style for each student. The teacher monitors the progress of each student through feedback 
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the virtual assistant is able to point out areas of the course that need to be explored further to 
enhance learning by providing additional reference materials to a topic. Also, the teacher is 
able to identify which students need extra help using the feedback provided by the system.

The proposed architecture is a reliable virtual assistant website that not only helps teachers 
and students to do their tasks in a shorter time but also allows them to coordinate their work.

4. Technical implementation

The underlying technical implementation of the virtual assistant system starts with creating 
use cases for the product. The identification of virtual assistants and the underlying technol-
ogy are required for moving ahead with the implementation of the proposed website [10]. The 
 following technical specifications have been identified for building the virtual assistant website:

Software used:

• BitVoicer: Speech recognition.

• Python 2.7: Coding language

• Eclipse, Geany or your preferred interface for coding on Python Virtual COM Port.

To facilitate interaction between the virtual assistant website and the user, a software known 
as Wit.ai is installed. Wit.ai offers a perfect combination of voice recognition, and subsequent 
machine learning in the context of developers. The software offers services that concentrate on 
converting verbal commands into text. Moreover, Wit.ai has the capability of understanding 
the commands that are said. The most sophisticated forms of Wit.ai can be programmed to 
understand commands whose prior understanding was scant or non-existent. This is crucial 
in the educational context since learners tend to understand at varying paces. The extensive 
capability of Wit.ai software to improve the interactivity of virtual assistant website can be 
verified by the fact that it has been incorporated by a number of notable social media net-
works, such as Facebook [10].

Clarifai is another service that can be added to the virtual assistant website to improve its 
interactivity. Clarifai is a service geared towards AI, and it possesses the ability to decode 
contents that is in an image and video format. Another strength associated with Clarifai is that 
it possesses a deep learning engine that improves with its usage [10]. The tool is of paramount 
importance when there is a need to make improvements in the AI prototype and grant it the 
capability of seeing and recognizing objects.
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The virtual assistant experience with the users has been remarkable. All students who pro-
vided feedback regarding their interactions reported positive experiences. Fundamentally, the 
issue of the ease of interactivity, friendly user interfaces and responsiveness were reviewed. 
The first student reported that the system has a friendly user interface that is not complex, thus 
allowing a user to navigate through different sections of the system. The student added that 
the system was highly responsive in terms of answering questions. He recounted that, in the 
traditional class setting, he was afraid to ask questions in front of the other student. However, 
the virtual assistant offered personalized interaction where he could ask any questions, clari-
fications and point out his areas of weakness. The second student who experimented with the 
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Some instructors are always in a rush after finishing their classes. As such, they are unable to 
allocate ample time to explain specific concepts taught in class to the student. Therefore, the 
student misses out on these concepts that might cause low academic performance. In other 
cases, teachers recommend students with clarifications to get the assistance of their class-
mates. This hampers full understanding as one needs to develop a rapport with their fellow 
student to enhance learning, and others become intimidated. However, the virtual assistant 
allocates enough time and is able to answer all questions, providing detailed explanations. 
The third student said that she found it was an effective supplement to one teacher’s exten-
sive use of multiple choice exams. According to the student, while such exams might tell her 
whether or not she knows the answer to a question, they do not help her understand the logic 
underlying the answer. The virtual assistance was helpful in achieving that understanding. 
The fourth student also reported satisfaction with the system. Firstly, the student confessed 
to being a slow learner. This had really affected how she grasped concepts. Most of the times, 
she felt left behind in classwork and had no one to consult as she was shy about her condition. 
However, the system helped her to learn at her pace and recommended interactive learning 
model that allowed her ask for clarification after every 10 minutes of the learning session. She 
was enthusiastic to note that this has helped her understand most of the concepts taught in 
class and generally improve her grades. Lastly, a teacher who had made use of the assistance 
said it allowed her more time to figure out what her students actually understood and where 
they were having difficulties. By so doing, it helped her know which areas needed much atten-
tion to enhance understanding. She recounted that teaching a class of 30 students can some-
times be difficult to know who understood well, who needed extra attention on a specific topic 
and what learning model suited a specific group of students. The virtual assistant, according 
to the teacher, answers these questions. The system is able to compile interactive activities to 
address specific learning outcomes to indent whether the students understood the topic.

5. Conclusion

Machine learning with AI has opened incredible possibilities in various fields. This is espe-
cially the case in terms of the education sector and education-related fields. This means that 
future learning environments are likely to be highly personalized, with the ability to help 
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learners realize their utmost potential in the most fulfilling way. There will be a steady adop-
tion of machine learning in various areas of concern for educational technology. In the initial 
stages, its impact will not be clearly apparent or significant to the end user. Despite this, teach-
ers have started to see how tasks can be simplified and more effectively completed through 
the employment and application of machine learning technologies. The advances made in 
adopting machine learning into education sector have significantly saved teachers’ time in 
both the classroom and non-classroom-related activities. Stakeholders have welcomed this 
unprecedented benefit, as it makes learning easier and more appealing.

The future work on machine learning, especially in the education context, shall witness the 
development of more sophisticated AI tools. There are multiple prospects for designing com-
plex chatbots that will improve the sophistication of virtual assistants. This development shall 
foster more human interactions that will replace emails and text messages. Already, plans 
are underway for developing online virtual assistants named “Amy” or “Andrew” at x.ai 
to schedule meetings with both tutors and learners. AI coupled with machine learning that 
incorporates deep learning and natural language processing is projected to go a level higher 
by incorporating more sophisticated systems laced with capabilities to adapt, learn and pre-
dict systems with utmost autonomy. The future works on these systems shall incorporate a 
combination of advanced algorithms and embedded massive data sets.
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Abstract

Crucial data like product features and opinions that are obtained from consumer online 
reviews are annotated with the concepts of product review opinion ontology (PROO). The 
ontology with instance data serves as background knowledge to learn rule-based sentiments 
that are expressed on product features. These semantic rules are learned on both taxonomi-
cal and nontaxonomical relations available in PROO ontology. These rule-based sentiments 
provide important information of utilizing the relationship among the product features ‘as-
a-unit’ to improve the sentiments of the parent features. These parent features are present at 
the higher level near the root of the ontology. The sentiments of the related product features 
are also improved. This approach improves the sentiments of the parent features and the 
related features that eventually improve the aggregated sentiment of the product. The result 
is either the change in the position of the product in the list of similar products recommended 
or appears in the recommended list. This helps the user to make correct purchase decisions.

Keywords: recommender system, product feature, feature sentiment, ontology, rule-
based sentiments, purchased decision

1. Introduction

Traditional machine learning algorithms experience the data and learn the hypothesis. Tree 
and rule-based algorithms learn the hypothesis using the attribute-value pairs from the input 
data. Machine cannot go beyond the task of identifying features and opinions from the reviews 
as it never possess prior knowledge to understand the relationships among the attributes and 
context specific constraints that are available among the product features and opinions.

Semantic web ontology helps to overcome this problem. Ontology [1] encodes the relation-
ships among the concepts of features and opinions with inequality constraints, semantic 
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characteristics, and cardinality restrictions. This ontology is used as background knowledge 
on the product reviews. The knowledge mined from the ontology is expressed in the form 
of semantic rules. These semantic rules emphasize the target sentiment expressed on the 
product feature. Machines are able to classify the product reviews automatically with exact 
sentiments learned on the product feature.

Sentiment analysis [2] plays a vital role in understanding the opinions from online reviews. It 
helps to understand the views of the people on the product, to take quick purchase decisions 
on the product, and to improve the availability of the product in the market. Online reviews 
affect the emotion of the readers. Measuring the effect of the sentiment on the semantic rules 
in the form of knowledge spread is performed to understand whether positive reviews of the 
product spread faster than negative reviews. The kind of emotions that are more representa-
tive on various e-commerce sites about the product is also well identified. Furthermore, the 
type of sentiment expressed in reviews based on temporal changes on the features of the 
product is determined in a proper manner.

2. Literature survey

The recommender systems (RS) are the information filtering systems which deal with the 
large amount of information that is dynamically generated based on user’s preferences, inter-
ests, and observed behaviors. These traditional recommender systems fall into three catego-
ries. They are collaborative filtering-based RS, content-based RS, and knowledge-based RS.

The collaborative recommender systems are the most popular and widely implemented sys-
tems. These systems aggregate ratings from the set of users on the item and recommend it. It 
also identifies the users who are similar with the user from whom recommendations are to be 
provided. Resnick et al. developed [3] a system called GroupLens to help people to find arti-
cles they are most interested in. Stavrianou and Brun developed [4] an application to recom-
mend products based on the opinions and suggestions written in the online product reviews.

The content-based recommender systems learn the user profile based on the product feature 
where the user has targeted. Lang developed [5] a system called NewsWeeder which uses the 
words of the text as the features. Zhou and Luo developed [6] a content-based recommender 
system that views customer shopping history to recommend the similar products based on 
the similarity between the product features.

The knowledge-based recommender systems provide the entity suggestions based on the 
deductions from user’s needs and preferences. These systems have the knowledge about how 
a particular product meets the customer requirement based on the factual data. The user pro-
file is also required to provide good product recommendations to the user. Case-based rea-
soning (CBR) is a kind of knowledge-based recommender system. Kolodner used [7] CBR to 
recommend the restaurants based on the user’s choice of features. Burke used [8] the FindMe 
system to recommend the online products. Stefan et al. worked [9] on user log data to mine 
the product preferences based on the like or dislike information available in the log.

Sentiment-based product recommendations have gained research importance in the recent 
times. The knowledge discovered in terms of product features and opinions from online product 
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reviews among the category of products are useful to the customer in personalized recommen-
dations. These feature-level sentiments are aggregated to form the product sentiment. Chen and 
Wang proposed [10] a novel explanation interface that fuses the feature sentiment information 
into the recommendation content. They also provided the support for multiple products com-
parison with respect to similarity using the common feature sentiments. Gurini et al. proposed 
[11] friends recommendation technique in Twitter using a novel weighting function which is 
called sentiment-volume-objectivity (SVO) that considers both the user interests and sentiments. 
Xiu et al. proposed [12] a recommender system that recognizes the sentiment expressions from 
the reviews, quantified with the sentiment strength and appropriately recommend products 
according to customer needs. Recently, Dong et al. developed [13] a product recommendation 
strategy that combines both similarity and sentiments to suggest products.

The utilization of ontologies for better product recommendations is an emerging research area. 
Uzun and Christian developed [14] a semantic extension to FOKUS recommender system. 
This extension is capable of integrating contextual and semantic information in the recom-
mendations. Hadi Khosravi and Mohamad Ali introduced [15] a semantic recommendation 
procedure using ontology on online products based on the usage patterns of the customers.

The works on ontology-based recommender systems [14, 15] was neither concentrated on uti-
lizing the depth information of the domain feature nodes from the ontology tree nor on height 
of the ontology tree. These properties act as supervised weights in improving the sentiment of 
the feature and thereby help in improving the recommendations.

3. Improving product recommendations using semantic sentiments

The recommender system proposed in this work is a knowledge-based recommender system 
that encapsulates the product catalog knowledge in the form of classes in the ontology and 
product functional knowledge in the form of facts in the ontology. The user profile is created 
as and when the user navigates the web pages for the products. The user profile is indexed 
with the product information from the ontology.

The principal objective of recommending products using sentiments learned from the ontol-
ogy is to utilize the taxonomical and non-taxonomical constraints mined from ontology for 
sentiments. The detailed procedures expressed in algorithmic form for learning taxonomical 
constraints and non-taxonomical constraints are presented below.

Input: PROO {Ontology}

Output: machine interpretable rule {A➔B}

EXTRACT_TAXONOMICAL_CONSTRAINT (Ontology)

{

for each concept with hierarchy from Ontology

{

contentconstraint = false;
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for each concept with hierarchy from Ontology
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if(parent_of(superconcept, subconcept))

contentconstraint = true;

write(parent_of(superconcept, subconcept) ➔  
target_class(subconcept));

else if(parent_of(superconcept1, subconcept1) ^  
parent_of(superconcept2, subconcept2))

subconcept1 ←superconcept2;

contentconstraint = true;

write(parent_of(superconcept1,subconcept2) ^ 
datatype_property(superconcept1,rel(int)) ➔ 

target_class(subconcept2));

}}

Algorithm for extracting taxonomical constraints from ontology

Algorithm for extracting taxonomical constraints runs as follows: given the PROO ontology, 
all the super concept and sub concept hierarchies are identified. Super concept node is called 
parent and sub concept node is called child. The rules are then obtained as of the predicate on 
the hierarchy as the relation between parent and child concepts leading to target class. Content 
constraint is initialized to the false value in the beginning. It is then changed to true value after 
taxonomical constraints are obtained. The Algorithm also tests for descendant child nodes 
in the hierarchy. A descendant node is a node which is derived from the ancestor node. An 
ancestor node is the parent node in the given hierarchy. All the child nodes for a given parent 
are known as descendant nodes. The intermediate parent node is devised as another child 
node to satisfy the descendant property. At this level, the content constraint value is changed 
to true. The rules are then obtained as of the predicate on the hierarchy as the relation between 
parent, newly created child and the datatype property leading to target class.

Input: PROO {Ontology}

Output: machine interpretable rule {A➔B}

EXTRACT_NONTAXONOMICAL_CONSTRAINT (Ontology)

{

for each node in Ontology

{

contentconstraint = false;

if(object_property(nodei, nodej))

contentconstraint = true;

write (object_property(nodei, nodej) ➔ 

 target_class(nodei));
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else if(object_property(nodei, nodej) ^ 
[datatype_property(nodei,rel(int)) v  
datatype_property (nodej,rel(int))])

contentconstraint = true;

write(object_property(nodei,nodej)^datatype_property(nodej,rel(int))  
➔ target_class(nodej) );

write(object_property(nodei,nodej)^datatype_property(nodei,rel(int))  
➔ target_class(nodei) );         }}

Algorithm for extracting nontaxonomical constraints from ontology

Algorithm for extracting nontaxonomical constraints runs as follows: given the ontology, all the 
related class nodes that are bound with the object properties are identified. Content constraint 
is initialized to the false value in the beginning. It is then changed to true value once related 
class nodes are obtained. The rules are then obtained with the object property as the relation 
between the related classes leading to the target class. The Algorithm also tests the relation 
between related classes and datatype properties. The related class node and the datatype prop-
erty are associated using the conditions that are imposed on the ontology. This is identified by 
the algorithm. The content constraint value is changed to true. The rules are then generated 
from the relation between object property and the datatype property leading to the target class.

The PROO ontology concepts namely Opinion and Feature and the properties namely ObjectPart 
and ObjectPartFeature are used in generating the machine interpretable rules on target sentiment 
class. These articulate that they are the features to acquire positively oriented sentiment when 
the opinion strength on these features has a value greater than or equal to 2.5. The corresponding 
class hierarchies and the related classes of the PROO ontology are presented in Figure 1.

The sentiments of the product features that are present near to the root of the ontology are to be 
improved. The features located at the higher level near the root of the ontology are considered to be 
more important as compared with the lower level features [16]. The product features that are pres-
ent near the ontology root are the parent features obtained from the taxonomical constraints and 
the other features present at the same level as the parent features. Other features are obtained from 
the non-taxonomical constraints. In order to achieve this goal, a framework is presented in Figure 2.
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for each node in Ontology

{
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contentconstraint = true;
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The sentiments of the product features that are present near to the root of the ontology are to be 
improved. The features located at the higher level near the root of the ontology are considered to be 
more important as compared with the lower level features [16]. The product features that are pres-
ent near the ontology root are the parent features obtained from the taxonomical constraints and 
the other features present at the same level as the parent features. Other features are obtained from 
the non-taxonomical constraints. In order to achieve this goal, a framework is presented in Figure 2.
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The framework is composed of main component. The improvement of sentiments of the prod-
uct features using the knowledge mined from the PROO ontology for improved product rec-
ommendations is shown in a diagram as under. The first two modules, i.e., the development 
of PROO ontology and semantic data mining the PROO ontology, were already carried out by 
the researchers in their work in [17]. The proposed main component of improving the senti-
ments of the product features using the knowledge mined from the PROO ontology for better 
product recommendations is described below with the algorithm pseudo-code.

3.1. Improving the product recommendations using rule-based sentiments from 
ontology

The rule-based sentiments mined from the PROO ontology specify the relations between the 
parent feature and the child feature. It also reveals the relations among the related product 
features. The opinion strength of the feature for which the sentiment is to be determined by 
the machine also carries its importance in the rule. Also the sentiments calculated for each 
of the product features after extracting from the reviews are stored separately for further 
mapping. The detailed procedure for improving product recommendations is expressed in 
step-by-step form below. The symbols used in the steps are as follows: O is the PROO ontol-
ogy. Pi is the product and i = 1,2,3,… The sentiment of the product feature Fj of the product 
Pi is represented as Sentiment(Fj,Pi) where j = 1,2,3,… The Pos(Fj,Pi), Neg(Fj,Pi), and Neu(Fj,Pi) 
are the positive, negative, and neutral product features. The count() is the number of occur-
rences of polarity kind. Parentof(Fjkparent_node, Fjkchild_node) is the feature hierarchy in the ontol-
ogy. Objectproperty(nodea, nodeb) is the fact about related product features. Strength(node, 
rel(int)) is the opinion strength of the feature which is present in the review. Depth of the node 

Figure 2. Model for improving the sentiments of the product features.
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in the ontology and the height of the ontology are the ontology tree measures. The asterisk ‘*’ 
in the steps represents the multiplication operator.

1. Retrieve the similar products from the ontology based on the user-searched product. The 
common features of retrieved products and the searched product are called as ‘k-common 
features.’

2. For each of the k-common features, calculate the sentiment using the count of positive 
mentions and count of negative mentions on the features as:

Sentiment(Fj,Pi) = count(Pos(Fj,Pi))−count(Neg(Fj,Pi))

                                 count(Pos(Fj,Pi)) + count(Neg(Fj,Pi)) + count(Neu(Fj,Pi))

3. Retrieve taxonomical and non-taxonomical sentiment rules on the product features from 
ontology.

4. Map Rule_Positive_Sentiment = [0.001 … 1] and Rule_Negative_Sentiment = [−1 … −0.001].

5. For each k-common feature among all the similar products in ontology,

if (parentof(Fjkparent_node, Fjkchild_node) == true)

{

if (Sentiment(Fjkparent_node, Pi) < Sentiment(Fjkchild_node, Pi))

{

Sentiment(Fjkparent_node, Pi) = Sentiment(Fjkparent_node, Pi) + 
[Sentiment(Fjkchild_node, Pi) * depth of the Fjkchild_node];

New_Sentiment(Fjkparent_node, Pi) = Sentiment(Fjkparent_node, Pi);

}

if (Sentiment(Fjkchild_node, Pi) == Sentiment(Fjkparent_node, Pi))

Continue;

}

else if (objectproperty(nodea,nodeb) ^ strength(node,rel(int)) == true)

{

if(Sentiment(Fjknodea, Pi) < = 0)

{

Sentiment(Fjknodea, Pi) = Sentiment(Fjknodea, Pi) + height of the  
ontology/100; /*Since to have small change in the score*/

New_Sentiment(Fjknodea, Pi) = Sentiment(Fjknodea, Pi);
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of PROO ontology and semantic data mining the PROO ontology, were already carried out by 
the researchers in their work in [17]. The proposed main component of improving the senti-
ments of the product features using the knowledge mined from the PROO ontology for better 
product recommendations is described below with the algorithm pseudo-code.

3.1. Improving the product recommendations using rule-based sentiments from 
ontology

The rule-based sentiments mined from the PROO ontology specify the relations between the 
parent feature and the child feature. It also reveals the relations among the related product 
features. The opinion strength of the feature for which the sentiment is to be determined by 
the machine also carries its importance in the rule. Also the sentiments calculated for each 
of the product features after extracting from the reviews are stored separately for further 
mapping. The detailed procedure for improving product recommendations is expressed in 
step-by-step form below. The symbols used in the steps are as follows: O is the PROO ontol-
ogy. Pi is the product and i = 1,2,3,… The sentiment of the product feature Fj of the product 
Pi is represented as Sentiment(Fj,Pi) where j = 1,2,3,… The Pos(Fj,Pi), Neg(Fj,Pi), and Neu(Fj,Pi) 
are the positive, negative, and neutral product features. The count() is the number of occur-
rences of polarity kind. Parentof(Fjkparent_node, Fjkchild_node) is the feature hierarchy in the ontol-
ogy. Objectproperty(nodea, nodeb) is the fact about related product features. Strength(node, 
rel(int)) is the opinion strength of the feature which is present in the review. Depth of the node 

Figure 2. Model for improving the sentiments of the product features.

Machine Learning - Advanced Techniques and Emerging Applications190

in the ontology and the height of the ontology are the ontology tree measures. The asterisk ‘*’ 
in the steps represents the multiplication operator.

1. Retrieve the similar products from the ontology based on the user-searched product. The 
common features of retrieved products and the searched product are called as ‘k-common 
features.’

2. For each of the k-common features, calculate the sentiment using the count of positive 
mentions and count of negative mentions on the features as:

Sentiment(Fj,Pi) = count(Pos(Fj,Pi))−count(Neg(Fj,Pi))

                                 count(Pos(Fj,Pi)) + count(Neg(Fj,Pi)) + count(Neu(Fj,Pi))

3. Retrieve taxonomical and non-taxonomical sentiment rules on the product features from 
ontology.

4. Map Rule_Positive_Sentiment = [0.001 … 1] and Rule_Negative_Sentiment = [−1 … −0.001].

5. For each k-common feature among all the similar products in ontology,

if (parentof(Fjkparent_node, Fjkchild_node) == true)

{

if (Sentiment(Fjkparent_node, Pi) < Sentiment(Fjkchild_node, Pi))

{

Sentiment(Fjkparent_node, Pi) = Sentiment(Fjkparent_node, Pi) + 
[Sentiment(Fjkchild_node, Pi) * depth of the Fjkchild_node];

New_Sentiment(Fjkparent_node, Pi) = Sentiment(Fjkparent_node, Pi);

}

if (Sentiment(Fjkchild_node, Pi) == Sentiment(Fjkparent_node, Pi))

Continue;

}

else if (objectproperty(nodea,nodeb) ^ strength(node,rel(int)) == true)

{

if(Sentiment(Fjknodea, Pi) < = 0)

{

Sentiment(Fjknodea, Pi) = Sentiment(Fjknodea, Pi) + height of the  
ontology/100; /*Since to have small change in the score*/

New_Sentiment(Fjknodea, Pi) = Sentiment(Fjknodea, Pi);
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}

if(Sentiment(Fjknodeb, Pi) < = 0)

{

Sentiment(Fjknodeb, Pi) = Sentiment(Fjknodeb, Pi) + height of the  
ontology/100; /*Since to have small change in the score*/

New_Sentiment(Fjknodeb, Pi) = Sentiment(Fjknodeb, Pi);

6. Sort the products in the descending order based on the enhanced sentiments of the k-
common features.

7. Recommend products.

The explanation of the steps is as follows: given the product to be searched by the end user 
in the E-Commerce site, all the similar products are recommended. Initially, the algorithm 
retrieves all the similar products data from the ontology based with respect to the user-
searched product. The common product features of retrieved products and the searched 
product are called as ‘k-common features’. Next for each of the k-common features, the cor-
responding sentiment is calculated by using the number of positive mentions and number of 
negative mentions on the features. Whenever a neutral mention is identified, it is also counted 
and used in the sentiment calculation. Then the taxonomical and non-taxonomical sentiment 
rules on the product features are retrieved from the ontology. The target sentiment instances 
Positive and Negative are mapped to the minimum and maximum sentiment scores of the 
product features to create a sentiment range. Following discussions are the examples to clar-
ify how the improved product recommendations are returned to the customer when a search 
for the product takes place. The dataset details for which the examples discussed were pre-
sented in Table 1 which was presented in section V.

The product ‘Samsung Galaxy j7 prime’ has one of the taxonomical features as battery and 
battery life respectively. The number of positive mentions and negative mentions on the 
battery are 6 and 0. There are no neutral mentions. The number of positive and negative 
mentions on the battery life is 1 and 0. There are no neutral mentions. The sentiment scores 
obtained after calculation for battery and battery life are 1 and 1 respectively. The opinion 
strengths for battery and battery life obtained from review dataset are 3 and 3. By applying 
these features as instances in the taxonomical sentiment rule, the semantic sentiment learned 
is positive. The sentiment scores of battery and battery life are now mapped to Positive senti-
ment label.

Document attributes Values

Number of review documents 300

Minimum sentences per review 9

Maximum sentences per review 15

Table 1. Reviews dataset details.
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The product ‘Samsung Galaxy j7 prime’ has one of the non-taxonomical features as RAM and 
performance respectively. The number of positive and negative mentions on the RAM is 6 and 5. 
There are no neutral mentions. The number of positive and negative mentions on the performance 
is 6 and 2. There are no neutral mentions. The sentiment scores obtained after calculation for RAM 
and performance are 0.09 and 0.1 respectively. The opinion strengths for RAM and performance 
obtained from review dataset are 2.5 and 2.5. By applying these features and opinion strength 
values as instances in the non-taxonomical sentiment rule, the semantic sentiment learned is posi-
tive. The sentiment scores of RAM and performance are now mapped to Positive sentiment label.

The similar products are retrieved from the ontology by querying on the ‘similarTo’ object 
property for the corresponding instance values for the customer-searched product. Now for 
each k-common feature among all the retrieved products in ontology, whenever there exists 
any taxonomical constraints and when the sentiment of the parent feature node in the ontol-
ogy is less than the sentiment of the child feature node then the sentiment of the parent feature 
node is updated by adding the weighted sentiment of the child feature node. The weight is 
the depth of the child feature node present in the ontology. This kind of analysis is possible as 
specified by [6], who say that the importance of the feature is determined by the depth of the 
feature in the ontology. This analysis views the taxonomical features ‘as-a-unit.’ Whenever 
the sentiment of the parent feature node is equal to the sentiment of the child feature node, 
then no update is carried out on these nodes.

Once all the taxonomical constraints are analyzed, the non-taxonomical constraints are also 
analyzed. The non-taxonomical constraints are analyzed to learn the related features and the 
contribution to their sentiment values. When the sentiments of the related nodes are less than 
or equal to zero, the sentiments of the related nodes are updated by adding the ratio. The ratio 
is 1/100th of the height of the ontology to make the score present in the sentiment range. The 
height of the ontology is added to the existing sentiment score as the related nodes are present 
at any level in the ontology other than the root.

The product ‘Samsung Galaxy j7 prime’ has sentiment scores obtained after calculation for 
battery and battery life is 1 and 1 respectively. There is no update in the sentiment value for 
either of the features. This is because the sentiment values for parent feature (battery) and 
child feature (battery life) which fall under taxonomical constraints are equal.

The product ‘Samsung Galaxy j7 prime’ has sentiment scores obtained after calculation for 
screen and display is 1 and 0 respectively. There is an update in the sentiment value for fea-
ture ‘display’. This is because the sentiment value of display is equal to zero. The updated 
sentiment value for the feature ‘display’ is 0.03. The product features screen and display fall 
under non-taxonomical constraints.

Finally, the products are sorted in the descending order of the enhanced sentiments. The 
sorted list is provided as the product recommendations to the customer.

4. Design decisions in the implementation of ontology

The description logic (DL) is used in reasoning the instances of ontology. DL is the math 
behind the constructs of the ontology. The engineered PROO ontology has DL expressivity 
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and used in the sentiment calculation. Then the taxonomical and non-taxonomical sentiment 
rules on the product features are retrieved from the ontology. The target sentiment instances 
Positive and Negative are mapped to the minimum and maximum sentiment scores of the 
product features to create a sentiment range. Following discussions are the examples to clar-
ify how the improved product recommendations are returned to the customer when a search 
for the product takes place. The dataset details for which the examples discussed were pre-
sented in Table 1 which was presented in section V.

The product ‘Samsung Galaxy j7 prime’ has one of the taxonomical features as battery and 
battery life respectively. The number of positive mentions and negative mentions on the 
battery are 6 and 0. There are no neutral mentions. The number of positive and negative 
mentions on the battery life is 1 and 0. There are no neutral mentions. The sentiment scores 
obtained after calculation for battery and battery life are 1 and 1 respectively. The opinion 
strengths for battery and battery life obtained from review dataset are 3 and 3. By applying 
these features as instances in the taxonomical sentiment rule, the semantic sentiment learned 
is positive. The sentiment scores of battery and battery life are now mapped to Positive senti-
ment label.

Document attributes Values

Number of review documents 300

Minimum sentences per review 9

Maximum sentences per review 15

Table 1. Reviews dataset details.
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The product ‘Samsung Galaxy j7 prime’ has one of the non-taxonomical features as RAM and 
performance respectively. The number of positive and negative mentions on the RAM is 6 and 5. 
There are no neutral mentions. The number of positive and negative mentions on the performance 
is 6 and 2. There are no neutral mentions. The sentiment scores obtained after calculation for RAM 
and performance are 0.09 and 0.1 respectively. The opinion strengths for RAM and performance 
obtained from review dataset are 2.5 and 2.5. By applying these features and opinion strength 
values as instances in the non-taxonomical sentiment rule, the semantic sentiment learned is posi-
tive. The sentiment scores of RAM and performance are now mapped to Positive sentiment label.

The similar products are retrieved from the ontology by querying on the ‘similarTo’ object 
property for the corresponding instance values for the customer-searched product. Now for 
each k-common feature among all the retrieved products in ontology, whenever there exists 
any taxonomical constraints and when the sentiment of the parent feature node in the ontol-
ogy is less than the sentiment of the child feature node then the sentiment of the parent feature 
node is updated by adding the weighted sentiment of the child feature node. The weight is 
the depth of the child feature node present in the ontology. This kind of analysis is possible as 
specified by [6], who say that the importance of the feature is determined by the depth of the 
feature in the ontology. This analysis views the taxonomical features ‘as-a-unit.’ Whenever 
the sentiment of the parent feature node is equal to the sentiment of the child feature node, 
then no update is carried out on these nodes.

Once all the taxonomical constraints are analyzed, the non-taxonomical constraints are also 
analyzed. The non-taxonomical constraints are analyzed to learn the related features and the 
contribution to their sentiment values. When the sentiments of the related nodes are less than 
or equal to zero, the sentiments of the related nodes are updated by adding the ratio. The ratio 
is 1/100th of the height of the ontology to make the score present in the sentiment range. The 
height of the ontology is added to the existing sentiment score as the related nodes are present 
at any level in the ontology other than the root.

The product ‘Samsung Galaxy j7 prime’ has sentiment scores obtained after calculation for 
battery and battery life is 1 and 1 respectively. There is no update in the sentiment value for 
either of the features. This is because the sentiment values for parent feature (battery) and 
child feature (battery life) which fall under taxonomical constraints are equal.

The product ‘Samsung Galaxy j7 prime’ has sentiment scores obtained after calculation for 
screen and display is 1 and 0 respectively. There is an update in the sentiment value for fea-
ture ‘display’. This is because the sentiment value of display is equal to zero. The updated 
sentiment value for the feature ‘display’ is 0.03. The product features screen and display fall 
under non-taxonomical constraints.

Finally, the products are sorted in the descending order of the enhanced sentiments. The 
sorted list is provided as the product recommendations to the customer.

4. Design decisions in the implementation of ontology

The description logic (DL) is used in reasoning the instances of ontology. DL is the math 
behind the constructs of the ontology. The engineered PROO ontology has DL expressivity 
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level ALCIN(D). ALCIN(D) is attribute logic with complement, role inverse, unqualified num-
ber restriction and datatype. This ontology is robustly scalable and the rules learned from it 
are computationally solvable in polynomial running time, i.e., PTIME. The target sentiment 
which is learned as the rule consequent on the object properties of PROO ontology is decid-
able as the rules are deductible in the PTIME. Also the learned rules are DL-safe as these rules 
are restricted to known instances of the ontology.

There were some issues encountered at the time of PROO ontology development. This PROO 
ontology development was based on design decisions taken at two stages. The two stages 
were namely the design decisions made before the ontology development and, the decisions 
made at the time of ontology development.

The first design decision before the development of ontology was on the scope of the ontol-
ogy to represent the appropriate knowledge for conceptualization. In the product reviews 
domain, the PROO ontology was intended to support the new customers in retrieving the 
object information from a large number of reviews by reasoning on object property ontology 
path. The second design decision was on adhering to the development of a formal ontology so 
as to reason the ontology for making meaningful conclusions. The PROO ontology was devel-
oped using the formal Web Ontology Language (OWL) constructs. The third design decision 
was whether to annotate the product features and opinions extracted from the reviews as 
instances to the concepts of the ontology or not.

The design decision taken during the development of ontology was to choose the required 
superclass-subclass taxonomies in the ontology. The taxonomies created in the development 
of PROO ontology were the hierarchy of the product features and the PoS word class tags. For 
some queries on PROO ontology, it was observed that the information retrieved is incorrect. 
The same instance that was used in analyzing the different product reviews has led to the 
former mentioned problem.

5. Evaluation of results

The datasets that were used in the feature specific sentiment classification and knowledge-
based product recommendations were the collection of electronic device reviews from 
Amazon. The electronic devices were Iphone 6 s plus, oppo f1 plus and Samsung galaxy j7 
prime smartphones. These products were named as P1, P2 and P3, respectively. The selection 
of reviews was considered in such a way as each review contains the mention of the product 
features. Table 1 presents the details of the datasets used for this experiment.

The reviews preprocessing was carried out by eliminating stop words and non-English 
words. The negation words which were present by the adjective in review sentences were 
handled with care. For such review sentences, the sentiment orientation of the word was 
determined by flipping the actual sentiment. The product features and opinions extracted 
on the considered mobile phone reviews using NLP-based language model and LDA-
based language model are collected. PROO ontology is engineered and annotated with the 
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collected product features and opinions. Only one product type for the rule-based senti-
ments analysis as the PROO ontology is developed for a class of mobile phones of different 
manufacturers.

ILP rules are also extracted from PROO ontology. The rule predecessor is learned by form-
ing a conjunction of PROO ontology classes and the relevant properties which relate to these 
classes. The class instances and the property values are reasoned for extracting the target 
sentiment class instance which is the rule consequent. The generated rules cover the positive 
instances of the product feature. The assessment of the generated rules is envisioned with 
area under receiver operating characteristic curve (AUC).

The AUC is a measure to showcase the reviews covered in either of the two sentiment groups 
(good/bad) available from the dataset. The parameters of the receiver operating characteristic 
(ROC) curve are the target class label and the ranking attribute. The target instance considered 
is good for the sentiment class and the ranking attribute is considered as opinion strength. An 
accuracy of 86.7% of ROC area coverage is obtained. The k-common features identified after 
the customer searched for Iphone 6 s plus are tabulated in Table 2. The value of k found is 17. 
The similar products are Oppo f1 plus and Samsung galaxy j7 prime.

k-Common features

Phone

ROM

Battery

Performance

OS

Brand

Network connectivity

Camera

Price

Build quality

Touch

Screen

Battery life

Camera quality

Appearance

Display

RAM

Table 2. List of k-common features.

Sentiment-Based Semantic Rule Learning for Improved Product Recommendations
http://dx.doi.org/10.5772/intechopen.72514

195



level ALCIN(D). ALCIN(D) is attribute logic with complement, role inverse, unqualified num-
ber restriction and datatype. This ontology is robustly scalable and the rules learned from it 
are computationally solvable in polynomial running time, i.e., PTIME. The target sentiment 
which is learned as the rule consequent on the object properties of PROO ontology is decid-
able as the rules are deductible in the PTIME. Also the learned rules are DL-safe as these rules 
are restricted to known instances of the ontology.

There were some issues encountered at the time of PROO ontology development. This PROO 
ontology development was based on design decisions taken at two stages. The two stages 
were namely the design decisions made before the ontology development and, the decisions 
made at the time of ontology development.

The first design decision before the development of ontology was on the scope of the ontol-
ogy to represent the appropriate knowledge for conceptualization. In the product reviews 
domain, the PROO ontology was intended to support the new customers in retrieving the 
object information from a large number of reviews by reasoning on object property ontology 
path. The second design decision was on adhering to the development of a formal ontology so 
as to reason the ontology for making meaningful conclusions. The PROO ontology was devel-
oped using the formal Web Ontology Language (OWL) constructs. The third design decision 
was whether to annotate the product features and opinions extracted from the reviews as 
instances to the concepts of the ontology or not.

The design decision taken during the development of ontology was to choose the required 
superclass-subclass taxonomies in the ontology. The taxonomies created in the development 
of PROO ontology were the hierarchy of the product features and the PoS word class tags. For 
some queries on PROO ontology, it was observed that the information retrieved is incorrect. 
The same instance that was used in analyzing the different product reviews has led to the 
former mentioned problem.

5. Evaluation of results

The datasets that were used in the feature specific sentiment classification and knowledge-
based product recommendations were the collection of electronic device reviews from 
Amazon. The electronic devices were Iphone 6 s plus, oppo f1 plus and Samsung galaxy j7 
prime smartphones. These products were named as P1, P2 and P3, respectively. The selection 
of reviews was considered in such a way as each review contains the mention of the product 
features. Table 1 presents the details of the datasets used for this experiment.

The reviews preprocessing was carried out by eliminating stop words and non-English 
words. The negation words which were present by the adjective in review sentences were 
handled with care. For such review sentences, the sentiment orientation of the word was 
determined by flipping the actual sentiment. The product features and opinions extracted 
on the considered mobile phone reviews using NLP-based language model and LDA-
based language model are collected. PROO ontology is engineered and annotated with the 
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collected product features and opinions. Only one product type for the rule-based senti-
ments analysis as the PROO ontology is developed for a class of mobile phones of different 
manufacturers.

ILP rules are also extracted from PROO ontology. The rule predecessor is learned by form-
ing a conjunction of PROO ontology classes and the relevant properties which relate to these 
classes. The class instances and the property values are reasoned for extracting the target 
sentiment class instance which is the rule consequent. The generated rules cover the positive 
instances of the product feature. The assessment of the generated rules is envisioned with 
area under receiver operating characteristic curve (AUC).

The AUC is a measure to showcase the reviews covered in either of the two sentiment groups 
(good/bad) available from the dataset. The parameters of the receiver operating characteristic 
(ROC) curve are the target class label and the ranking attribute. The target instance considered 
is good for the sentiment class and the ranking attribute is considered as opinion strength. An 
accuracy of 86.7% of ROC area coverage is obtained. The k-common features identified after 
the customer searched for Iphone 6 s plus are tabulated in Table 2. The value of k found is 17. 
The similar products are Oppo f1 plus and Samsung galaxy j7 prime.

k-Common features

Phone

ROM

Battery

Performance

OS

Brand

Network connectivity

Camera

Price

Build quality

Touch

Screen

Battery life

Camera quality

Appearance

Display

RAM

Table 2. List of k-common features.

Sentiment-Based Semantic Rule Learning for Improved Product Recommendations
http://dx.doi.org/10.5772/intechopen.72514

195



Figure 3. Scatter plot for the percentage of products with different k values.

The algorithm calculates sentiments for all the three cellular products on 17 features. Now the 
algorithm gets all the taxonomical and nontaxonomical constraints for learning feature senti-
ments from the ontology in the form of rules. In this work, the height of the PROO ontology 
is 3 and the depth of the child feature node in the ontology tree for taxonomical sentiments is 
2. In order to evaluate the sentiments of the k-common features for recommending products, 
similarity metrics namely cosine similarity [18] and Better [19] are considered.

The small number for k-common features restricts the ability to compare the products during 
retrieval. This leads to a problem called ‘sparsity problem’. This problem is common in col-
laborative filtering systems.

An empirical analysis is carried out to understand the impact of small k values on product 
recommendations. The scatter plot for the percentage of products with different k values with 
the searched product is presented in Figure 3.

It is observed from the above figure that at k value of 1, the product recommendations are 
not possible as all the products have same similarity value. It is also observed that a single 
product is not recommended with the available k features as the products are competing with 
respect to the sentiments on these k features. From k = 2 through 17, the product recommen-
dations has started.

In order to know the product recommendations for small k values, the cosine similarity val-
ues for k values 1, 2, and 3 without and with ontology are tabulated in Table 3.

An important observation is made Table 3. It is that the cosine similarity values without and 
with ontology for small values of k are same. The influence of taxonomical and nontaxonomi-
cal constraints on the product recommendations is reflected from the k value of 4.
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Different values for ‘k’ provide the useful understanding about the products comparison for 
eventual recommendations. The variations in the number of k-common features on the simi-
lar products using sentiments without ontology and with ontology are tabulated in Table 4.

The higher better values in relative comparison with the search product specify that the prod-
uct is on the top of the recommendation list. The lower cosine values in relative comparison 
with the search product specify that the product is on the top of the recommendation list. 
The sentiments of k-common features on the three products in the absence of ontology are 
displayed in Figure 4.

The product similarity with the sentiment data on the similar products without the support 
of ontology is displayed in Figure 5.

The sentiments of k-common features on the three products in the presence of ontology are 
displayed in Figure 6.

The product similarity with the sentiment data on the similar products with the support of 
ontology is displayed in Figure 7.

The product recommendations based on the Cosine similarity measures with and without 
ontology support for different ‘k’ values are specified in Table 5.

From the results in Table 5, it is observed that without the support of ontology for different 
values of ‘k’ (4,8,12) the cosine similarity returned the similar products as recommendations 
in the same order (product P2 comes first in the list and then the product P3) by using the sen-
timents on k-features. The product with higher cosine value between two similar products is 

Without ontology With ontology

k Cosine(P1,P2) Cosine(P1,P3) Cosine(P1,P2) Cosine(P1,P3)

1 1 1 1 1

2 0.86 0.89 0.86 0.89

3 0.69 0.94 0.69 0.94

Table 3. Cosine similarity values for small k.

k Without ontology With ontology

Better 
(P1,P2)

Cosine 
(P1,P2)

Better 
(P1,P3)

Cosine 
(P1,P3)

Better 
(P1,P2)

Cosine 
(P1,P2)

Better 
(P1,P3)

Cosine 
(P1,P3)

4 −0.0275 0.87 −0.0075 0.79 −0.0275 0.75 −0.0075 0.95

8 −0.0006 0.61 −0.08938 0.45 −0.00063 0.33 −0.08938 0.52

12 0.0370 0.54 0.044583 0.51 0.037083 0.54 0.025874 0.51

17 0.0997 0.29 0.058235 0.48 0.099705 0.29 0.035866 0.49

Table 4. Better and cosine similarity measures statistics for analyzing similarities between products.
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shown as first product in the recommendations list. For k value of 17, the order in the product 
recommendations is changed. This is because the product P3 has higher cosine value and P2 
has lower cosine value when compared with the searched product.

When ontological knowledge is utilized in the product recommendations analysis, the senti-
ments of the taxonomical features [(battery, battery life) and (camera, camera quality)] are 
not changed as the sentiments of the parent features are greater than the sentiments of the 
child features in the taxonomy. The sentiments of the non-taxonomical features [in the work 
the related features are (RAM, mobile performance), (brand, price), and (screen, display)] are 
improved in the similar products of k-common features by using the recommendation algo-
rithm. It is observed that the order of product recommendations after improving the senti-
ments of the related features is changed for two k values (for values 4 and 8). This is because 
the related sentiments of product P3 have improved so they show higher cosine value than 
the product P2. This shows the improvement in the product recommendations.

Figure 4. Sentiments of k-common features of similar products in the absence of ontology.

Figure 5. Products comparison with the searched product in the absence of ontology.
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Figure 6. Sentiments of k-common features of similar products in the presence of ontology.

Figure 7. Products comparison with the searched product in the presence of ontology.

Searched product in E-Commerce site: Iphone 6 s plus

k

(No. of common product 
features)

Product recommendations order–without 
ontology

(product1, product2)

Product recommendations order–with 
ontology

(product1, product2)

4 Oppo f1 plus, Samsung Galaxy j7 Samsung Galaxy j7, Oppo f1 plus

8 Oppo f1 plus, Samsung Galaxy j7 Samsung Galaxy j7, Oppo f1 plus

12 Oppo f1 plus, Samsung Galaxy j7 Oppo f1 plus, Samsung Galaxy j7

17 Samsung Galaxy j7, Oppo f1 plus Samsung Galaxy j7, Oppo f1 plus

Table 5. Product recommendations.
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6. Conclusions and future work

The sentiment-based semantic rule learning for improved product recommendations is pre-
sented. The role of semantic rules in sentiment learning is discussed. The influence of sen-
timents on semantic rules is also discussed. The algorithms for learning taxonomical and 
non-taxonomical constraints are explained and results are tabulated. Also the algorithm 
for improving product sentiments using the learned taxonomical and nontaxonomical con-
straints for product recommendations is explained and results are tabulated. The design deci-
sions in the implementation of PROO ontology are discussed. Several observations from the 
experiment are also discussed.

Future scope of work is in the lines of learning the intentions of the reviewers using the 
advanced machine learning algorithms and bigger datasets. The influence of the intentions 
on new customers and on the product manufacturers by quantifying the effect of intention on 
information diffusion in social media are to be investigated. The classification performance 
of the machine learning model on the intentions is to be examined for discovering the actual 
intention of the reviewer.
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Abstract

The maximum satisfiability problem that is known to be nondeterministic polynomial
(NP) complete plays a central role problem in many applications in the fields of very
large-scale integration (VLSI) computer-aided design, computing theory, artificial intel-
ligence, and defense. Given a set of m clauses and n Boolean variables, the maximum
satisfiability problem refers to the task of finding an assignment of values to the vari-
ables that maximizes the number of satisfied clauses (or minimizes the number of
unsatisfied clauses) In this chapter, a multilevel evolutionary algorithm is proposed for
the maximum satisfiability problem. The multilevel process works by grouping the
variables defining the problem to form clusters, uses the clusters to define a new prob-
lem, and is repeated until the problem size falls below some threshold. The coarsest
problem is then given an initial assignment of values to variables and the assignment is
successively refined on all the problems starting with the coarsest and ending with the
original.

Keywords: maximum satisfiability problem, genetic algorithm, multilevel paradigm,
discrete optimization, effect size

1. Introduction

Combinatorial optimization is a lively field of applied mathematics, combining techniques
from combinatorics, linear programming, and the theory of algorithms, to solve optimization
problems over discrete structures. Utilizing classical methods of operations research often fails
due to the exponentially growing computational effort. It is commonly accepted that these
methods might be heavily penalized by the nondeterministic polynomial (NP)-hard nature of
the problems and consequently will then be unable to solve large-size instances of a problem.
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Therefore, in practice meta-heuristics are commonly used even if they are unable to guarantee
an optimal solution. The driving force behind the high performance of meta-heuristics is their
ability to find an appropriate balance between intensively exploiting areas with high-quality
solutions (the neighborhood of elite solutions) and moving to unexplored areas when neces-
sary. The evolution of meta-heuristics has taken an explosive upturn. The recent trends in
computational optimization move away from the traditional methods to contemporary
nature-inspired meta-heuristic algorithms though traditional methods can still be an important
part of the solution techniques for small-size problems. As many real-world optimization
problems become increasingly complex and hard to solve, better optimization algorithms are
always needed. Nature-inspired algorithms such as genetic algorithms (GAs) are regarded as
highly successful methods when applied to a broad range of discrete as well as continuous
optimization problems. This chapter introduces the multilevel paradigm combined with
genetic algorithm for solving the maximum satisfiability problem. Over the past few years, an
increasing interest has arisen in solving hard optimization problems using genetic algorithms.
These techniques offer the advantage of being flexible. They can be applied to any problem
(discrete or continuous) whenever there is a possibility for encoding a candidate solution to the
problem, and a mean of computing the quality of any candidate solution through the so-called
objective function. Nevertheless, GAs may still suffer from premature convergence. The per-
formance of GAs deteriorates very rapidly mostly due to two reasons. First, the complexity of
the problem usually increases with its size, and second, the solution space of the problem
increases exponentially with the problem size. Because of these two issues, optimization search
techniques tend to spend most of the time exploring a restricted area of the search space
preventing the search to visit more promising areas, and thus leading to solutions of poor
quality. Designing efficient optimization search techniques requires a tactical interplay
between diversification and intensification [1, 2]. The former refers to the ability to explore
many different regions of the search space, whereas the latter refers to the ability to obtain
high-quality solutions within those regions.

In this chapter, a genetic algorithm is used in a multilevel context as a means to improve its
performance. This chapter is organized as follows. Section 2 describes the maximum satisfiability
problem. Section 3 explains the hierarchical evolutionary algorithm. In Section 4, we report the
experimental results. Finally, Section 5 discusses the main conclusions and provides some guide-
lines for future work.

2. The maximum satisfiability problem

Given a set of n Boolean variables and a conjunctive normal form (CNF) of a set ofm disjunctive
clauses of literals, where each literal is a variable or its negation which takes one of the two
values True or False, the task is to determine whether there exists an assignment of truth values
of the variables that satisfy the maximum number k of clauses. Multilevel approaches are special
techniques which aim at producing smaller and smaller problems that are easier to solve than
the original one. These techniques were applied to different combinatorial optimization prob-
lems. Examples include graph-partitioning problem [3–7], the traveling salesman problem [8, 9],

Machine Learning - Advanced Techniques and Emerging Applications204

graph coloring and graph drawing [10, 11], feature selection problem in biomedical data [12],
and maximum satisfiability problem [13–16]. A recent survey over multilevel techniques can be
found in [1, 17, 18].

3. The multilevel evolutionary algorithm

3.1. Main idea

The multilevel paradigm works by merging the variables defining the problem to form clus-
ters, uses the clusters to define a new problem, and the process is repeated until the problem
size reaches some threshold. A random initial assignment is injected to the coarsest problem
and the assignment is successively refined on all the problems starting with the coarsest and
ending with the original. The multilevel evolutionary algorithm is described in Algorithm 1.

Algorithm 1. The multilevel evolutionary algorithm

input : Problem P0

output: Solution Sfinal P0ð Þ
1 begin

2 level := 0 ;

3 while Not reached the desired number of levels do

4 Plevelþ1:¼Reduce (Plevel) ;

5 level := level + 1 ;

6 /* Proceed with Memetic algorithm */ ;

7 Sstart Plevelð Þ ¼ Initial-Assignment (Plevel) ;

8 Sfinal Plevelð Þ ¼ Refinement (Plevel) ;

9 while level > 0ð Þ do
10 Sstart Plevel�1ð Þ:¼Project Sfinal Plevelð Þ� �

;

11 Sfinal Plevel�1ð Þ:¼Refinement (Sstart Plevel�1ð Þ) ;
12 level := level – 1

13 end

3.2. Reduction phase

This process (lines 3–5 of Algorithm 1) is graphically illustrated in Figure 1 using an example
with 10 variables. The coarsening phase uses two levels to coarsen the problem down to three
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clusters. P0 corresponds to the original problem. The random-coarsening procedure is used to
randomly merge the literals in pairs leading to a coarser problem (level) with five clusters. This
process is repeated leading to the coarsest problem (P3) with three clusters. An initial popula-
tion is generated where the clusters are randomly assigned the value of true or false. The figure
shows an initial solution where one cluster is assigned the value of true and the remaining two
clusters are assigned the value false. Thereafter, the computed initial solution is then improved
with the evolutionary algorithm referred to as MA. As soon as the convergence criteria are
reached at P2, the uncoarsening phase takes the whole population from that level and then
extends it so that it serves as an initial population for the parent level P1 and then proceeds
with a new round of MA. This iteration process ends when MA reaches the stop criteria that is
met at P0.

3.3. Initial solution

The coarsening phase stops when the problem size reaches a threshold. A random procedure is
used to generate an initial solution at the coarsest level. The clusters of every individual in the
population are assigned the value of true or false in a random manner (line 7 of Algorithm 1).

Figure 1. The various phases of the multilevel evolutionary algorithm.
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3.4. Projection and refinement phases

The projection phase is the opposite process followed during the coarsening phase. The
assignment reached at levelmþ1 is now to be extended on is parent levelm. The extension
algorithm is simple; if a cluster which belongs to levelmþ1 is assigned the value of true, then
the grouped pair of clusters that it represents, which belong to levelm, are also assigned the true
value (line 10 of Algorithm 1). The evolutionary algorithm explained in the next section is used
to improve the assignment during each level. The population reached at levelmþ1 will serve as
the initial population for levelm. The projected population already contains individuals with
high fitness value leading MA to converge quicker within a few generations to a better
assignment (lines 8 and 11 of Algorithm 1).

3.5. Evolutionary algorithm (MA)

The evolutionary algorithm proposed in this chapter and described in Algorithm 2 combines a
genetic algorithms and local search. The algorithm maintains a population of solutions for the
problem at hand (i.e., a pool having several solutions simultaneously). Each of these solutions
is called an individual. Each generation consists of updating a population of individuals,
hopefully leading to better solutions. The individuals from the set of solutions, which is called
population, will evolve from generation to generation by repeated application of genetic
operators and a local search scheme. Over many generations, the population becomes uniform
and converges to optimal or near-optimal solutions.

Algorithm 2. Evolutionary algorithm

begin

Generate initial population ;

Evaluate the fitness of each individual in the population ;

while (Not Convergence reached) do

Select individuals according to a scheme to reproduce ;

Breed if necessary each selected pairs of individuals through crossover;

Apply mutation if necessary to each offspring ;

Apply local search to each chromosome ;

Evaluate the fitness of the intermediate population ;

Replace the parent population with a new generation

end

• Fitness function: it is a numerical value that expresses the performance of an individual
(solution) so that different individuals can be compared. The fitness function is defined as
the number of unsatisfied clauses.
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• Initial population: the initial population consists of individuals generated randomly in
which each gene’s allele is assigned randomly the value 0 (false) or 1 (true).

• Crossover: new solutions are produced by matching pairs of individuals in the popula-
tion and then applying a crossover operator to each chosen pair. An unmatched individ-
ual ik is matched randomly with an unmatched individual il. Thereafter, the two-point
crossover operator is applied using a crossover probability to each matched pair of
individuals. The two-point crossover draws two random points within a chromosome
and then interchanges the two parent chromosomes between these points to produce two
new offspring. The work presented in [19] shows that the results produced by the two-
point crossover are excellent especially when the problem is hard to solve.

• Mutation: let C ¼ c1, c2,…, cm be a chromosome represented by a binary chain where each
of whose gene ci is either 0 or 1. Each gene ci is mutated through flipping this gene’s allele
from 0 to 1 or from 1 to 0 if the probability test is passed. The mutation probability
guarantees that, theoretically, every part of the region of the search space is explored. The
mutation operator adds diversity to the population while increasing the likelihood of
generating individuals with better fitness values.

• Selection: based on each individual quality, the roulette method is used to determine the
next population. The selection is stochastic and biased toward the best individuals. The
first step is to calculate the cumulative fitness of the whole population through the sum of
the fitness of all individuals. After that, the probability of selection is calculated for each

individual as being PSelectioni ¼ f i=
PN

1 f i.

• Local search: the last part of the algorithm is the use of a local search. A fast and simple
heuristic is applied for each offspring during which it seeks for the new variable-value
assignment which best decreases the number of unsatisfied clauses being identified.

4. Experimental results

4.1. Benchmark instances

We evaluated the performance of the multilevel evolutionary algorithm (MLVMA) against its
single variant (MA) using a set of instances taken from SATLIB. (http://www.informatik.tu-
darmstadt.de/AI/SATLIB). Table 1 shows the instances used in the experiment. IBM SPSS Statis-
tics version 19was used for statistical analysis. Due to the randomization nature of the algorithms,
each problem instance was run 100 times with a cutoff parameter (max time) set to 15 min. The
100 runs were adopted because pilot runs had shown the size of the difference to be so large that
100 runs were enough for an acceptable statistical power (power > :95); this is in accordance with
the suggestions given in a recent report on statistical testing of randomized algorithms [20].

The tests were carried out on a DELL machine with 800 MHz CPU and 2 GB of memory. The
code was written in C and compiled with the GNU C compiler version 4.6. The list of parameters
used in the experiments are as follows:
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• Crossover probability = 0.85

• Mutation probability = 0.1

• Population size = 50

• Stopping criteria for the coarsening phase: the coarsening stops as soon as the size of the
smallest problem reaches 100 variables (clusters). At this level, MA generates an initial
population.

• Convergence: if the fitness of the best individual does not improve during 10 consecutive
generations, MA is assumed to have reached convergence and moves to a higher level.

5. Results

5.1. Observed trends

The time development of the multilevel evolutionary algorithm against its single variant in
solving the instances is shown in Figures 2–8. The plots show the 100 runs of both algorithms
with a cutoff at 15 min as well as the mean of these runs. The search occurs in two phases. In
the first phase, the best solution improves rapidly at first, and then flattens off as the search
reaches the plateau region, marking the start of the second phase. The plateau region corre-
sponds to a region in the search space where moves does not alter the best assignment, and

Instance Number of variables Number of clauses

2bitadd10:cnf 590 1422

2bitadd11:cnf 649 1562

2bitadd12:cnf 708 1702

2bitcomp5:cnf 125 310

2bitmax6:cnf 252 766

2bitadd31:cnf 8432 31,310

2bitadd32:cnf 8704 32,316

3block.cnf 283 9690

4blocks.cnf 758 47,820

4blocksb.cnf 410 24,758

e0ddr2-10-by-5-1.cnf 19,500 103,887

e0ddr2-10-by-5-4.cnf 1728 104,527

enddr2-10-by-5-1.cnf 20,700 111,567

enddr2-10-by-5-8.cnf 21,000 113,729

ewddr2-10-by-5-1.cnf 21,800 118,607

ewddr2-10-by-5-8.cnf 22,500 123,329

Table 1. Benchmark set of the SAT competition Beijing.
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Figure 2. MLVMA versus MA: (left) 2bitadd10:cnf, (right) 2bitadd11:cnf—time development for 100 runs in 15 min.

Figure 3. MLVMA versus MA: (left) 2bitadd12:cnf, (right) 2bitcomp5:cnf—time development for 100 runs in 15 min.

Figure 4. MLVMA versus MA: (left) 2bitmax6:cnf, (right) 3bitadd31:cnf—time development for 100 runs in 15 min.
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Figure 5. MLVMA versus MA: (left) 3bitadd32:cnf, (right) 3block:cnf—time development for 100 runs in 15 min.

Figure 6. MLVMA versus MA: (left) 4blocks:cnf, (right) 4blocksb:cnf—time development for 100 runs in 15 min.

Figure 7. MLVMA versus MA: (left) e0ddr2-10-by-5-1.cnf, (right) e0ddr2-10-by-5-4.cnf—time development for 100 runs
in 15 min.
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occurs more specifically once the refinement reaches the finest level. The plots show that
MLVMA offers a better asymptotic convergence compared to MA especially for large
instances. The test cases where both algorithms reach approximately the same solution quality
(with MLVMA being marginally better), the multilevel paradigm offers a cost-effective solu-
tion strategy considering the amount of time required (Figure 9).

This multilevel paradigm has two main advantages which enables the evolutionary algorithm
to become much efficient. The coarsening process offers a better mechanism for performing
diversification (i.e., searching different parts of the search space) and intensification (i.e.,
reaching better solutions within those regions). The coarsening allows the gene of each indi-
vidual to represent a cluster of variables, leading the search to become guided and restricted to
only those solutions in the solution space in which the variables grouped within a cluster are
assigned the same value. As the size of the clusters varies from one level to another, the
crossover and mutation operators are able to explore different regions in the search space

Figure 8. MLVMA versus MA: (left) enddr2-10-by-5-1.cnf, (right) enddr2-10-by-5-8.cnf—time development for 100 runs
in 15 min.

Figure 9. MLVMA versus MA: (left) ewddr2-10-by-5-1.cnf, (right) ewddr2-10-by-5-8.cnf—time development for 100 runs
in 15 min.
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while intensifying the search by exploiting the solutions from previous levels in order to reach
better solutions.

5.2. Statistical analysis

Tables 2 and 3 summarize the results. M and SD represent the mean standard deviation of
unsolved clauses for the MLVMA and MA algorithms. The range of solutions from each algo-
rithm is also shown in order to analyze the overlap between solution spaces for any given
instance. Statistical inferential analysis was done with an independent samples t-test which
compares the difference inmeans between the two groups. Comparison using the non-parametric

Mann-WhitneyU-test gave identical results. The non-parametric effect size measure bA12 [21] was

used to evaluate the relative dominance of one algorithm over the other. The bA12 effect size
measure is calculated using the rank sum which is a common component in any non-parametric

analysis such as theMann-WhitneyU-test [20]. Calculating bA12 is done according to the following
formula:

bA12 ¼ R1=m� mþ 1ð Þ=2ð Þ=n: (1)

where R1 is the rank sum of algorithm MLVMA, m is the number of observations in the first

#Case MLVMA MA

M (SD) Range M (SD) Range

2bitadd10:cnf 2.0 (.7) [1–3] 16.3 (2.3) [11–25]

2bitadd11:cnf 1.7 (.7) [1–4] 16.3 (3.2) [8–24]

2bitadd12:cnf 1.5 (.7) [1–3] 1.6 (.7) [1–4]

2bitcomp5:cnf 1.0 (0) [1–2] 1.0 (0.1) [1–2]

2bitmax6:cnf 1.0 (.2) [1–2] 1.0 (0.1) [1–2]

2bitadd31:cnf 132.6 (10.9) [122–216] 1106.2 (142.1) [923–2620]

3bitadd32:cnf 135.7 (11.9) [123–186] 1366.9 (179.1) [1125–1974]

3blocks 4.0 (1.8) [2–9] 7.2 (1.0) [4–9]

3blocks 8.2 (3.1) [2–14] 13.0 (1.0) [11–18]

4blocksb 5.2 (1.8) [2–8] 7.3 (0.7) [5–8]

e0ddr2-10-by-5-1 343.4 (119.0) [261–697] 10871.1 (324.5) [9895–11,527]

e0ddr2-10-by-5-4 320.6 (80.8) [271–718] 10969.1 (360.1) [10,190–11,784]

enddr2-10-by-5-1 371.9 (144.0) [281–1021] 12042.9 (378.1) [111,64–12,897]

enddr2-10-by-5-8 358.9 (136.1) [278–967] 12241.3 (400.0) [11,169–13,446]

ewddr2-10-by-5-1 399.8 (166.9) [289–1124] 12939.7 (407.9) [11,960–13,835]

ewddr2-10-by-5-8 354 (107.0) [293–710] 13537.5 (423.8) [12,393–14,736]

Table 2. Statistical comparisons.
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occurs more specifically once the refinement reaches the finest level. The plots show that
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Figure 8. MLVMA versus MA: (left) enddr2-10-by-5-1.cnf, (right) enddr2-10-by-5-8.cnf—time development for 100 runs
in 15 min.

Figure 9. MLVMA versus MA: (left) ewddr2-10-by-5-1.cnf, (right) ewddr2-10-by-5-8.cnf—time development for 100 runs
in 15 min.
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while intensifying the search by exploiting the solutions from previous levels in order to reach
better solutions.

5.2. Statistical analysis

Tables 2 and 3 summarize the results. M and SD represent the mean standard deviation of
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bA12 ¼ R1=m� mþ 1ð Þ=2ð Þ=n: (1)
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data sample, and n is the number of observations in the second data sample. Calculating bA12

results in a number between 0 and 1 which represent the probability that MLVMA will yield a

better solution than MA. If the two algorithms are equivalent, then bA12 ¼ :5, while a complete

dominance of algorithm MLVMA over MA would entail bA12 ¼ 1.

bA12 is more easily interpreted than the more common parametric Cohen’s d [22] which repre-
sents the mean difference between two groups in standard deviations for several reasons. First,
Cohen’s d assumes that the observed samples are normally distributed [20]. Second, when
dealing with solutions to optimization problems, a researcher or a practitioner would only be
interested in the single best solution given a sample of different solutions from one or more
algorithms. Hence, using an effect size measure that indicates the probability that one algorithm
would lead to a better solution than another (given the same amount of time) would be more
informative and more easily interpretable for an optimization practitioner. The 95% confidence

intervals of bA12 shown in Table 3 (where applicable) are calculated using a bootstrapping

procedure [23] which is used to estimate the 95% confidence interval of bA12. The procedure uses
a computer-intensive step-by-step process that consists of the following three steps:

#Case Difference Estimates of effect size

M diff. [95% CI of M diff.] p Obs. bA12
bA12[95% CI of bA12]

2bitadd10:cnf 14.4 [13.8,14.9] *** 1 c

2bitadd11:cnf 14.5 [13.9,15.2] *** 1 c

2bitadd12:cnf 0.1 [�0.1,0.3] .247 .548 .547 [.476,.622]

2bitcomp5 .5

2bitmax6 0.0 [�0.1,0.3] .653 .459 .459 [.475,.515]

2bitadd31 973.6 [945.5,1001.7] *** 1 c

3bitadd32 1231.1 [1195.8,1266.6] *** 1 c

3bloks 3.2 [2.8,3.6] *** .918 .920 [.877,.958]

4blocks 4.8 [4.1,5.4] *** .916 .917 [.878,.953]

4blocksb 2.1 [1.7,2.4] *** 1 c

e0ddr2-1-by-5-1 10527.7 [10459.5,10595.8] *** 1 c

e0ddr2-1-by-5-4 10648.5 [10575.8,10721.3] *** 1 c

enddr2-10-by-5-1 10671.0 [11591.2,11750.8] *** 1 c

enddr2-10-by-5-8 11882.4 [11799.1,11965.7] *** 1 c

ewddr2-10-by-5-1 12539 [12453.0,112626.8] *** 1 c

ewddr2-10-by-5-8 13182.9 [13096.7,13269.1] *** 1 c

*** means p < 0.0001.

Table 3. Comparing effect sizes.
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1. Random resampling with replacement from the original observations to create new data sets.

2. Calculation of the rank sum of MLVMA for each new data set.

3. Using the rank sum to calculate bA12 with Eq. (1). The three steps are then repeated 1000

times and the resulting statistic bA12 is saved to create a sampling distribution of the

statistic chat12.
The results show how MLVMA outperforms MA in 10 out of the 16 instances. MLVMA

dominates MA in three instances (the 3blocks, 4blocks, and 4blocksb-instances, bA12, is :918,
:916, and :847, respectively). For the remaining three problems (2bitadd10, 2bitadd11, and
2bitadd12), there is no statistically identifiable difference between the two algorithms. However,
when inspecting the time series for these instances it is clear that MLVMA reaches a solution
much faster than MA. To test possible causes for the difference in solution quality, the relation-
ship between the number of clauses and the quality of solutions provided by the two algo-
rithms was analyzed. The relationship between the mean percentage of unsolved clauses and
the number of clauses in each instance was estimated using a linear regression. The relation-
ship between the mean percentage of unsolved clauses and the number of clauses for the
MLVMA was much lower (t(15) = 3.059, = 2.041–8, 95% CI [1.163–8, 2.714–8], p = .008, r =
.633) than for the MA (t(15) = 10.067, = 9.341–7, 95% CI [8.232–7, 1.04–6], p < .001, r = .937)
indicating that the hierarchical paradigm is less affected by the size of the problem than the
standard single-level evolutionary algorithm.

6. Conclusion

In this chapter, a multilevel evolutionary algorithm for solving the maximum satisfiability
problem is presented. During the coarsening phase, a sequence of smaller problems, each with
fewer variables, is constructed. Each child level is constructed from its parent level by collapsing
pairs of variables. The new formed variables are used to define a new and smaller problem and
recursively iterate the coarsening process until the size of the problem reaches some desired
threshold. An evolutionary algorithm is applied through several optimization levels, where the
converged population at a child level will serve as the starting population for a parent level. A
set of instances were used to compare the performance of the new approach. The results
obtained assert the superiority of the evolutionary algorithmwhen combined with the multilevel
paradigm and always return a better solution for the equivalent run-time compared to MA.
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obtained assert the superiority of the evolutionary algorithmwhen combined with the multilevel
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