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Preface

Up-to-date advances in space technology play a vital role in our daily lives. Undoubtedly,
the use of a remote sensing method with further Geographic Information System (GIS) de‐
velopment as the final product of the image processing stage is driven by user needs. The
fact is that the capabilities of GIS to integrate digital information into combined databases
and to provide fundamental and advanced data analysis as well as visualization techniques
has led to the larger application of GIS in wider spheres. There is no doubt that GIS is an
excellent data source for government authorities at the decision-making stage in different
areas of engineering, construction, and scientific research activities.

Today, GIS applications and uses are a convenient way for GIS to store data in digital data‐
base form and then represent it visually in a mapped hardware format. It makes the use of
maps easier because final processing can communicate through Google Maps, Bing Maps,
Yahoo Maps, etc.

GIS has an important place in planning and decision making for telecom industries. It ena‐
bles wireless telecommunication development and management for the integration of geo‐
graphic data into the network system design, process optimization, and any other required
actions necessary for normal function and operation.

The demand of today’s circumstances is to measure and assess human, technological, and
other impacts that provide negative influences to Earth’s ecological conditions and environ‐
ments. There are a huge number of human activities that produce potential adverse ecological/
environmental effects, which include the construction and operation of highways, railroads,
pipelines, airports, radioactive waste disposal, and many others. The performance of GIS tech‐
nology by integrating various GIS layers and by assessing natural features is the way to ach‐
ieve specific information on the scale and characteristics of environmental impacts.

Natural disasters need to be controlled for the safety of human life and the protection of
property. It is important to manage and mitigate natural disaster processes to minimize
their consequences. Today, modern GIS technology developments are used to protect natu‐
ral disaster impacts. GIS helps to assess and estimate risk and develop risk management sys‐
tems with further diversification of natural or manmade disasters. It is the way to
successfully implement preventive and protective actions, which can be executed by using
GIS technological advances.

One common natural disaster is the hazardous landslide, which can be successfully moni‐
tored by a remote sensing method with further GIS development. It is the method that accu‐
rately divides landslide areas into zones. The evaluation of a landslide hazard is a complex
task due to the collection, manipulation, and integration of spatial data into various geologi‐
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cal, structural, surface cover, and slope characteristic information systems of the selected
area for further hazard zonation. With the support of GIS it gives the opportunity to provide
risk assessment and reduce losses of human life and property.

Undoubtedly, flood damage prediction, forecasting, and estimation by using GIS technolo‐
gy advances the impact of achieving high accuracy. This achievement helps state authori‐
ties to take action when there is the threat of a natural flood. By delivering information
resources to government representatives within flood risk areas, flood level potential in the
surrounding area can be evaluated, making it possible to estimate and assess the conse‐
quencies of flood damage.

A GIS application in agriculture can observe and collect data regarding land cover/land use
for the assessment of effective and efficient utilization of land by farmers, as well as success‐
ful management of agriculture activities. It contains such activities as analysis of soil data
and what needs to be done to maintain high productivity of agricultural products. In the
meantime, it can reveal sudden changes in land use/land cover caused by drought or defor‐
estation, for example.

Space technology applications in navigation encourage the selection of the route and the
scheduling of time for a selected destination. Today, Global Positioning Systems (GPS) are
available to safely navigate waterways.

This book covers the above-mentioned areas of space technology application. It has brought
together advances in space technology with the aim of applying geospatial data applications
to Earth studies.

We encourage the interest of our potential readers in this book.

Rustam B. Rustamov
Institute of Physics of the Azerbaijan National Academy of Sciences

Azerbaijan

Sabina Hasanova
BP (British Petroleum) South Caucasus Pipeline Expansion Project

Azerbaijan

Mahfuza H. Zeynalova
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Abstract

Navigation is the method for determining position, speed, and direction of the object. 
That is mainly classified into two groups: physical model-based methods (PMMs) and 
external data-based methods (EDMs). Examples of PMMs are inertial navigation systems 
(INS) and dead-reckoning navigation. They determine the existing position of an object by 
measuring various changes in its state, such as velocity and acceleration. Representative 
EDMs is the global navigation satellite system (GNSS). In the case of spacecraft, auxiliary 
navigation systems using data compression were proposed. In the case of low earth orbit 
satellites, the deviations between nominal and real orbit are compressed in the form of 
Fourier coefficients by using the periodic characteristics of the trajectory. In the event of 
Deep space explorer, B-spline based orbit compression and transmission was proposed.

Keywords: navigation, GNSS, INS, B-spline, data compression

1. Introduction

Navigation refers to the method of determining aspects such as position, speed, and direc-
tion during travel. In the pre-modern era, direction and position were determined using an 
altazimuth, a compass, and a map; these are now considered primitive forms of navigation. 
As a result of modern developments in science and technology, exact positions and speeds 
are determined using equipment such as artificial satellites, global navigation satellite system 
(GNSS), inertial navigation systems (INS), etc. In the modern sense, navigation is mechanical 
devices equipped in ground vehicles, ships, and aircraft to determine their positions.

Navigation is classified into two categories in this study: physical model-based methods 
(PMMs) and external data-based methods (EDMs). Examples of PMMs are inertial naviga-
tion systems (INS) and dead-reckoning navigation. They determine the existing position of an 
object by measuring various changes in its state, such as velocity and acceleration. The global 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 1

Introduction to Navigation Systems

Junghyun Lee

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.71047

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

DOI: 10.5772/intechopen.71047

Introduction to Navigation Systems

Junghyun Lee

Additional information is available at the end of the chapter

Abstract

Navigation is the method for determining position, speed, and direction of the object. 
That is mainly classified into two groups: physical model-based methods (PMMs) and 
external data-based methods (EDMs). Examples of PMMs are inertial navigation systems 
(INS) and dead-reckoning navigation. They determine the existing position of an object by 
measuring various changes in its state, such as velocity and acceleration. Representative 
EDMs is the global navigation satellite system (GNSS). In the case of spacecraft, auxiliary 
navigation systems using data compression were proposed. In the case of low earth orbit 
satellites, the deviations between nominal and real orbit are compressed in the form of 
Fourier coefficients by using the periodic characteristics of the trajectory. In the event of 
Deep space explorer, B-spline based orbit compression and transmission was proposed.

Keywords: navigation, GNSS, INS, B-spline, data compression

1. Introduction

Navigation refers to the method of determining aspects such as position, speed, and direc-
tion during travel. In the pre-modern era, direction and position were determined using an 
altazimuth, a compass, and a map; these are now considered primitive forms of navigation. 
As a result of modern developments in science and technology, exact positions and speeds 
are determined using equipment such as artificial satellites, global navigation satellite system 
(GNSS), inertial navigation systems (INS), etc. In the modern sense, navigation is mechanical 
devices equipped in ground vehicles, ships, and aircraft to determine their positions.

Navigation is classified into two categories in this study: physical model-based methods 
(PMMs) and external data-based methods (EDMs). Examples of PMMs are inertial naviga-
tion systems (INS) and dead-reckoning navigation. They determine the existing position of an 
object by measuring various changes in its state, such as velocity and acceleration. The global 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



navigation satellite system (GNSS) is an excellent representative of EDMs. Methods to deter-
mine longitude and latitude using polar stars or the sun considered as EDMs, which is utilized 
in the spacecraft nowadays. PMM and EDM have duality. The accuracy of PMMs is exponen-
tially proportional to the cost, and the error increases over time. However, information can 
be obtained for three axes (X, Y, and Z); this is a stable configuration as no communication 
problems are incurred. EDMs are relatively cheap and the accuracy is pre-defined according 
to sensor. However, there may be some restrictions on communication. The navigation equip-
ment in ground vehicles and the orbit propagator in spacecraft are designed to complement 
each other, considering the properties of tools such as the INS/GNSS.

In the case of spacecraft, auxiliary navigation systems using data compression were pro-
posed due to the unpredictable space environment and limited communication. The orbital 
equation used in spacecraft is represented by a nonlinear differential equation containing 
multiple perturbation terms, which makes the determination of orbit numerically complex. 
Generally, a precise determination of orbit is made on the ground, and the information 
is then transmitted to the spacecraft periodically. However, Deep space communication is 
restrictive and expensive. Therefore, the cost of communication can be reduced by com-
pressing orbital data. For Low Earth Orbit satellites, the deviations between nominal and 
real orbit are compressed in the form of Fourier coefficients by using the periodic character-
istics of the trajectory [1, 2]. Deep space explorer orbit compression and transmission were 
proposed using B-spline [3].

2. Navigation system

2.1. PMMs

Representative PMMs include dead-reckoning navigation (DR) and the inertial navigation 
system (INS). They determine the current position by measuring the vehicle’s own velocity 
and acceleration in addition to initial position data. Due to the nature of PMMs, the error 
increases with time.

2.1.1. Dead-reckoning navigation (DR)

Dead-reckoning navigation is a method of estimating the current position using the moving 
direction, velocity, and time. It considers errors according to true north and magnetic north. 
In the case of ground vehicles, only their own velocity needs to be considered, but aircraft 
and ships must calculate positions by considering ocean currents, wind, and so on. In fact, all 
navigation systems currently use this dead-reckoning method. Because the accuracy of this 
method decreases as time and distance increase, celestial navigation is used to determine the 
accurate position, and then the dead-reckoning method is used from that point forward. The 
traditional dead-reckoning method used a plotter (a protractor attached to a straight ruler) 
or a flight computer to determine position. At present, it is calculated automatically using an 
electronic flight computer.

Multi-purposeful Application of Geospatial Data4

2.1.2. Inertial navigation system (INS)

The Inertial Navigation System is a stand-alone navigation system that continuously cal-
culates the position, direction, and velocity of the main body through its own accelerom-
eter, rotation sensor, and arithmetic unit, without receiving any external information [4]. 
Although GPS offers a precise navigation system, it has limitations in space, deep seas, 
tunnels, and similar places because the GPS operates only when it can receive signals from 
the satellite. Furthermore, INS can avoid GPS jamming issues. Because an INS is a PMM, 
the error increases with time. Moreover, the price increases exponentially as the precision 
is enhanced. One critical factor in an INS is the accurate entry of the initial position and 
velocity. After that, the data measured by the accelerometer and rotation sensor are inte-
grated consecutively. The accelerometer provides position data whereas the rotation sensor 
(gyroscope) provides attitude data. Figure 1 shows an example of a strapdown inertial nav-
igation system. Velocity and position data can be obtained by integrating the acceleration 
twice. It is strapped with an accelerometer that considers the acceleration of the tangent and 
vector components.

2.2. EDMs

EDMs include GNSS, which is represented by GPS. The application scope is very broad, and 
includes ground vehicles, ships, and airplanes. In this chapter, the use of GNSS for satellites 
and deep space probes is explained. Defining the current position and velocity of a satellite 
is called “orbit determination.” The orbit determination problem can be largely divided into 
a system model part, a measurement model part, and an estimation technique part. Each 
can be explained as follows. First, the system model is a mathematical model that represents 
the orbital motion and various specific variables. It has to be approximated to some degree 
because many assumptions are included in the process of deriving the equation of motion. 
Second, for the measurement model, the GPS navigation solution or the tracking data (line of 
sight, elevation angle, azimuth angle, etc.) of the ground station is used. Here, the measure-
ment values cannot be the true values due to sensor errors and other reasons, and always 
include some errors. Third, the estimation technique part estimates the optimum prediction 
values, that is, the position and velocity of the satellite using the approximated system model 

Figure 1. Principle of strapdown inertial navigation systems [5].
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http://dx.doi.org/10.5772/intechopen.71047

5



navigation satellite system (GNSS) is an excellent representative of EDMs. Methods to deter-
mine longitude and latitude using polar stars or the sun considered as EDMs, which is utilized 
in the spacecraft nowadays. PMM and EDM have duality. The accuracy of PMMs is exponen-
tially proportional to the cost, and the error increases over time. However, information can 
be obtained for three axes (X, Y, and Z); this is a stable configuration as no communication 
problems are incurred. EDMs are relatively cheap and the accuracy is pre-defined according 
to sensor. However, there may be some restrictions on communication. The navigation equip-
ment in ground vehicles and the orbit propagator in spacecraft are designed to complement 
each other, considering the properties of tools such as the INS/GNSS.

In the case of spacecraft, auxiliary navigation systems using data compression were pro-
posed due to the unpredictable space environment and limited communication. The orbital 
equation used in spacecraft is represented by a nonlinear differential equation containing 
multiple perturbation terms, which makes the determination of orbit numerically complex. 
Generally, a precise determination of orbit is made on the ground, and the information 
is then transmitted to the spacecraft periodically. However, Deep space communication is 
restrictive and expensive. Therefore, the cost of communication can be reduced by com-
pressing orbital data. For Low Earth Orbit satellites, the deviations between nominal and 
real orbit are compressed in the form of Fourier coefficients by using the periodic character-
istics of the trajectory [1, 2]. Deep space explorer orbit compression and transmission were 
proposed using B-spline [3].

2. Navigation system

2.1. PMMs

Representative PMMs include dead-reckoning navigation (DR) and the inertial navigation 
system (INS). They determine the current position by measuring the vehicle’s own velocity 
and acceleration in addition to initial position data. Due to the nature of PMMs, the error 
increases with time.

2.1.1. Dead-reckoning navigation (DR)

Dead-reckoning navigation is a method of estimating the current position using the moving 
direction, velocity, and time. It considers errors according to true north and magnetic north. 
In the case of ground vehicles, only their own velocity needs to be considered, but aircraft 
and ships must calculate positions by considering ocean currents, wind, and so on. In fact, all 
navigation systems currently use this dead-reckoning method. Because the accuracy of this 
method decreases as time and distance increase, celestial navigation is used to determine the 
accurate position, and then the dead-reckoning method is used from that point forward. The 
traditional dead-reckoning method used a plotter (a protractor attached to a straight ruler) 
or a flight computer to determine position. At present, it is calculated automatically using an 
electronic flight computer.

Multi-purposeful Application of Geospatial Data4

2.1.2. Inertial navigation system (INS)

The Inertial Navigation System is a stand-alone navigation system that continuously cal-
culates the position, direction, and velocity of the main body through its own accelerom-
eter, rotation sensor, and arithmetic unit, without receiving any external information [4]. 
Although GPS offers a precise navigation system, it has limitations in space, deep seas, 
tunnels, and similar places because the GPS operates only when it can receive signals from 
the satellite. Furthermore, INS can avoid GPS jamming issues. Because an INS is a PMM, 
the error increases with time. Moreover, the price increases exponentially as the precision 
is enhanced. One critical factor in an INS is the accurate entry of the initial position and 
velocity. After that, the data measured by the accelerometer and rotation sensor are inte-
grated consecutively. The accelerometer provides position data whereas the rotation sensor 
(gyroscope) provides attitude data. Figure 1 shows an example of a strapdown inertial nav-
igation system. Velocity and position data can be obtained by integrating the acceleration 
twice. It is strapped with an accelerometer that considers the acceleration of the tangent and 
vector components.

2.2. EDMs

EDMs include GNSS, which is represented by GPS. The application scope is very broad, and 
includes ground vehicles, ships, and airplanes. In this chapter, the use of GNSS for satellites 
and deep space probes is explained. Defining the current position and velocity of a satellite 
is called “orbit determination.” The orbit determination problem can be largely divided into 
a system model part, a measurement model part, and an estimation technique part. Each 
can be explained as follows. First, the system model is a mathematical model that represents 
the orbital motion and various specific variables. It has to be approximated to some degree 
because many assumptions are included in the process of deriving the equation of motion. 
Second, for the measurement model, the GPS navigation solution or the tracking data (line of 
sight, elevation angle, azimuth angle, etc.) of the ground station is used. Here, the measure-
ment values cannot be the true values due to sensor errors and other reasons, and always 
include some errors. Third, the estimation technique part estimates the optimum prediction 
values, that is, the position and velocity of the satellite using the approximated system model 

Figure 1. Principle of strapdown inertial navigation systems [5].
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and inaccurate measurement values. Among these estimation techniques, the batch mode and 
the sequential model, such as the Kalman Filter, are widely used [6].

2.2.1. Data estimation method

2.2.1.1. Least squares estimation

Least squares estimation is also known as the “batch filter.” The state equation and measure-
ment equation are as follows:

   z  k   =  h  k  T  x +  ν  k    (1)

The least squares estimation method estimates the state variable θ, which minimizes the error, 
that is, the difference between the mathematically predicted value   h  

k
  T  θ  and the actual mea-

sured value (zk). This can be expressed as follows:
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Eq. (2) is a convex shape for the state variable, and the following condition must be met to 
obtain the minimum value:

    ∂ L (x)  _____ ∂ x   = 0 = −   H  n     T  ( Z  n   −  H  n   X)   (3)

In the above equation, X represents the optimum prediction result. Ultimately, Eq. (3) can be 
rearranged as follows, which is called the Normal Equation:

   X ̂   =   (  H  n     T   H  n  )    −1    H  n     T   Z  n    (4)

The weighted least square estimation can be also used, which uses a weight matrix to prevent 
the distortion of estimation results by observation values that contain large errors. This batch 
estimation method is performed after all the data required for estimation is obtained, and 
multiple reiterative calculations are required to converge to the desired value.

2.2.1.2. Kalman filter algorithm

Unlike the aforementioned batch filter, the Kalman filter is used often as a sequential method. 
The Kalman filter algorithm estimates the optimum prediction value in real time by appropri-
ately mixing predictions made by a mathematical model with measured values from sensors 
[7]. In the mathematical propagation, which is the first step for the Kalman filter, it is possible 
to propagate to the target point through an analytical method using appropriate numerical 
integration or a state transition matrix, assuming that the initial conditions of the orbit are 
given by the mean and covariance matrix at a random point. The mathematical model is rep-
resented by the following state equation:

   x  k+1   =  Φ  k    x  k   +  w  k    (5)
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This forms a state-space equation together with Eq. (1).

The covariances of the measurement error and the system error can be expressed as R and 
Q, respectively. The error was assumed as zero-mean Gaussian white noise. First, the covari-
ances of the estimates and deviations in the system can be obtained by the following:

    x ̂    k  −  = Φ   x ̂    k−1  −    (6)

   P  k  −  = Φ  P  k−1  −   Φ + Q  (7)

Second, in the measurement and processing step, the actual measurement is performed. The 
measured value is expressed as z according to Eq. (1). Finally, in the update step, we must 
determine which value must be given a greater weight depending on the reliability of the 
mathematical prediction and the actual measurement. For this purpose, the Kalman gain is 
defined as follows:

   k  k   =   
 P  k  −   h  k   ________  h  k    P  k  −    h  k     T  + R    (8)

Accordingly, the weights of the system estimates and measurements are considered. The 
measurements are updated as follows:

    x ̂    k   =   x ̂    k  −  +  k  k   ( z  k   +  h  k     x ̂    k  − )   (9)

   P  k   =  (I −  k  k    h  k  )   P  k  −   (10)

The degree of update of the Kalman filter is automatically adjusted according to the reliability 
of the measurement. If the reliability of measurement is good and X is very small, the Kalman 
gain increases and more weight is given to the measurement than the mathematical predic-
tion; otherwise, the mathematical prediction is preferred. In this way, the process of stochas-
tically finding the optimum estimate using the Kalman gain, which is a weighting factor, is 
repeated in real time. The typical Kalman filter algorithm is shown in Figure 2.

As explained above, the Kalman filter method estimates the value of the state variable in real 
time by stochastically filtering through a system model after receiving measurements mixed 
with noise. The estimated value is the orbit.

2.2.2. GNSS

The global navigation satellite system (GNSS) estimates positions through the GNSS dedi-
cated satellite orbiting the earth. The global positioning system (GPS) is open to the public 
and is frequently used. The satellite has a precise time and sends its own position and time 
information every moment. As shown in Eq. (11) the GPS receiver calculates the straight dis-
tance between the satellite and the receiver considering the incoming velocity of signals [8]. 
The position is determined by a sphere whose diameter is the distance to the satellite if there 

Introduction to Navigation Systems
http://dx.doi.org/10.5772/intechopen.71047

7



and inaccurate measurement values. Among these estimation techniques, the batch mode and 
the sequential model, such as the Kalman Filter, are widely used [6].

2.2.1. Data estimation method

2.2.1.1. Least squares estimation

Least squares estimation is also known as the “batch filter.” The state equation and measure-
ment equation are as follows:

   z  k   =  h  k  T  x +  ν  k    (1)

The least squares estimation method estimates the state variable θ, which minimizes the error, 
that is, the difference between the mathematically predicted value   h  

k
  T  θ  and the actual mea-

sured value (zk). This can be expressed as follows:

  L (x)  =   1 __ n   E [  1 __ 2    ∑ 
k=1

  
n
      ( z  k   −  h  k  T  x)    2 ]  =   1 ___ 2n   E [ ∑ 

k=1
  

n
      ( z  k   −  h  k  T  x)    2 ]  =   1 ___ 2n     ( Z  n   −  H  n   X)    T  ( Z  n   −  H  n   X)   (2)

Eq. (2) is a convex shape for the state variable, and the following condition must be met to 
obtain the minimum value:

    ∂ L (x)  _____ ∂ x   = 0 = −   H  n     T  ( Z  n   −  H  n   X)   (3)

In the above equation, X represents the optimum prediction result. Ultimately, Eq. (3) can be 
rearranged as follows, which is called the Normal Equation:

   X ̂   =   (  H  n     T   H  n  )    −1    H  n     T   Z  n    (4)

The weighted least square estimation can be also used, which uses a weight matrix to prevent 
the distortion of estimation results by observation values that contain large errors. This batch 
estimation method is performed after all the data required for estimation is obtained, and 
multiple reiterative calculations are required to converge to the desired value.

2.2.1.2. Kalman filter algorithm

Unlike the aforementioned batch filter, the Kalman filter is used often as a sequential method. 
The Kalman filter algorithm estimates the optimum prediction value in real time by appropri-
ately mixing predictions made by a mathematical model with measured values from sensors 
[7]. In the mathematical propagation, which is the first step for the Kalman filter, it is possible 
to propagate to the target point through an analytical method using appropriate numerical 
integration or a state transition matrix, assuming that the initial conditions of the orbit are 
given by the mean and covariance matrix at a random point. The mathematical model is rep-
resented by the following state equation:

   x  k+1   =  Φ  k    x  k   +  w  k    (5)

Multi-purposeful Application of Geospatial Data6

This forms a state-space equation together with Eq. (1).

The covariances of the measurement error and the system error can be expressed as R and 
Q, respectively. The error was assumed as zero-mean Gaussian white noise. First, the covari-
ances of the estimates and deviations in the system can be obtained by the following:

    x ̂    k  −  = Φ   x ̂    k−1  −    (6)

   P  k  −  = Φ  P  k−1  −   Φ + Q  (7)

Second, in the measurement and processing step, the actual measurement is performed. The 
measured value is expressed as z according to Eq. (1). Finally, in the update step, we must 
determine which value must be given a greater weight depending on the reliability of the 
mathematical prediction and the actual measurement. For this purpose, the Kalman gain is 
defined as follows:

   k  k   =   
 P  k  −   h  k   ________  h  k    P  k  −    h  k     T  + R    (8)

Accordingly, the weights of the system estimates and measurements are considered. The 
measurements are updated as follows:

    x ̂    k   =   x ̂    k  −  +  k  k   ( z  k   +  h  k     x ̂    k  − )   (9)

   P  k   =  (I −  k  k    h  k  )   P  k  −   (10)

The degree of update of the Kalman filter is automatically adjusted according to the reliability 
of the measurement. If the reliability of measurement is good and X is very small, the Kalman 
gain increases and more weight is given to the measurement than the mathematical predic-
tion; otherwise, the mathematical prediction is preferred. In this way, the process of stochas-
tically finding the optimum estimate using the Kalman gain, which is a weighting factor, is 
repeated in real time. The typical Kalman filter algorithm is shown in Figure 2.

As explained above, the Kalman filter method estimates the value of the state variable in real 
time by stochastically filtering through a system model after receiving measurements mixed 
with noise. The estimated value is the orbit.

2.2.2. GNSS

The global navigation satellite system (GNSS) estimates positions through the GNSS dedi-
cated satellite orbiting the earth. The global positioning system (GPS) is open to the public 
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is one satellite, by a circle in space if there are two satellites, and by one point if there are three 
satellites (Figure 3). Figure 3 illustrates the typical satellite orbit determination method. This 
orbit determination algorithm can be implemented by a computer installed in the ground 
station or in the satellite, according to the satellite operation scenario. In other words, an 
appropriate model and algorithm should be chosen depending on the performing entity. This 
concept can be expanded to ships, ground vehicles, airplanes, etc.

  r =  √ 
______________________

     (X −  X  s  )    2  +   (X −  X  s  )    2  +   (X −  X  s  )    2    + s  (11)

Figure 2. Kalman filter algorithm.

Figure 3. Orbit termination scheme via GPS.
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The GNSS is comprised of a space part, a ground control part, and a user part, which have an 
organic relationship with one another (Figure 4). The space part consists of approximately 30 
clustered satellites in a space orbit. When satellites reach the end of their life, new satellites 
are launched to maintain a constant number. The measurement error decreases as the number 
of satellites increases, and more satellites are also added due to communication interrup-
tions by the Earth. Techniques such as SBAS and DGPS are used to enhance accuracy. The 
ground control part constitutes control facilities on the ground that monitor and adjust the 
correct rotation of the satellites around the orbit. The GPS has one main control station and 
four unmanned monitor stations. They monitor if satellites are moving in a given orbit, and 
perform orbital maneuvering if any satellite moves out of the orbit. The user part consists of 
general users and GPS receivers that can be purchased.

2.3. GPS/INS coupling system

The INS and GPS are complementary. The INS detects the navigation information (position, 
velocity, and attitude) of moving bodies using an accelerometer and gyroscope. The precision 
and cost of an INS are exponentially proportional and its error increases with time. However, 
it is more stable than other systems because it can obtain information about three axes, X, Y, 
and Z, and has no communication problems. It has the advantage of not being affected by the 
external environment, and providing highly accurate and continuous navigation data for short 
voyage durations. The GPS is a system that determines the position and velocity of moving  

Figure 4. Components of GPS systems.
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bodies by measuring the pseudo range to moving bodies from at least 4 of the 24 satellites 
orbiting the Earth. The GPS is relatively low-priced, does not accumulate errors with time, 
and the error range is fixed. However, its disadvantage is that the performance drops if there 
is severe jamming, or the number of visible satellites is less than four. Furthermore, visibility 
and communication may become restricted [9].

If you design a navigation system using only one method, high costs are required to obtain 
the desired performance. However, high-performing sensors can be obtained at low cost if 
you consider complementary performance. Thus, the navigation system of ground equipment 
and the orbiter of a space probe are designed to complement each other. We can design navi-
gation systems more effectively by using the INS and performing periodic calibrations with 
GPS. Furthermore, this can make the overall navigation system more robust than if using only 
one method [10]. Current research is attempting to integrate these two systems, using integra-
tion methods that can be largely divided into tight and loose INS/GPS integration systems [11]. 
One characteristic of these integration systems is that the performance can be enhanced by 
improving the tracking performance of the code and carrier tracking loops of the GPS receiver.

The structure of the tightly coupled INS/GPS integration system is shown in Figure 5. Data 
measured from the GPS receiver (pseudo range, pseudo range rate) and the INS data (position, 
velocity, attitude) include many errors. The INS and GPS do not perform separate filtering, but 
these errors are estimated by one Kalman filter. The loosely coupled INS/GPS integration system 
is shown in Figure 6. In this system, INS and GPS perform measuring and filtering separately.

2.3.1. Comparison of integration systems

The loosely coupled system can be smaller and faster than the tightly coupled system. 
However, noises also become amplified. The performance of loosely coupled and tightly 
coupled integration is the same if the GPS availability is good throughout the test run. When 
GPS availability is poor, as in an urban canyon, tightly coupled integration performs better 
than loosely coupled integration. The positional accuracy is best when both code and Doppler 
measurements are used, and is worst when only Doppler measurements are used. The veloc-
ity accuracy is also best when both code and Doppler measurements are used, and worst 
when code only measurement is used.

Figure 5. Tightly coupled INS/GPS integration systems.
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3. Auxiliary navigation system using data compression technique

The analysis of space orbital motion generally means the integration of the nonlinear orbital 
motion equation. For this analysis, special perturbation [12], which is a numerical method, or 
general perturbation, which is an analytical method, is used. Special perturbation has a small 
error due to numerical integration during orbit propagation, but requires a high-performance 
onboard computer. General perturbation has a small computational load during orbit prop-
agation, but the numerical integration error increases substantially with time. To improve 
this shortcoming, low-orbit satellites generate a residual, which is the difference between 
the reference orbit and the true orbit. The residuals, which exhibit periodic characteristics, 
are approximated using the coefficients of trigonometric and Fourier functions, before being 
transmitted to the satellites along with the reference orbital elements. The satellite computer 
can improve the precision of orbit propagation and greatly reduce the computational load 
by generating a reconstruction orbit [13, 14] using coefficients and reference orbital elements 
received from the ground station.

However, the approximation method using residuals cannot be applied to deep space probes 
for the Moon and Mars because they do not rotate around the Earth repeatedly, like satellites. 
As a solution, an auxiliary navigation system using B-spline data compression has been pro-
posed [3]. The data compression rate must be increased because deep space communication 
is expensive and limited in communication time. For Earth and lunar orbits where takeoff 
and landing occur, intensive control and communication are essential due to the danger and 
unpredictability. However, in the transition segment, which is stable and accounts for the 
majority of navigation, communication time can be saved, and stable navigation data can be 
received by sending compressed orbit data calculated on the ground to the probes.

3.1. Satellite orbit compression using the Fourier technique

Satellite orbit compression using the Fourier technique, and development of an auxiliary 
navigation system using this technique, have mainly been studied using a low-orbit satel-
lite model [1, 2, 12, 15]. The overall operation concept of an onboard orbit propagator is 

Figure 6. Loosely coupled INS/GPS integration systems.

Introduction to Navigation Systems
http://dx.doi.org/10.5772/intechopen.71047

11



bodies by measuring the pseudo range to moving bodies from at least 4 of the 24 satellites 
orbiting the Earth. The GPS is relatively low-priced, does not accumulate errors with time, 
and the error range is fixed. However, its disadvantage is that the performance drops if there 
is severe jamming, or the number of visible satellites is less than four. Furthermore, visibility 
and communication may become restricted [9].

If you design a navigation system using only one method, high costs are required to obtain 
the desired performance. However, high-performing sensors can be obtained at low cost if 
you consider complementary performance. Thus, the navigation system of ground equipment 
and the orbiter of a space probe are designed to complement each other. We can design navi-
gation systems more effectively by using the INS and performing periodic calibrations with 
GPS. Furthermore, this can make the overall navigation system more robust than if using only 
one method [10]. Current research is attempting to integrate these two systems, using integra-
tion methods that can be largely divided into tight and loose INS/GPS integration systems [11]. 
One characteristic of these integration systems is that the performance can be enhanced by 
improving the tracking performance of the code and carrier tracking loops of the GPS receiver.

The structure of the tightly coupled INS/GPS integration system is shown in Figure 5. Data 
measured from the GPS receiver (pseudo range, pseudo range rate) and the INS data (position, 
velocity, attitude) include many errors. The INS and GPS do not perform separate filtering, but 
these errors are estimated by one Kalman filter. The loosely coupled INS/GPS integration system 
is shown in Figure 6. In this system, INS and GPS perform measuring and filtering separately.

2.3.1. Comparison of integration systems

The loosely coupled system can be smaller and faster than the tightly coupled system. 
However, noises also become amplified. The performance of loosely coupled and tightly 
coupled integration is the same if the GPS availability is good throughout the test run. When 
GPS availability is poor, as in an urban canyon, tightly coupled integration performs better 
than loosely coupled integration. The positional accuracy is best when both code and Doppler 
measurements are used, and is worst when only Doppler measurements are used. The veloc-
ity accuracy is also best when both code and Doppler measurements are used, and worst 
when code only measurement is used.

Figure 5. Tightly coupled INS/GPS integration systems.

Multi-purposeful Application of Geospatial Data10

3. Auxiliary navigation system using data compression technique

The analysis of space orbital motion generally means the integration of the nonlinear orbital 
motion equation. For this analysis, special perturbation [12], which is a numerical method, or 
general perturbation, which is an analytical method, is used. Special perturbation has a small 
error due to numerical integration during orbit propagation, but requires a high-performance 
onboard computer. General perturbation has a small computational load during orbit prop-
agation, but the numerical integration error increases substantially with time. To improve 
this shortcoming, low-orbit satellites generate a residual, which is the difference between 
the reference orbit and the true orbit. The residuals, which exhibit periodic characteristics, 
are approximated using the coefficients of trigonometric and Fourier functions, before being 
transmitted to the satellites along with the reference orbital elements. The satellite computer 
can improve the precision of orbit propagation and greatly reduce the computational load 
by generating a reconstruction orbit [13, 14] using coefficients and reference orbital elements 
received from the ground station.

However, the approximation method using residuals cannot be applied to deep space probes 
for the Moon and Mars because they do not rotate around the Earth repeatedly, like satellites. 
As a solution, an auxiliary navigation system using B-spline data compression has been pro-
posed [3]. The data compression rate must be increased because deep space communication 
is expensive and limited in communication time. For Earth and lunar orbits where takeoff 
and landing occur, intensive control and communication are essential due to the danger and 
unpredictability. However, in the transition segment, which is stable and accounts for the 
majority of navigation, communication time can be saved, and stable navigation data can be 
received by sending compressed orbit data calculated on the ground to the probes.

3.1. Satellite orbit compression using the Fourier technique

Satellite orbit compression using the Fourier technique, and development of an auxiliary 
navigation system using this technique, have mainly been studied using a low-orbit satel-
lite model [1, 2, 12, 15]. The overall operation concept of an onboard orbit propagator is 

Figure 6. Loosely coupled INS/GPS integration systems.

Introduction to Navigation Systems
http://dx.doi.org/10.5772/intechopen.71047

11



shown in Figure 7. First, an actual orbit is created through accurate modeling and numeri-
cal integration of orbital motions, which is available on the ground. Then, a reference orbit 
is created that is sufficiently close and has a known solution. After defining the residual, 
which is the difference between the reference orbit and the actual orbit, a few approximate 
functions are obtained by reflecting the characteristics of orbital motion. The correspond-
ing coefficients are sent to the satellite. The satellite determines the position and velocity 
of the satellite by substituting the pre-embedded numbers in the onboard computer (Orbit 
Reconstruction).

The orbit precision predicted through such orbit reconstruction is closely related to the selec-
tion of the reference orbit and residual reproduction function. However, the selection criteria 
for the reference orbit and residual reproduction function must be based on the calculation 
power of the satellite onboard computer, the data transmission protocol between the ground 
station and the satellite, and the required precision of the orbit propagation result.

3.1.1. Creation of reference orbit

Essentially, orbit data is created by numerical integration using the initial time, position, and 
velocity data on the ECI coordinate system, as well as precise orbit modeling. The data deter-
mined in this way is converted to orbit elements, and the reference orbit is established. The 
general reference orbit can be expressed in first or second order polynomials, as shown below, 
and the coefficients are interpolated using the least squares method.

  n (t)  =  n  0   +  n  1   t +  n  2    t   2   (12)

  e (t)  =  e  0   +  e  1   t +  e  2    t   2   (13)

Figure 7. Diagram of onboard orbit propagator operation.
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  i (t)  =  i  0   +  i  1   t +  i  2    t   2   (14)
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sion of ascending node, ω is the argument of perigee, and M is the mean anomaly.

Here, the coefficients are determined using the least squares curve fit or a similar technique 
based on the precise orbit prediction data of actual orbits created by numerical integration. 
However, in the case of a near-circular orbit, the argument of perigee cannot be defined or the 
curve fitting may be inaccurate. Therefore, instead of ω and M, u = ω + f can be used, which is 
an argument of latitude of the orbit.

3.1.2. Residual reproduction

The residual means the difference between the actual orbit data and the designed reference 
orbit (Figure 8). The Fourier series coefficient must be determined, and the least squares 
regression is used for this purpose.
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3.1.3. Orbit reconstruction

The coefficients determined above are uploaded from the ground station to the satellite 
through communication. Using the reference orbit coefficient and residual coefficient received 
from the ground station, the onboard computer in the satellite reconstructs the orbit. Eqs. 
(12)–(18) are stored in the satellite computer, and orbit data is created if the current time is 
inputted. The velocity data is indirectly calculated from the position data, or can be directly 
created using the same method. The compressed orbit elements are converted to velocity and 
position data through the DCM, etc., and vary with the characteristics of the orbit.

3.2. Lunar probe orbit compression using a B-spline

Deep space probes that explore the Moon, Mars, and minor planets stay in the Earth’s orbit 
after being launched by a launch vehicle. After staying in Earth’s orbit for some time, they 
escape it by burning the engine to reach the target planet. In the case of lunar exploration satel-
lites, they activate trans-lunar injection (TLI) in the parking orbit of the Earth to enter the lunar 
transfer orbit. Once a lunar exploration satellite enters the lunar transfer orbit, the satellite is 
tracked with ground antennae around the world, and orbit determination is performed by pro-
cessing the obtained tracking data. Communication with a lunar probe corresponds to deep 
space communication, and a representative example is the Deep Space Network (DSN). Four 
antennae are in currently in operation at three locations (Goldstone, Madrid, and Canberra) 
[16–18]. The antennae and communication range of DSN are shown in Figure 9. The orbit data 
must be compressed as much as possible because communication is very limited in both time 
and range. Therefore, an algorithm for efficient orbit data compression should be developed.

3.2.1. Ground control station data compression

After orbit determination, the coordinates and velocity data of the calculated orbit are com-
pressed as control points through the proposed procedure based on a B-spline. Compared 
to the conventional method, this method can stably compress even bulky data at a higher 
compression rate. This data is sent to the probe in the form of compressed parameters. The 

Figure 9. Deep space network facility.
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probe reconstructs the orbit based on the received parameters. Methods by which the lunar 
exploration satellite leaves the earth orbit and enters the lunar orbit include direct transfer, 
phasing loop transfer, and weak stability boundary (WSB).

The B-spline approximation method creates a three-dimensional curve with position and 
velocity data over time (4-D), excluding time, and then time is reconstructed by linear interpo-
lation using the B-spline. The initial degree and control points are given, and the parameters 
are estimated based on the given point data. Control points are obtained from the estimated 
parameters and corresponding points, and the curve is reconstructed. After performing linear 
interpolation for the reconstructed data in line with the time, it is compared with the original 
data, and the control points and degrees are increased until they enter the error range.

Then, the drive command is given with the position and velocity data of the x, y, and z axes 
for time t. The position data can be expressed by (t, X, Y, Z) and the velocity data by (t, Vx, Vy, 
Vz). The next step is parameterization, where the parameter values corresponding to the given 
points are estimated. When a point (=1,2,…,n) is given on a secondary plane, the parameter 
values can be obtained as follows: si = si-1 + Δi/L, (i = 2,3,…,n), Δi = |pi-pi-1|α, and L = ∑ Δi, 
where s is the parameter and s1 = 0. In these equations, 1/2 or 1 can be used for α.

Next, adjustment points are calculated. The method of obtaining the curve using given points 
and calculated parameter values is as follows. A k-order B-spline curve with nc adjustment 
points is given as follows:

  c (s)  =  ∑ 
i=1

  
 n  c  

     b  i    N  i,k   (s)   (19)

where bi is the adjustment point, and Ni,k is the k-order B-spline basis function. Here, if nc-3 
is rt., the vector becomes T = (j = 1,…,rt). The k-order B-spline basis function is defined as 
follows:

   
 N  i,0   (s)  =  {  

1 if  u  i   ≤ s <  u  i+1     
0 otherwise 

  ,
    

 N  i,k   (s)  =   
s −  u  i   _____  u  i+k   −  u  i      N  k−1   (s)  +   

 u  i+k+1   − s
 ________  u  i+p+1   −  u  i+1      N  i+1,k−1   (s) .

   (20)

where ui is the value of the ith knot vector. If the given points are pi (i = 1~n) and the parameter 
value corresponding to each point is si, the following equation must be satisfied:

   p  i   ≃ c ( s  i  )  =  ∑ 
t=1

  
 n  c  

     b  i    N  i,k   ( s  i  )   (21)

This becomes n simultaneous equations consisting of nc unknown numbers, which can be 
solved by singular value decomposition [19]. The optimal value for the error between the 
reconstructed value c and the original value p can be derived by adjusting the control points 
and degrees.

3.2.2. Orbit reconstruction

The optimal solution is calculated using the B-spline method (Figure 10). To apply the 
B-spline-based approximation method to the orbit of a deep space probe, some changes 
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probe reconstructs the orbit based on the received parameters. Methods by which the lunar 
exploration satellite leaves the earth orbit and enters the lunar orbit include direct transfer, 
phasing loop transfer, and weak stability boundary (WSB).

The B-spline approximation method creates a three-dimensional curve with position and 
velocity data over time (4-D), excluding time, and then time is reconstructed by linear interpo-
lation using the B-spline. The initial degree and control points are given, and the parameters 
are estimated based on the given point data. Control points are obtained from the estimated 
parameters and corresponding points, and the curve is reconstructed. After performing linear 
interpolation for the reconstructed data in line with the time, it is compared with the original 
data, and the control points and degrees are increased until they enter the error range.

Then, the drive command is given with the position and velocity data of the x, y, and z axes 
for time t. The position data can be expressed by (t, X, Y, Z) and the velocity data by (t, Vx, Vy, 
Vz). The next step is parameterization, where the parameter values corresponding to the given 
points are estimated. When a point (=1,2,…,n) is given on a secondary plane, the parameter 
values can be obtained as follows: si = si-1 + Δi/L, (i = 2,3,…,n), Δi = |pi-pi-1|α, and L = ∑ Δi, 
where s is the parameter and s1 = 0. In these equations, 1/2 or 1 can be used for α.

Next, adjustment points are calculated. The method of obtaining the curve using given points 
and calculated parameter values is as follows. A k-order B-spline curve with nc adjustment 
points is given as follows:
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reconstructed value c and the original value p can be derived by adjusting the control points 
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B-spline-based approximation method to the orbit of a deep space probe, some changes 
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need to be made to the system currently in use. The transmission data include the number 
of calculated coefficients: nc; the calculated coefficients: bi; and the section beginning and 
end times: ts, te. Two system changes are required: knot vector creation and basis function 
evaluation.

For the former, the B-spline method requires a knot vector for calculation. This knot vector 
can be set in such a way that it will be automatically calculated in the probe without being 
transmitted from the ground to the satellite. For the latter, the B-spline method uses the 
basis function introduced in Section 3.2.1. Therefore, the ground control system and satel-
lites must have a function for calculating the B-spline basis function Ni, k and calculating the 
B-spline curve.

4. Conclusion

In this study, we examined the general operation of satellite navigation systems. Basic naviga-
tion methods were defined and described in detail. The navigation methods were classified 
into PMMs and EDMs, and integration of these two methods was proposed. An auxiliary 
navigation system using data compression was also described. Regarding the navigation sys-
tem, we suggested a novel method for designing an organic system, rather than a simple 
navigation device, according to its purpose, cost, and performance.

Figure 10. Diagram of data compression via the B-spline method.
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Abstract

The cost of launching satellites is getting lower and lower due to the reusability of rockets 
(NASA, 2015) and using single missions to launch multiple satellites (up to 37, Russia, 
2014). In addition, low-orbit satellite constellations have been employed in recent years. 
These trends indicate that satellite remote sensing has a promising future in acquiring 
high-resolution data with a low cost and in integrating high-resolution satellite imagery 
with ground-based sensor data for new applications. These facts have motivated us to 
develop a comprehensive survey of remote sensing sensor development, including the 
characteristics of sensors with respect to electromagnetic spectrums (EMSs), imaging and 
non-imaging sensors, potential research areas, current practices, and the future develop-
ment of remote sensors.

Keywords: remote sensing, satellite, sensors, electromagnetic spectrum, spectrum of 
materials, imaging sensors, non-imaging sensors

1. Introduction

In 2015, one of the most remarkable events in the space industry was when SpaceX realized 
the reusability of its rocket for the first time. Additionally, in June 2014, Russia used 1 rocket 
to launch 37 satellites at the same time. At present, many countries have the capability to 
launch multiple satellites in one mission. For example, NASA and the US Air Force launched 
29 satellites in a single mission in 2013. At that time, the mission represented the most satel-
lites ever launched at one time [1]. In 2015 and 2016, China and India launched 20 satellites 
in single mission, respectively. At present, six organizations have the capability to launch 
multiple satellites in a single mission: Russia, USA, China, India, Japan, and ESA. This trend 
indicates that in the future, the cost of sending satellites to space will greatly decrease. More 
and more remote sensing resources are becoming available. It is of great importance to have 
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characteristics of sensors with respect to electromagnetic spectrums (EMSs), imaging and 
non-imaging sensors, potential research areas, current practices, and the future develop-
ment of remote sensors.
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1. Introduction

In 2015, one of the most remarkable events in the space industry was when SpaceX realized 
the reusability of its rocket for the first time. Additionally, in June 2014, Russia used 1 rocket 
to launch 37 satellites at the same time. At present, many countries have the capability to 
launch multiple satellites in one mission. For example, NASA and the US Air Force launched 
29 satellites in a single mission in 2013. At that time, the mission represented the most satel-
lites ever launched at one time [1]. In 2015 and 2016, China and India launched 20 satellites 
in single mission, respectively. At present, six organizations have the capability to launch 
multiple satellites in a single mission: Russia, USA, China, India, Japan, and ESA. This trend 
indicates that in the future, the cost of sending satellites to space will greatly decrease. More 
and more remote sensing resources are becoming available. It is of great importance to have 
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a comprehensive survey of the available remote sensing technology and to utilize inter- or 
trans-disciplinary knowledge and technology to create new applications.

Remote sensing is considered a primary means of acquiring spatial data. Remote sensing mea-
sures electromagnetic radiation that interacts with the atmosphere and objects. Interactions of 
electromagnetic radiation with the surface of the Earth can provide information not only on 
the distance between the sensor and the object but also on the direction, intensity, wavelength, 
and polarization of the electromagnetic radiation [2]. These measurements can offer posi-
tional information about the objects and clues as to the characteristics of the surface materials.

Satellite remote sensing consists of one or multiple remote sensing instruments located on a 
satellite or satellite constellation collecting information about an object or phenomenon on 
the Earth surface without being in direct physical contact with the object or phenomenon. 
Compared to airborne and terrestrial platforms, spaceborne platforms are the most stable 
carrier. Satellites can be classified by their orbital geometry and timing. Three types of orbits 
are typically used in remote sensing satellites, such as geostationary, equatorial, and sun-
synchronous orbits. A geostationary satellite has a period of rotation equal to that of Earth 
(24 hours) so the satellite always stays over the same location on Earth. Communications and 
weather satellites often use geostationary orbits with many of them located over the equa-
tor. In an equatorial orbit, a satellite circles the Earth at a low inclination (the angle between 
the orbital plane and the equatorial plane). The Space Shuttle uses an equatorial orbit with 
an inclination of 57°. Sun-synchronous satellites have orbits with high inclination angles, 
passing nearly over the poles. Orbits are timed so that the satellite always passes over the 
equator at the same local sun time. In this way, these satellites maintain the same relative 
position with the sun for all of its orbits. Many remote sensing satellites are sun synchro-
nous, which ensures repeatable sun illumination conditions during specific seasons. Because 
a sun-synchronous orbit does not pass directly over the poles, it is not always possible to 
acquire data for the extreme polar regions. The frequency at which a satellite sensor can 
acquire data of the entire Earth depends on the sensor and orbital characteristics [3]. For most 
remote sensing satellites, the total coverage frequency ranges from twice a day to once every 
16 days. Another orbital characteristic is altitude. The space shuttle has a low orbital altitude 
of 300 km, whereas other common remote sensing satellites typically maintain higher orbits 
ranging from 600 to 1000 km.

The interaction between a sensor and the surface of the Earth has two modes: active or pas-
sive. Passive sensors utilize solar radiation to illuminate the Earth’s surface and detect the 
reflection from the surface. They typically record electromagnetic waves in the range of vis-
ible (~430–720 nm) and near-infrared (NIR) (~750–950 nm) light. Some systems, such as SPOT 
5, are also designed to acquire images in middle-infrared (MIR) wavelengths (1580–1750 nm). 
The power measured by passive sensors is a function of the surface composition, physical 
temperature, surface roughness, and other physical characteristics of the Earth [4]. Examples 
of passive satellite sensors are those aboard the Landsat, SPOT, Pléiades, EROS, GeoEye, and 
WorldView satellites. Active sensors provide their own source of energy to illuminate the 
objects and measure the observations. These sensors use electromagnetic waves in the range 
of visible light and near-infrared (e.g., a laser rangefinder or a laser altimeter) and radar waves 
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(e.g., synthetic aperture radar (SAR)). A laser rangefinder uses a laser beam to determine the 
distance between the sensor and the object and is typically used in airborne and ground-based 
laser scanning. A laser altimeter uses a laser beam to determine the altitude of an object above 
a fixed level and is typically utilized in satellite and aerial platforms. SAR uses microwaves 
to illuminate a ground target with a side-looking geometry and measures the backscatter and 
travel time of the transmitted waves reflected by objects on the ground. The distance that the 
SAR device travels over a target in the time taken for the radar pulses to return to the antenna 
produces the SAR image. SAR can be mounted on a moving platform, such as spaceborne and 
airborne platforms. According to the combination of frequency bands and polarization modes 
used in data acquisition, sensors can be categorized as single frequency (L-band, C-band, or 
X-band), multiple frequency (a combination of two or more frequency bands), single polariza-
tion (VV, HH, or HV), and multiple polarization (a combination of two or more polarization 
modes). Currently, there are three commercial SAR missions in space: Germany’s TerraSAR-X 
and TanDEM-X (X-band with a ~3.5 cm wavelength), Italy’s COSMO-SkyMed (X-band with 
~3.5 cm wavelength), and Canada’s RADARSAT-2 (C-band with ~6 cm wavelength). In addi-
tion, ESA’s ERS-1, ERS-2, and Envisat also carried SAR, although these missions have ended. 
The latest SAR satellites from ESA include Sentinel-1A, Sentinel-1B, and Sentinel-3A. Typical 
SAR parameters are repeat frequency, pulse repetition frequency, bandwidth, polarization, 
incidence angle, imaging mode, and orbit direction [5].

As sensor technology has advanced, the integration of passive and active sensors into one sys-
tem has emerged. This trend makes it unclear difficult to categorize sensors in the traditional 
way, into passive sensors and active sensors. In this paper, we introduce the sensors in terms of 
imaging or non-imaging functionality. Imaging sensors typically employ optical imaging sys-
tems, thermal imaging systems, or SAR. Optical imaging systems use the visible, near-infrared, 
and shortwave infrared spectrums and typically produce panchromatic, multispectral, and 
hyperspectral imagery. Thermal imaging systems employ mid to longwave infrared wave-
lengths. Non-imaging sensors include microwave radiometers, microwave altimeters, mag-
netic sensors, gravimeters, Fourier spectrometers, laser rangefinders, and laser altimeters [6].

It has been decades since Landsat-1, the first Earth resources technology satellite, was launched 
in 1972. Satellite platforms have evolved from a single satellite to multi-satellite constellations. 
Sensors have experienced unprecedented development over the years, from 1972 with the first 
multispectral satellite, Landsat-1, with four spectral bands to 1997 with the first hyperspectral 
satellite, Lewis, with 384 spectral bands. Spatial resolution has also significantly improved over 
the decades, from 80 m in Landsat-1 to 31 cm in Worldview-3. A number of studies on satellite 
imagery processing methods and applications have been conducted. A few papers providing 
sensor overviews have been published, including [7–9]. Blais [7] reviewed the range sensors 
developed over the past two decades. The studied range sensors include single point and laser 
scanners, slit scanners, pattern projections, and time-of-flight systems. In addition, commercial 
systems related to range sensors were reviewed. Melesse et al. [18] provided a survey of remote 
sensing sensors for typical environmental and natural resources mapping purposes, such as 
urban studies, hydrological modeling, land-cover and floodplain mapping, fractional vegeta-
tion cover and impervious surface area mapping, surface energy flux and micro-topography 
correlation, remotely sensed-based rainfall, and potential evapotranspiration for estimating 
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a comprehensive survey of the available remote sensing technology and to utilize inter- or 
trans-disciplinary knowledge and technology to create new applications.

Remote sensing is considered a primary means of acquiring spatial data. Remote sensing mea-
sures electromagnetic radiation that interacts with the atmosphere and objects. Interactions of 
electromagnetic radiation with the surface of the Earth can provide information not only on 
the distance between the sensor and the object but also on the direction, intensity, wavelength, 
and polarization of the electromagnetic radiation [2]. These measurements can offer posi-
tional information about the objects and clues as to the characteristics of the surface materials.

Satellite remote sensing consists of one or multiple remote sensing instruments located on a 
satellite or satellite constellation collecting information about an object or phenomenon on 
the Earth surface without being in direct physical contact with the object or phenomenon. 
Compared to airborne and terrestrial platforms, spaceborne platforms are the most stable 
carrier. Satellites can be classified by their orbital geometry and timing. Three types of orbits 
are typically used in remote sensing satellites, such as geostationary, equatorial, and sun-
synchronous orbits. A geostationary satellite has a period of rotation equal to that of Earth 
(24 hours) so the satellite always stays over the same location on Earth. Communications and 
weather satellites often use geostationary orbits with many of them located over the equa-
tor. In an equatorial orbit, a satellite circles the Earth at a low inclination (the angle between 
the orbital plane and the equatorial plane). The Space Shuttle uses an equatorial orbit with 
an inclination of 57°. Sun-synchronous satellites have orbits with high inclination angles, 
passing nearly over the poles. Orbits are timed so that the satellite always passes over the 
equator at the same local sun time. In this way, these satellites maintain the same relative 
position with the sun for all of its orbits. Many remote sensing satellites are sun synchro-
nous, which ensures repeatable sun illumination conditions during specific seasons. Because 
a sun-synchronous orbit does not pass directly over the poles, it is not always possible to 
acquire data for the extreme polar regions. The frequency at which a satellite sensor can 
acquire data of the entire Earth depends on the sensor and orbital characteristics [3]. For most 
remote sensing satellites, the total coverage frequency ranges from twice a day to once every 
16 days. Another orbital characteristic is altitude. The space shuttle has a low orbital altitude 
of 300 km, whereas other common remote sensing satellites typically maintain higher orbits 
ranging from 600 to 1000 km.

The interaction between a sensor and the surface of the Earth has two modes: active or pas-
sive. Passive sensors utilize solar radiation to illuminate the Earth’s surface and detect the 
reflection from the surface. They typically record electromagnetic waves in the range of vis-
ible (~430–720 nm) and near-infrared (NIR) (~750–950 nm) light. Some systems, such as SPOT 
5, are also designed to acquire images in middle-infrared (MIR) wavelengths (1580–1750 nm). 
The power measured by passive sensors is a function of the surface composition, physical 
temperature, surface roughness, and other physical characteristics of the Earth [4]. Examples 
of passive satellite sensors are those aboard the Landsat, SPOT, Pléiades, EROS, GeoEye, and 
WorldView satellites. Active sensors provide their own source of energy to illuminate the 
objects and measure the observations. These sensors use electromagnetic waves in the range 
of visible light and near-infrared (e.g., a laser rangefinder or a laser altimeter) and radar waves 
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(e.g., synthetic aperture radar (SAR)). A laser rangefinder uses a laser beam to determine the 
distance between the sensor and the object and is typically used in airborne and ground-based 
laser scanning. A laser altimeter uses a laser beam to determine the altitude of an object above 
a fixed level and is typically utilized in satellite and aerial platforms. SAR uses microwaves 
to illuminate a ground target with a side-looking geometry and measures the backscatter and 
travel time of the transmitted waves reflected by objects on the ground. The distance that the 
SAR device travels over a target in the time taken for the radar pulses to return to the antenna 
produces the SAR image. SAR can be mounted on a moving platform, such as spaceborne and 
airborne platforms. According to the combination of frequency bands and polarization modes 
used in data acquisition, sensors can be categorized as single frequency (L-band, C-band, or 
X-band), multiple frequency (a combination of two or more frequency bands), single polariza-
tion (VV, HH, or HV), and multiple polarization (a combination of two or more polarization 
modes). Currently, there are three commercial SAR missions in space: Germany’s TerraSAR-X 
and TanDEM-X (X-band with a ~3.5 cm wavelength), Italy’s COSMO-SkyMed (X-band with 
~3.5 cm wavelength), and Canada’s RADARSAT-2 (C-band with ~6 cm wavelength). In addi-
tion, ESA’s ERS-1, ERS-2, and Envisat also carried SAR, although these missions have ended. 
The latest SAR satellites from ESA include Sentinel-1A, Sentinel-1B, and Sentinel-3A. Typical 
SAR parameters are repeat frequency, pulse repetition frequency, bandwidth, polarization, 
incidence angle, imaging mode, and orbit direction [5].

As sensor technology has advanced, the integration of passive and active sensors into one sys-
tem has emerged. This trend makes it unclear difficult to categorize sensors in the traditional 
way, into passive sensors and active sensors. In this paper, we introduce the sensors in terms of 
imaging or non-imaging functionality. Imaging sensors typically employ optical imaging sys-
tems, thermal imaging systems, or SAR. Optical imaging systems use the visible, near-infrared, 
and shortwave infrared spectrums and typically produce panchromatic, multispectral, and 
hyperspectral imagery. Thermal imaging systems employ mid to longwave infrared wave-
lengths. Non-imaging sensors include microwave radiometers, microwave altimeters, mag-
netic sensors, gravimeters, Fourier spectrometers, laser rangefinders, and laser altimeters [6].

It has been decades since Landsat-1, the first Earth resources technology satellite, was launched 
in 1972. Satellite platforms have evolved from a single satellite to multi-satellite constellations. 
Sensors have experienced unprecedented development over the years, from 1972 with the first 
multispectral satellite, Landsat-1, with four spectral bands to 1997 with the first hyperspectral 
satellite, Lewis, with 384 spectral bands. Spatial resolution has also significantly improved over 
the decades, from 80 m in Landsat-1 to 31 cm in Worldview-3. A number of studies on satellite 
imagery processing methods and applications have been conducted. A few papers providing 
sensor overviews have been published, including [7–9]. Blais [7] reviewed the range sensors 
developed over the past two decades. The studied range sensors include single point and laser 
scanners, slit scanners, pattern projections, and time-of-flight systems. In addition, commercial 
systems related to range sensors were reviewed. Melesse et al. [18] provided a survey of remote 
sensing sensors for typical environmental and natural resources mapping purposes, such as 
urban studies, hydrological modeling, land-cover and floodplain mapping, fractional vegeta-
tion cover and impervious surface area mapping, surface energy flux and micro-topography 
correlation, remotely sensed-based rainfall, and potential evapotranspiration for estimating 
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crop water requirement satisfaction indexes. Recently, a survey on remote sensing platforms 
and sensors was provided by Toth and Jóźków [9]. The authors gave a general review in cur-
rent remote sensing platforms, including satellites, airborne platforms, UAVs, ground-based 
mobile and static platforms, sensor georeferencing and supporting navigation infrastructure, 
and provided a short summary of imaging sensors.

In the literature, we found that overviews of remote sensing sensors were quite rare. One 
reason for this finding was that this topic is fairly broad. Usually, one can find detailed knowl-
edge from thick books or a very simple overview from some webpages. As most readers need 
to obtain relevant knowledge within a reasonable time period and with a modest depth, the 
contribution of our paper is valuable. In this paper, we review the history of remote sensing, 
the interaction of the electromagnetic spectrum (EMS) and objects, imaging sensors and non-
imaging sensors (e.g., laser rangefinders/altimeters), and commonly used satellites and their 
characteristics. In addition, future trends and potential applications are addressed. Although 
this paper is mainly about satellite sensors, there is no apparent boundary between satellite 
sensors and airborne, UAV-based, or ground-based sensors except that satellite sensors have 
more interaction with the atmosphere. Therefore, we use the term “remote sensing sensors” 
generally.

2. Remarkable development in spaceborne remote sensing

Although the term ‘remote sensing’ was introduced in 1960. However, in practice, remote 
sensing has a long history. In the 1600s, Galileo used optical enhancements to survey celes-
tial bodies [10]. An early exploration of prisms was conducted by Sir Isaac Newton in 1666. 
Newton discovered that a prism dispersed light into a spectrum of red, orange, yellow, green, 
blue, indigo, and violet and recombined the spectrum into white light. One hundred years 
later, in 1800, Sir William Herschel explored the thermal infrared electromagnetic radiation 
for the first time in the world. Herschel measured the temperature of light that had been split 
with a prism into the spectrum of visible colors. In the following decades, some attempts were 
made with aerial photographs using cameras attached to balloons. However, the results were 
not satisfactory until 1858, when Gasper Felix Tournachon took the first aerial photograph 
successfully from a captive balloon from an altitude of 1200 feet over Paris. Later, in 1889 in 
Labruguiere, France, Arthur Batut attached a camera and an altimeter to kites for the first time 
so that the image scale could be determined. Therefore, he is considered to be the father of 
kite aerial photography. Then, at the beginning of the twentieth century, the camera was able 
to be miniaturized (e.g., 70 g) so that it was easily carried by pigeons. The Bavarian Pigeon 
Corps took the first aerial photos using a camera attached to a pigeon in 1903. During the First 
World War, the use of aerial photography grew. Later, in 1936, Albert W. Stevens took the first 
photograph of the actual curvature of the earth from a free balloon at an altitude of 72,000 feet. 
The first space photograph from V-2 rockets was acquired in 1946. Table 1 addresses the evo-
lution of the remote sensing, excluding the early development stage. The table starts with the 
use of aerial photographs for surveying and mapping as well for military use. The milestones 
in this evolution (see Table 1) were referenced to [7, 10]. Additionally, recent developments in 
microsatellites and satellite constellations are also listed in Table 1.
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Phases Time series Remarks

Airborne remote 
sensing

During the First 
and Second 
World Wars

The use of photographs for surveying, mapping, reconnaissance and military 
surveillance

Rudimentary 
spaceborne 
satellite remote 
sensing

In the late 1950s The launch of Sputnik 1 by Russia in 1957 and Explorer 1 by US in 1958

Spy satellite 
remote sensing

During the Cold 
War (1947–1991)

Remote sensing for military use spilled over into mapping and environment 
applications

Meteorological 
satellite sensor 
remote sensing

1960~ The launch of the first meteorological satellite (TIROS-1) by the US in 1960. 
Since then, data in digital formats and the use of computer hardware and 
software

Landsat 1972~ Landsat 1, 2, and 3 carrying a multispectral scanner; Landsat 4 and 5 carried 
a Thematic Mapper sensor; Landsat 7 carries an Enhanced Thematic Mapper; 
Landsat 8 carries the Operational Land Imager. Landsat satellites have high 
resolution and global coverage. Applications were initially local and have 
become global since then

European Space 
Agency’s first 
Earth observing 
satellite program

1991~ The European Space Agency launched the first satellite ERS-1 in 1991, which 
carried a variety of earth observation instruments: a radar altimeter, ATSR-1, 
SAR, wind scatterometer, and microwave radiometer. A successor, ERS-2, 
was launched in 1995

Earth observing 
system (EOS)

Since the launch 
of the Terra 
satellite in 1999

Terra/Aqua satellites carrying sensors, such as MODIS and taking 
measurements of pollution in the troposphere (MOPITT). Global coverage, 
frequent repeat coverage, a high level of processing, easy and mostly free 
access to data

New millennium Around the 
same time as 
EOS

Next generation of satellites and sensors, such as Earth Observing-1, 
acquiring the first spaceborne hyperspectral data

Private industry/
commercial 
satellite systems

2000~ 1. Very high-resolution data, such as IKONOS and Quickbird satellites

2.  A revolutionary means of data acquisition: daily coverage of any spot on 
earth at a high resolution, such as Rapideye

3.  Google streaming technology allows rapid data access to very high-
resolution images

4. The launch of GeoEye-1 in 2008 for very high-resolution imagery (0.41 m)

Microsatellite 
era and satellite 
constellations

2008~ 1.  Small satellites and satellite constellation (RapidEye and Terra Bella, 
formerly Skybox): RapidEye was launched in August, 2008, with five 
EOS. These are the first commercial satellites to include the Red-Edge 
band, which is sensitive to changes in chlorophyll content. On March 8, 
2016, Skybox imaging was renamed to Terra Bella. Satellites provided the 
ability to capture the first-ever commercial high-resolution video of Earth 
from a satellite and the ability to capture high-resolution color and near-
infrared imagery

2.  For the first time, Russia carried out a single mission to launch 37 satellites 
in June of 2014

3. ESA launched the first satellite of the Sentinel constellation in April of 2014.

4. SpaceX reusable rocket capacity since December of 2015

5.  Current satellites in high revisiting period, large coverage, and high spatial 
resolution, up to 31 cm

Table 1. Evolution and advancement in remote sensing satellites and sensors.
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crop water requirement satisfaction indexes. Recently, a survey on remote sensing platforms 
and sensors was provided by Toth and Jóźków [9]. The authors gave a general review in cur-
rent remote sensing platforms, including satellites, airborne platforms, UAVs, ground-based 
mobile and static platforms, sensor georeferencing and supporting navigation infrastructure, 
and provided a short summary of imaging sensors.

In the literature, we found that overviews of remote sensing sensors were quite rare. One 
reason for this finding was that this topic is fairly broad. Usually, one can find detailed knowl-
edge from thick books or a very simple overview from some webpages. As most readers need 
to obtain relevant knowledge within a reasonable time period and with a modest depth, the 
contribution of our paper is valuable. In this paper, we review the history of remote sensing, 
the interaction of the electromagnetic spectrum (EMS) and objects, imaging sensors and non-
imaging sensors (e.g., laser rangefinders/altimeters), and commonly used satellites and their 
characteristics. In addition, future trends and potential applications are addressed. Although 
this paper is mainly about satellite sensors, there is no apparent boundary between satellite 
sensors and airborne, UAV-based, or ground-based sensors except that satellite sensors have 
more interaction with the atmosphere. Therefore, we use the term “remote sensing sensors” 
generally.

2. Remarkable development in spaceborne remote sensing

Although the term ‘remote sensing’ was introduced in 1960. However, in practice, remote 
sensing has a long history. In the 1600s, Galileo used optical enhancements to survey celes-
tial bodies [10]. An early exploration of prisms was conducted by Sir Isaac Newton in 1666. 
Newton discovered that a prism dispersed light into a spectrum of red, orange, yellow, green, 
blue, indigo, and violet and recombined the spectrum into white light. One hundred years 
later, in 1800, Sir William Herschel explored the thermal infrared electromagnetic radiation 
for the first time in the world. Herschel measured the temperature of light that had been split 
with a prism into the spectrum of visible colors. In the following decades, some attempts were 
made with aerial photographs using cameras attached to balloons. However, the results were 
not satisfactory until 1858, when Gasper Felix Tournachon took the first aerial photograph 
successfully from a captive balloon from an altitude of 1200 feet over Paris. Later, in 1889 in 
Labruguiere, France, Arthur Batut attached a camera and an altimeter to kites for the first time 
so that the image scale could be determined. Therefore, he is considered to be the father of 
kite aerial photography. Then, at the beginning of the twentieth century, the camera was able 
to be miniaturized (e.g., 70 g) so that it was easily carried by pigeons. The Bavarian Pigeon 
Corps took the first aerial photos using a camera attached to a pigeon in 1903. During the First 
World War, the use of aerial photography grew. Later, in 1936, Albert W. Stevens took the first 
photograph of the actual curvature of the earth from a free balloon at an altitude of 72,000 feet. 
The first space photograph from V-2 rockets was acquired in 1946. Table 1 addresses the evo-
lution of the remote sensing, excluding the early development stage. The table starts with the 
use of aerial photographs for surveying and mapping as well for military use. The milestones 
in this evolution (see Table 1) were referenced to [7, 10]. Additionally, recent developments in 
microsatellites and satellite constellations are also listed in Table 1.
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spaceborne 
satellite remote 
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In the late 1950s The launch of Sputnik 1 by Russia in 1957 and Explorer 1 by US in 1958

Spy satellite 
remote sensing

During the Cold 
War (1947–1991)

Remote sensing for military use spilled over into mapping and environment 
applications

Meteorological 
satellite sensor 
remote sensing

1960~ The launch of the first meteorological satellite (TIROS-1) by the US in 1960. 
Since then, data in digital formats and the use of computer hardware and 
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Landsat 1972~ Landsat 1, 2, and 3 carrying a multispectral scanner; Landsat 4 and 5 carried 
a Thematic Mapper sensor; Landsat 7 carries an Enhanced Thematic Mapper; 
Landsat 8 carries the Operational Land Imager. Landsat satellites have high 
resolution and global coverage. Applications were initially local and have 
become global since then

European Space 
Agency’s first 
Earth observing 
satellite program

1991~ The European Space Agency launched the first satellite ERS-1 in 1991, which 
carried a variety of earth observation instruments: a radar altimeter, ATSR-1, 
SAR, wind scatterometer, and microwave radiometer. A successor, ERS-2, 
was launched in 1995

Earth observing 
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Terra/Aqua satellites carrying sensors, such as MODIS and taking 
measurements of pollution in the troposphere (MOPITT). Global coverage, 
frequent repeat coverage, a high level of processing, easy and mostly free 
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New millennium Around the 
same time as 
EOS

Next generation of satellites and sensors, such as Earth Observing-1, 
acquiring the first spaceborne hyperspectral data

Private industry/
commercial 
satellite systems

2000~ 1. Very high-resolution data, such as IKONOS and Quickbird satellites

2.  A revolutionary means of data acquisition: daily coverage of any spot on 
earth at a high resolution, such as Rapideye

3.  Google streaming technology allows rapid data access to very high-
resolution images

4. The launch of GeoEye-1 in 2008 for very high-resolution imagery (0.41 m)

Microsatellite 
era and satellite 
constellations

2008~ 1.  Small satellites and satellite constellation (RapidEye and Terra Bella, 
formerly Skybox): RapidEye was launched in August, 2008, with five 
EOS. These are the first commercial satellites to include the Red-Edge 
band, which is sensitive to changes in chlorophyll content. On March 8, 
2016, Skybox imaging was renamed to Terra Bella. Satellites provided the 
ability to capture the first-ever commercial high-resolution video of Earth 
from a satellite and the ability to capture high-resolution color and near-
infrared imagery

2.  For the first time, Russia carried out a single mission to launch 37 satellites 
in June of 2014

3. ESA launched the first satellite of the Sentinel constellation in April of 2014.

4. SpaceX reusable rocket capacity since December of 2015

5.  Current satellites in high revisiting period, large coverage, and high spatial 
resolution, up to 31 cm

Table 1. Evolution and advancement in remote sensing satellites and sensors.
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3. Characteristics of materials in electromagnetic spectrum (EMS)

Remote sensors remotely interact with objects on the surface of the Earth. Objects on the sur-
face of the Earth generally include terrain, buildings, road, vegetation, and water. The typical 
materials of these objects that interact with the EMS are categorized into groups: transparent 
and opaque (partly or fully absorbed).

3.1. Electromagnetic spectrum

Figure 1 contains the EMS range from gamma rays to radio waves. In remote sensing, typical 
applications include the visible light (380–780 nm), infrared (780 nm–0.1 mm), and microwave 
(0.1 mm–1 m) ranges. This paper treats the terahertz (0.1–1 mm) range as an independent spec-
tral band separate from microwaves. Remote sensing sensors interact with objects remotely. 
Between sensors and the earth surface, there is atmosphere. It is estimated that only 67% of 
sunlight directly heats the Earth [11]. The remainder of the light is absorbed and reflected by 
the atmosphere. The Earth’s atmosphere strongly absorbs infrared and UV radiation. In visible 
light, typical remote sensing applications include the blue (450–495 nm), green (495–570 nm), 
and red (620–750 nm) spectral bands for panchromatic or multispectral or hyperspectral imag-
ing. Current bathymetric and ice LIDAR generally uses green light (e.g., NASA’s HSRL-1 
LIDAR, with a spectrum of 532 nm). However, new experiments have shown that in the blue 
spectrum, such as at 440 nm, the absorption coefficient for water is approximately an order of 

Figure 1. The electromagnetic spectrum. Image from UC Davis ChemWiki, CC-BY-NC-SA 3.0.
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magnitude smaller than at 532 nm, and 420–460 nm light can penetrate relatively clear water 
and ice much deeper, offering substantial improvements in sensing through water for the same 
optical power output, thus reducing power requirements [11]. The red spectrum together with 
near-infrared (NIR) is typically used for vegetation applications. For example, the Normalized 
Difference Vegetation Index (NDVI) is used to evaluate targets that may or may not contain 
live green vegetation. Infrared is invisible radiant energy. Usually, infrared is divided into 
different regions: near IR (NIR, 0.75–1.4 μm), shortwave IR (SWIR, 1.4–3 μm), mid-IR (MIR, 
3–8 μm), longwave IR (LWIR, 8–15 μm), and far IR (FIR, 15–1000 μm). Alternatively, according 
to the ISO 20473 scheme, another division is proposed as NIR (0.78–3 μm), MIR (3–50 μm), 
and FIR (50–1000 μm). Most of the infrared radiation in sunlight is in the NIR range. Most of 
the thermal radiation emitted by objects near room temperature is infrared [14]. In nature, on 
the surface of the Earth, almost all thermal radiation consists of infrared in the mid-infrared 
region, which is a much longer wavelength than that in sunlight. Of these natural thermal 
radiation processes, only lightning and natural fires are hot enough to produce much visible 
energy, and fires produce far more infrared than visible light energy. NIR is mainly used in 
medical imaging and physiological diagnostics. One typical application of MIR and FIR is 
thermal imaging, for example, night vision devices. In the MIR and FIR spectrum bands, water 
shows high absorption, and biological systems are highly transmissive.

With regard to the terahertz spectrum band, terahertz frequencies are useful for investigat-
ing biological molecules. Unlike more commonly used forms of radiated energy, this range 
has rarely been studied, partly because no one knew how to make these frequencies bright 
enough [12] and because practical applications have been impeded by the fact that ambi-
ent moisture interferes with wave transmission [13]. Nevertheless, terahertz light (also called 
T-rays) has remarkable properties. T-rays are safe, non-ionizing electromagnetic radiation. 
This light poses little or no health threat and can pass through clothing, paper, cardboard, 
wood, masonry, plastic, and ceramics. This light can also penetrate fog and clouds. THz radia-
tion transmits through almost anything except for not metal and liquid (e.g., water). T-rays 
can be used to reveal explosives or other dangerous substances in packaging, corrugated 
cardboard, clothing, shoes, backpacks, and book bags. However, the technique cannot detect 
materials that might be concealed in body cavities [14].

The terahertz region is technically the boundary between electronics and opt-photonics [15]. 
The wavelengths of T-rays—shorter than microwaves, longer than infrared—correspond with 
biomolecular vibrations. This light can provide imaging and sensing technologies not available 
through conventional technologies, such as microwaves [16]. For example, T-rays can penetrate 
fabrics. Many common materials and living tissues are semi-transparent and have ‘terahertz 
fingerprints’, permitting them to be imaged, identified, and analyzed [17]. In addition, terahertz 
radiation has the unique ability to non-destructively image physical structures and perform 
spectroscopic analysis without any contact with valuable and delicate paintings, manuscripts, 
and artifacts. In addition, terahertz radiation can be utilized to measure objects that are opaque 
in the visible and near-infrared regions. Terahertz pulsed imaging techniques operate in much 
the same way as ultrasound and radar to accurately locate embedded or distant objects [18]. 
Current commercial terahertz instruments include Terahertz 3D  medical imaging, security 
scanning systems, and terahertz spectroscopy. The latest breakthrough research (9.2016) on 
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3. Characteristics of materials in electromagnetic spectrum (EMS)

Remote sensors remotely interact with objects on the surface of the Earth. Objects on the sur-
face of the Earth generally include terrain, buildings, road, vegetation, and water. The typical 
materials of these objects that interact with the EMS are categorized into groups: transparent 
and opaque (partly or fully absorbed).
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applications include the visible light (380–780 nm), infrared (780 nm–0.1 mm), and microwave 
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sunlight directly heats the Earth [11]. The remainder of the light is absorbed and reflected by 
the atmosphere. The Earth’s atmosphere strongly absorbs infrared and UV radiation. In visible 
light, typical remote sensing applications include the blue (450–495 nm), green (495–570 nm), 
and red (620–750 nm) spectral bands for panchromatic or multispectral or hyperspectral imag-
ing. Current bathymetric and ice LIDAR generally uses green light (e.g., NASA’s HSRL-1 
LIDAR, with a spectrum of 532 nm). However, new experiments have shown that in the blue 
spectrum, such as at 440 nm, the absorption coefficient for water is approximately an order of 

Figure 1. The electromagnetic spectrum. Image from UC Davis ChemWiki, CC-BY-NC-SA 3.0.
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magnitude smaller than at 532 nm, and 420–460 nm light can penetrate relatively clear water 
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optical power output, thus reducing power requirements [11]. The red spectrum together with 
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energy, and fires produce far more infrared than visible light energy. NIR is mainly used in 
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ing biological molecules. Unlike more commonly used forms of radiated energy, this range 
has rarely been studied, partly because no one knew how to make these frequencies bright 
enough [12] and because practical applications have been impeded by the fact that ambi-
ent moisture interferes with wave transmission [13]. Nevertheless, terahertz light (also called 
T-rays) has remarkable properties. T-rays are safe, non-ionizing electromagnetic radiation. 
This light poses little or no health threat and can pass through clothing, paper, cardboard, 
wood, masonry, plastic, and ceramics. This light can also penetrate fog and clouds. THz radia-
tion transmits through almost anything except for not metal and liquid (e.g., water). T-rays 
can be used to reveal explosives or other dangerous substances in packaging, corrugated 
cardboard, clothing, shoes, backpacks, and book bags. However, the technique cannot detect 
materials that might be concealed in body cavities [14].

The terahertz region is technically the boundary between electronics and opt-photonics [15]. 
The wavelengths of T-rays—shorter than microwaves, longer than infrared—correspond with 
biomolecular vibrations. This light can provide imaging and sensing technologies not available 
through conventional technologies, such as microwaves [16]. For example, T-rays can penetrate 
fabrics. Many common materials and living tissues are semi-transparent and have ‘terahertz 
fingerprints’, permitting them to be imaged, identified, and analyzed [17]. In addition, terahertz 
radiation has the unique ability to non-destructively image physical structures and perform 
spectroscopic analysis without any contact with valuable and delicate paintings, manuscripts, 
and artifacts. In addition, terahertz radiation can be utilized to measure objects that are opaque 
in the visible and near-infrared regions. Terahertz pulsed imaging techniques operate in much 
the same way as ultrasound and radar to accurately locate embedded or distant objects [18]. 
Current commercial terahertz instruments include Terahertz 3D  medical imaging, security 
scanning systems, and terahertz spectroscopy. The latest breakthrough research (9.2016) on 
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terahertz applications was that MIT invented a terahertz camera that can read a closed book. 
This camera can distinguish ink from a blank region on paper. The article indicates that ‘In 
its current form the terahertz camera can accurately calculate distance to a depth of about 20 
pages’ [19]. It is expected that in the future, this technology can be used to explore and catalog 
historical documents without actually having to touch or open them and risk damage.

Regarding microwaves, shorter microwaves are typically used in remote sensing. For exam-
ple, this region is used for radar, and the wavelength is just a few inches long. Microwaves are 
typically used for obtaining information on the atmosphere, land, and ocean, such as Doppler 
radar, which is used in weather forecasts, and for gathering unique information on sea wind 
and wave direction, which are derived from frequency characteristics, including the Doppler 
effect, polarization, back scattering, that cannot be observed by visible and infrared sensors 
[20]. In addition, microwave energy can penetrate haze, light rain and snow, clouds, and 
smoke [21]. Microwave sensors work in any weather condition and at any time.

3.2. Objects and spectrum

When light encounters an object, they can interact in several different ways: transmission, 
reflection, and absorption. The interaction depends on the wavelength of the light and the 
nature of the material of the object.

Most materials exhibit all three properties when interacting with light: partly transmission, 
partly reflection, and partly absorption. According to the dominant optical property, we cat-
egorize objects into two typical types: transparent materials and opaque materials.

Transparent material allows light to pass through the material without being scattered or 
absorbed. Typical transparent objects include plate glass and clean water. Figure 2 shows the 
transmission spectrum of soda-lime glass with a 2-mm thickness. Soda-lime glass is typically 
used in windows (also called flat glass) and glass containers. From Figure 2, it can be seen 
that soda-lime glass nearly blocks UV radiation. Nevertheless, it has high transmittance in the 

Figure 2. Transmission spectrum of soda-lime glass with a 2-mm thickness. Obtained from Wikipedia [22].
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visible light and NIR wavelengths. It is easy to understand that when a laser scanner with a 
wavelength of 905, 1064, or 1550 nm hits a flat glass window or a glassy balcony, over 80% 
of the laser energy passes through the glass and hits the objects behind the window. Another 
typical example of transmissive material is clear water. Water transmittance is very high in the 
blue-green part of the spectrum but diminishes rapidly in the near-infrared wavelengths (see 
Figure 3). Absorption, on the other hand, is notably low in the shorter visible wavelengths 
(less than 418 nm) but increases abruptly in the range of 418–742 nm. A laser beam with a 
wavelength of 532 nm (green laser) is typically applied in bathymetric measurements as this 
wavelength has a high water transmittance. According to the Beer-Lambert law, the relation 
between absorbance and transmittance is as follows: Absorbance = −log (Transmittance).

Opacity occurs because of the reflection and absorption of light waves off the surface of an 
object. The reflectance of light depends on the material of the surface that the light encounters. 
There are two types of reflection: one is specular reflection and another is diffuse reflection. 
Specular reflection is when light from a single incoming direction is reflected in a single outgo-
ing direction. Diffuse reflection is the reflection of light from a surface such that an incident ray 
is reflected at many angles rather than at just one angle, as in the case of specular reflection. 
Most objects have mixed reflective properties [24]. Representative reflective materials include 
metals, such as aluminum, gold, and silver. From Figure 4, it can be seen that aluminum has a 
high reflectivity over various wavelengths. In the visible light and NIR wavelengths, the reflec-
tance of aluminum reaches up to 92%, while this value increases to 98% in MIR and FIR. Silver 
has a higher reflectance than aluminum when the wavelength is longer than 450 nm. At a 

Figure 3. Liquid water absorption spectrum. Obtained from Wikipedia [23].
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visible light and NIR wavelengths. It is easy to understand that when a laser scanner with a 
wavelength of 905, 1064, or 1550 nm hits a flat glass window or a glassy balcony, over 80% 
of the laser energy passes through the glass and hits the objects behind the window. Another 
typical example of transmissive material is clear water. Water transmittance is very high in the 
blue-green part of the spectrum but diminishes rapidly in the near-infrared wavelengths (see 
Figure 3). Absorption, on the other hand, is notably low in the shorter visible wavelengths 
(less than 418 nm) but increases abruptly in the range of 418–742 nm. A laser beam with a 
wavelength of 532 nm (green laser) is typically applied in bathymetric measurements as this 
wavelength has a high water transmittance. According to the Beer-Lambert law, the relation 
between absorbance and transmittance is as follows: Absorbance = −log (Transmittance).

Opacity occurs because of the reflection and absorption of light waves off the surface of an 
object. The reflectance of light depends on the material of the surface that the light encounters. 
There are two types of reflection: one is specular reflection and another is diffuse reflection. 
Specular reflection is when light from a single incoming direction is reflected in a single outgo-
ing direction. Diffuse reflection is the reflection of light from a surface such that an incident ray 
is reflected at many angles rather than at just one angle, as in the case of specular reflection. 
Most objects have mixed reflective properties [24]. Representative reflective materials include 
metals, such as aluminum, gold, and silver. From Figure 4, it can be seen that aluminum has a 
high reflectivity over various wavelengths. In the visible light and NIR wavelengths, the reflec-
tance of aluminum reaches up to 92%, while this value increases to 98% in MIR and FIR. Silver 
has a higher reflectance than aluminum when the wavelength is longer than 450 nm. At a 
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wavelength of 310 nm, the reflectance of aluminum is zero [25]. The reflectance of gold sig-
nificantly increases at a wavelength of approximately 500 nm, reaching a very high reflectance 
starting in the infrared. This figure indicates that regardless of the wavelength at which the 
sensor operates, it is inevitable to encounter high reflection from aluminum surfaces.

The physical characteristics of the material determine what type of electromagnetic waves 
will and will not pass through it. Figure 5 shows examples of the reflection spectrums of 
dry bare soil, green vegetation, and clear water. The reflection of dry bare soil increase as the 
wavelength increases from 400 to 1800 nm. Green vegetation has a high reflectance in the red 
light and near-infrared regions. These characteristics have been applied for distinguishing 
green vegetation from other objects. In addition, the previous figure shows that water has a 
low absorbance in the visible light region. Figure 5 shows that water reflects visible light at a 
low rate (<5%). Indirectly, the figure indicates that water has a high transmittance in the vis-
ible light range.

Figure 5. Examples of reflective materials. Image referenced from Wikimedia [26].

Figure 4. Reflective spectrum of metals: aluminum, gold, and silver.
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4. Spaceborne sensors

Spaceborne sensors have been developed for over 40 years. Currently, approximately 50 
countries are operating remote sensing satellites [9]. There are more than 1000 remote sensing 
satellites available in space, and among these, approximately 593 are from the USA, over 135 
are from Russia, and approximately 192 are from China [27].

Conventionally, remote sensors are divided into two groups: passive sensors and active sen-
sors, as we described in the first section. However, as sensor technology has advanced, nothing 
has been absolute. For example, an imaging camera is usually regarded as a passive sensor. 
However, in 2013, a new approach that integrates active and passive infrared imaging capability 
into a single chip was developed. This sensor enables lighter, simpler dual-mode active/passive 
cameras with lower power dissipation [28]. Alternatively, remote sensing sensors can be classi-
fied into imaging sensors and non-imaging sensors. In terms of their spectral characteristics, the 
imaging sensors include optical imaging sensors, thermal imaging sensors, and radar imaging 
sensors. Figure 6 illustrates the category in terms of imaging sensors and non-imaging sensors.

4.1. Optical imaging sensors

Optical imaging sensors operate in the visible and reflective IR ranges. Typical optical imag-
ing systems on space platform include panchromatic systems, multispectral systems, and 
hyperspectral systems. In a panchromatic system, the sensor is a monospectral channel detec-
tor that is sensitive to radiation within a broad wavelength range. The image is black and 
white or gray scale. A multispectral sensor is a multichannel detector with a few spectral 
bands. Each channel is sensitive to radiation within a narrow wavelength band. The resulting 
image is a multilayer image that contains both the brightness and spectral (color) information 
of the targets being observed. A hyperspectral sensor collects and processes information from 
10 to 100 of spectral bands. A hyperspectral image consists of a set of images. Each narrow 
spectral band forms an image. The resulting images can be utilized to recognize objects, iden-
tify materials, and detect elemental components. Table 2 gives a more detailed description of 

Figure 6. Spaceborne remote sensing sensors.
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these optical imaging systems. It can be seen that when a light is split into multiple spectrums, 
the greater the number of spectrums is, the lower the imaging resolution will be. That is, a 
panchromatic image usually presents a higher resolution than a multispectral/hyperspectral 
image. Pan-sharpening technique was introduced by Padwick et al. in 2010 [29] for improv-
ing the quality of multispectral images. This method combines the visual information of the 
multispectral data with the spatial information of the panchromatic data, resulting in a higher 
resolution color product equal to the panchromatic resolution.

4.2. Thermal IR imaging sensors

A thermal sensor typically operates in the electromagnetic spectrum between the mid-
to-far-infrared and microwave ranges, roughly between 9 and 14 μm. Any object with a 
temperature above zero can emit infrared radiation and produce a thermal image. A warm 
object emits more thermal energy than a cooler object. Therefore, the object becomes more 
visible in an image. This is especially useful in tracking a living creature, including animals 
and the human body, and detecting volcanos and forest fires because a thermal image is 
independent from the lights in a scene and is available whether it is daytime or night-
time. Commonly used thermal imaging sensors include IR imaging radiometers, imag-
ing spectroradiometers, and IR imaging cameras. Currently, the satellite IR sensors in use 
include ASTER, MODIS, ASAA, and IRIS. Table 3 lists the thermal IR sensors and their 
applications.

Panchromatic systems Multispectral systems Hyperspectral systems

Spectral range 
(nm)

~430–720 ~430–720

~750–950

~470–2000

Satellites QuickBird, SPOT, IKONOS SPOT, QuickBird, IKONOS TRW Lewis, EO-1

Spectral band Monospectral, black and 
white, gray-scale image

Several spectral bands 10 to 100 of spectral bands

Spatial 
resolution

Submeter Up to 1–2 m Up to 2 m

Applications Earth observation and 
reconnaissance applications

Red-green-blue (true color): visual 
analysis; Green-red-infrared: 
vegetation and camouflage detection; 
Blue-NIR-MIR: visualizing water 
depth, vegetation coverage, soil 
moisture content, and the presence of 
fires, all in a single image

(i) Agriculture; (ii) eye care; 
(iii) food processing; (iv) 
mineralogy; (v) surveillance; 
(vi) physics; (vii) astronomy; 
(viii) chemical imaging; (ix) 
environment

Advantages High applicability in (i) imaging multiple targets; (ii) mosaic strips to large area; (iii) stereo and 
tristereo acquisition; (iv) linear feature acquisition, such as coastlines, pipelines, roads, and borders

Disadvantages Affected by sun illumination and cloud coverage. Polar areas with seasonal changes in sun 
illumination and the equatorial belt with persistent cloud coverage

Table 2. Satellite optical imaging systems.
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4.3. Radar imaging sensors

A radar (microwave) imaging sensor is usually an active sensor, operating in an electromag-
netic spectrum range of 1 mm–1 m. The sensor transmits light to the ground, and the energy is 
reflected from the target to the radar antenna to produce an image at microwave wavelengths. 
The radar moves along a flight path, and the area illuminated by the radar, or footprint, is 
moved along the surface in a swath. Each pixel in the radar image represents the radar back-
scatter for that area on the ground. A microwave instrument can operate in cloudy or foggy 
weather and can also penetrate sand, water, and walls. Unlike infrared data that help us iden-
tify different minerals and vegetation types from reflected sunlight, radar only shows the 
difference in the surface roughness and geometry and the moisture content of the ground 
(the complex dielectric constant). Radar and infrared sensors are complimentary instruments 
and are often used together to study the same types of Earth surfaces [30]. Frequently used 
microwave spectrum bands for remote sensing include the X-band, C-band, S-band, L-band, 
and P-band. Specific characteristics of each band can be found in Table 4.

Conventional passive microwave imaging instruments (such as cameras or imaging radiom-
eters) provide imagery with a relatively coarse spatial resolution when compared to an opti-
cal instrument. The diffraction-limited angular resolution of a camera aperture is directly 
proportional to the wavelength and inversely proportional to the aperture dimension [33]. 
To achieve a similar spatial resolution as optical instruments, a large antenna aperture  
(e.g., tens of kilometers) is needed. Clearly, it is not feasible to carry such a large antenna on a 
space platform. SAR is an active microwave instrument that resolves the above problem. SAR 
utilizes the motion of the spacecraft to emulate a large antenna from the small craft itself. The 
longer the antenna is, the narrower the beam is. A fine ground resolution usually results from 
a narrow beam width. At present, a synthesized aperture can be several orders of magnitude 
larger than the transmitter and receiver antenna. It has become possible to produce an SAR 
image with a half meter of accuracy [32].

Sensor Operational  
wave band

Definition Satellites 
sensors

Applications

IR imaging 
radiometer

UV, mid-to-
far-infrared, or 
microwave

Measures the intensity 
of electromagnetic 
radiation

ASTER Volcanological, mineralogical, 
and hydrothermal studies, forest 
fires, glacier, limnological and 
climatological studies and DEM

Imaging 
spectroradiometer

Infrared Measure the intensity 
of radiation in multiple 
spectrums

MODIS, 
ASAS, 
IRIS

Sea surface temperature, cloud 
characteristics, ocean color, 
vegetation, trace chemical species in 
the atmosphere

Infrared imaging 
camera

Mid-far infrared Measure reflected 
energy from the surface

Volcanology, determining 
thunderstorm intensity, identifying 
fog and low clouds

Table 3. Thermal IR sensors.
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these optical imaging systems. It can be seen that when a light is split into multiple spectrums, 
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image. Pan-sharpening technique was introduced by Padwick et al. in 2010 [29] for improv-
ing the quality of multispectral images. This method combines the visual information of the 
multispectral data with the spatial information of the panchromatic data, resulting in a higher 
resolution color product equal to the panchromatic resolution.

4.2. Thermal IR imaging sensors

A thermal sensor typically operates in the electromagnetic spectrum between the mid-
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object emits more thermal energy than a cooler object. Therefore, the object becomes more 
visible in an image. This is especially useful in tracking a living creature, including animals 
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Applications Earth observation and 
reconnaissance applications

Red-green-blue (true color): visual 
analysis; Green-red-infrared: 
vegetation and camouflage detection; 
Blue-NIR-MIR: visualizing water 
depth, vegetation coverage, soil 
moisture content, and the presence of 
fires, all in a single image

(i) Agriculture; (ii) eye care; 
(iii) food processing; (iv) 
mineralogy; (v) surveillance; 
(vi) physics; (vii) astronomy; 
(viii) chemical imaging; (ix) 
environment

Advantages High applicability in (i) imaging multiple targets; (ii) mosaic strips to large area; (iii) stereo and 
tristereo acquisition; (iv) linear feature acquisition, such as coastlines, pipelines, roads, and borders

Disadvantages Affected by sun illumination and cloud coverage. Polar areas with seasonal changes in sun 
illumination and the equatorial belt with persistent cloud coverage

Table 2. Satellite optical imaging systems.

Multi-purposeful Application of Geospatial Data30

4.3. Radar imaging sensors

A radar (microwave) imaging sensor is usually an active sensor, operating in an electromag-
netic spectrum range of 1 mm–1 m. The sensor transmits light to the ground, and the energy is 
reflected from the target to the radar antenna to produce an image at microwave wavelengths. 
The radar moves along a flight path, and the area illuminated by the radar, or footprint, is 
moved along the surface in a swath. Each pixel in the radar image represents the radar back-
scatter for that area on the ground. A microwave instrument can operate in cloudy or foggy 
weather and can also penetrate sand, water, and walls. Unlike infrared data that help us iden-
tify different minerals and vegetation types from reflected sunlight, radar only shows the 
difference in the surface roughness and geometry and the moisture content of the ground 
(the complex dielectric constant). Radar and infrared sensors are complimentary instruments 
and are often used together to study the same types of Earth surfaces [30]. Frequently used 
microwave spectrum bands for remote sensing include the X-band, C-band, S-band, L-band, 
and P-band. Specific characteristics of each band can be found in Table 4.

Conventional passive microwave imaging instruments (such as cameras or imaging radiom-
eters) provide imagery with a relatively coarse spatial resolution when compared to an opti-
cal instrument. The diffraction-limited angular resolution of a camera aperture is directly 
proportional to the wavelength and inversely proportional to the aperture dimension [33]. 
To achieve a similar spatial resolution as optical instruments, a large antenna aperture  
(e.g., tens of kilometers) is needed. Clearly, it is not feasible to carry such a large antenna on a 
space platform. SAR is an active microwave instrument that resolves the above problem. SAR 
utilizes the motion of the spacecraft to emulate a large antenna from the small craft itself. The 
longer the antenna is, the narrower the beam is. A fine ground resolution usually results from 
a narrow beam width. At present, a synthesized aperture can be several orders of magnitude 
larger than the transmitter and receiver antenna. It has become possible to produce an SAR 
image with a half meter of accuracy [32].

Sensor Operational  
wave band

Definition Satellites 
sensors

Applications

IR imaging 
radiometer

UV, mid-to-
far-infrared, or 
microwave

Measures the intensity 
of electromagnetic 
radiation

ASTER Volcanological, mineralogical, 
and hydrothermal studies, forest 
fires, glacier, limnological and 
climatological studies and DEM

Imaging 
spectroradiometer

Infrared Measure the intensity 
of radiation in multiple 
spectrums

MODIS, 
ASAS, 
IRIS

Sea surface temperature, cloud 
characteristics, ocean color, 
vegetation, trace chemical species in 
the atmosphere

Infrared imaging 
camera

Mid-far infrared Measure reflected 
energy from the surface

Volcanology, determining 
thunderstorm intensity, identifying 
fog and low clouds

Table 3. Thermal IR sensors.
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Specifically, SAR uses microwaves to illuminate a ground target with a side-looking geometry 
and measures the backscatter and traveling time of the transmitted waves reflected by objects 
on the ground. The distance the SAR device travels over a target in the time taken for the 
radar pulses to return to the antenna produces the SAR image. Typically, SAR is mounted on 
a moving platform, such as a spaceborne or airborne platform. According to the combination 
of frequency bands and polarization modes used in data acquisition, SAR can be categorized 
into [33]:

• Single frequency (L-band, C-band, or X-band);

• Multiple frequency (Combination of two or more frequency bands);

• Single polarization (VV, HH, or HV);

• Multiple polarization (Combination of two or more polarization modes).

The main parameters of designing and operating SAR include the power of electromagnetic 
energy, frequency, phase, polarization, incident angle, spatial resolution, and swath width. 
There are different types of SAR techniques, including ultra-wideband SAR, terahertz SAR, 
differential interferometry (D-InSAR), and interferometric SAR (InSAR). Ultra-wideband SAR 
utilizes a very wide range of frequencies of radio waves. This method results in a better reso-
lution and more spectral information on target reflectivity. Therefore, this approach can be 
applied for scanning a smaller object or a closer area. Terahertz radiation works in the spectral 
range from 0.3 to 10 THz, typically between infrared and microwave. Typical characteristics 
of this wavelength range include its transmission through plastics, ceramics, and even papers. 
Terahertz radiation is extraordinarily sensitive to water content. If the material has even a small 

Band Frequency 
(GHz)

Wavelength 
(cm)

Key characteristics

Ka 40–27 0.75–1.11 Usually for astronomical observations

K 27–18 1.11–1.67 Used for radar, satellite communications, astronomical observations, 
automotive radar

Ku 18–12 1.67–2.5 Typically used for satellite communications

X 12.5–8 2.4–3.75 Widely used for military reconnaissance, mapping and surveillance

C 4–8 3.75–7.5 Penetration capability of vegetation or solids is limited and restricted to the top 
layers. Useful for sea-ice surveillance

S 4–2 7.5–15 Used for medium-range meteorological applications, for example, rainfall 
measurement, airport surveillance

L 2–1 15–30 Penetrates vegetation to support observation applications over vegetated 
surfaces and for monitoring ice sheet and glacier dynamics

P 1–0.3 30–100 So far, only for research and experimental applications. Significant penetration 
capabilities regarding vegetation canopy, sea ice, soil, and glaciers

Referenced from Born and Wolf [31].

Table 4. Commonly used frequency and spectrum bands of radar imaging sensors.
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amount of water content, it will be fairly absorptive to terahertz light. Therefore, this radiation 
can be applied in detecting lake shores or coastlines. InSAR, also called interferometric SAR, 
is a technique that produces measurements from two or more SAR images. This technique is 
widely applied in DEM production and monitoring glaciers, earthquakes, and volcanic erup-
tions [34]. D-InSAR requires taking at least two images with the addition of a DEM. The DEM 
can be acquired from GPS measurements. This method is mainly used for monitoring subsid-
ence movements, slope stability analysis, landslides, glacier movement, and 3D ground move-
ment [35]. Doppler radar is used to acquire a distant object’s velocity relative to the radar. The 
main applications of this technique include aviation, sounding satellites, and meteorology. In 
general, SAR can reach a spatial resolution on the order of a millimeter.

Sensor Operational 
wave band

Definition Application

Radiometer Ultraviolet, 
IR, 
microwave

To measure the amount of electromagnetic 
energy present within a specific 
wavelength range

Calculating various surface and 
atmospheric parameters

Altimeter IR, 
microwave/
radiowave, 
sonic

To measure the altitude of an object above 
a fixed level

Mapping ocean-surface topography 
and the hills and valleys of the sea 
surface

Spectrometer Visible, IR, 
microwave

To measure the spectral content of the 
incident electromagnetic radiation

Multispectral and hyperspectral 
imaging

Spectro-
radiometer

Visible, IR, 
microwave

To measure the intensity of radiation in 
multiple spectrums

Monitoring sea surface temperature, 
cloud characteristics, ocean color, 
vegetation, trace chemical species in 
the atmosphere

LIDAR Ultraviolet, 
visible, NIR

To measure distance and intensity Ocean, land, 3D topographic 
mapping

Doppler LIDAR: measure the wave 
number for speed; Polarization effects of 
LIDAR: shape

Meteorology, cloud measurements, 
wind profiling and air quality 
monitoring

Sonar Acoustic Measure the distance to an object; 
determine the depth of water beneath 
ships and boats

Navigation, communication 
and security (e.g., vessels) and 
underwater object detection. For 
example, handheld sonar for a diver

Sodar Acoustic As a wind profiler, sodar systems measure 
wind speeds at various heights above the 
ground and the thermodynamic structure 
of the lower layer of the atmosphere

Meteorology: atmospheric research, 
wind monitoring (typically in a range 
from 50 to 200 m above ground level)

A radio acoustic 
sounding 
system (RASS)

Radio wave 
and acoustic 
wave

Measuring the atmospheric lapse rate 
using backscattering of radio waves from 
an acoustic wave front to measure the 
speed of sound at various heights above 
the ground

Is added to a radar wind profiler or 
to a sodar system

Table 5. Non-imaging sensors.
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Specifically, SAR uses microwaves to illuminate a ground target with a side-looking geometry 
and measures the backscatter and traveling time of the transmitted waves reflected by objects 
on the ground. The distance the SAR device travels over a target in the time taken for the 
radar pulses to return to the antenna produces the SAR image. Typically, SAR is mounted on 
a moving platform, such as a spaceborne or airborne platform. According to the combination 
of frequency bands and polarization modes used in data acquisition, SAR can be categorized 
into [33]:

• Single frequency (L-band, C-band, or X-band);

• Multiple frequency (Combination of two or more frequency bands);

• Single polarization (VV, HH, or HV);

• Multiple polarization (Combination of two or more polarization modes).

The main parameters of designing and operating SAR include the power of electromagnetic 
energy, frequency, phase, polarization, incident angle, spatial resolution, and swath width. 
There are different types of SAR techniques, including ultra-wideband SAR, terahertz SAR, 
differential interferometry (D-InSAR), and interferometric SAR (InSAR). Ultra-wideband SAR 
utilizes a very wide range of frequencies of radio waves. This method results in a better reso-
lution and more spectral information on target reflectivity. Therefore, this approach can be 
applied for scanning a smaller object or a closer area. Terahertz radiation works in the spectral 
range from 0.3 to 10 THz, typically between infrared and microwave. Typical characteristics 
of this wavelength range include its transmission through plastics, ceramics, and even papers. 
Terahertz radiation is extraordinarily sensitive to water content. If the material has even a small 

Band Frequency 
(GHz)

Wavelength 
(cm)

Key characteristics

Ka 40–27 0.75–1.11 Usually for astronomical observations

K 27–18 1.11–1.67 Used for radar, satellite communications, astronomical observations, 
automotive radar

Ku 18–12 1.67–2.5 Typically used for satellite communications

X 12.5–8 2.4–3.75 Widely used for military reconnaissance, mapping and surveillance

C 4–8 3.75–7.5 Penetration capability of vegetation or solids is limited and restricted to the top 
layers. Useful for sea-ice surveillance

S 4–2 7.5–15 Used for medium-range meteorological applications, for example, rainfall 
measurement, airport surveillance

L 2–1 15–30 Penetrates vegetation to support observation applications over vegetated 
surfaces and for monitoring ice sheet and glacier dynamics

P 1–0.3 30–100 So far, only for research and experimental applications. Significant penetration 
capabilities regarding vegetation canopy, sea ice, soil, and glaciers

Referenced from Born and Wolf [31].

Table 4. Commonly used frequency and spectrum bands of radar imaging sensors.
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amount of water content, it will be fairly absorptive to terahertz light. Therefore, this radiation 
can be applied in detecting lake shores or coastlines. InSAR, also called interferometric SAR, 
is a technique that produces measurements from two or more SAR images. This technique is 
widely applied in DEM production and monitoring glaciers, earthquakes, and volcanic erup-
tions [34]. D-InSAR requires taking at least two images with the addition of a DEM. The DEM 
can be acquired from GPS measurements. This method is mainly used for monitoring subsid-
ence movements, slope stability analysis, landslides, glacier movement, and 3D ground move-
ment [35]. Doppler radar is used to acquire a distant object’s velocity relative to the radar. The 
main applications of this technique include aviation, sounding satellites, and meteorology. In 
general, SAR can reach a spatial resolution on the order of a millimeter.

Sensor Operational 
wave band

Definition Application

Radiometer Ultraviolet, 
IR, 
microwave

To measure the amount of electromagnetic 
energy present within a specific 
wavelength range

Calculating various surface and 
atmospheric parameters

Altimeter IR, 
microwave/
radiowave, 
sonic

To measure the altitude of an object above 
a fixed level

Mapping ocean-surface topography 
and the hills and valleys of the sea 
surface

Spectrometer Visible, IR, 
microwave

To measure the spectral content of the 
incident electromagnetic radiation

Multispectral and hyperspectral 
imaging

Spectro-
radiometer

Visible, IR, 
microwave

To measure the intensity of radiation in 
multiple spectrums

Monitoring sea surface temperature, 
cloud characteristics, ocean color, 
vegetation, trace chemical species in 
the atmosphere

LIDAR Ultraviolet, 
visible, NIR

To measure distance and intensity Ocean, land, 3D topographic 
mapping

Doppler LIDAR: measure the wave 
number for speed; Polarization effects of 
LIDAR: shape

Meteorology, cloud measurements, 
wind profiling and air quality 
monitoring

Sonar Acoustic Measure the distance to an object; 
determine the depth of water beneath 
ships and boats

Navigation, communication 
and security (e.g., vessels) and 
underwater object detection. For 
example, handheld sonar for a diver

Sodar Acoustic As a wind profiler, sodar systems measure 
wind speeds at various heights above the 
ground and the thermodynamic structure 
of the lower layer of the atmosphere

Meteorology: atmospheric research, 
wind monitoring (typically in a range 
from 50 to 200 m above ground level)

A radio acoustic 
sounding 
system (RASS)

Radio wave 
and acoustic 
wave

Measuring the atmospheric lapse rate 
using backscattering of radio waves from 
an acoustic wave front to measure the 
speed of sound at various heights above 
the ground

Is added to a radar wind profiler or 
to a sodar system

Table 5. Non-imaging sensors.
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4.4. Non-imaging sensors

A non-imaging sensor measures a signal based on the intensity of the whole field of view, 
mainly as a profile recorder. In contrast with imaging sensors, this type of sensor does 
not record how the input varies across the field of view. In the remote sensing field, the 
commonly used non-imaging sensors include radiometers, altimeters, spectrometers, spec-
troradiometers, and LIDAR. Table 5 provides detailed information about conventional 
non-imaging sensors. In the remote sensing field, non-imaging sensors typically work 
in the visible, IR, and microwave spectral bands. The applications for non-imaging sen-
sors mainly focus on height, temperature, wind speed, and other atmospheric parameter 
measurements.

Lasers have been applied in measuring the distance and height of targets in the remote sens-
ing field. We generally call a laser scanning system as LIDAR (light detection and ranging) 
system. Satellite LIDAR, airborne LIDAR, mobile mapping LIDAR, and terrestrial LIDAR are 
different carrier platforms. Laser sources include solid-state lasers, liquid lasers, gas lasers, 
semiconductor lasers, and chemical lasers (see Table 6). Typical laser sources for laser range-
finders and laser altimeters include semiconductor laser and solid-state lasers. Semiconductor 
lasers typically produce light sources at wavelengths of 400–500 nm and 850–1500 nm. Solid-
state lasers generate light at wavelengths of 700–820 nm, 1064 nm, and 2000 nm. Satellite or 
airborne LIDAR systems are typically operated at wavelengths of 905 , 1064 and 1550 nm. One 
of the main considerations for wavelength selection is the atmospheric transmission between 
the sensor and the surface of the Earth. Lower transmittance at a given wavelength means less 
solar radiation at that wavelength. The transmittance at 905 nm is approximately 0.6, while the 
wavelengths of 1064 and 1550 nm have similar transmittances of approximately 0.85. In addi-
tion, wavelength selection can also be a cost issue. Diode lasers at 905 nm are inexpensive com-
pared to Nd:YAG solid-state lasers at 1064 nm and diode lasers at 1550 nm. In 2007, the cost of 
diode lasers at 1550 nm was 2.5 times higher than lasers at 905 nm. However, the wavelength 

Laser types Pump source Typical applications

Gas laser Electrical discharge Interferometry, holography, spectroscopy, material processing

Chemical laser Chemical reaction Military use

Dye laser Other laser, flashlamp Research, laser medicine

Metal-vapor laser Electrical discharge Printing and typesetting applications, fluorescence excitation 
examination, scientific research

Solid-state laser Flashlamp, laser diode, Fiber 
laser, Nd: YAG.

Material processing, rangefinding, laser target designation

Semiconductor 
laser

Electrical current Telecommunications, holography, printing, weapons, 
machining

Table 6. Typical laser sources.
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of 1550 nm is a good candidate for use in invisible wavelength eye-safe LIDAR. The higher 
absorption of 1550 nm light by water makes it eye safe, and this absorption is approximately 
175 times greater than that of 905 nm light. In addition, the solar background level of light at 
1550 nm is approximately 50% lower than that of light at 905 nm. Making measurements at 
1550 nm also results in a higher signal to noise ratio compared to using a beam at 905 nm. All 
in all, when ignoring the cost issue, a wavelength of 1550 nm has a clear advantage over light 
at 905 nm [36].

In general, at a wavelength of 1064 nm, vegetation has stronger reflectance than soil, while at 
a wavelength of 1550 nm, soil shows greater a reflectance than vegetation. Taking measure-
ments with different wavelengths is beneficial for object classification. Green lasers with a 
wavelength of 532 nm are usually pumped by a solid-state laser (Nd:YAG). This type of laser 
is widely used for bathymetric measurement. Table 7 lists the typical applications of different 
laser light wavelengths.

4.5. Commonly used remote sensing satellites

So far, more than 1000 remote sensing satellites have been launched. These satellites have 
been updated with new generation satellites. The few spectral sensors from the earliest mis-
sions have been upgraded to hyperspectral sensors with hundreds of spectral bands. The 
spatial and spectral resolutions have been improved on the order of 100-fold. Revisit times 
have been shortened from months to daily. In addition, more and more remote sensing data 
are available as open data sources. Table 8 gives an overview of the commonly used remote 
sensing satellites and their parameters.

Name wavelength 
(nm)

Laser sources Typical applications

UV laser 355 Gas laser Cutting and drilling

Violet laser 405 Semiconductor laser or 
solid-state laser

Laser printing, data recording, laser microscopy, laser 
projection displays, spectroscopic measurements

Blue laser 488 Solid-state laser Environmental monitoring, medical diagnostics, 
handheld projectors and displays, telecommunications

Green laser 532 Solid-state laser (Nd:YAG) Bathymetric measurement

Red laser 640 Semiconductor laser Vegetation measurement

NIR laser 1064 Semiconductor laser or 
solid-state laser (fiber laser)

Airborne laser scanning

NIR laser 1550 Semiconductor laser or 
solid-state laser (fiber laser)

Airborne laser scanning

Referenced from Hey [36].

Table 7. Commonly used laser wavelength.
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4.4. Non-imaging sensors

A non-imaging sensor measures a signal based on the intensity of the whole field of view, 
mainly as a profile recorder. In contrast with imaging sensors, this type of sensor does 
not record how the input varies across the field of view. In the remote sensing field, the 
commonly used non-imaging sensors include radiometers, altimeters, spectrometers, spec-
troradiometers, and LIDAR. Table 5 provides detailed information about conventional 
non-imaging sensors. In the remote sensing field, non-imaging sensors typically work 
in the visible, IR, and microwave spectral bands. The applications for non-imaging sen-
sors mainly focus on height, temperature, wind speed, and other atmospheric parameter 
measurements.

Lasers have been applied in measuring the distance and height of targets in the remote sens-
ing field. We generally call a laser scanning system as LIDAR (light detection and ranging) 
system. Satellite LIDAR, airborne LIDAR, mobile mapping LIDAR, and terrestrial LIDAR are 
different carrier platforms. Laser sources include solid-state lasers, liquid lasers, gas lasers, 
semiconductor lasers, and chemical lasers (see Table 6). Typical laser sources for laser range-
finders and laser altimeters include semiconductor laser and solid-state lasers. Semiconductor 
lasers typically produce light sources at wavelengths of 400–500 nm and 850–1500 nm. Solid-
state lasers generate light at wavelengths of 700–820 nm, 1064 nm, and 2000 nm. Satellite or 
airborne LIDAR systems are typically operated at wavelengths of 905 , 1064 and 1550 nm. One 
of the main considerations for wavelength selection is the atmospheric transmission between 
the sensor and the surface of the Earth. Lower transmittance at a given wavelength means less 
solar radiation at that wavelength. The transmittance at 905 nm is approximately 0.6, while the 
wavelengths of 1064 and 1550 nm have similar transmittances of approximately 0.85. In addi-
tion, wavelength selection can also be a cost issue. Diode lasers at 905 nm are inexpensive com-
pared to Nd:YAG solid-state lasers at 1064 nm and diode lasers at 1550 nm. In 2007, the cost of 
diode lasers at 1550 nm was 2.5 times higher than lasers at 905 nm. However, the wavelength 

Laser types Pump source Typical applications

Gas laser Electrical discharge Interferometry, holography, spectroscopy, material processing

Chemical laser Chemical reaction Military use

Dye laser Other laser, flashlamp Research, laser medicine

Metal-vapor laser Electrical discharge Printing and typesetting applications, fluorescence excitation 
examination, scientific research

Solid-state laser Flashlamp, laser diode, Fiber 
laser, Nd: YAG.

Material processing, rangefinding, laser target designation

Semiconductor 
laser

Electrical current Telecommunications, holography, printing, weapons, 
machining

Table 6. Typical laser sources.
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of 1550 nm is a good candidate for use in invisible wavelength eye-safe LIDAR. The higher 
absorption of 1550 nm light by water makes it eye safe, and this absorption is approximately 
175 times greater than that of 905 nm light. In addition, the solar background level of light at 
1550 nm is approximately 50% lower than that of light at 905 nm. Making measurements at 
1550 nm also results in a higher signal to noise ratio compared to using a beam at 905 nm. All 
in all, when ignoring the cost issue, a wavelength of 1550 nm has a clear advantage over light 
at 905 nm [36].

In general, at a wavelength of 1064 nm, vegetation has stronger reflectance than soil, while at 
a wavelength of 1550 nm, soil shows greater a reflectance than vegetation. Taking measure-
ments with different wavelengths is beneficial for object classification. Green lasers with a 
wavelength of 532 nm are usually pumped by a solid-state laser (Nd:YAG). This type of laser 
is widely used for bathymetric measurement. Table 7 lists the typical applications of different 
laser light wavelengths.

4.5. Commonly used remote sensing satellites

So far, more than 1000 remote sensing satellites have been launched. These satellites have 
been updated with new generation satellites. The few spectral sensors from the earliest mis-
sions have been upgraded to hyperspectral sensors with hundreds of spectral bands. The 
spatial and spectral resolutions have been improved on the order of 100-fold. Revisit times 
have been shortened from months to daily. In addition, more and more remote sensing data 
are available as open data sources. Table 8 gives an overview of the commonly used remote 
sensing satellites and their parameters.

Name wavelength 
(nm)

Laser sources Typical applications

UV laser 355 Gas laser Cutting and drilling

Violet laser 405 Semiconductor laser or 
solid-state laser

Laser printing, data recording, laser microscopy, laser 
projection displays, spectroscopic measurements

Blue laser 488 Solid-state laser Environmental monitoring, medical diagnostics, 
handheld projectors and displays, telecommunications

Green laser 532 Solid-state laser (Nd:YAG) Bathymetric measurement

Red laser 640 Semiconductor laser Vegetation measurement

NIR laser 1064 Semiconductor laser or 
solid-state laser (fiber laser)

Airborne laser scanning

NIR laser 1550 Semiconductor laser or 
solid-state laser (fiber laser)

Airborne laser scanning

Referenced from Hey [36].
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5. Future and discussions

A common expectation from the remote sensing community is the ability to acquire data at 
high resolutions (spatial, spectral, radiometric, and temporal), at low cost, with open resource 
support and for the creation of new applications by the integration of spatial/aerial and 
ground-based sensors.

The development of smaller, cheaper satellite technologies in recent years has led many com-
panies to explore new ways of using low Earth orbit satellites. Many companies have focused 
on remote imaging, for example, to gather optical or infrared imagery. In the future, a low-
cost communications network between low Earth orbit satellites can be established to form 
a spatial remote sensing network. This network would integrate with a large number of dis-
tributed ground sensors to establish ground-space remote sensing. In addition, satellites can 
easily cover large swaths of territory, thereby supplementing ground-based platforms. Thus, 
data distribution and sharing would become very easy.

Openness and sharing resources can promote the utilization of remote sensing and maxi-
mize its output. In recent years, open remote sensing resources have made great progress. 
Beginning on April 1, 2016, all Earth imagery from a widely used Japanese remote sensing 
instrument operating aboard NASA’s Terra spacecraft since late 1999 has been available to 
users everywhere at no cost [41]. On April 8, 2016, ESA announced that an amazing 40-cm 
resolution WorldView-2 European cities dataset would be available for download through 
the Lite Dissemination Server. These data are made available free of charge. This dataset was 
collected by ESA, in collaboration with European Space Imaging, over the most populated 
areas in Europe at 40-cm resolution. These data products were acquired between February 
2011 and October 2013. The dataset is available to ESA member states (including Canada) 
and European Union Member states [42]. In open remote sensing resources, NASA (USA) 
was a pioneer in sharing its imagery data. NASA has been cooperating with the open source 
community, and many NASA projects are also open source. NASA has also set up a special 
website to present these projects. In addition, some commercial companies like DigiGlobal 
(USA) have also partly opened their data to the public. In the future, more and more open 
resources will become available.

Future applications in remote sensing will combine the available resources from space/
aerial/UAV platforms with ground-based data. The prerequisites of such resource inte-
gration are as follows: (i) the spatial resolution of satellite data is high enough to match 
ground-based data; for example, both spatial data and ground data are in the same order 
of accuracy. WorldView-3 has achieved a 30-cm spatial resolution, which is comparable 
with ground-based sub-centimeter data accuracy (e.g., 2 cm in mobile laser point cloud); 
(ii) cloud-based calculation supports big datasets from crowd-sourced remote sensing 
resources. The current situation shows promising support for the integration of multiple 
sources of remote sensing data. We expect to see new applications developing in the com-
ing years.

Multi-purposeful Application of Geospatial Data38

6. Conclusions

This paper investigated remote sensing sensor technology both broadly and in depth. First, 
we reviewed some fundamental knowledge about the electromagnetic spectrum and the 
interaction of objects and the spectrum. It helps to understand that when a sensor is oper-
ated in a certain wavelength how environmental objects will react to it. In addition, we also 
highlighted the terahertz region of the spectrum. Since little research has been done on this 
range, in the future, research efforts on new applications of terahertz radiation may be worth 
exploring. On the interaction of sensors with the environment, typical examples in glass, 
metal, water, soil, and vegetation were provided. Remote sensors were presented in terms 
of imaging sensors and non-imaging sensors. Optical imaging sensors and thermal imaging 
sensors, radar imaging sensors, and laser scanning were highlighted. In addition, commonly 
used remote sensing satellites, especially those from NASA and ESA, were detailed in terms 
of launched time, sensors, swath width, spectrum bands, revisit time and spatial resolution.
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Abstract

In this study, high resolution (40 Hz) sea levels derived from the advanced SARAL/AltiKa 
satellite altimetry are validated over the Southeast Asia coastal regions. The parameter of 
sea level is derived based on three standard retracking algorithms of MLE-4, Ice-1, and 
Ice-2. The assessments of quantity and quality of the retracked sea levels are conducted 
to identify the optimum retracker over the study regions, which are the Andaman Sea, 
the Strait of Malacca, the South China Sea, the Gulf of Thailand, and the Sulu Sea. The 
quantitative analysis involves the computation of percentage of data availability and the 
minimum distance of sea level anomaly (SLA) to the coastline. The qualitative analysis 
involves the absolute validation with tide gauge. In general, AltiKa measurement can 
get as close as ~1 km to the coastline with ≥85% data availability. The Ice-1 retracker has 
shown an excellent performance with percentage of data availability ≥90% and minimum 
distance as close as 0.9 km to the coastline. In term of quality of the data, 3 out of 6 vali-
dation site show that Ice-1 retracker is superior than the other retracker with temporal 
correlation up to 0.89 and RMS error up to 8 cm.

Keywords: SARAL/AltiKa, coastal sea level, validation, retracking, Southeast Asia

1. Introduction

Satellite altimeter occupies the radar technology at vertical incidence. It measures the two-
way travel time of pulses, which corresponds to the distance between the satellite and the 
ocean surface. The time between the transmission of the pulses to the reception of the reflected 
echoes is proportional to the satellite’s orbital height. Through the magnitude and shape of 
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the echoes (or waveform), geophysical information about the ocean surfaces (i.e., sea level, 
wave height, and wind speed) can be retrieved (Figure 1).

There are two types of radar altimetry: pulse-limited and beam-limited. The pulse-limited 
altimeter dictates the shape of returning signals by the length (width) of the pulse; mean-
while, the beam-limited dictates the shape of returning signals by the width of the beam (cf. 
[1]). The technology of pulse-limited altimeter has been used over the past 30 years, on-board 
of various altimetry missions such as ERS series, Jason series, and SARAL/AltiKa. Contrary, 
the beam-limited altimeter is considered as an advanced technology, which carries delay-
Doppler altimeter instrument on-board of Cryosat-2 and Sentinel 3A satellites. With the 
advanced technology, the improvement can be seen in terms of the along-track spatial resolu-
tion, the noise ratio, and the sensitivity rate to the sea states [1].

The altimetry data have been beneficial for measuring ocean geophysical parameters, particu-
larly the sea levels. They have been embedded in several ocean modeling systems such as the 
Australian national coastal modeling hindcast/forecast systems (e.g., BLUElink), and Regional 
Ocean Modeling System in Alaska, the United States of America. The altimetry can provide 
highly accurate sea level measurement (in cm level) over the open ocean due to proper model-
ing of ocean state qualities (e.g., tides) and accurate measurement of atmospheric refractions 
[2]. The altimetry is capable of providing accurate information of ocean properties up to 4 cm 
in height measurements [3, 4] and 2–3 cm in mean sea level variations [5].

However, in coastal regions, altimetry and its applications face many challenges (e.g., [2, 6–9]) 
due to various reasons. The accuracy of measurements decreases abruptly as the altimeter 
approaches the coast, where the sea conditions can diverge drastically over time and space. In 
addition, the altimetric waveforms within a footprint are usually corrupted by land, resulting 
in complicated ocean signals.

Figure 1. Examples of returned waveforms. (a) Brown-shaped waveform over homogeneous ocean surface. (b) Non-
brown waveform over complex coastal area.

Multi-purposeful Application of Geospatial Data46

Figure 1 shows the altimetric waveforms over the open and coastal oceans. The waveform 
shape over the open ocean (Figure 1a) follows the Brown [10] model. It features a sharp increase 
of leading edge, following a decreasing plateau. From the shape, several ocean parameters can 
be deduced. The parameter of wind speed can be deduced from the waveform amplitude, the 
sea level from the mid-point of leading edge, and the significant wave height from the slope 
of leading edge. Satellite instrumentation parameters can also be deduced: thermal noise and 
antenna mispointing angle (based on the slope of trailing edge). In Figure 1b, the land impact 
is clearly seen in the waveform, which features high amplitude on the waveform trailing edge. 
In case of corrupted waveforms, the processor tracker on-board of the satellite cannot properly 
determine the ocean parameters. Therefore, an efficient signal post-processing called as “the 
retracking” should be performed on the ground to optimize the accuracy of the estimation [8]. 
This is because the leading edge of waveform deviates from the on-board tracking gate [8], 
thus reducing the accuracy of measurements.

Waveform retracking can be conducted based on the physical (e.g., MLE4, OCE3, and Red3) 
or empirical (e.g., Ice1 and Offset Centre of Gravity (OCOG)) retrackers. The former fits the 
waveforms to an ocean surface model (e.g., [10]) to retrieve the optimized parameters (e.g., 
[10–13, 14]), and the latter retrieves the parameters based on the empirical assumption about 
the signals (e.g., [15, 16]).

Due to the low quality of altimeter geophysical retrieval over coastal oceans, data are usually 
systematically flagged and rejected. The coastal water is poorly observed, particularly within 
~10 km of the shoreline [17, 18]. The no data gaps over coastal regions have been improved 
with the advanced altimetric technology such as AltiKa and Sentinel 3A altimetry mission. The 
AltiKa satellite operates with a Ka-band (~35.8 GHz) frequency signal. It produces a finer spa-
tial resolution when compared to Ku-band (~13.5 GHz). With the smaller size footprint (~8 km 
in diameter compared to 20 km for Jason-2 and 15 km for Envisat) [19] and higher spatial 
resolution along the satellite track (40 Hz, compared to 20 Hz for Jason-2), the AltiKa can bring 
measurements closer to the coastline and produces excellent data coverage (~99%) [20, 21].

This chapter provides a necessary step to derive accurate sea level anomaly (SLA) from AltiKa 
satellite altimetry. The framework developed in this chapter should enable the derivation 
of accurate sea levels over the Southeast Asia regions. The launched of the AltiKa satellite 
mission promises a significant refinement of coastal altimetry, with advanced instruments, 
an improved retracking algorithm, and geophysical corrections [7, 19, 20, 22, 23]. The valida-
tion and calibration of the satellite mission are compulsory to find the level of confidence 
on the data quality before it can be used in any applications. Global calibrations for AltiKa 
have been conducted by Centre National d’Etudes Spatiales (CNES), Indian Space Research 
Organization (ISRO), and many other researchers (e.g., [5, 19, 20, 24, 25]). However, limited 
research focuses on the regional validation over the Southeast Asia (e.g., [24, 26–29]). The 
regional validation is important because the ocean characteristics of the region are signifi-
cantly different than the other oceans, such as the Pacific and Atlantic Ocean. It is character-
ized by marginal and semi-closed oceans that contain many small islands and a broad range 
of topographic features, thus producing complicated waveform patterns when they enter the 
altimeter footprints. Therefore, this study is conducted to quantify the quality of sea levels 
derived from the AltiKa over the Southeast Asia region.
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cantly different than the other oceans, such as the Pacific and Atlantic Ocean. It is character-
ized by marginal and semi-closed oceans that contain many small islands and a broad range 
of topographic features, thus producing complicated waveform patterns when they enter the 
altimeter footprints. Therefore, this study is conducted to quantify the quality of sea levels 
derived from the AltiKa over the Southeast Asia region.

Validation and Quality Assessment of Sea Levels from SARAL/AltiKa Satellite Altimetry over the…
http://dx.doi.org/10.5772/intechopen.74399

47



This chapter presents the quality assessment, and the validation of AltiKa sea levels against 
tide gauges over the Southeast Asia coastal region. The quality assessment identifies how close 
the data can get to the coastline and how much data can be recovered through three retracking 
algorithms (i.e., MLE-4, Ice-1, and Ice-2) [30–32] Southeast. It is noted that the three retracking 
algorithms are the standard retrackers available from the Sensor Geophysical Data Records 
(SGDR). The assessments are conducted by computing: (1) the percentage of data availability 
over the Southeast coastal region; (2) the minimum distance of the AltiKa retracked sea level 
data to the coastline; and (3) the root mean square (RMS) error and temporal correlation of the 
retracked sea levels with tide gauges.

Section 2 presents the data description and processing procedures involved in the qual-
ity assessment and validation; Section 3 reports on the data qualitative assessment, which 
includes both the percentage of data availability and the minimum distance of sea level to the 
coastline; Section 4 reports on the validation of retracked sea levels against the tide gauge; and 
Section 5 concludes the chapter.

2. Data description and processing procedures

The experimental region encompasses the Southeast Asia, which comprises of the Andaman 
Sea, the Strait of Malacca, the Gulf of Thailand, the South China Sea, and the Sulu Sea (Figure 2). 
It covers an area of about 20°N–5°S and 95°E–126°E.

The data utilized in this study are acquired from several agencies. The altimeter data are 
available at the Archiving, Validation and Interpretation of Satellite Oceanographic Data 
(AVISO) ftp site (ftp://avisoftp.cnes.fr). SGDR product, which comprises of 40 Hz of data 
from cycles 1 to 19 (April 2013–December 2014), are utilized. Hourly tide gauge measure-
ments are supplied by the Department of Survey and Mapping Malaysia (DSMM) and the 
University of Hawaii Sea Level Centre (UHSLC); https://uhslc.soest.hawaii.edu). There are 
six tide gauge stations used in this study, which are Geting, Langkawi, Bintulu, Lubang, Ko 
Taphao Noi, and Vung Tau (Figure 2). The hourly tide gauge data are acquired from March 
2013 to December 2014.

For altimeter data, two processing steps are involved in the derivation of sea level: (1) by 
applying the range correction and (2) by correcting the impact of atmosphere and ocean geo-
physical. The range corrections are obtained from MLE-4, Ice-1, and Ice-2 retracking algo-
rithms. The MLE-4 and Ice-2 algorithms are based on the theoretical model of scattering 
surface of Brown [10], and Ice-1 is the empirical method of the OCOG [15]. The geophysical 
amendments correct the SLAs by isolating the ocean dynamic height contributors of ocean 
tides, atmospheric refraction, and atmospheric pressure loading such as sea state bias (SSB) 
and inverse barometer.

The SLA from AltiKa is derived from Eq. (1) [33];

  SLA = H −  ( R  obs   −  R  retracked   −  ∆ R  wet   −  ∆ R  dry   − ∆  R  iono   − ∆  R  ssb   − mssh)  −  h  ot   −  h  solid   −  h  pole   −  h  load   −  h  iny   −  h  hf    (1)
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where H is satellite altitude, Robs is the observed range, Rretracked is the range corrections from the 
retracking algorithm (i.e., MLE-4, Ice-1 and Ice-2), Rdry and Rwet are dry and wet tropospheric 
corrections, Riono is ionospheric correction, Rssb is sea state bias correction, mssh is mean sea sur-
face height, hot is ocean tides, hsolid is solid earth tides, hpole is pole tides, hload is tidal loading, hiny 
is inverse barometer height correction, and hhf is high frequency fluctuations. The correction 
of Rdry and Rwet are based on the European Centre for Medium-Range Weather Forecasts, Riono 
is from the Global Ionospheric Map, Rssb is from the Hybrid sea state bias [34], and hot is from 
the FES2012 model. Due to limited number of data samples (~1.5 years) used in this study, 
the global FES2012 tidal model is used rather than a coastal tidal model such as the pointwise 
tide model (e.g., [35]). The use of pointwise tide modeling for resolving tidal signals requires 
at least 3 years of datasets to ensure that the individual constituents are separated due to the 
Rayleigh criterion [36]). It is noted that the use of the global tidal model to resolve coastal tidal 
signals may produce inaccurate results because tidal signals in the coastal regions are more 
complex than in the deep ocean.

The tide gauge data is processed to extract a non-tidal sea level time series, so that the physical 
contents are comparable to the satellite altimetry. The sea level measured by the tide gauge is 
different from the sea level measured by the satellite altimeter. The tide gauge measures the 

Figure 2. The region of the study area. Red marks indicate the tide gauge stations and green lines indicate the AltiKa 
ground passes. The blue lines are the AltiKa ground passes used for validation with tide gauge.
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This chapter presents the quality assessment, and the validation of AltiKa sea levels against 
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ity assessment and validation; Section 3 reports on the data qualitative assessment, which 
includes both the percentage of data availability and the minimum distance of sea level to the 
coastline; Section 4 reports on the validation of retracked sea levels against the tide gauge; and 
Section 5 concludes the chapter.

2. Data description and processing procedures

The experimental region encompasses the Southeast Asia, which comprises of the Andaman 
Sea, the Strait of Malacca, the Gulf of Thailand, the South China Sea, and the Sulu Sea (Figure 2). 
It covers an area of about 20°N–5°S and 95°E–126°E.

The data utilized in this study are acquired from several agencies. The altimeter data are 
available at the Archiving, Validation and Interpretation of Satellite Oceanographic Data 
(AVISO) ftp site (ftp://avisoftp.cnes.fr). SGDR product, which comprises of 40 Hz of data 
from cycles 1 to 19 (April 2013–December 2014), are utilized. Hourly tide gauge measure-
ments are supplied by the Department of Survey and Mapping Malaysia (DSMM) and the 
University of Hawaii Sea Level Centre (UHSLC); https://uhslc.soest.hawaii.edu). There are 
six tide gauge stations used in this study, which are Geting, Langkawi, Bintulu, Lubang, Ko 
Taphao Noi, and Vung Tau (Figure 2). The hourly tide gauge data are acquired from March 
2013 to December 2014.

For altimeter data, two processing steps are involved in the derivation of sea level: (1) by 
applying the range correction and (2) by correcting the impact of atmosphere and ocean geo-
physical. The range corrections are obtained from MLE-4, Ice-1, and Ice-2 retracking algo-
rithms. The MLE-4 and Ice-2 algorithms are based on the theoretical model of scattering 
surface of Brown [10], and Ice-1 is the empirical method of the OCOG [15]. The geophysical 
amendments correct the SLAs by isolating the ocean dynamic height contributors of ocean 
tides, atmospheric refraction, and atmospheric pressure loading such as sea state bias (SSB) 
and inverse barometer.

The SLA from AltiKa is derived from Eq. (1) [33];
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where H is satellite altitude, Robs is the observed range, Rretracked is the range corrections from the 
retracking algorithm (i.e., MLE-4, Ice-1 and Ice-2), Rdry and Rwet are dry and wet tropospheric 
corrections, Riono is ionospheric correction, Rssb is sea state bias correction, mssh is mean sea sur-
face height, hot is ocean tides, hsolid is solid earth tides, hpole is pole tides, hload is tidal loading, hiny 
is inverse barometer height correction, and hhf is high frequency fluctuations. The correction 
of Rdry and Rwet are based on the European Centre for Medium-Range Weather Forecasts, Riono 
is from the Global Ionospheric Map, Rssb is from the Hybrid sea state bias [34], and hot is from 
the FES2012 model. Due to limited number of data samples (~1.5 years) used in this study, 
the global FES2012 tidal model is used rather than a coastal tidal model such as the pointwise 
tide model (e.g., [35]). The use of pointwise tide modeling for resolving tidal signals requires 
at least 3 years of datasets to ensure that the individual constituents are separated due to the 
Rayleigh criterion [36]). It is noted that the use of the global tidal model to resolve coastal tidal 
signals may produce inaccurate results because tidal signals in the coastal regions are more 
complex than in the deep ocean.

The tide gauge data is processed to extract a non-tidal sea level time series, so that the physical 
contents are comparable to the satellite altimetry. The sea level measured by the tide gauge is 
different from the sea level measured by the satellite altimeter. The tide gauge measures the 

Figure 2. The region of the study area. Red marks indicate the tide gauge stations and green lines indicate the AltiKa 
ground passes. The blue lines are the AltiKa ground passes used for validation with tide gauge.
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changes in sea level over time relative to a datum, which is mean sea surface height (MSSH). 
Meanwhile, the altimeter measures the sea level above the reference ellipsoid.

The tide gauge is designed to estimate tides. In order to find the non-tidal sea level, high-
frequency tidal effects on the tide gauge data need to be removed. Tidal signals from the 
tide gauge are removed using a harmonic analysis method [37, 38]. Harmonic analysis is a 
mathematical process which separates the observed tide into basic harmonic constituents. 
This method can determine the amplitude and phase of tidal constituents from a long-time 
series observation. It models the tidal signals as the sum of a finite set of sinusoids at specific 
frequencies related to astronomical parameters. If the amplitude and phase of each constitu-
ent is known, it can be removed from the sea level measurement [37].

3. Qualitative assessment

This section investigates the quantity of retracked SLAs from the three retrackers (i.e., MLE-4, 
Ice-1, and Ice-2) that are available from the AVISO SGDR product. The quantity is computed 
in terms of the percentage of data availability over the region (Section 3.1) and the mini-
mum distance to the coastline (Section 3.2). These assessments are conducted to evaluate the 
amount of data that can be recovered through those three retracking algorithms.

3.1. Data availability of SARAL/AltiKa-retracked SLA over the coastal region

Figures 3–8 show the percentage of data availability over the regions. In general, the AltiKa shows 
an outstanding data recovery with ≥80% of data availability for all retrackers (see Figures 1–3).  
The spatial plot around the Strait of Malacca shows that the data availability is considerably 
high (≥70%) for most all passes of all retrackers, considering the complexity of the region 
with its narrow strait. However, several passes on the Andaman Sea show data availability of 
≤70%. The percentage of data also degrades significantly over the eastern part of the Southeast 
Asia, around the Sulu Sea, near the Philippines coastal water. The data availability is ≤50% for 
several passes.

The close-up of the most complex area around Singapore, near the Riau Archipelago, and the 
Sulu Sea near the Philippines, are shown in Figures 6–8. The percentage of data around the Riau 
Archipelago is considerably high (≥70%) even though it is located in shallow water and sur-
rounded by small islands. On the other hand, data over the Philippines coastal water degrades 
significantly with the percentage of data availability ≤50% for several passes.

Figure 9 indicates the mean percentage of retracked SLA data availability within 30 km of the 
coastline for the five tested regions. Of all regions, the South China Sea has the highest (≥88%) per-
centage, with the MLE-4, Ice-1, and Ice-2 retrackers providing 88, 90, and 89% of data, respectively. 
The South China Sea has less complex coastal topography when compared to the other regions. 
Hence, the contamination of land within the altimeter footprint may not be severe in this region, 
making the retracking of sea level work efficiently and producing outstanding data coverage.

Multi-purposeful Application of Geospatial Data50

Figure 3. (a) The data availability (in unit %) for MLE-4 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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with its narrow strait. However, several passes on the Andaman Sea show data availability of 
≤70%. The percentage of data also degrades significantly over the eastern part of the Southeast 
Asia, around the Sulu Sea, near the Philippines coastal water. The data availability is ≤50% for 
several passes.

The close-up of the most complex area around Singapore, near the Riau Archipelago, and the 
Sulu Sea near the Philippines, are shown in Figures 6–8. The percentage of data around the Riau 
Archipelago is considerably high (≥70%) even though it is located in shallow water and sur-
rounded by small islands. On the other hand, data over the Philippines coastal water degrades 
significantly with the percentage of data availability ≤50% for several passes.

Figure 9 indicates the mean percentage of retracked SLA data availability within 30 km of the 
coastline for the five tested regions. Of all regions, the South China Sea has the highest (≥88%) per-
centage, with the MLE-4, Ice-1, and Ice-2 retrackers providing 88, 90, and 89% of data, respectively. 
The South China Sea has less complex coastal topography when compared to the other regions. 
Hence, the contamination of land within the altimeter footprint may not be severe in this region, 
making the retracking of sea level work efficiently and producing outstanding data coverage.
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Figure 3. (a) The data availability (in unit %) for MLE-4 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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Figure 4. (a) The data availability (in unit %) for Ice-1 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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In contrast, the Sulu Sea has the lowest (≤68%) percentage of data coverage, with the MLE-4, Ice-1 
and Ice-2 retrackers providing 64, 68, and 65% of data, respectively. The Sulu Sea is surrounded 
by many small islands, narrow straits, and shallow water with rough bottom topography. It is 

Figure 5. (a) The data availability (in unit %) for Ice-2 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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Figure 4. (a) The data availability (in unit %) for Ice-1 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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Figure 5. (a) The data availability (in unit %) for Ice-2 retracked SLAs over the Southeast Asia. Close up for (b) the 
Andaman Sea, (c) the Gulf of Thailand, (d) the Strait of Malacca, (e) the South China Sea, and (f) the Sulu Sea.
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one of the most complex archipelagos in the world [39]. This area also suffers from rapid changes 
in sea-state and quasi periodic-variation of surface roughness [40]. The altimetric waveforms 
could be severely corrupted due to the high complexity of the coastal topography, thus produc-
ing invalid estimations of geophysical information [8], particularly SLAs.

Figure 7. The data availability (in unit %) for Ice-1 retracked SLAs. Close up for area (a) near the Riau Archipelago and 
(b) over the Philippines coastal water.

Figure 6. The data availability (in unit %) for MLE-4 retracked SLAs. Close up for area (a) near the Riau Archipelago and 
(b) over the Philippines coastal water.
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For the Andaman Sea, the Gulf of Thailand, and the Straits of Malacca, the AltiKa shows sat-
isfactory results in data coverage with >72% data availability. Based on the result in Figure 9,  
4 out of 5 regions have good data availability with more than 70% data coverage, thanks to 
the smaller AltiKa footprint size that has contributed to segregating the type of surface in 
transition zones (from water to land and from land to water) over coastal regions.

Figure 8. The data availability (in unit %) for Ice-2 retracked SLAs. Close up for area (a) near the Riau Archipelago and 
(b) over the Philippines coastal water.

Figure 9. Mean percentage of AltiKa data availability over five experimental regions computed within 30 km of the 
coastline. It is computed from 18 passes for the Andaman Sea and the Strait of Malacca, 16 passes for the Gulf of Thailand, 
30 passes for the South China Sea, and 17 passes for the Sulu Sea.
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For the Andaman Sea, the Gulf of Thailand, and the Straits of Malacca, the AltiKa shows sat-
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4 out of 5 regions have good data availability with more than 70% data coverage, thanks to 
the smaller AltiKa footprint size that has contributed to segregating the type of surface in 
transition zones (from water to land and from land to water) over coastal regions.
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Figure 9. Mean percentage of AltiKa data availability over five experimental regions computed within 30 km of the 
coastline. It is computed from 18 passes for the Andaman Sea and the Strait of Malacca, 16 passes for the Gulf of Thailand, 
30 passes for the South China Sea, and 17 passes for the Sulu Sea.
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It is comprehended that the Ice-1 retracker always outperforms the MLE-4 and Ice-2 retrackers, 
except for the Andaman Sea where the performance of the Ice-1 and Ice-2 retrackers are simi-
lar. In contrast, the MLE-4 always underperforms compared to the other retrackers, except in 
the Andaman Sea where the percentage is slightly superior than those of other two retrackers.

3.2. The minimum distance of the SARAL/AltiKa retracked SLAs to the coastline

The quality of the AltiKa retracked SLAs over the coastal region is further investigated by 
computing the minimum distance of the available data to the coastline. Figure 10 shows an 
example of the minimum distance of retracked AltiKa data computed from several passes 
over the Southeast Asia region. In general, the AltiKa SLAs data becomes available within 
2 km from the coastline.

Figure 11 shows the mean minimum distance of the retracked AltiKa data computed over the 
five experimental regions. The total number of satellite passes included in the calculation is 
similar to the number of passes utilized in the computation of data availability. As shown in 
Figure 11, the AltiKa data over the South China Sea region have the lowest mean minimum 
distance compared to the other regions. The data are available within a distance of ≤3.2 km 
from the coastline. The Sulu Sea shows the opposite result, with the highest mean minimum 
distance ≥4 km from the coastline.

The finer spatial resolution with ~174 m along-track sampling in the Ka-band AltiKa (compared 
to the Jason-2 with ~300 m along-track sampling) enables high-density coastal observations, 
thus bringing the AltiKa measurements closer to the coastline. Based on previous research [21], 
this has confirmed that the AltiKa provides a significant improvement in accuracy and data 
availability up to ~3 km from the coastline. This is overwhelmingly better than the Jason-2 and 
Envisat which generally provide data beyond ~7–10 km from the coastline [18, 41, 42].

Figure 10. Mean of minimum distance of AltiKa MLE-4, Ice-1, and Ice-2 retracked SLAs to the coastline for several passes 
over the Southeast Asia coastal regions, computed from 19 cycles.
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The overall inspection shows that the Ice-1 retracker performs better than other retrackers 
within a minimum distance of ≤4 km from the coastline, except for in the Gulf of Thailand. 
Over this region, the Ice-2 retracker is better than the other retrackers. The Ice-1 retracker is 
based on the OCOG, which is well-adapted to the rapidly changing surface like the continen-
tal sea shelf [8]. The MLE-4 retracker underperforms when compared to the other retrackers, 
with a mean minimum distance of ≥3.2 km from the coastline. The MLE-4 retracker is the stan-
dard ocean retracker, which relies on the waveform’s physical shape to fit the waveform to the 
theoretical Brown-shape [8, 12]. The Ice-2 retracker underperforms when compared to Ice-1 
for most of the regions. However, the Ice-2 is better than the MLE-4 retracker. This is because 
the Ice-2 retracker is an adaptation of Brown’s model, with slight modifications, and was pur-
posely developed for continental ice regions, making it more adaptable for coastal waveforms.

4. Validation against tide gauge

To validate the AltiKa retracked SLA, the temporal correlation and RMS error between the 
SLAs from the retracking algorithms and tide gauges are calculated. In this study, the mean 
value of temporal correlation and RMS errors are computed for distances ≤5 km from the 
coastline. Figure 12 shows the result for retracked SLAs from the MLE-4 Ice-1 and Ice-2 cor-
responding to the six tide gauge stations.

For the validation near Bintulu tide gauge, the MLE-4 retracker has better performance 
than those of Ice-1 and Ice2 retrackers with a correlation of 0.53 and RMS error of 8 cm. The 
performance of Ice-1 and Ice-2 retrackers is significantly low with correlation ≤4 and RMS 
error ≥13 cm. Near Geting station, the performance of three retrackers are nearly similar, with 

Figure 11. Mean of minimum distance of AltiKa for MLE-4, Ice-1 and Ice-2 retracked SLAs to the coastline over five 
experimental regions, computed from 19 cycles.

Validation and Quality Assessment of Sea Levels from SARAL/AltiKa Satellite Altimetry over the…
http://dx.doi.org/10.5772/intechopen.74399

57



It is comprehended that the Ice-1 retracker always outperforms the MLE-4 and Ice-2 retrackers, 
except for the Andaman Sea where the performance of the Ice-1 and Ice-2 retrackers are simi-
lar. In contrast, the MLE-4 always underperforms compared to the other retrackers, except in 
the Andaman Sea where the percentage is slightly superior than those of other two retrackers.

3.2. The minimum distance of the SARAL/AltiKa retracked SLAs to the coastline

The quality of the AltiKa retracked SLAs over the coastal region is further investigated by 
computing the minimum distance of the available data to the coastline. Figure 10 shows an 
example of the minimum distance of retracked AltiKa data computed from several passes 
over the Southeast Asia region. In general, the AltiKa SLAs data becomes available within 
2 km from the coastline.

Figure 11 shows the mean minimum distance of the retracked AltiKa data computed over the 
five experimental regions. The total number of satellite passes included in the calculation is 
similar to the number of passes utilized in the computation of data availability. As shown in 
Figure 11, the AltiKa data over the South China Sea region have the lowest mean minimum 
distance compared to the other regions. The data are available within a distance of ≤3.2 km 
from the coastline. The Sulu Sea shows the opposite result, with the highest mean minimum 
distance ≥4 km from the coastline.

The finer spatial resolution with ~174 m along-track sampling in the Ka-band AltiKa (compared 
to the Jason-2 with ~300 m along-track sampling) enables high-density coastal observations, 
thus bringing the AltiKa measurements closer to the coastline. Based on previous research [21], 
this has confirmed that the AltiKa provides a significant improvement in accuracy and data 
availability up to ~3 km from the coastline. This is overwhelmingly better than the Jason-2 and 
Envisat which generally provide data beyond ~7–10 km from the coastline [18, 41, 42].

Figure 10. Mean of minimum distance of AltiKa MLE-4, Ice-1, and Ice-2 retracked SLAs to the coastline for several passes 
over the Southeast Asia coastal regions, computed from 19 cycles.
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The overall inspection shows that the Ice-1 retracker performs better than other retrackers 
within a minimum distance of ≤4 km from the coastline, except for in the Gulf of Thailand. 
Over this region, the Ice-2 retracker is better than the other retrackers. The Ice-1 retracker is 
based on the OCOG, which is well-adapted to the rapidly changing surface like the continen-
tal sea shelf [8]. The MLE-4 retracker underperforms when compared to the other retrackers, 
with a mean minimum distance of ≥3.2 km from the coastline. The MLE-4 retracker is the stan-
dard ocean retracker, which relies on the waveform’s physical shape to fit the waveform to the 
theoretical Brown-shape [8, 12]. The Ice-2 retracker underperforms when compared to Ice-1 
for most of the regions. However, the Ice-2 is better than the MLE-4 retracker. This is because 
the Ice-2 retracker is an adaptation of Brown’s model, with slight modifications, and was pur-
posely developed for continental ice regions, making it more adaptable for coastal waveforms.

4. Validation against tide gauge

To validate the AltiKa retracked SLA, the temporal correlation and RMS error between the 
SLAs from the retracking algorithms and tide gauges are calculated. In this study, the mean 
value of temporal correlation and RMS errors are computed for distances ≤5 km from the 
coastline. Figure 12 shows the result for retracked SLAs from the MLE-4 Ice-1 and Ice-2 cor-
responding to the six tide gauge stations.

For the validation near Bintulu tide gauge, the MLE-4 retracker has better performance 
than those of Ice-1 and Ice2 retrackers with a correlation of 0.53 and RMS error of 8 cm. The 
performance of Ice-1 and Ice-2 retrackers is significantly low with correlation ≤4 and RMS 
error ≥13 cm. Near Geting station, the performance of three retrackers are nearly similar, with 

Figure 11. Mean of minimum distance of AltiKa for MLE-4, Ice-1 and Ice-2 retracked SLAs to the coastline over five 
experimental regions, computed from 19 cycles.
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temporal correlation of 0.64 for MLE-4 and Ice-2 retrackers and 0.66 for Ice-1 retracker, and 
RMS error of 34 cm for all retrackers. Similar situation is shown near the Ko Taphao Noi tide 
gauge. The performance of three retracker are nearly similar with temporal correlation between 
0.87 and 0.89 and RMS error between 8 and 12 cm. Near Vung Tau tide gauge, there is no data 
available for distance within 5 km from coastline. This is because, within this distance, satellite 
track crosses over a bay, thus producing complicated waveforms. The data over this area are 
unable to be retrieved from the three retracking algorithms. Near Langkawi tide gauge, the 
Ice-1 is the only retracker that can recover data. The temporal correlation and RMS error are 
0.63 and 52 cm, respectively. Near Lubang tide gauge, Ice-2 is the optimum retracker based on 
the highest temporal correlation of 0.72 and RMS error 15 cm. The MLE-4 retracker seems to be 
the most inferior for this region, with a temporal correlation of 0.27 and an RMS error of 22 cm.

5. Summary

The AltiKa shows an excellent retracked SLA data coverage over the coastal water, with ≥85% 
data availability for most locations of the experimental regions (three out of five regions). 
AltiKa measurements also can get as close as ~1 km from the coastline. This is extremely bet-
ter than the performance of previous missions (i.e., Jason-2 and Envisat), which can generally 
provide measurements beyond ~7–10 km from the coastline.

For overall results, it shows that the Ice-1 is the optimum retracker over the Southeast Asia 
coastal region, with the percentage of data availability up to 90% and the minimum distance 

Figure 12. The temporal correlation and RMS error for MLE-4, Ice-1, and Ice-2 for distance within 5 km from coastline.
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as close as 0.9 km from the coastline. Nevertheless, the amount of data that can be recovered 
through the retracking algorithm depends on the coastal topography and sea states, in which 
different coastal characteristics have different impacts on the altimetric signals. Thus, this 
makes the performance of each retracker differ between different locations.
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5. Summary

The AltiKa shows an excellent retracked SLA data coverage over the coastal water, with ≥85% 
data availability for most locations of the experimental regions (three out of five regions). 
AltiKa measurements also can get as close as ~1 km from the coastline. This is extremely bet-
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as close as 0.9 km from the coastline. Nevertheless, the amount of data that can be recovered 
through the retracking algorithm depends on the coastal topography and sea states, in which 
different coastal characteristics have different impacts on the altimetric signals. Thus, this 
makes the performance of each retracker differ between different locations.
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Abstract

Assessment of irrigated lands by conventional means of survey requires a great deal 
of time, but the application of geospatial analysis using remote sensing data and GIS 
techniques minimize time consuming and offer the possibility rapid production of maps 
and models. This paper gave an overview of the techniques and methods in use at dif-
ferent scales. The presence of salt in the soils and its variation may be because of rise in 
water table and the difference in elevation in irrigated lands. The combined application 
of conventional methods with remote sensing and geographical information system tech-
niques in detecting these problems in irrigated lands were examined. Different salinity 
indexes coupled with ground truthing with the proven results in assessing such prob-
lems were also examined thereby depicting indexes as good indicator of soil salinity and 
water logging, which may influence decision on reclamation of degraded land for proper 
agricultural land management. Irrigation and drainage managers, planners, farmers, and 
government agencies for smart agriculture can use models and maps generated through 
geospatial analysis.
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1. Introduction

Irrigated agriculture is important to the national economy of a country as it contributes sig-
nificantly to the production of food. The main objective of irrigated agriculture is to enhance 
crop production for food sufficiency, particularly in semi-arid and arid zones [1]. It has con-
tributed positively to food security, poverty alleviation, and rural development. In addition, 
it protects plant against frost, suppresses growing of weeds in grain fields, and prevents soil 
consolidation. Most irrigation schemes are faced with problem of soil deterioration resulting 
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from increased level of soil salinity and rise in water table. Soil salinity affects soil chemi-
cal, physical, and biological characteristics of the soil, fertility, and sustainable productivity 
unless it is properly monitored. Geo-informatics involves a combination of special techniques, 
technologies and tools for the acquisition, processing, management, analysis, and presenta-
tion of geospatial data [2]. It is a combined method to GIS and remote sensing. Remote sens-
ing and GIS are well established information tools, since they give reasonable pictures of the 
entire process in spatial and temporal terms. They both provide a cost effective and adequate 
understanding of landscape dynamics, detect, identify, map, and monitor differences in land 
use and land cover pattern over long period of time [3]. The application of Satellite Remote 
Sensing (SRS) and GIS has been proved useful and successful in many fields such as natural 
resources management, agriculture, and environmental issues and water resources. Remote 
sensing approaches are very effective for detecting, monitoring and control of soil salinity. 
Remotely sensed data are used to assess soil salinity either on bare soils with salt crust or 
through biophysical properties of vegetation as these are affected by salinity [4].

1.1. General background

Replace environmental land degradation has recently become a global, urgent issue, and is 
now being considered with high priority, especially in the developing countries in order to 
meet the food and fiber demands of accelerated population pressure with limited available 
resources. One of the goals of irrigation is to boost food production in a sustainable tech-
nique so that a fast growing global population could be fed. Sustainable irrigation scheme 
can only be achieved effectively by taking into consideration the environmental effectiveness 
and availability of funds to maintain the implemented project. The function of irrigation is to 
apply water to maintain crop evapotranspiration, the total amount of available water essential 
for economy, health, and welfare of a very large part of the world [5]. Analyses of information 
from Asia have also shown that yields per area, for most crops have increased between 100 
and 400% because of irrigation [6]. Based on the management system of irrigation scheme, 
it can provide both positive as well as negative effects on vegetation cover. Well-planned 
irrigation scheme have good natural vegetation conservation and management plans. Several 
factors could influence the salinity levels of irrigated land. One of the factors is the irrigation 
method [7].

1.2. Importance of irrigation

Irrigation is undertaken to provide insurance against droughts, cooling of the soil and atmo-
sphere and provide more favorable environment for plant growth. It can also wash out or 
dilute salts in the soil, reduce the hazards of piping, and soften tillage pans [8]. Generally, 
the goal is to supply the entire field uniformly with water, so that each plant has the amount 
of water it needs. In arid and semi-arid areas where there are less rainfall, irrigation is often 
used to grow cash crops, develop landscapes and vegetate disturbed soils. This is expected of 
the increase in world population and the need to expand agricultural land under the threat of 
climate change. It has contributed immensely in the production of food in industries.
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1.3. Impact of irrigation on vegetation and soil

The practice of irrigation sometimes has an adverse effect on environmental condition oth-
erwise properly monitored, planned and managed. Past record claims that human activities 
have a strong effect on the natural environment and becoming the main cause of environmen-
tal degradation [9]. The expansion of irrigation project has many advantages. However, large-
scale irrigation projects changes natural ecosystem. To undertake large irrigation projects, 
vegetation cover needs to be cleared and different construction activities needs to be done. 
Natural vegetation is an eminent parts of the ecosystem negatively affected with large-scale 
irrigation projects [10]. Soil being a vital natural resources, it has been assisting the increasing 
number of life on earth. As regards to increase in population, food demand also increased. 
This in turn put-size pressure on land/soil resource, areas of land that are formerly considered 
as marginal are now being cultivated [11].

2. Characterization of soil salinity

Mougenot et al. [12] argues that visible reflectance of leaves from plants growing on non-
salt affected leaves before plant maturation is higher than after maturity. In addition, visible 
reflectance of leaves from plants growing on salt affected soil is lower than the visible reflec-
tance of plants growing on non-salt affected soils. Near-infrared reflectance increases without 
water stress due to a succulent (cell thickening) effect and increases in other cases. Spatial 
information on soil moisture can be accessed through bands in the near- and middle-infrared 
spectral bands; this is confirmed by [13]. The study showed that near- to middle-infrared 
indices are indicators for chlorosis in stressed crops normalized difference for TM bands 4 
and 5. This new ratio is however dull to color variations and provides an indication of leaf 
water potential. In addition [14] showed that chlorotic canopies could be distinguished from 
healthy canopies, as biophysical response to a salinity can be seen in low fractional vegetation 
cover, low leaf-area index (LAI), high albedo, low surface roughness and high surface resis-
tance compared with healthy crops. This is because healthy vegetation absorbs most of the 
visible light hitting it and reflects a large portion of the near infrared light. However, sparse 
vegetation (right) reflects more visible light and less near infrared light [15]. Traditionally, 
electrical conductivity (EC) measured in dS/m is used to determine the soil salinity on a small 
field with the aid of hand-held conductivity meter, while on a large scale it is measured and 
mapped using electromagnetic (EM) conductivity meter [15]. These approaches (traditional 
and geospatial) are used to quantify the density of plant growth on the earth visible radiation 
minus near-infrared radiation divided by near-infrared radiation plus visible radiation result-
ing into vegetation indices [16]. Table 1 gave the criteria for classifying soil salinity.

2.1. Geographical information system in soil salinity modeling

During the last decade, there has been a proliferation of geospatial data in natural resource man-
agement including in the disciplines of forestry, fishery management, geology,  geomorphology, 
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hydrology, wildfire, and climate change [17]. Geographic Information System (GIS) enables the 
measurement and representation of geographic phenomena and thereafter transform this spatial 
information into various forms while interacting with social structures [18]. GIS has the benefit of 
its ability to interrelate spatially multiple types of information and data obtained from a range of 
sources. In addition based on the findings of [19], GIS technique has the capacity as an effective 
tool for spatial analyses and modeling of concentrations of air pollutants. GIS also has three basic 
key functions, which include database management, spatial analysis and visualization. Thus 
with these three components, this system (GIS) provides the capabilities of linking the concentra-
tion of the air pollutants with their geographic location [19]. From their study, it was also discov-
ered that GIS technology could effectively represent the spatial relationships between sources 
and receptors as it can integrate with satellite remote sensing data in order to spatially analyze 
the relationship between the geographic location of air pollutants and the land use/land cover 
classes of the area. Models are representation of reality and they are created as a simplified, man-
ageable view of reality, due to the inherent complexity of the earth and the diverse interactions in 
it. Models help to understand, describe, or predict how things work in the real world. Models are 
broadly classified into two namely representation and process models. Representation models 
are those that represent the objects in the landscape while those that attempt to simulate pro-
cesses in the landscape are process models [20]. Representation models describe the objects in 
the landscape, such as buildings, streams, or forest while process models describe the interaction 
of the objects that are modeled in the representation model. There are different types of process 
models including suitability modeling, distance modeling and hydrological modeling [21].

2.2. Remote sensing for soil salinity mapping

The essence of remote sensing is the measuring and recording of the electromagnetic radia-
tion emitted or reflected by the earth’s surface [22]. For soil salinity investigation, this may be 
useful where salty soil, salt-affected vegetation, saline water, pond water and high water table 
area give contrasting reflectance with other landscape features so that they can be unambigu-
ously distinguished. Remote Sensing (RS) is the art and science of obtaining information about 
an object, area or phenomenon through analysis of the data acquired by such device that is 
not in contact with the object, area or phenomenon under consideration. It is the measure-
ment of object properties on Earth’s surface using data acquired from aircraft and satellites. 
Rather than in situ, RS attempts to measure something at a distance. It involves measuring, 
recording and transmission of electromagnetic energy by the sensors mounted on aircraft or 
satellite reflected from or emitted by object from vantage point above the surface and relating 

Degree of salinity Salinity ECe (dS/m)

Slight 4–8

Moderate 8.25

Strong ˃25

Source: [15].

Table 1. Soil salinity classification.
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of such measurements to the nature and distribution of surface materials and atmospheric 
conditions. Remote sensing system operation involves the detection, collection and interpre-
tation of data from distance by mean of sensors. The reflectance of electromagnetic radiations 
from the features at the earth surface is measured with the aid of a sensor, while the radiated 
energy is transmitted through space in waveform. For land resources survey using remote 
sensing, wavelengths between 0.4 and 2.4 nm are commonly used. Generally, the electro-
magnetic spectrum ranges from gamma rays, with wavelength of less than 0.03 nm, to radio 
energy with a wavelength of more than 30 cm. According to [12], the presence of salts at the 
terrain surface can be detected from remotely sensed data either directly on bare soils, with 
salt efflorescence and crust, or indirectly through vegetation type and growth as these are 
controlled or affected by salinity. Better understanding of the relationship can advance the 
use of remote sensing for soil studies between soil properties and surface reflectance. Salt 
affected soils in arid regions, especially when a salt crust whitish color is formed show a high 
reflectance. Effective application of remote sensing data requires one to have the technical 
expertise and understand the spectra characteristics of the particular features to be studied. 
In addition, an understanding of the behavior of different wavelength regions on different soil 
materials and surface conditions may increase the efficiency of the study of soil salinity based 
on remote sensing [23].

2.3. Mapping of waterlogging

The change in soil color and the change in soil reflectance properties caused excess soil mois-
ture, which can be easily detected by remote sensing. Plant response is one means of detect-
ing poorly drained soils in California mainly because of a build-up of the water table. On the 
other hand, Salman [24] reported that as result of excess organic matter, soil color is generally 
darker in poorly drained areas than well-drained soils. The visible bands in Landsat-MSS 
data can be used to classify this color. According to [25] as cited in [26] pointed out that color 
infrared photography could indicate drainage problems by soil moisture saturation or plant 
stress. Shallow water tables exhibit a rise in surface moisture, which can be detected from 
visible reflectance and microwave emissivity. The information about drainage basin area and 
drainage pattern can be obtained from satellite imagery. Water logging and problems associ-
ated with drainage can be examined through GIS by identifying the drainage network and 
its characteristics in a basin, besides the report on the presence of high water table, high mor-
phology, soil color, plant stress and drainage water collection in lower spots [27].

2.4. Application to large areas

For relatively large areas, remote sensing is an essential tool for mapping and surveying salt-
affected and waterlogged soils [28]. The understanding of the actual conditions at the earth 
surface makes it feasible to interpret the satellite images. However, because of lack of specific 
absorption bands and spectral confusion, it is complex to distinguish the degree of salinity 
through remote sensing approach [29] that separated different soil salinity level using Landsat 
imagery. Most authors are capable to differentiate only 2–3 classes (strong and medium) of 
salinity levels with errors between moderately saline and normal soils.

Geospatial Analysis for Irrigated Land Assessment, Modeling and Mapping
http://dx.doi.org/10.5772/intechopen.73314

69



hydrology, wildfire, and climate change [17]. Geographic Information System (GIS) enables the 
measurement and representation of geographic phenomena and thereafter transform this spatial 
information into various forms while interacting with social structures [18]. GIS has the benefit of 
its ability to interrelate spatially multiple types of information and data obtained from a range of 
sources. In addition based on the findings of [19], GIS technique has the capacity as an effective 
tool for spatial analyses and modeling of concentrations of air pollutants. GIS also has three basic 
key functions, which include database management, spatial analysis and visualization. Thus 
with these three components, this system (GIS) provides the capabilities of linking the concentra-
tion of the air pollutants with their geographic location [19]. From their study, it was also discov-
ered that GIS technology could effectively represent the spatial relationships between sources 
and receptors as it can integrate with satellite remote sensing data in order to spatially analyze 
the relationship between the geographic location of air pollutants and the land use/land cover 
classes of the area. Models are representation of reality and they are created as a simplified, man-
ageable view of reality, due to the inherent complexity of the earth and the diverse interactions in 
it. Models help to understand, describe, or predict how things work in the real world. Models are 
broadly classified into two namely representation and process models. Representation models 
are those that represent the objects in the landscape while those that attempt to simulate pro-
cesses in the landscape are process models [20]. Representation models describe the objects in 
the landscape, such as buildings, streams, or forest while process models describe the interaction 
of the objects that are modeled in the representation model. There are different types of process 
models including suitability modeling, distance modeling and hydrological modeling [21].

2.2. Remote sensing for soil salinity mapping

The essence of remote sensing is the measuring and recording of the electromagnetic radia-
tion emitted or reflected by the earth’s surface [22]. For soil salinity investigation, this may be 
useful where salty soil, salt-affected vegetation, saline water, pond water and high water table 
area give contrasting reflectance with other landscape features so that they can be unambigu-
ously distinguished. Remote Sensing (RS) is the art and science of obtaining information about 
an object, area or phenomenon through analysis of the data acquired by such device that is 
not in contact with the object, area or phenomenon under consideration. It is the measure-
ment of object properties on Earth’s surface using data acquired from aircraft and satellites. 
Rather than in situ, RS attempts to measure something at a distance. It involves measuring, 
recording and transmission of electromagnetic energy by the sensors mounted on aircraft or 
satellite reflected from or emitted by object from vantage point above the surface and relating 

Degree of salinity Salinity ECe (dS/m)

Slight 4–8

Moderate 8.25

Strong ˃25

Source: [15].

Table 1. Soil salinity classification.

Multi-purposeful Application of Geospatial Data68

of such measurements to the nature and distribution of surface materials and atmospheric 
conditions. Remote sensing system operation involves the detection, collection and interpre-
tation of data from distance by mean of sensors. The reflectance of electromagnetic radiations 
from the features at the earth surface is measured with the aid of a sensor, while the radiated 
energy is transmitted through space in waveform. For land resources survey using remote 
sensing, wavelengths between 0.4 and 2.4 nm are commonly used. Generally, the electro-
magnetic spectrum ranges from gamma rays, with wavelength of less than 0.03 nm, to radio 
energy with a wavelength of more than 30 cm. According to [12], the presence of salts at the 
terrain surface can be detected from remotely sensed data either directly on bare soils, with 
salt efflorescence and crust, or indirectly through vegetation type and growth as these are 
controlled or affected by salinity. Better understanding of the relationship can advance the 
use of remote sensing for soil studies between soil properties and surface reflectance. Salt 
affected soils in arid regions, especially when a salt crust whitish color is formed show a high 
reflectance. Effective application of remote sensing data requires one to have the technical 
expertise and understand the spectra characteristics of the particular features to be studied. 
In addition, an understanding of the behavior of different wavelength regions on different soil 
materials and surface conditions may increase the efficiency of the study of soil salinity based 
on remote sensing [23].

2.3. Mapping of waterlogging

The change in soil color and the change in soil reflectance properties caused excess soil mois-
ture, which can be easily detected by remote sensing. Plant response is one means of detect-
ing poorly drained soils in California mainly because of a build-up of the water table. On the 
other hand, Salman [24] reported that as result of excess organic matter, soil color is generally 
darker in poorly drained areas than well-drained soils. The visible bands in Landsat-MSS 
data can be used to classify this color. According to [25] as cited in [26] pointed out that color 
infrared photography could indicate drainage problems by soil moisture saturation or plant 
stress. Shallow water tables exhibit a rise in surface moisture, which can be detected from 
visible reflectance and microwave emissivity. The information about drainage basin area and 
drainage pattern can be obtained from satellite imagery. Water logging and problems associ-
ated with drainage can be examined through GIS by identifying the drainage network and 
its characteristics in a basin, besides the report on the presence of high water table, high mor-
phology, soil color, plant stress and drainage water collection in lower spots [27].

2.4. Application to large areas

For relatively large areas, remote sensing is an essential tool for mapping and surveying salt-
affected and waterlogged soils [28]. The understanding of the actual conditions at the earth 
surface makes it feasible to interpret the satellite images. However, because of lack of specific 
absorption bands and spectral confusion, it is complex to distinguish the degree of salinity 
through remote sensing approach [29] that separated different soil salinity level using Landsat 
imagery. Most authors are capable to differentiate only 2–3 classes (strong and medium) of 
salinity levels with errors between moderately saline and normal soils.

Geospatial Analysis for Irrigated Land Assessment, Modeling and Mapping
http://dx.doi.org/10.5772/intechopen.73314

69



2.5. Techniques in monitoring soil salinity

The classification of salt affected soils, assessment of the percentage of severity particularly 
in its early stage is important in terms of sustainable agricultural management [30]. Various 
approaches have been employed by researchers to analyze and monitor soil salinity. The three 
major techniques commonly used in soil salinity determination include traditional method, 
Electromagnetic Induction method and Remote Sensing and GIS method. The traditional or 
conventional methods used for detecting soil properties include ground-based geophysics 
and laboratory analysis methods [31]. Adeniran et al. [5] used this method to determine elec-
trical conductivity of soil in Omi irrigation scheme by carrying out chemical analysis of the 
soil samples. The disadvantages of traditional method includes; time consuming, costly since 
dense sampling is required to adequately characterize the spatial variability of an area and 
demanding when considering large areas [32, 33]. Remote sensing methods are suitable for 
detecting, monitoring and controlling soil salinity. Researchers have used GIS and RS tech-
niques to model, assessed, and investigate land use and land cover pattern, detect, map, mon-
itor and forecast soil salinity on an irrigation scheme [34]. Ojo et al. [15] stated the advantages 
of remote sensing and GIS method includes; time saving, wide range of coverage, facilitation 
of faster and long term monitoring. Electromagnetic Induction (EMI) was first employed in 
agriculture to detect saline soils by measuring its electrical conductivity [35]. Electromagnetic 
approaches are reliable means used for rapid determination of soil salinity [36]. Spatially 
varying soil types and properties are identified easily and map out quickly with the applica-
tion of EMI as it offers unique benefit over traditional methods.

2.6. Soil mapping

There are varieties of methods to identify and map surface features using remotely sensed 
imagery. Techniques for mapping soil surface conditions, such as salinity and waterlog-
ging are based on the presence or absence of spectral absorption features. Soil mapping 
include locating and identifying the various soils that occur, nature and properties, collect-
ing information about soil location and recording this information on maps and in support-
ing documents to show their spatial distribution. Seghal et al. [37] applied Landsat MSS 
data for mapping salt affected soils in the frame of the reconnaissance soil map of Indian. 
Dwivedi [38] used Landsat MSS and TM data for more detailed mapping and monitoring 
of salt affected soils in the Indo-Gangetic alluvial plain. Landsat TM data have proved use-
ful for mapping depositional environments on playas Tunisia [39]. Crowley [40] reported 
that gypsum and halite were likely to be the only evaporate phases detected and mapped 
on the Chott el Dyerid using TM data. Mehrjardi et al. [41] used Landsat TM+ taken in 2002 
to map soil salinity in Ardakane Yazd by using an exponential model. They used band 3 of 
the images and soil salinity parameter in a regression analysis (R2 = 0.58) and reported a 
map accuracy of 0.87% and K coefficient equal to 0.47%. Various remote sensing data such 
as aerial photos, video, images, infrared thermography, visible and infrared multispectral, 
microwave and airborne geophysical data, is available for monitoring, classification and 
mapping out of saline soil [42]. According to [43] several authors have dealt with the study 
of soil salinization using satellite data, among them [12, 44–51]. In China, Peng [52] integrate 
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Landsat TM data with the depth and mineralization rate of groundwater to create soil salin-
ity map. In Israel, hyper-spectral airborne sensor data were processed to yield quantitative 
maps of soil salinity [53].

2.7. Landsat image

Landsat image consists of three separate instrument subsystem, each operating in a differ-
ent spectral region, using a separate optical system [54]. These subsystems are the Visible 
and Near Infrared (VNIR), the Short Wave Infrared (SWIR), and the Thermal Infrared (TIR), 
respectively. Landsat data has 14 bands allocated in three spectral regions as VNIR (band 1, 2, 3) 
with 15 m resolution, SWIR (bands 4–9) with 30 m resolution and TIR (bands 10–14) with 90 m 
resolution [55].

2.8. Landsat platform characteristics

With the launching of the Landsat satellite in 1972, researchers began to use satellite data for 
monitoring environmental activities in different parts of the world [56]. Landsat provides 
basic tools for working with satellite imagery as automated geo-referencing and cloud detec-
tion. Landsat consist of functions for radiometric normalization and various approaches to 
atmospheric correction. It also includes useful functions such as bare soil line and tasseled 
cap calculations [57]. The physiological condition of a crop is shown best at TM 5 and TM7. 
Landsat 5 (TM) that was launched on 01/03/1984 and Landsat 7 (ETM+) on 15/04/1999, each 
revisit a location every 16 days, and the two orbits are staggered for images to be taken every 
8 days. Due to a hardware failure on 31/05/2003, Landsat 7 scenes are now missing 22% of the 
pixels also severe problem occurs toward the edges of an image. Band attributes are largely 
coherent, but ETM+ added an additional band. Landsat images haves been converted to inte-
ger digital numbers (DN) before distribution to facilitates storage and display. Atmospheric 
correction, topographic correction and conversion to radiance or reflectance may be required. 
Minimal processing may be needed if a single image or images widely separated in time are 
used to examine gross changes. However, careful correction is needed to examine detailed 
comparison of vegetation indices from multiple images. The most accurate atmospheric cor-
rections need ground data collected during the satellite image capturing. For retrospective 
studies, this is impossible to obtain, and less-accurate image-based correction method must be 
used [58]. Band Wavelength and resolution for Landsat 5 Thematic Mapper (TM) and Landsat 
7 Thematic Mapper (TM) is shown in Tables 2 and 3 respectively. Panah and Goossens [23] 
claimed that thermal band of Landsat (TM) imagery is a good source of information that may 
have a vital role in soil salinity studies and in detecting gypsiferous soils in arid region. The 
reflective bands 1, 3, 4 and 7 are the best band composition for preparing the color composite 
images [59].

2.9. Land use and land cover (LU/LC)

Land-use and land-cover change being one of the major driving forces of global ecological 
change, is vital to the sustainable development discussion. One of the most accurate  methods 
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2.5. Techniques in monitoring soil salinity

The classification of salt affected soils, assessment of the percentage of severity particularly 
in its early stage is important in terms of sustainable agricultural management [30]. Various 
approaches have been employed by researchers to analyze and monitor soil salinity. The three 
major techniques commonly used in soil salinity determination include traditional method, 
Electromagnetic Induction method and Remote Sensing and GIS method. The traditional or 
conventional methods used for detecting soil properties include ground-based geophysics 
and laboratory analysis methods [31]. Adeniran et al. [5] used this method to determine elec-
trical conductivity of soil in Omi irrigation scheme by carrying out chemical analysis of the 
soil samples. The disadvantages of traditional method includes; time consuming, costly since 
dense sampling is required to adequately characterize the spatial variability of an area and 
demanding when considering large areas [32, 33]. Remote sensing methods are suitable for 
detecting, monitoring and controlling soil salinity. Researchers have used GIS and RS tech-
niques to model, assessed, and investigate land use and land cover pattern, detect, map, mon-
itor and forecast soil salinity on an irrigation scheme [34]. Ojo et al. [15] stated the advantages 
of remote sensing and GIS method includes; time saving, wide range of coverage, facilitation 
of faster and long term monitoring. Electromagnetic Induction (EMI) was first employed in 
agriculture to detect saline soils by measuring its electrical conductivity [35]. Electromagnetic 
approaches are reliable means used for rapid determination of soil salinity [36]. Spatially 
varying soil types and properties are identified easily and map out quickly with the applica-
tion of EMI as it offers unique benefit over traditional methods.

2.6. Soil mapping

There are varieties of methods to identify and map surface features using remotely sensed 
imagery. Techniques for mapping soil surface conditions, such as salinity and waterlog-
ging are based on the presence or absence of spectral absorption features. Soil mapping 
include locating and identifying the various soils that occur, nature and properties, collect-
ing information about soil location and recording this information on maps and in support-
ing documents to show their spatial distribution. Seghal et al. [37] applied Landsat MSS 
data for mapping salt affected soils in the frame of the reconnaissance soil map of Indian. 
Dwivedi [38] used Landsat MSS and TM data for more detailed mapping and monitoring 
of salt affected soils in the Indo-Gangetic alluvial plain. Landsat TM data have proved use-
ful for mapping depositional environments on playas Tunisia [39]. Crowley [40] reported 
that gypsum and halite were likely to be the only evaporate phases detected and mapped 
on the Chott el Dyerid using TM data. Mehrjardi et al. [41] used Landsat TM+ taken in 2002 
to map soil salinity in Ardakane Yazd by using an exponential model. They used band 3 of 
the images and soil salinity parameter in a regression analysis (R2 = 0.58) and reported a 
map accuracy of 0.87% and K coefficient equal to 0.47%. Various remote sensing data such 
as aerial photos, video, images, infrared thermography, visible and infrared multispectral, 
microwave and airborne geophysical data, is available for monitoring, classification and 
mapping out of saline soil [42]. According to [43] several authors have dealt with the study 
of soil salinization using satellite data, among them [12, 44–51]. In China, Peng [52] integrate 
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Landsat TM data with the depth and mineralization rate of groundwater to create soil salin-
ity map. In Israel, hyper-spectral airborne sensor data were processed to yield quantitative 
maps of soil salinity [53].

2.7. Landsat image

Landsat image consists of three separate instrument subsystem, each operating in a differ-
ent spectral region, using a separate optical system [54]. These subsystems are the Visible 
and Near Infrared (VNIR), the Short Wave Infrared (SWIR), and the Thermal Infrared (TIR), 
respectively. Landsat data has 14 bands allocated in three spectral regions as VNIR (band 1, 2, 3) 
with 15 m resolution, SWIR (bands 4–9) with 30 m resolution and TIR (bands 10–14) with 90 m 
resolution [55].

2.8. Landsat platform characteristics

With the launching of the Landsat satellite in 1972, researchers began to use satellite data for 
monitoring environmental activities in different parts of the world [56]. Landsat provides 
basic tools for working with satellite imagery as automated geo-referencing and cloud detec-
tion. Landsat consist of functions for radiometric normalization and various approaches to 
atmospheric correction. It also includes useful functions such as bare soil line and tasseled 
cap calculations [57]. The physiological condition of a crop is shown best at TM 5 and TM7. 
Landsat 5 (TM) that was launched on 01/03/1984 and Landsat 7 (ETM+) on 15/04/1999, each 
revisit a location every 16 days, and the two orbits are staggered for images to be taken every 
8 days. Due to a hardware failure on 31/05/2003, Landsat 7 scenes are now missing 22% of the 
pixels also severe problem occurs toward the edges of an image. Band attributes are largely 
coherent, but ETM+ added an additional band. Landsat images haves been converted to inte-
ger digital numbers (DN) before distribution to facilitates storage and display. Atmospheric 
correction, topographic correction and conversion to radiance or reflectance may be required. 
Minimal processing may be needed if a single image or images widely separated in time are 
used to examine gross changes. However, careful correction is needed to examine detailed 
comparison of vegetation indices from multiple images. The most accurate atmospheric cor-
rections need ground data collected during the satellite image capturing. For retrospective 
studies, this is impossible to obtain, and less-accurate image-based correction method must be 
used [58]. Band Wavelength and resolution for Landsat 5 Thematic Mapper (TM) and Landsat 
7 Thematic Mapper (TM) is shown in Tables 2 and 3 respectively. Panah and Goossens [23] 
claimed that thermal band of Landsat (TM) imagery is a good source of information that may 
have a vital role in soil salinity studies and in detecting gypsiferous soils in arid region. The 
reflective bands 1, 3, 4 and 7 are the best band composition for preparing the color composite 
images [59].

2.9. Land use and land cover (LU/LC)

Land-use and land-cover change being one of the major driving forces of global ecological 
change, is vital to the sustainable development discussion. One of the most accurate  methods 
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to comprehend how land was used in the past, the types of changes to be expected in future, 
and also the forces and processes behind the changes is LU/LC analysis [45]. Increase in 
population, which lead people to clear forest for agricultural purposes in conjunction with 
anthropogenic activities accounts for the changes in LU/LC [60]. Messay [61] used sequential 
satellite images and GIS technologies, in combination with field observations, to investigate 
the LU/LC changes in the district of Nonno. The author stated that the overall consequence 
of conversion and modification processes of the LU/LC is the severe decrease in quality of 
the natural environment in the area. Changes in land use and land-cover provide a wide 
range of effect on environmental and landscape qualities including quality water, land and 
air resources, processes of ecosystem and functions, and the climate system itself through 
greenhouse gas fluxes [62]. Land cover is a significant element in change studies, affecting 
many aspects of the environmental system. Accurate and updated change in land cover 
information is necessary to understand the main factor causing changes and its environ-
mental consequences [3]. Significant land-cover and land-use variation occurred in areas 
where irrigation is being practice in response to the increase of saline soils from time to time 
affecting crop cultivation leading to change in land-use [63]. The baseline data required 
for adequate and good understanding on the land-use patterns of previous years and its 
impacts can be extracted from Land-cover analysis. It also helps to figure out the percentage 
of the past land-cover changes and the physical factors behind [64]. Changes in land-use 
that occurs especially through deforestation and improper cultivation practice may rapidly 
degrade the quality of soil, as ecologically sensitive constituents of the habitats are not able 
to buffer the adverse effects. As a result, severe deterioration of the soil quality may result, 
leading to a permanent degradation of land productivity, and land degradation increases 
agricultural costs to maintain soil [65]. One of the major impacts of Land-use and Land-
cover changes in arid and semi-arid region is soil salinization, this occur mostly wherever 
irrigation is being practiced. The decrease in soil quality due to accumulation of salts and 
sodicity keeps increasing at an alarming rate of endangering agricultural ecosystem and its 
environment [66].

PW AW R

Band 1: Blue 0.45–0.52 0.452–0.518 30

Band 2: Green 0.52–0.60 0.528–0.609 30

Band 3: Red 0.63–0.69 0.626–0.693 30

Band 4: Near Infrared (NIR) 0.76–0.90 0.776–0.94 30

Band 5: Middle Infrared (MIR) 1.55–1.75 1.567–1.784 30

Band 6: Thermal Infrared (TIR) 10.40–12.50 10.45–12.42 120

Band 7: Middle Infrared (SWIR) 2.08–2.35 2.097–2.349 30

Source: [57]. Planned wavelength (PW), Actual wavelength (AW), Resolution (R).

Table 2. Band Wavelength (urn) and resolution (m) for Landsat 5.
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2.10. Landsat index

Soil and green vegetation have different methods of reflectance characteristics. The mixture of 
soil, green vegetation and shade in the pixels make remote sensing of land cover a challenge. 
Stewar and Rogerson [67] used vegetation indices to minimize the impacts of soil background 
and biological aging materials. Vegetation indices such as salinity index (SI), Soil Adjusted 
Vegetation Index (SAVI), Enhanced Vegetation Index (EVI), Green Vegetation Index (GVI), 
Transformed Soil Adjusted Vegetation Index (TSAVI), Simple Ratio (SR), Normalized Salinity 
Differential Index (NSDI), and Normalized Differential Vegetation Index (NDVI) are used to 
classified salt affected land to give better results [68].

2.10.1. Salinity index (SI)

Salinity index is the fraction of red band to near infrared band (NIR). The equation below 
describes salinity index equation [69].

  SI =   Band 3 ___________ Band 4    (1)

Lhissou et al. [70] cited that Al-khaier [71] reported the usefulness of the salinity index using 
ASTER (Advance Space borne Thermal Emission and Reflection Radiometer) sensor data in 
mapping salinity of irrigated farmland in Syria. Salinity Index (SI), and Normalized Differential 
Salinity Index (NDSI) give good results in detecting salt-affected lands; the spectral reflectance 
of NIR, which radioed with red hand, gives very spectral values for vegetation [72].

2.10.2. Normalized differential salinity index (NDSI)

NDSI is the ratio of the difference between the red band and NIR to the summation of the 
red band and NIR. Chandana et al. [73] used NDSI for identification of salt affected soils in 

PW AW R

Band 1: Blue 0.45–0.52 0.452–0.514 30

Band 2: Green 0.52–0.60 0.519–0.601 30

Band 3: Red 0.63–0.69 0.631–0.692 30

Band 4: Near Infrared (NIR) 0.77–0.90 0.772–0.898 30

Band 5: Middle Infrared (MIR) 1.55–1.75 1.547–1.748 30

Band 6: Thermal Infrared (TIR) 10.40–12.50 10.31–12.36 60

Band 7: Middle Infrared (SWIR) 2.09–2.35 2.097–2.346 30

Band 8: Panchromatic 0.52–0.90 0.515–0.896 15

Source: [57]. Band 8 (ETM+ only) is higher resolution visible light data.
Planned wavelength (PW), Actual wavelength (AW), Resolution (R).

Table 3. Band Wavelength (urn) and resolution (m) for Landsat 7.
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to comprehend how land was used in the past, the types of changes to be expected in future, 
and also the forces and processes behind the changes is LU/LC analysis [45]. Increase in 
population, which lead people to clear forest for agricultural purposes in conjunction with 
anthropogenic activities accounts for the changes in LU/LC [60]. Messay [61] used sequential 
satellite images and GIS technologies, in combination with field observations, to investigate 
the LU/LC changes in the district of Nonno. The author stated that the overall consequence 
of conversion and modification processes of the LU/LC is the severe decrease in quality of 
the natural environment in the area. Changes in land use and land-cover provide a wide 
range of effect on environmental and landscape qualities including quality water, land and 
air resources, processes of ecosystem and functions, and the climate system itself through 
greenhouse gas fluxes [62]. Land cover is a significant element in change studies, affecting 
many aspects of the environmental system. Accurate and updated change in land cover 
information is necessary to understand the main factor causing changes and its environ-
mental consequences [3]. Significant land-cover and land-use variation occurred in areas 
where irrigation is being practice in response to the increase of saline soils from time to time 
affecting crop cultivation leading to change in land-use [63]. The baseline data required 
for adequate and good understanding on the land-use patterns of previous years and its 
impacts can be extracted from Land-cover analysis. It also helps to figure out the percentage 
of the past land-cover changes and the physical factors behind [64]. Changes in land-use 
that occurs especially through deforestation and improper cultivation practice may rapidly 
degrade the quality of soil, as ecologically sensitive constituents of the habitats are not able 
to buffer the adverse effects. As a result, severe deterioration of the soil quality may result, 
leading to a permanent degradation of land productivity, and land degradation increases 
agricultural costs to maintain soil [65]. One of the major impacts of Land-use and Land-
cover changes in arid and semi-arid region is soil salinization, this occur mostly wherever 
irrigation is being practiced. The decrease in soil quality due to accumulation of salts and 
sodicity keeps increasing at an alarming rate of endangering agricultural ecosystem and its 
environment [66].
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describes salinity index equation [69].
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Lhissou et al. [70] cited that Al-khaier [71] reported the usefulness of the salinity index using 
ASTER (Advance Space borne Thermal Emission and Reflection Radiometer) sensor data in 
mapping salinity of irrigated farmland in Syria. Salinity Index (SI), and Normalized Differential 
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assessment of soil salinity level of Pambantota district, Southern Sri Lanka, based on remote 
sensing information of TM sensor of Landsat 7 satellite. The equation for calculating NDSI is 
given in Eq. (2) [74].

  NDSI =   Band 3 − Band 4  ______________________  Band 3 + Band 4    (2)

2.10.3. Normalized different vegetation index (NDVI)

The vegetation cover of a place can be examined using Normalized different vegetation index 
(NDVI) method [75]. NDVI is expressed as the fractional difference between NIR and red 
band to the addition of the two. It may be calculated from reflectance measured in the vis-
ible and near infrared channels from satellite based remote sensing. According to [75] NDVI 
shows spatial and temporal change of vegetation cover. The use of NDVI helps to create better 
and visual interpretation of healthy vegetation in contrast to other features [73]. The amount 
of salt present in the soil can be measured using NDVI through stressed vegetation; Aldakheel 
et al. [73, 76] gave the mathematical expression of NDVI as:

  NDVI =   Band 4 − Band 3  ______________________  Band 3 + Band 4    (3)

NDVI has been used many researches to work mask vegetation from non-vegetation, and to 
detect the spatio-temporal change in vegetation biomass. Panah and Goossens [23] used TM 
based NDVI as an indicator of vegetation cover to separate bare soil from vegetation cover 
1990 and the MSS based NDVI was taken to separate bare soil from vegetation cover in 1975. 
In Egypt, Masoud and Koike [77] used vegetation indices to examine and monitored saliniza-
tion from changes in surface characteristics and radiometric thermal temperature for specific 
years. Darvishsefat et al. [78] classified salt affected soils based on ETM+ images acquired for 
Hoze Soltan Ghom area using image proportional and principal component analysis method. 
They claimed that the methods used were not suitable for image classification of saline soils. 
Saha et al. [47] employed band 3, 4, 5, and 7 of TM images to classifying salt affected land of 
moorland in India with an accuracy of 95%. Landsat ETM+ was applied in preparation soil 
salinity assessment for Texaco in Mexico [79]. Combined spectral response index (COSRI) 
and an exponential model was used to derive a high correlation coefficient between soil char-
acteristics and spectral values of the multiband index. They reported values between −0.885 
and 0.857 for EC and sodium adsorption ratio SAR as a correlation coefficient respectively 
with derived variance of 82.6 and 75.1% for EC and SAR as respectively. Unsupervised image 
classification technique is largely automated while supervised classification method requires 
considerable human input in the classification process [80]. Classification of soil using differ-
ent Band Combination is presented in Table 4.

2.10.4. Pixel purity index (PPI)

Pixel Purity Index (PPI) is a way of finding the most spectrally pure pixels in hyper-spectral 
and multispectral images [81]. The most spectrally pure pixels typically correspond to mixing 
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end-members. The PPI values are calculated by projecting n-dimensional scatterplots onto a 
random unit vector repeatedly. The pure pixels in each projection are recorded and the total 
number of period at which each pure pixel was marked is noted [71]. The digital number 
(DN) of each PPI generated corresponds to the number of pixel occurrence, which is recorded 
as extreme. The PPI normally run on a Minimum Noise Fraction (MNF) transform result apart 
from the noise bands. Results of the unmixing model and conventional classification tech-
nique are then compared for identification of land quality reduction in region [82]. Number of 
iterations with different threshold limit is carried out interactively to separate the position of 
most pure pixels in the image. A threshold of two are fixed for the identification of pure pixels 
in the image which will be explained as, all the pixels having 2 DN values (maximum limit) 
greater than the extreme pixel is thought to be pure. Two different sets of iterations 1000 and 
5000 is carried out on the data set while keeping the threshold at two. The more the number 
of iterations, the more the number of extreme pixels found with more variability in the data 
set [40]. The value in the PPI image indicates the number of times each pixel as extreme in 
some projection while PPI image with higher values indicate pixels that are closer “corners” 
to the n-dimensional data cloud, and are hence relatively purer than the pixels with lower 
value. Lastly, Region of interest (ROI) is generated for the PPI image keeping the minimum 
threshold limit at 50, after comparing the PPI image with calibrated image to get a better idea 
about the position of the pure pixels [83].

2.10.5. Digital analysis using surface vegetation index

Vegetation index is a spectral index that detects the presence of chlorophyll [84]. Various crop 
indices have been derived using the fact that chlorophyll strongly absorbs the light energy in 
the red part and highly reflects in the near-infrared part [85]. Several researches for specific 
analyses have proposed a number of vegetation indices. Many papers have explained the 

Band Combination Classification Total Accuracy Total Accuracy (Medium 
and High Salinity)

1,2,3,4,5,7 Supervised (Maximum likelihood 
Classification)

57% 66.20%

1,3,7 Supervised (Maximum likelihood 
Classification)

51% 56.50%

1,3,4,7 Supervised (Maximum likelihood 
Classification)

54% 71.3%

1,3,4,7 Hybrid 50% 80.5%

1,2,3 Supervised (Maximum likelihood 
Classification)

40% ***

1,3,4,7 Hybrid (No salinity and High salinity) 62% ***

Source: [59].
*** No figure.

Table 4. Total Accuracy of soil classification based on different Band Combination.
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assessment of soil salinity level of Pambantota district, Southern Sri Lanka, based on remote 
sensing information of TM sensor of Landsat 7 satellite. The equation for calculating NDSI is 
given in Eq. (2) [74].

  NDSI =   Band 3 − Band 4  ______________________  Band 3 + Band 4    (2)

2.10.3. Normalized different vegetation index (NDVI)

The vegetation cover of a place can be examined using Normalized different vegetation index 
(NDVI) method [75]. NDVI is expressed as the fractional difference between NIR and red 
band to the addition of the two. It may be calculated from reflectance measured in the vis-
ible and near infrared channels from satellite based remote sensing. According to [75] NDVI 
shows spatial and temporal change of vegetation cover. The use of NDVI helps to create better 
and visual interpretation of healthy vegetation in contrast to other features [73]. The amount 
of salt present in the soil can be measured using NDVI through stressed vegetation; Aldakheel 
et al. [73, 76] gave the mathematical expression of NDVI as:

  NDVI =   Band 4 − Band 3  ______________________  Band 3 + Band 4    (3)

NDVI has been used many researches to work mask vegetation from non-vegetation, and to 
detect the spatio-temporal change in vegetation biomass. Panah and Goossens [23] used TM 
based NDVI as an indicator of vegetation cover to separate bare soil from vegetation cover 
1990 and the MSS based NDVI was taken to separate bare soil from vegetation cover in 1975. 
In Egypt, Masoud and Koike [77] used vegetation indices to examine and monitored saliniza-
tion from changes in surface characteristics and radiometric thermal temperature for specific 
years. Darvishsefat et al. [78] classified salt affected soils based on ETM+ images acquired for 
Hoze Soltan Ghom area using image proportional and principal component analysis method. 
They claimed that the methods used were not suitable for image classification of saline soils. 
Saha et al. [47] employed band 3, 4, 5, and 7 of TM images to classifying salt affected land of 
moorland in India with an accuracy of 95%. Landsat ETM+ was applied in preparation soil 
salinity assessment for Texaco in Mexico [79]. Combined spectral response index (COSRI) 
and an exponential model was used to derive a high correlation coefficient between soil char-
acteristics and spectral values of the multiband index. They reported values between −0.885 
and 0.857 for EC and sodium adsorption ratio SAR as a correlation coefficient respectively 
with derived variance of 82.6 and 75.1% for EC and SAR as respectively. Unsupervised image 
classification technique is largely automated while supervised classification method requires 
considerable human input in the classification process [80]. Classification of soil using differ-
ent Band Combination is presented in Table 4.

2.10.4. Pixel purity index (PPI)

Pixel Purity Index (PPI) is a way of finding the most spectrally pure pixels in hyper-spectral 
and multispectral images [81]. The most spectrally pure pixels typically correspond to mixing 
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end-members. The PPI values are calculated by projecting n-dimensional scatterplots onto a 
random unit vector repeatedly. The pure pixels in each projection are recorded and the total 
number of period at which each pure pixel was marked is noted [71]. The digital number 
(DN) of each PPI generated corresponds to the number of pixel occurrence, which is recorded 
as extreme. The PPI normally run on a Minimum Noise Fraction (MNF) transform result apart 
from the noise bands. Results of the unmixing model and conventional classification tech-
nique are then compared for identification of land quality reduction in region [82]. Number of 
iterations with different threshold limit is carried out interactively to separate the position of 
most pure pixels in the image. A threshold of two are fixed for the identification of pure pixels 
in the image which will be explained as, all the pixels having 2 DN values (maximum limit) 
greater than the extreme pixel is thought to be pure. Two different sets of iterations 1000 and 
5000 is carried out on the data set while keeping the threshold at two. The more the number 
of iterations, the more the number of extreme pixels found with more variability in the data 
set [40]. The value in the PPI image indicates the number of times each pixel as extreme in 
some projection while PPI image with higher values indicate pixels that are closer “corners” 
to the n-dimensional data cloud, and are hence relatively purer than the pixels with lower 
value. Lastly, Region of interest (ROI) is generated for the PPI image keeping the minimum 
threshold limit at 50, after comparing the PPI image with calibrated image to get a better idea 
about the position of the pure pixels [83].

2.10.5. Digital analysis using surface vegetation index

Vegetation index is a spectral index that detects the presence of chlorophyll [84]. Various crop 
indices have been derived using the fact that chlorophyll strongly absorbs the light energy in 
the red part and highly reflects in the near-infrared part [85]. Several researches for specific 
analyses have proposed a number of vegetation indices. Many papers have explained the 

Band Combination Classification Total Accuracy Total Accuracy (Medium 
and High Salinity)

1,2,3,4,5,7 Supervised (Maximum likelihood 
Classification)

57% 66.20%

1,3,7 Supervised (Maximum likelihood 
Classification)

51% 56.50%

1,3,4,7 Supervised (Maximum likelihood 
Classification)

54% 71.3%

1,3,4,7 Hybrid 50% 80.5%

1,2,3 Supervised (Maximum likelihood 
Classification)

40% ***

1,3,4,7 Hybrid (No salinity and High salinity) 62% ***

Source: [59].
*** No figure.

Table 4. Total Accuracy of soil classification based on different Band Combination.
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detection of salinity through its effect on the vegetation. Richardson et al. [86]  specified that 
an inverse relationship is observed between reflectance and salinity, as salt content induces 
less plant cover (decreasing of density, LAI and height) and sometimes slight salt deposition 
on surface associated with vegetation have similar reflectance as that of normal cropped area. 
Salt tolerant plants are good references of salinity level on salt marshes but necessitate good 
calibration [30]. Contrasted associations of vegetation and bare soils can be more useful for 
salinity detection than individual surface types. Remotely sensed imagery cannot be used 
to classify and assess soil profile. Spectral characteristics of the earth surface features that 
are indicative of subsurface conditions can be analyzed. Satellite multi-spectral data denote 
changes that aid in locating mapping units; they hold great promise for soil surveys and land-
use planning [87]. Some relationships have been established to relate soil properties and spec-
tral data while most of these properties have been from the surface soil, subsurface properties 
that influence some surface characteristics were considered. Satellite sensors observe only the 
ground surface, actually both subsurface and surface soil conditions are influenced by com-
mon genetic factors [88]. Both subsurface conditions and surface conditions are plant canopy. 
Therefore, when satellite imagery depicts a pattern based on a different spectral response, it 
is not unreasonable to attempt some inferences about subsurface soil patterns [70].

2.10.6. Image classification

There are many procedures commonly used for the classification of remote sensing images 
and this depends on the radiometric information in the image bands. The traditionally used 
classification method is a pixel-based approach and is one of the procedures based on con-
ventional statistical techniques and it performs well. Pixel based approach is based on con-
ventional statistical techniques, such as parallelepiped, maximum likelihood and minimum 
distance procedures [57]. In pixel-based classification, two kinds of traditional classification 
methods-unsupervised classification and supervised classification are used. Ideally, pixels 
are expected to be to a degree, more or less grouped in the multispectral space in clusters cor-
responding to different land cover types [89]. It is a classic classification approach that classi-
fies an image pixel by pixel and one pixel can only be classified into one class, thus produces 
is a hard classification [67].

2.10.7. Classification of digital satellite data

The basic characteristics of digital image acquired by remote sensing method are composed 
of pixels. According to [24], the intensity of each pixel corresponds to the mean radiance 
measured electrically over the ground area corresponding to each pixel. Each pixel has digital 
number (DN) corresponding to the average radiance measured in this pixel. This number 
from quantizing the original electrical signal from the sensor result into positive integer val-
ues using a process termed analogue-to-digital signal conversion [90]. The DNs comprising 
of a digital image are recorded over numerical ranges as 0–255, 0–511, or higher. These ranges 
correspond to the set of integers that were recorded using 8-, 9-, and 10-bit binary computer 
coding scales, respectively. In such numerical formats, the image can be analyzed with the 
aid of computer [91]. A digital image is a 2-dimension array of elements; the corresponding 
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area on the earth’s surface was stored in each element emitted from the energy. The spatial 
arrangement of the measurements defines the image or image space, depending on the sen-
sor; data are recorded in n bands.

3. Conclusion

The chapter demonstrates possibility of use of high technology in particular remote sensing 
and GIS technology in land cover/land use and soil salinity monitoring with demonstration 
of advantages of use such technology in similar problem solving. Detection of soil salinity by 
conventional means of soil survey requires a great deal of time, but the application of geospa-
tial analysis using remote sensing and GIS techniques minimize time consuming and offer the 
possibility assessment, modeling and mapping of irrigated land. The chapter also worked on 
general subjects with reflection of the cycle of satellite data use with a variety of application, 
indexes for registration and data processing stage. The fact is that the use of space technology 
advances in land classification are commonly used instrument for soil monitoring which is 
one of the suitable and flexible instrument from a wide point of view. The instrument makes 
it possible to perform results conveniently for users. In addition, the application of these 
indexes is a good indicator of soil salinity in irrigated lands, which may influence decision on 
reclamation of soil salinity and used as an input for agricultural land management. Irrigation 
managers, planners, farmers and government agencies for smart agriculture can use models 
and maps generated through geospatial analysis.
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area on the earth’s surface was stored in each element emitted from the energy. The spatial 
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Abstract

Due to oil and gas exploitation, offshore oil and gas platform may experience subsidence. 
Continuing subsidence may deform the platform infrastructures, adding the risk for 
any failure on the platform objects. The failure means disaster. Therefore the subsidence 
information is mandatory for risk assessment and safety requirement. Repeatedly or con-
tinuous monitoring of accurate positions on the platform by using global navigation sat-
ellite system global positioning system (GNSS GPS) technology may reveal the changing 
of even small positions which are representing subsidence on the platform. This chapter 
will be deeply discussed on the use of GNSS GPS technology for offshore oil and gas plat-
form subsidence monitoring, especially in Indonesia, the archipelago country where long 
baseline between reference station in the land and monitoring station at the sea slightly 
exists. The capability and especially the high performance of this technology on deriv-
ing subsidence information along with data sample of long baseline will be highlighted.

Keywords: GNSS GPS, accuracy, oil and gas platform, subsidence, monitoring

1. Introduction

Nearly of today the global navigation satellite system global positioning system (GNSS GPS) 
technology has been played as remarkable tool for positioning and mapping and with high 
accuracy can be achieved in the easiest way [1–3]. By observing several satellites and measur-
ing their distance, and with the known of their satellite coordinates and the distance from 
observation, in this case the coordinate on location at the earth can be calculated. In every-
where and in anytime worldwide when signals from the satellites are received by the receiv-
ers, in these cases the position in 3D or even 4D can be determined precisely and even with 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
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distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 5

The Use of GNSS GPS Technology for Offshore Oil and
Gas Platform Subsidence Monitoring

Heri Andreas, Hasanuddin Z. Abidin, Irwan Gumilar,
Dina A. Sarsito and Dhota Pradipta

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.73565

Provisional chapter

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

DOI: 10.5772/intechopen.73565

The Use of GNSS GPS Technology for Offshore Oil and 
Gas Platform Subsidence Monitoring

Heri Andreas, Hasanuddin Z. Abidin, Irwan Gumilar, 
Dina A. Sarsito and Dhota Pradipta

Additional information is available at the end of the chapter

Abstract

Due to oil and gas exploitation, offshore oil and gas platform may experience subsidence. 
Continuing subsidence may deform the platform infrastructures, adding the risk for 
any failure on the platform objects. The failure means disaster. Therefore the subsidence 
information is mandatory for risk assessment and safety requirement. Repeatedly or con-
tinuous monitoring of accurate positions on the platform by using global navigation sat-
ellite system global positioning system (GNSS GPS) technology may reveal the changing 
of even small positions which are representing subsidence on the platform. This chapter 
will be deeply discussed on the use of GNSS GPS technology for offshore oil and gas plat-
form subsidence monitoring, especially in Indonesia, the archipelago country where long 
baseline between reference station in the land and monitoring station at the sea slightly 
exists. The capability and especially the high performance of this technology on deriv-
ing subsidence information along with data sample of long baseline will be highlighted.

Keywords: GNSS GPS, accuracy, oil and gas platform, subsidence, monitoring

1. Introduction

Nearly of today the global navigation satellite system global positioning system (GNSS GPS) 
technology has been played as remarkable tool for positioning and mapping and with high 
accuracy can be achieved in the easiest way [1–3]. By observing several satellites and measur-
ing their distance, and with the known of their satellite coordinates and the distance from 
observation, in this case the coordinate on location at the earth can be calculated. In every-
where and in anytime worldwide when signals from the satellites are received by the receiv-
ers, in these cases the position in 3D or even 4D can be determined precisely and even with 
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precision in the order of millimeter. The GNSS (GPS) indeed become a revolution in position-
ing on the twentieth century.

Repeated or continuous monitoring of accurate positions on the objects (e.g., offshore oil 
and gas platform) may reveal the changing of positions which are representing deforma-
tion (e.g., subsidence). Due to oil and gas exploitation, offshore oil and gas platform may 
experience subsidence. The rates can vary from 1 to 10 cm per year and even more for certain 
places. This subsidence information is mandatory for risk assessment and safety require-
ment. Continuing subsidence may deform the platform infrastructures, adding the risk for 
any failure on the platform objects.

2. Oil and gas platform subsidence

People commonly use fuel for transportation, electricity, machine, housing, etc. The fuels are 
produced from oil and gas exploitation. First, we need to explore the existence of oil and gas 
through exploration using geoscience technique (e.g., geology and geophysics surveys). There 
are numerous oil and gas reservoirs onshore and offshore all around the world. Platforms are 
built around offshore reservoirs (Figure 1) and also onshore. Once we successfully locate 
the reservoirs, we do drilling and extract the oil and gas. As the extraction or exploitation 
continues, the reservoirs may deplete through time due to loss of pore pressure, etc. As con-
sequences, the platform may experience subsidence.

Some platforms have trend of few centimeters per year while others in the order of 10 cm or 
event more; it depends on how much oil and gas are being exploited, pore pressure decreases, 
load from rock is there in the surrounding, is level of fluid injection, etc. This subsidence infor-
mation as mentioned above is mandatory for risk assessment and safety requirement since 
disaster may occur from that situation.

Figure 2 shows the physical evidence of offshore oil and gas platform subsidence. From the 
first picture, we can see jacket walkway was missing, while from the second picture, we can 
see the landing boat is disappearing into the sea. The different elevation levels between decks 
are about 5–6 m. In this case by seeing the condition of jacket walkway and the landing boat, 

Figure 1. Oil and gas platform offshore.
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the magnitude of subsidence is already quite large. It may be around 1–3 m. It is true that 
platform subsidence may reach 1–20 cm per year, especially on old oil and gas platform. The 
subsidence may continue through years. As mentioned before, continuing subsidence may 
deform the platform infrastructures, adding the risk for any failure on the platform objects. 
There are regulations for monitoring oil and gas platform both for onshore and offshore but 
especially offshore where the risk is higher.

Strategic position around plate boundary has made Indonesia rich of oil and gas resources, prob-
ably one of the largest in the world. Three major plates (e.g., Australia, Pacific, and Sunda Block) 
meet each other in Indonesia and formed many faults and basins area where usually we can found 
oil and gas resources. Millions of years of burned planktons getting heated by the mantle have 
turned them into an oil and also gas. Basin in eastern of Sumatera Island, eastern of Kalimantan, 
and northern of Java Island is rich in oil and gas resources both onshore and offshore. Bird head 
of Papua also potentially reserves huge amount of oil and gas. According to data released by 
Indonesia Ministry of Energy and Mineral Resources, the proven oil reservoirs in Indonesia are 
about 3306.97 MMS TB. Meanwhile the potential reservoirs are about 3994.20 MMS TB.

In spite of these potential resources, the areas of oil and gas in Indonesia especially the off-
shore area are prone to the risk of subsidence failure on the platform facilities. Along with this 
risk, the tilting and vibrations on the platform are also the risk. Huge oil and gas company 
is already realized about this situation, as well as the authorities. There are several regular 
programs on monitoring subsidence, tilting, and vibration on the platform. Nevertheless con-
tinues monitoring seems still beyond the agenda since it is relatively too expensive or people 
do not realize how important it is.

3. GNSS GPS for monitoring subsidence

The GNSS GPS principle of measurement is by observing of minimum four satellites and mea-
suring their distance. With the known of their satellite coordinates from broadcast or precise 

Figure 2. Subsidence evidence on oil and gas platform offshore.
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meet each other in Indonesia and formed many faults and basins area where usually we can found 
oil and gas resources. Millions of years of burned planktons getting heated by the mantle have 
turned them into an oil and also gas. Basin in eastern of Sumatera Island, eastern of Kalimantan, 
and northern of Java Island is rich in oil and gas resources both onshore and offshore. Bird head 
of Papua also potentially reserves huge amount of oil and gas. According to data released by 
Indonesia Ministry of Energy and Mineral Resources, the proven oil reservoirs in Indonesia are 
about 3306.97 MMS TB. Meanwhile the potential reservoirs are about 3994.20 MMS TB.

In spite of these potential resources, the areas of oil and gas in Indonesia especially the off-
shore area are prone to the risk of subsidence failure on the platform facilities. Along with this 
risk, the tilting and vibrations on the platform are also the risk. Huge oil and gas company 
is already realized about this situation, as well as the authorities. There are several regular 
programs on monitoring subsidence, tilting, and vibration on the platform. Nevertheless con-
tinues monitoring seems still beyond the agenda since it is relatively too expensive or people 
do not realize how important it is.

3. GNSS GPS for monitoring subsidence

The GNSS GPS principle of measurement is by observing of minimum four satellites and mea-
suring their distance. With the known of their satellite coordinates from broadcast or precise 
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ephemeris and the distance from time synchronize of code data or phase calculation, in this case 
the coordinate on location at the earth can be calculated. This technology can measure accurately 
an object as small as an ant like depicted in Figure 3. From the figure, graph of position repeti-
tion within millimeter variation is seen. As mentioned previously the subsidence on the oil and 
gas platform can be vary for about 1–10 cm per year and even more. So, by using GNSS GPS 
technology, the accurate information of subsidence on the platform can be achieved confidently.

Once again we mention that the accurate subsidence information of oil and gas platform 
is mandatory for risk assessment and safety requirement. Monitoring program should be 
conducted regularly or even continuously. Continuing subsidence may deform the platform 
infrastructures, adding the risk for any failure on the platform objects. With surrounding full 
of gases and oil, the failure may cause fatality.

There are several methods on GNSS GPS positioning such as static method/GPS surveys, Real 
Time Kinematic (RTK), Precise Point Positioning (PPP), etc. each given the different levels 
of accuracy on the position. For subsidence monitoring, in order to achieve millimeter of 
accuracy, then the GPS survey method based on phase data should be implemented with 
stringent measurement and data processing strategies [3, 4]. GPS surveys relay on differential 
technique using minimum of two receivers and with this data differencing most of biases 
and error can be reduce significantly. PPP only use one receiver. In this case, the correction of 
clock and orbit is necessary. These two corrections can be downloaded from IGS community. 
The RTK is differential positioning in real-time mode with centimeter level of accuracy. In 
order to fulfill the need for real-time data differential correction, therefore data communica-
tion via radio, GPRS, or satellite communication is mandatory.

The principle of subsidence monitoring using repeated static method/GPS survey method is 
depicted in Figure 4. With this method, several points which are placed on the media covering 

Figure 3. Graph of position repetition within millimeter variation derived from GNSS GPS measurement. An object as 
small as an ant can be positioned precisely.
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the area investigation are accurately positioned using GPS survey relative to a certain reference 
(stable) point. The precise coordinates of the points are periodically determined using repeated 
GPS surveys with certain time interval. With the same principle as GPS surveys, continuous 
determination of precise coordinate of point can be achieved by continuous observations. By 
studying the characteristics and rate of changes of the height component of coordinates from sur-
vey to survey or data to data in continuous mode, the subsidence characteristics can be derived. 
In the recent time, the capability of PPP is also promising to choose for subsidence monitoring.

In the case of studying the subsidence or other high-precision application, there are several 
advantages of using GNSS GPS survey method that should be noticed, such as the following: 
it provides the three-dimensional displacement vector with two horizontal and one vertical 
components, so it will give not only land subsidence information but also land motion in hori-
zontal direction; it provides the displacement vectors in a unique coordinate reference system, 
so it can be used to effectively monitor land subsidence in a relatively large area like in offshore 
oil and gas field; the GPS can yield the displacement vectors with a several mm precision level 
which is relatively consistent in temporal and spatial domain, so it can be used to detect even 
a relatively small subsidence signal; and the GPS can be utilized in a continuous manner, day 
and night, independent of weather condition, so its field operation can be flexibly optimized.

The reference point is one important thing in order to have best monitoring of subsidence. We 
have to make sure the stability of reference point because it will be used to see relatively the 
subsidence at the monitoring point such as platform oil and gas. Approach of geological and 
geodetic can be applied. Figure 5 shows the example of exercise to see stability over reference 
station by process time series of GNSS GPS data and plot the repeatability of their height com-
ponent position. InSAR can also be used to see the stability of area where reference station 
took place. As from geology approach, the information of bed rock will help us on choosing 
the place for reference station.

To give clear description on how we measured in the investigation area (e.g., oil and gas 
platform), we give picture of documentation of real measurement in the field. The GNSS GPS 
receiver attached to the body of platform (usually on hand fence) is seen. Obviously to be 

Figure 4. The principle of subsidence monitoring (e.g., platform subsidence) using repeated GNSS GPS survey method 
or CGPS (continuously operating the GPS receivers).
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it provides the three-dimensional displacement vector with two horizontal and one vertical 
components, so it will give not only land subsidence information but also land motion in hori-
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assured that it is stable for observation and visibilities to the satellite are good. It is needed 
also to define the best observation strategies, as it can be seen in Table 1 (Figure 6).

Back to the reference station issue, for Indonesia case it can be interesting to discuss since 
Indonesia is an archipelago country. Most of the region is water, and many sources of oil and 
gas are taking place offshore (see Table 2 and Figure 7). Scenario of choosing one reference sta-
tion for whole Indonesia regions could be used, or we choose reference scenario by cluster. The 
baseline length will be crucial for both scenarios, since the accuracy theoretically depends on 
its length. Here we do data processing simulation for each scenario of long and even very long 
baseline, and the results can be found in Tables 4 and 5 and Figures 10–17 chapter data analysis.

Figure 7 shows map of onshore and offshore oil and gas area in Indonesian regions. There are 
six offshore regions as summarized in Table 2, and most of onshore oil and gas area is located 
in Sumatera, Java, Kalimantan, and Bird Head of Papua. In spite of these potential resources, 
the areas are prone to subsidence. Monitoring subsidence around these areas is necessary to 
make sure the safety on exploitation, etc.

Figure 8 shows long baseline concept using one stable reference station for subsidence moni-
toring (e.g., platform) along large offshore oil and gas area of Indonesia. The GNSS GPS sta-
tions with baseline length more than 1000 km are chosen for simulation and analyzed for their 
accuracy whether it can achieve the requirement for subsidence monitoring on the platform.

Figure 9 shows baseline concept using reference station at clustered offshore regions for subsid-
ence monitoring (e.g., platform) along large offshore oil and gas area of Indonesia. The GNSS 

Parameters observation Observation strategy for millimeter accuracy

1. Receiver/observation signal Geodetic dual phase L1/L2 obs and CODE

2. Observation times Continuous or minimum 12 h session

3. Mas angle 15 degrees

4. Observation rate 30 s or higher rate

Table 1. Observation strategy that is generally used in order to derive millimeter accuracy of position such as for 
platform subsidence monitoring.

Figure 5. Example of stability of reference station from repeatability of their height component position through years 
of observation.
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GPS stations with baseline length less than 1000 km are chosen for simulation and analyzed for 
their accuracy whether it can achieve the requirement for subsidence monitoring on the platform.

All of GNSS GPS data are taken for investigation of the subsidence or other deformation 
phenomena that require millimeter accuracy usually processed by using scientific GPS soft-
ware (e.g., Gamit, Bernese, Gypsy Software, etc.). This scientific software is commonly used 
for achieving the good accuracy level of relative coordinates or point positioning from GPS 
surveyed data [5]. All of errors and biases (e.g., ionosphere, troposphere biases, cycle slip, 
phase ambiguity, antenna phase center bias, etc.) will be estimated or modeled and leaving 
the residual mostly only in few millimeters. Since mostly the baseline from each combination 
of data will exceed typical of short baseline, in this case good handling of parameter errors 

Figure 6. Illustration of GNSS GPS data acquisition in the field for oil and gas platform subsidence monitoring.

Regions Offshore oil and gas area block name

1. Offshore of East Coast of Sumatera Aceh, Riau, Jambi, Lampung

2. Offshore of North Coast of Java Bekasi, Blanakan, Gresik, Madura

3. Offshore of Natuna East Natuna, West Natuna

4. Offshore of East Coast of Kalimantan Bunyu, Tarakan, Mahakam, Balikpapan

5. Offshore of Maluku Halmahera, East Maluku

6. Offshore of Bird head Papua Sorong, Fakfak, Kai, Tanimbar, Biak

Table 2. Offshore oil and gas area in Indonesian regions.
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Figure 7. Onshore and offshore map of oil and gas area in Indonesian regions (images courtesy theoilandgasyear).

and biases is crucial for high accuracy requirements. Table 3 shows parameter processing and 
processing strategy that are used on data processing using scientific software.

Final precise orbit from International GNSS Services (IGS) can be downloaded in every 
2 weeks after the observation time, while earth rotation parameter can be downloaded either 
daily, every 2 weeks, or on yearly basis. As for phase center parameter, we can download 
from UNAVCO website or Bernese website. Many mirror addresses are also available for 
downloading GNSS GPS parameter data processing.

Figure 8. Baseline concepts using one stable reference station for subsidence monitoring along large offshore oil and gas 
area of Indonesia.
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4. Data analysis

Table 4 shows the result simulation of baseline concept using one stable reference station, 
while Table 5 shows the result simulation of baseline concept using reference station at 
clustered offshore regions, for subsidence monitoring around offshore oil and gas area of 
Indonesia. On each figures we can see the baseline length and the average for height compo-
nent from simulation result. For baseline with more than 1000 km, the average height compo-
nent is around 1 cm. For baseline with less than 1000 km, less than 1 cm of average can be seen.

Results from data simulation show that the scenario using reference station at clustered off-
shore are given better result than scenario using only one stable reference station. Nevertheless 
with using scenario of only one stable reference station, generally it is sufficient enough for 
monitoring offshore oil and gas platform subsidence in such large offshore like in Indonesia. 

Figure 9. Baseline concepts using reference station at clustered offshore regions for subsidence monitoring around 
offshore oil and gas area of Indonesia.

Parameter processing Processing strategy using scientific software

1. Observations Data phase, L1/L2. Data CODE

2. Earth rotation parameters IGS. ERP

3. Orbits Final precise orbit from IGS

4. Ionospheric and tropospheric biases Data combination, parameter estimation

5. Antenna phase center Antenna phase correction (PVC)

Table 3. Parameter data processing and processing strategy using scientific software in order to derive millimeter 
accuracy of position such as for platform subsidence monitoring.
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nent from simulation result. For baseline with more than 1000 km, the average height compo-
nent is around 1 cm. For baseline with less than 1000 km, less than 1 cm of average can be seen.

Results from data simulation show that the scenario using reference station at clustered off-
shore are given better result than scenario using only one stable reference station. Nevertheless 
with using scenario of only one stable reference station, generally it is sufficient enough for 
monitoring offshore oil and gas platform subsidence in such large offshore like in Indonesia. 

Figure 9. Baseline concepts using reference station at clustered offshore regions for subsidence monitoring around 
offshore oil and gas area of Indonesia.

Parameter processing Processing strategy using scientific software

1. Observations Data phase, L1/L2. Data CODE

2. Earth rotation parameters IGS. ERP

3. Orbits Final precise orbit from IGS

4. Ionospheric and tropospheric biases Data combination, parameter estimation

5. Antenna phase center Antenna phase correction (PVC)

Table 3. Parameter data processing and processing strategy using scientific software in order to derive millimeter 
accuracy of position such as for platform subsidence monitoring.
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Figure 10. Repeatability of H result simulation baseline BAKO-CSAB 1,868,631.008 m.

For baseline with more than 1000 km when we get 1 cm of accuracy, it is very good indeed. 
It may give the effectiveness and efficiency to the monitoring projects by the oil and gas com-
pany and others.

Figures 10–13 show graphs of repeatability on data simulation processing result for scenario 
using only one stable reference station for subsidence monitoring with baseline that varies 
more than 1000 km. A good repeatability on each graph can be discovered. A clear view of 
accuracy given by this scenario would be achieved. Generally it is sufficient enough for moni-
toring offshore oil and gas platform subsidence in such large offshore area like in Indonesia.

Figures 14–17 show graphs of repeatability on data simulation processing result for scenario 
using reference station at clustered area for subsidence monitoring with baseline that varies 
less than 1000 km. There is a good repeatability on each graph. A clear view of accuracy given 

Baseline ID Baseline length (m) Observation session Average for height component from 
simulation (m)

1. CNAB-CFAK 359,191.773 24 h/31 days 0.007

2. CNAB-CMAN 319,811.751 24 h/31 days 0.011

3. BNOA-CBTU 934,272.232 24 h/31 days 0.005

4. BNOA-CDNP 100,619.250 24 h/31 days 0.004

Table 5. Result simulation of baseline concepts using reference station around clustered offshore regions for subsidence 
monitoring around offshore oil and gas area of Indonesia.

Baseline ID Baseline length (m) Observation session Average for height component from 
simulation (m)

1. BAKO-CSAB 1,868,631.008 24 h/31 days 0.021

2. BAKO-BTNG 2,207,624.866 24 h/31 days 0.014

3. BAKO-CNAB 3,163,103.652 24 h/31 days 0.011

4. BAKO-CMRE 1,707,364.779 24 h/31 days 0.011

Table 4. Result simulation of baseline concepts using one stable reference station for subsidence monitoring along large 
offshore oil and gas area of Indonesia.
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by this scenario has been achieved. There is a high confident to use this scenario for monitor-
ing offshore oil and gas platform subsidence.

From simulation results the capabilities of GNSS GPS technology on monitoring subsidence 
on oil and gas platform are proven. Indeed the real data observations are available in quite 
numbers of offshore oil and gas platforms around Indonesia. Figures 18 and 19 show example 
of subsidence signal at Platform X and Platform Y somewhere located on classified area. Very 

Figure 11. Repeatability of H result simulation baseline BAKO-BTNG 2,207,624.866 m.

Figure 13. Repeatability of H result simulation baseline BAKO-CMRE 1,707,364.779 m.

Figure 12. Repeatability of H result simulation baseline BAKO-CNAB 3,163,103.652 m.

Figure 14. Repeatability of H result simulation baseline CNAB-CFAK 359,191.773 m.
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Figure 15. Repeatability of H result simulation baseline CNAB-CMAN 319,811.751 m.

Figure 16. Repeatability of H result simulation baseline BNOA-CBTU 934,272.232 m.

Figure 17. Repeatability of H result simulation baseline BNOA-CDNP 100,619.250 m.

Figure 18. Example of real data of platform subsidence in platform X offshore of Indonesia.
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clear subsidence with rates of about 10–20 cm per year can be seen on the graphs. Some plat-
forms have trend of few centimeters per year; it depends on how much oil and gas are being 
exploited, etc. In a detailed viewing, fluctuation on the trend can be seen. Sometimes it is 
accelerating, while in some cases, it is slowing or linier.

Large rates of subsidence are usually taking places in old oil and gas platform where deple-
tion on reservoirs is more due to decrease in pore pressure, etc. There are already quite num-
ber for old oil and gas platform in Indonesia region. In this case monitoring program is quite 
important today. GNSS GPS is mostly the chosen technology for the programs. Nevertheless 
in many cases, the methodology on data acquisition and data processing is not correct. That 
is why it is necessary to write this kind of paper to help people on understanding more the 
capabilities of GNSS GPS technology on monitoring subsidence on oil and gas platform, as 
well as share the more correct concept and methodology. There are other methods that have 
been implemented together side by side with the GNSS GPS such as using altimeter and pres-
sure gauge. They rely on identification the changing on MSL through times.

5. Closing remarks

Due to oil and gas exploitation, offshore oil and gas platform may experience subsidence. 
It has been observed from the real measurement that the rates can be varying from 1 to 10 
centimeters per year and even more for certain places. In a detailed viewing, we can see 
fluctuation on the trend. Sometimes it is accelerating, while in some cases, it is slowing or 
linier. This situation will depend on how much oil and gas are being exploited and also 
how much pore pressure left, the fluid injection, etc. This subsidence information is man-
datory for risk assessment and safety requirement. Continuing subsidence may deform the 

Figure 19. Example of real data of platform subsidence in platform Y offshore of Indonesia.
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platform infrastructures, adding the risk for any failure on the platform objects. With sur-
rounding full of gases and oil, the failure may cause fatality.

The capabilities of GNSS GPS technology on monitoring subsidence on oil and gas platform 
have been proven. By observing enough satellites, and measuring their distance, in this case 
the coordinate on location at the earth can be calculated precisely and even with precision 
in the order of millimeter. This technology can measure accurately an object as small as an 
ant. To get information of subsidence signal or any deformation signal, we just repeatedly 
or continuously monitor accurate positions on the objects investigation, and the changing of 
positions is representing subsidence and/or deformation.

For Indonesia case it can be interesting to discuss about the reference station for monitoring 
subsidence on the platform since Indonesia is an archipelago country. Most of the region is 
water, and many sources of oil and gas are taking place offshore. The scenario of choosing 
one reference station for whole Indonesia regions or by cluster can be used. Results from 
data simulation show that the scenario using reference station at clustered offshore are given 
better result than scenario using only one stable reference station. Nevertheless with using 
scenario of only one stable reference station, generally it is sufficient enough for monitoring 
offshore oil and gas platform subsidence in such large offshore like in Indonesia. For baseline 
with more than 1000 km when we get 1 cm of accuracy, it is very good indeed. It may give the 
effectiveness and efficiency to the monitoring projects by the oil and gas company and others.
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Abstract

Sugarcane (SC) is expanding over coffee (CO), while both crops have replaced the natural 
vegetation (NV) in the northeastern side of São Paulo (SP) state, Southeast Brazil. Under 
these dynamic land-use changes, geosciences are valuable tools for evaluating the large-
scale energy and mass exchanges between the vegetation and the lower atmosphere. For 
quantification of the energy balance components in these mixed agroecosystems, MODIS 
images were used throughout the Simple Algorithm for Evapotranspiration Retrieving 
(SAFER) algorithm, during the year 2015 in the main sugarcane- and coffee-growing 
regions of the state. Regarding, respectively, sugarcane, coffee, and natural vegetation, 
the fractions of the net radiation (Rn) used as latent heat flux (λE) were 0.68, 0.87, and 
0.77, while the corresponding ones for the sensible heat (H) fluxes were 0.27, 0.07, and 
0.16. Negative H values were noticed from April to July, because of heat advection rais-
ing λE values above Rn, but they were more often in coffee than in sugarcane. It was 
concluded that sugarcane crop presented lower evapotranspiration rates, when com-
pared with coffee, which could be an advantage under the actual water scarcity scenario. 
However, sugarcane replacing natural vegetation means environmental warming, while 
the land use changes promoted by coffee crop represented cooling conditions.

Keywords: safer, land use changes, latent heat flux, sensible heat flux, soil heat flux

1. Introduction

Sugarcane (SC) (Saccharum officinarum) and coffee (CO) (Coffea arabica L.) crops are expanding 
in the northeastern side of the São Paulo (SP) state, Southeast Brazil. The first one is an annual 
crop, while the second one is a perennial crop, but both are replacing the natural vegetation 
(NV), composed by a mixture of Savannah and Atlantic Coastal Forest species. However, 
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sugarcane is also replacing the coffee areas [1], as consequences of both sugar and alcohol 
explorations, but also by stimulating renewable energy use [2].

The negative effects of the sugarcane expansion could be more serious when compared with 
those from the fossil fuel exploration, regarding greenhouse gas emissions [3, 4]. Aiming bio-
energy production, a crop has to grow fast presenting high yield, but its energy output must 
exceed fossil fuel energy input. Considering these issues, sugarcane is a good candidate for 
energy crop [5]. However, its expansion could affect the large-scale energy balance further 
influencing the carbon cycle [6–8]. Anderson-Teixeira et al. [9] have reported energy balance 
alterations because of sugarcane expansion.

Under land-use and climate change conditions, the use of tools for quantifying the large-scale 
energy balance components is relevant for supporting policy planning and decision-makings 
about the water resources. The difficulties of measuring and analyzing these components 
throughout only field measurements highlighted the importance of coupling remote sensing 
and weather data, which have been successfully done in commercial crops under different 
environmental conditions [3, 10].

Several algorithms have been developed for acquiring the large-scale energy balance com-
ponents. The Simple Algorithm for Evapotranspiration Retrieving (SAFER) is applied in this 
chapter in sugarcane and coffee crops comparing the results with those for natural vegetation. 
The algorithm was developed and validated in Brazil based on simultaneous field radiation 
and energy balance data from experiments and remote sensing under strongly water and 
vegetation contrasting conditions [11, 12].

Having cropland masks available, the energy balance components are analyzed in these 
mixed agroecosystems by the coupling MODIS images and weather data. The results may 
subsidize policies for a rational sugarcane and coffee water managements, being the analyses 
very useful under the actual scenario of water competitions between these crops and other 
sectors in the Southeast Brazil, as consequences of both climate and land use changes.

2. Materials and methods

2.1. Study region, crops, and agrometeorological data

Figure 1 shows the location of the study region in the northeastern side of São Paulo state, 
Southeast Brazil, together with the cropland masks and the agrometeorological stations used 
for the weather data gridding processes.

The agroecosystems are constituted by sugarcane (SC) and coffee (CO) interspaced with natu-
ral vegetation (NV). This last class is a mixture of Savannah and Atlantic Coastal Forest species. 
Some of the areas before occupied by coffee are nowadays being replaced by sugarcane crop.

The sugarcane areas present two well-defined seasons: the first one rainier and hotter and the 
other one drier and colder. According to Cabral et al. [13], the long-term maximum rainfall 
occurs in December (274 ± 97 mm month−1), and the minimum one is between July and August 
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(27 ± 34 mm month−1); the annual value is 1517 ± 274 mm yr.−1. The mean air temperatures in 
January and July are, respectively, 24 and 19°C, and the annual average is 22°C.

The sugarcane phases may be divided into four [14]: Phase 1: Germination and establishment, 
from January to February, are influenced by soil moisture, soil temperature, and soil aera-
tion, denoting activation and subsequent sprouting of the vegetative bud. Phase 2: Tillering is 
influenced by variety, solar radiation, air temperature, soil moisture, and fertilization, start-
ing from around 40 days after the initiation of the growing cycle and may last up to 120 days 
(February–April). Phase 3: Grand growth is from 120 days after the starting of the growing 
cycle lasting up to 270 days in a 12-month crop (May–September). Both high soil moisture and 
solar radiation levels favor better cane elongation during this phase. Phase 4: Ripening and 
maturation are characterized by slower growth activity, lasting for about 3 months starting 
from 270 to 360 days after the growing cycle initiation (September–December). High solar 
radiation levels and low soil moisture conditions are favorable during this last phase [15].

The coffee crop concentrates at the right side of the study area (see Figure 1). The region pres-
ents also a rainy season and a dry winter somewhat similar to the sugarcane areas; however, 
due to higher altitudes, between 700 and 1100 m, the long-term annual air temperature ranges 
are lower, from 18 to 20°C [16].

The coffee crop in Brazil, differently from sugarcane, which completes its average growing 
cycle in 12 months, takes 2 years for its all crop stages. Six coffee phases are considered, 
starting in September of each year [17, 18]: Phase 1: Vegetation with bud formation, during 
7 months, is normally from September to March. Phase 2: Vegetation is between April and 
August, when the transformation of the vegetative to reproductive buds occurs, when at the 
end of this phase, from July to August, the plants enter in relative dormancy stage. Phase 3: 
Flowering and grain expansion are normally from September to December. Phase 4: Grain 
formation is normally from January to March, when water stress can be detrimental to the 
grain development. Phase 5: Grain maturation. Moderate water stress can benefit the grains. 
Phase 6: Senescence and death of the non-primary productive branches generally occur in 
July and August. In this last stage, the self-pruning process represented by senescence occurs, 
when the productive branches wither and die, limiting plant development.
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Figure 1. Location of the study region inside the northeastern side of the São Paulo state, Southeast Brazil, together with 
the cropland masks and the agrometeorological stations used for the weather data gridding processes.
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sugarcane is also replacing the coffee areas [1], as consequences of both sugar and alcohol 
explorations, but also by stimulating renewable energy use [2].

The negative effects of the sugarcane expansion could be more serious when compared with 
those from the fossil fuel exploration, regarding greenhouse gas emissions [3, 4]. Aiming bio-
energy production, a crop has to grow fast presenting high yield, but its energy output must 
exceed fossil fuel energy input. Considering these issues, sugarcane is a good candidate for 
energy crop [5]. However, its expansion could affect the large-scale energy balance further 
influencing the carbon cycle [6–8]. Anderson-Teixeira et al. [9] have reported energy balance 
alterations because of sugarcane expansion.

Under land-use and climate change conditions, the use of tools for quantifying the large-scale 
energy balance components is relevant for supporting policy planning and decision-makings 
about the water resources. The difficulties of measuring and analyzing these components 
throughout only field measurements highlighted the importance of coupling remote sensing 
and weather data, which have been successfully done in commercial crops under different 
environmental conditions [3, 10].

Several algorithms have been developed for acquiring the large-scale energy balance com-
ponents. The Simple Algorithm for Evapotranspiration Retrieving (SAFER) is applied in this 
chapter in sugarcane and coffee crops comparing the results with those for natural vegetation. 
The algorithm was developed and validated in Brazil based on simultaneous field radiation 
and energy balance data from experiments and remote sensing under strongly water and 
vegetation contrasting conditions [11, 12].

Having cropland masks available, the energy balance components are analyzed in these 
mixed agroecosystems by the coupling MODIS images and weather data. The results may 
subsidize policies for a rational sugarcane and coffee water managements, being the analyses 
very useful under the actual scenario of water competitions between these crops and other 
sectors in the Southeast Brazil, as consequences of both climate and land use changes.

2. Materials and methods

2.1. Study region, crops, and agrometeorological data

Figure 1 shows the location of the study region in the northeastern side of São Paulo state, 
Southeast Brazil, together with the cropland masks and the agrometeorological stations used 
for the weather data gridding processes.

The agroecosystems are constituted by sugarcane (SC) and coffee (CO) interspaced with natu-
ral vegetation (NV). This last class is a mixture of Savannah and Atlantic Coastal Forest species. 
Some of the areas before occupied by coffee are nowadays being replaced by sugarcane crop.

The sugarcane areas present two well-defined seasons: the first one rainier and hotter and the 
other one drier and colder. According to Cabral et al. [13], the long-term maximum rainfall 
occurs in December (274 ± 97 mm month−1), and the minimum one is between July and August 
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(27 ± 34 mm month−1); the annual value is 1517 ± 274 mm yr.−1. The mean air temperatures in 
January and July are, respectively, 24 and 19°C, and the annual average is 22°C.

The sugarcane phases may be divided into four [14]: Phase 1: Germination and establishment, 
from January to February, are influenced by soil moisture, soil temperature, and soil aera-
tion, denoting activation and subsequent sprouting of the vegetative bud. Phase 2: Tillering is 
influenced by variety, solar radiation, air temperature, soil moisture, and fertilization, start-
ing from around 40 days after the initiation of the growing cycle and may last up to 120 days 
(February–April). Phase 3: Grand growth is from 120 days after the starting of the growing 
cycle lasting up to 270 days in a 12-month crop (May–September). Both high soil moisture and 
solar radiation levels favor better cane elongation during this phase. Phase 4: Ripening and 
maturation are characterized by slower growth activity, lasting for about 3 months starting 
from 270 to 360 days after the growing cycle initiation (September–December). High solar 
radiation levels and low soil moisture conditions are favorable during this last phase [15].

The coffee crop concentrates at the right side of the study area (see Figure 1). The region pres-
ents also a rainy season and a dry winter somewhat similar to the sugarcane areas; however, 
due to higher altitudes, between 700 and 1100 m, the long-term annual air temperature ranges 
are lower, from 18 to 20°C [16].

The coffee crop in Brazil, differently from sugarcane, which completes its average growing 
cycle in 12 months, takes 2 years for its all crop stages. Six coffee phases are considered, 
starting in September of each year [17, 18]: Phase 1: Vegetation with bud formation, during 
7 months, is normally from September to March. Phase 2: Vegetation is between April and 
August, when the transformation of the vegetative to reproductive buds occurs, when at the 
end of this phase, from July to August, the plants enter in relative dormancy stage. Phase 3: 
Flowering and grain expansion are normally from September to December. Phase 4: Grain 
formation is normally from January to March, when water stress can be detrimental to the 
grain development. Phase 5: Grain maturation. Moderate water stress can benefit the grains. 
Phase 6: Senescence and death of the non-primary productive branches generally occur in 
July and August. In this last stage, the self-pruning process represented by senescence occurs, 
when the productive branches wither and die, limiting plant development.
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Figure 2. Flowchart for modeling the energy balance throughout application of the SAFER algorithm to the MODIS 
MOD13Q1 product.

2.2. Large-scale energy balance modeling

For the large-scale modeling, the MODIS images were used during the year 2015 together 
with 10 agrometeorological stations from the National Meteorological Institute (INMET) in 
the study area, considering the cropland classes. Weather data were used to calculate the 
reference evapotranspiration (ET0) by the Penman-Monteith method [19]. The weather input 
modeling parameters, global solar radiation (RG), air temperature (Ta), and ET0 were up 
scaled for the 16-day period of the MODIS MOD13Q1 reflectance product (spatial resolution 
of 250 m) and gridded by using the moving average method generating pixels with the same 
spatial resolution as the satellite images.

Figure 2 shows the steps for modeling the energy balance throughout the SAFER algorithm 
with the MODIS MOD13Q1 product.

Following Figure 2, the surface albedo (α0) was estimating according to Valiente et al. [20]:

   α  0   = a +  bα  1   +  cα  2    (1)

where α1 and α2 are the reflectances from the bands 1 and 2, respectively, and a, b, and c are 
regression coefficients, considered as 0.08, 0.41, and 0.14, obtained under different Brazilian 
vegetation types and distinct hydrological conditions [10].
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The normalized difference vegetation index (NDVI) is a measure of the amount of vegetation 
at the surface:

  NDVI =   
 α  2   −  α  1   _____  α  2   +  α  1  

    (2)

The reflected solar radiation (RR) was estimated as

   R  R   =  α  0   RG  (3)

The longwave atmospheric radiation (Ra) was calculated by applying the Stefan-
Boltzmann low:

   R  a   =  𝜎𝜎𝜎𝜎  A    T  a    (4)

where εA is the atmospheric emissivity and σ is the Stefan-Boltzmann constant (5.67 × 10−8 W 
m−2 K−4).

The parameter εA was calculated according to Teixeira et al. [21]:

   ε  A   =  a  A     (− ln τ)     b  A     (5)

where τ is the shortwave atmospheric transmissivity calculated as the ratio of RG to the inci-
dent solar radiation at the top of the atmosphere and aA and bA are the regression coefficients 
0.94 and 0.10, respectively.

Net radiation (Rn) can be described by the 24-hour values of net shortwave radiation, with a 
correction term for net longwave radiation [22]:

  Rn =  (1 −  α  0  ) RG −  a  L   τ  (6)

where aL is the regression coefficient of the relationship between net longwave radiation and 
τ on a daily scale.

Because of the thermal influence on longwave radiation via the Stephan-Boltzmann equation, 
aL coefficient from Eq. (6) was correlated with the 24-hour Ta [11]:

   a  L   =  dT  a   − e  (7)

where d and e are the regression coefficients found to be 6.99 and 39.93, respectively.

Having estimated RR, Ra, and Rn, the emitted surface longwave radiation (Rs) was acquired as 
residue in the radiation balance equation:

   R  S   = RG −  R  R   +  R  a   − Rn  (8)

The Use of MODIS Images to Quantify the Energy Balance in Different Agroecosystems in Brazil
http://dx.doi.org/10.5772/intechopen.72798

109



Spectral
reflectances

ET

RR

ETr

Surface
Albedo

Ta

Ra

RsNDVI

Rn

ET0

RG

G

Surface
Temperature

λE H

Figure 2. Flowchart for modeling the energy balance throughout application of the SAFER algorithm to the MODIS 
MOD13Q1 product.

2.2. Large-scale energy balance modeling

For the large-scale modeling, the MODIS images were used during the year 2015 together 
with 10 agrometeorological stations from the National Meteorological Institute (INMET) in 
the study area, considering the cropland classes. Weather data were used to calculate the 
reference evapotranspiration (ET0) by the Penman-Monteith method [19]. The weather input 
modeling parameters, global solar radiation (RG), air temperature (Ta), and ET0 were up 
scaled for the 16-day period of the MODIS MOD13Q1 reflectance product (spatial resolution 
of 250 m) and gridded by using the moving average method generating pixels with the same 
spatial resolution as the satellite images.

Figure 2 shows the steps for modeling the energy balance throughout the SAFER algorithm 
with the MODIS MOD13Q1 product.

Following Figure 2, the surface albedo (α0) was estimating according to Valiente et al. [20]:

   α  0   = a +  bα  1   +  cα  2    (1)

where α1 and α2 are the reflectances from the bands 1 and 2, respectively, and a, b, and c are 
regression coefficients, considered as 0.08, 0.41, and 0.14, obtained under different Brazilian 
vegetation types and distinct hydrological conditions [10].

Multi-purposeful Application of Geospatial Data108

The normalized difference vegetation index (NDVI) is a measure of the amount of vegetation 
at the surface:

  NDVI =   
 α  2   −  α  1   _____  α  2   +  α  1  

    (2)

The reflected solar radiation (RR) was estimated as

   R  R   =  α  0   RG  (3)

The longwave atmospheric radiation (Ra) was calculated by applying the Stefan-
Boltzmann low:

   R  a   =  𝜎𝜎𝜎𝜎  A    T  a    (4)

where εA is the atmospheric emissivity and σ is the Stefan-Boltzmann constant (5.67 × 10−8 W 
m−2 K−4).

The parameter εA was calculated according to Teixeira et al. [21]:

   ε  A   =  a  A     (− ln τ)     b  A     (5)

where τ is the shortwave atmospheric transmissivity calculated as the ratio of RG to the inci-
dent solar radiation at the top of the atmosphere and aA and bA are the regression coefficients 
0.94 and 0.10, respectively.

Net radiation (Rn) can be described by the 24-hour values of net shortwave radiation, with a 
correction term for net longwave radiation [22]:

  Rn =  (1 −  α  0  ) RG −  a  L   τ  (6)

where aL is the regression coefficient of the relationship between net longwave radiation and 
τ on a daily scale.

Because of the thermal influence on longwave radiation via the Stephan-Boltzmann equation, 
aL coefficient from Eq. (6) was correlated with the 24-hour Ta [11]:

   a  L   =  dT  a   − e  (7)

where d and e are the regression coefficients found to be 6.99 and 39.93, respectively.

Having estimated RR, Ra, and Rn, the emitted surface longwave radiation (Rs) was acquired as 
residue in the radiation balance equation:

   R  S   = RG −  R  R   +  R  a   − Rn  (8)
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Then, the surface temperature (T0) was estimated by the residual method [22]:

   T  0   =  
4

 √ 
___

   
 R  s   ___  𝜎𝜎𝜎𝜎  s        (9)

where the surface emissivity (εS) was estimated as follows [22]:

   ε  S   =  a  S   (ln NDVI)  +  b  s    (10)

and aS and bS are the regression coefficients 0.06 and 1.00, respectively.

The SAFER algorithm is used to model water indicator represented by the ratio of the actual to 
the reference evapotranspiration (ETr) based on the input remote sensing parameters, which is 
then multiplied by the 24-hour ET0 values to estimate the daily ET large-scale rates which in 
turn are transformed into latent heat fluxes (λE):

   ET  r   =  {exp [f + g (  
 T  0   _______  α  0   NDVI  ) ] }    

ET  0  yr   _____ 5    (11)

where f and g are the original regression coefficients, 1.8 and −0.008, respectively. The correc-
tion factor (ET0yr/5) is applied, ET0yr being the annual grids of reference evapotranspiration 
for São Paulo state in the year 2015 and 5 mm is the ET0yr value for the period of the original 
modeling in the Northeast Brazil [21].

For soil heat flux (G), the equation derived by Teixeira [12] was used:

    G __  R  n  
   =  a  G   exp ( b  G    α  0  )   (12)

where the regression coefficients aG and bG are 3.98 and −25.47.

The sensible heat flux (H) is acquired as residue in the energy balance equation:

  H =  R  n   − 𝜆𝜆E − G  (13)

3. Results and discussion

3.1. Thermohydrological conditions and crop stages

The driving weather variables for the surface energy balance are RG, Ta, precipitation (P), and 
ET0. They are presented in Figure 3 on a 16-day time scale in terms of day of the tear (DOY), 
during 2015 as average pixel values for each agroecosystem class: sugarcane (SC), coffee (CO), 
and natural vegetation (NV).

Among the four weather parameters, P was the most variable along the year with the largest 
values occurring during the first and the last 3 months. The high-moisture conditions in the 
root zones during these periods affect the energy balance, increasing the latent heat fluxes 
(λE) for all agroecosystems. The rainfall annual totals were 1253, 1277, and 1245 mm yr−1 
for the sugarcane (SC), coffee (CO), and natural vegetation (NV) with the range of standard 
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deviation (SD) staying between 11 and 12 mm yr−1. These values are below the historical value 
of the study area, and they were not well distributed along the year. A period from July 
to October, with several rainfall 16-day values bellow 10 mm, was noticed for all analyzed 
agroecosystems. The short rainfall amounts occurred from Phase 3 to Phase 4 of the general-
ized sugarcane growing cycle, which should have caused some water deficit, when its water 
requirements are high. Cabral et al. [13] reported a 13% of sugarcane biomass reduction in 
relation to the regional average in São Paulo state, Brazil, because of the lower water avail-
ability observed during the initial 120 days of cane regrowth. For rainfed sugarcane crop, a 
well-distributed growing season total precipitation between 1100 and 1500 mm is considered 
adequate. However, the P dropping during Phase 3 should have caused some water deficit, 
when the crop water requirements are high, further affecting the energy partition, by reduc-
ing leaf area and the number of tillers and leaves per stalk [23]. During Phase 4, rains are 
not desirable for sugarcane, because they lead to poor juice quality [15], and then the high 
amounts at the end of the year, coinciding with this phase, were not favorable.

Taking into account the ET0 values, one can see two atmosphere demand peaks with the 
smallest one happening at the middle of the year, however, with lower differences among 
the agroecosystems when compared with precipitation. The corresponding ET0 annual values 
were 1321, 1297, and 1293 mm yr−1 for the sugarcane (SC), coffee (CO), and natural vegetation 
(NV) but with small SD from 3 to 4 mm yr−1. The shortest ET0 values in the middle of the year, 
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Figure 3. Average 16-day values for the weather variables during 2015 in areas with sugarcane (SC), coffee (CO), and 
natural vegetation (NV) in terms of day of the year (DOY), located at the northeastern side of São Paulo state, Brazil. (a) 
Precipitation (P), (b) reference evapotranspiration (ET0), (c) incident global solar radiation (RG), and (d) air temperature (Ta).
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Then, the surface temperature (T0) was estimated by the residual method [22]:
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 √ 
___

   
 R  s   ___  𝜎𝜎𝜎𝜎  s        (9)

where the surface emissivity (εS) was estimated as follows [22]:

   ε  S   =  a  S   (ln NDVI)  +  b  s    (10)

and aS and bS are the regression coefficients 0.06 and 1.00, respectively.

The SAFER algorithm is used to model water indicator represented by the ratio of the actual to 
the reference evapotranspiration (ETr) based on the input remote sensing parameters, which is 
then multiplied by the 24-hour ET0 values to estimate the daily ET large-scale rates which in 
turn are transformed into latent heat fluxes (λE):

   ET  r   =  {exp [f + g (  
 T  0   _______  α  0   NDVI  ) ] }    

ET  0  yr   _____ 5    (11)

where f and g are the original regression coefficients, 1.8 and −0.008, respectively. The correc-
tion factor (ET0yr/5) is applied, ET0yr being the annual grids of reference evapotranspiration 
for São Paulo state in the year 2015 and 5 mm is the ET0yr value for the period of the original 
modeling in the Northeast Brazil [21].

For soil heat flux (G), the equation derived by Teixeira [12] was used:
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where the regression coefficients aG and bG are 3.98 and −25.47.

The sensible heat flux (H) is acquired as residue in the energy balance equation:

  H =  R  n   − 𝜆𝜆E − G  (13)

3. Results and discussion

3.1. Thermohydrological conditions and crop stages

The driving weather variables for the surface energy balance are RG, Ta, precipitation (P), and 
ET0. They are presented in Figure 3 on a 16-day time scale in terms of day of the tear (DOY), 
during 2015 as average pixel values for each agroecosystem class: sugarcane (SC), coffee (CO), 
and natural vegetation (NV).

Among the four weather parameters, P was the most variable along the year with the largest 
values occurring during the first and the last 3 months. The high-moisture conditions in the 
root zones during these periods affect the energy balance, increasing the latent heat fluxes 
(λE) for all agroecosystems. The rainfall annual totals were 1253, 1277, and 1245 mm yr−1 
for the sugarcane (SC), coffee (CO), and natural vegetation (NV) with the range of standard 
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deviation (SD) staying between 11 and 12 mm yr−1. These values are below the historical value 
of the study area, and they were not well distributed along the year. A period from July 
to October, with several rainfall 16-day values bellow 10 mm, was noticed for all analyzed 
agroecosystems. The short rainfall amounts occurred from Phase 3 to Phase 4 of the general-
ized sugarcane growing cycle, which should have caused some water deficit, when its water 
requirements are high. Cabral et al. [13] reported a 13% of sugarcane biomass reduction in 
relation to the regional average in São Paulo state, Brazil, because of the lower water avail-
ability observed during the initial 120 days of cane regrowth. For rainfed sugarcane crop, a 
well-distributed growing season total precipitation between 1100 and 1500 mm is considered 
adequate. However, the P dropping during Phase 3 should have caused some water deficit, 
when the crop water requirements are high, further affecting the energy partition, by reduc-
ing leaf area and the number of tillers and leaves per stalk [23]. During Phase 4, rains are 
not desirable for sugarcane, because they lead to poor juice quality [15], and then the high 
amounts at the end of the year, coinciding with this phase, were not favorable.

Taking into account the ET0 values, one can see two atmosphere demand peaks with the 
smallest one happening at the middle of the year, however, with lower differences among 
the agroecosystems when compared with precipitation. The corresponding ET0 annual values 
were 1321, 1297, and 1293 mm yr−1 for the sugarcane (SC), coffee (CO), and natural vegetation 
(NV) but with small SD from 3 to 4 mm yr−1. The shortest ET0 values in the middle of the year, 
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Figure 3. Average 16-day values for the weather variables during 2015 in areas with sugarcane (SC), coffee (CO), and 
natural vegetation (NV) in terms of day of the year (DOY), located at the northeastern side of São Paulo state, Brazil. (a) 
Precipitation (P), (b) reference evapotranspiration (ET0), (c) incident global solar radiation (RG), and (d) air temperature (Ta).
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from May to July, coincide with the sugarcane Phase 3, favoring cane elongation reduction 
during this phase.

In relation to RG and Ta, the differences among the agroecosystems were smaller than those 
for P and ET0, with average annual values around 17 MJ m−2 day−1 and 23.0°C, respectively. 
Then, the highest atmosphere demands in sugarcane could be probably attributed to low air 
humidity and/or high wind speed conditions.

The thermohydrological conditions also strongly affect the coffee crop stages [17]. As the 
growing cycle takes 2 years, some coffee phases will coexist. Rainfall should be well distrib-
uted for good yield. At the start of the year, for the period involving Phases 1 and 4, there 
was only a 16-day (DOY 001–016) period with P lower than 10 mm in January. In Phase 2 
rainfall is important for the transformation of the vegetative to reproductive buds. During 
this period, P declined until values close to zero at the end of July (DOY 209–224). In Phase 3 
(September–November), some water stress is desirable, as the main flowering happens dur-
ing a period of water stress following by good water availability. However, only two 16-day 
periods with low rainfall amounts are verified from September to October (DOY 257–288). 
In Phase 4, water stress may wilt the fruits, but only during the period from DOY 001 to 016 
the rainfall amount was low, bellow 10 mm. In Phase 5 the water requirements declined, and 
some water deficit during this phase could have favored the coffee plant growth. The period 
with low rainfall amounts from May to June was also inside this phase.

Conditions of low RG and ET0 levels from May to August coincided with low P amounts, thus 
reducing water consumption in coffee areas. Air temperature (Ta) regulates the vegetative 
growth and reproductive buds, being high values associated with water deficit during boom-
ing the reason for flower abortion and growth reduction [23]. However, the higher values, 
above 23°C, occurred under conditions of good rainfall availability.

3.2. Agroecosystem energy balances

Figure 4 shows the composed average net radiation (Rn) values for sugarcane (SC), coffee 
(CO), and natural vegetation (NV) agroecosystems, during the year 2015, inside the northeast-
ern side of São Paulo (SP) state, Southeast Brazil.

The lowest Rn pixel values are in the middle of the year, when reached close to 6.0 MJ m−2 d−1, 
while the maximum ones were above 10 MJ m−2 d−1. All ecosystems averaged 9.0 MJ m−2d−1; 
however, with small spatial variation, one can see from the SD values with range from 0.3 to 
1.5 MJ m−2 d−1. The highest end of this range was for the coffee (CO) class, in DOY 225–240 
(August), period of the year coexisting plants inside Phases 2 and 6.

To see the energy availability in detail for the different agroecosystems along the year, 
Figure 5 presents the Rn average values (a) and their fractions to RG (b) for sugarcane (SC), 
coffee (CO), and natural vegetation (CO), during the year 2015, in the northeastern side of São 
Paulo (SP) state, Southeast Brazil.

The strong dependence of Rn on RG is clear for all analyzed agroecosystems (see Figures 3c 
and 5a). The Rn trends for the sugarcane (SC) and natural vegetation (NV) classes were similar, 
but values for coffee (CO) were a little lower, at the start and at the end of the year, during 
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Phases 1 and 4 of coffee plants. However, at the middle of the year, CO values were higher, 
when the plant stages were in mixed stages of the Phases 2, 5, and 6.

Regarding the ratio Rn/RG (Figure 5b), the higher mean pixel values were for the coffee (CO) 
class, mainly in the middle of the year. The values ranged from 0.49 to 0.55, from 0.50 to 0.57, 
and from 0.50 to 0.56, for, respectively, the SC, CO, and NV agroecosystems. The average 
annual Rn/RG of 50–55% is in agreement with field measurements in fruit crops and natural 
vegetation in the Northeast Region of Brazil [11] and with studies involving other distinct 
agroecosystems around the world [24, 25]. These results of similarities with national and 
international studies give confidence to the large-scale remote sensing methods tested here 
by coupling the MOD13Q1 product and agrometeorological stations.
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from May to July, coincide with the sugarcane Phase 3, favoring cane elongation reduction 
during this phase.

In relation to RG and Ta, the differences among the agroecosystems were smaller than those 
for P and ET0, with average annual values around 17 MJ m−2 day−1 and 23.0°C, respectively. 
Then, the highest atmosphere demands in sugarcane could be probably attributed to low air 
humidity and/or high wind speed conditions.

The thermohydrological conditions also strongly affect the coffee crop stages [17]. As the 
growing cycle takes 2 years, some coffee phases will coexist. Rainfall should be well distrib-
uted for good yield. At the start of the year, for the period involving Phases 1 and 4, there 
was only a 16-day (DOY 001–016) period with P lower than 10 mm in January. In Phase 2 
rainfall is important for the transformation of the vegetative to reproductive buds. During 
this period, P declined until values close to zero at the end of July (DOY 209–224). In Phase 3 
(September–November), some water stress is desirable, as the main flowering happens dur-
ing a period of water stress following by good water availability. However, only two 16-day 
periods with low rainfall amounts are verified from September to October (DOY 257–288). 
In Phase 4, water stress may wilt the fruits, but only during the period from DOY 001 to 016 
the rainfall amount was low, bellow 10 mm. In Phase 5 the water requirements declined, and 
some water deficit during this phase could have favored the coffee plant growth. The period 
with low rainfall amounts from May to June was also inside this phase.

Conditions of low RG and ET0 levels from May to August coincided with low P amounts, thus 
reducing water consumption in coffee areas. Air temperature (Ta) regulates the vegetative 
growth and reproductive buds, being high values associated with water deficit during boom-
ing the reason for flower abortion and growth reduction [23]. However, the higher values, 
above 23°C, occurred under conditions of good rainfall availability.

3.2. Agroecosystem energy balances

Figure 4 shows the composed average net radiation (Rn) values for sugarcane (SC), coffee 
(CO), and natural vegetation (NV) agroecosystems, during the year 2015, inside the northeast-
ern side of São Paulo (SP) state, Southeast Brazil.

The lowest Rn pixel values are in the middle of the year, when reached close to 6.0 MJ m−2 d−1, 
while the maximum ones were above 10 MJ m−2 d−1. All ecosystems averaged 9.0 MJ m−2d−1; 
however, with small spatial variation, one can see from the SD values with range from 0.3 to 
1.5 MJ m−2 d−1. The highest end of this range was for the coffee (CO) class, in DOY 225–240 
(August), period of the year coexisting plants inside Phases 2 and 6.

To see the energy availability in detail for the different agroecosystems along the year, 
Figure 5 presents the Rn average values (a) and their fractions to RG (b) for sugarcane (SC), 
coffee (CO), and natural vegetation (CO), during the year 2015, in the northeastern side of São 
Paulo (SP) state, Southeast Brazil.

The strong dependence of Rn on RG is clear for all analyzed agroecosystems (see Figures 3c 
and 5a). The Rn trends for the sugarcane (SC) and natural vegetation (NV) classes were similar, 
but values for coffee (CO) were a little lower, at the start and at the end of the year, during 
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Phases 1 and 4 of coffee plants. However, at the middle of the year, CO values were higher, 
when the plant stages were in mixed stages of the Phases 2, 5, and 6.

Regarding the ratio Rn/RG (Figure 5b), the higher mean pixel values were for the coffee (CO) 
class, mainly in the middle of the year. The values ranged from 0.49 to 0.55, from 0.50 to 0.57, 
and from 0.50 to 0.56, for, respectively, the SC, CO, and NV agroecosystems. The average 
annual Rn/RG of 50–55% is in agreement with field measurements in fruit crops and natural 
vegetation in the Northeast Region of Brazil [11] and with studies involving other distinct 
agroecosystems around the world [24, 25]. These results of similarities with national and 
international studies give confidence to the large-scale remote sensing methods tested here 
by coupling the MOD13Q1 product and agrometeorological stations.
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agroecosystems, during the year 2015, inside the northeastern side of São Paulo (SP) state, Southeast Brazil. The over bars 
mean averages showed together with standard deviations (SD).
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Figure 7. Average pixel values for the latent heat flux (λE) and their ratios to net radiation (Rn) for the sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015, in the northeastern side of São Paulo 
(SP) state, Southeast Brazil.

The composed latent heat flux (λE) values in the sugarcane (SC), coffee (CO), and natural veg-
etation (NV) agroecosystems, during the year 2015 inside the northeastern side of São Paulo 
(SP) state, Southeast Brazil, are shown in Figure 6.

Much more distinct of both λE and SD values among the agroecosystems are noticed than 
in the case of Rn, with λE ranging from close to zero to becoming higher than 13 MJ m−2 d−1. 
The lowest values were for the sugarcane (SC) class, with an average λE of 6.1 ± 2.2 MJ m−2 
d−1, followed by natural vegetation (NV), 6.9 ± 1.8 MJ m−2 d−1, and coffee (CO) with the highest 
average of 7.8 ± 1.8 MJ m−2 d−1. Besides the lowest λE, the SC class presented also the largest 
spatial variation. Considering all agroecosystems, the highest and the lowest λE rates were, 
respectively, in January and at the end of October.
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Figure 6. Composed latent heat flux (λE) values for the sugarcane (SC), coffee (CO), and natural vegetation (NV) 
agroecosystems, during the year 2015, inside the northeastern side of São Paulo (SP) state, Southeast Brazil. The over 
bars mean averages showed together with standard deviations.
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Figure 7 presents the latent heat flux (λE) average values (a) and their fractions to Rn (b) for the 
sugarcane (SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015.

Considering the three studied agroecosystems, the λE values started with short values, below 
5.0 MJ m−2 d−1, at the first half of January (2.0 mm d−1), due to the low rainfall amounts (see 
Figures 3a and 7a). After the first rains, λE followed the RG levels but dropping again in 
August because a short water scarcity spell. Clearly, one could see that in almost all periods of 
the year, for the coffee (CO) class, λE values were the highest ones, while for sugarcane (SC), 
they were the lowest ones. Natural vegetation (NV) presented intermediary λE values.

Energy balance differences among the agroecosystems were also noticed for the λE/Rn ratio. 
This last ratio is an index of the soil moisture in the root zones, and its behavior along the year 
evidenced two low-water availability periods in the root zones, with λE/Rn values below 0.60. 
One of these conditions was at the first half of January; however, for the sugarcane (SC) class, 
there was a longer period with low λE/Rn, from the first half of August to the end of October, 
dropping below 0.20.

Considering λE in terms of mm of waters, the evapotranspiration (ET) rates were from 0.7 
to 3.6 mm d−1, from 1.2 to 4.1 mm d−1, and from 1.2 to 3.7 mm d−1 for the sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, respectively. The corresponding 
annual average values were 2.5, 3.2, and 2.8 mm d−1. Eksteen et al. [26] reported ET daily 
values for sugarcane (SC) between 1.6 and 2.9 mm d−1, involving different varieties and soil 
moisture conditions, while in Florida (USA), Omary and Izuno [27] found a daily range from 
0.7 to 4.6 mm d−1. Regarding coffee (CO) crop, Vila Nova et al. [28] reported in Brazil, for the 
complete grain maturation, the mean ET rates of 3.5 mm d−1, while Oliveira et al. [29] found 
an average of 2.9 mm d−1. The ET values for the SC and CO agroecosystems in the current 
research are similar to these national and international studies.

The higher λE values for coffee (CO) than for sugarcane (SC) in the northeastern São Paulo 
state, Brazil, mean a larger annual water consumption for the first crop that should be consid-
ered under the conditions of water competition by agriculture and other sectors. Even with 
the cropland masks involving different stages of the agroecosystems in the current study, 
the similarity of our Rn and λE values with those from national and international literature 
provides confidence for the large-scale energy balance analyses by applying the SAFER algo-
rithm throughout the MOD13Q1 product.

Considering the soil heat flux as a fraction of Rn, the sensible heat flux (H) was spatially 
retrieved by residue in the energy balance equation. The composed H values in sugarcane 
(SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015 inside 
the northeastern side of São Paulo (SP) state, Southeast Brazil, are shown in Figure 8.

The sensible heat flux (H) values among the agroecosystems are also well differentiated 
according to the time of the year, but in this case with the highest values corresponding to the 
driest soil moisture conditions. They ranged from negative values as low as −3 MJ m−2 d−1 to 
high positive ones close to 13 MJ m−2 d−1. The lowest ones were for the coffee (CO) class, which 
presented an average annual value of 0.6 ± 1.7 MJ m−2 d−1, followed by natural vegetation (NV), 
1.4 ± 1.8 MJ m−2 d−1, and sugarcane (SC), with the highest average rate of 2.4 ± 2.2 MJ m−2 d−1. 
Besides the highest H, the SC agroecosystem presented also the largest H spatial variation. 
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Figure 7. Average pixel values for the latent heat flux (λE) and their ratios to net radiation (Rn) for the sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015, in the northeastern side of São Paulo 
(SP) state, Southeast Brazil.

The composed latent heat flux (λE) values in the sugarcane (SC), coffee (CO), and natural veg-
etation (NV) agroecosystems, during the year 2015 inside the northeastern side of São Paulo 
(SP) state, Southeast Brazil, are shown in Figure 6.

Much more distinct of both λE and SD values among the agroecosystems are noticed than 
in the case of Rn, with λE ranging from close to zero to becoming higher than 13 MJ m−2 d−1. 
The lowest values were for the sugarcane (SC) class, with an average λE of 6.1 ± 2.2 MJ m−2 
d−1, followed by natural vegetation (NV), 6.9 ± 1.8 MJ m−2 d−1, and coffee (CO) with the highest 
average of 7.8 ± 1.8 MJ m−2 d−1. Besides the lowest λE, the SC class presented also the largest 
spatial variation. Considering all agroecosystems, the highest and the lowest λE rates were, 
respectively, in January and at the end of October.
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Figure 6. Composed latent heat flux (λE) values for the sugarcane (SC), coffee (CO), and natural vegetation (NV) 
agroecosystems, during the year 2015, inside the northeastern side of São Paulo (SP) state, Southeast Brazil. The over 
bars mean averages showed together with standard deviations.
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Figure 7 presents the latent heat flux (λE) average values (a) and their fractions to Rn (b) for the 
sugarcane (SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015.

Considering the three studied agroecosystems, the λE values started with short values, below 
5.0 MJ m−2 d−1, at the first half of January (2.0 mm d−1), due to the low rainfall amounts (see 
Figures 3a and 7a). After the first rains, λE followed the RG levels but dropping again in 
August because a short water scarcity spell. Clearly, one could see that in almost all periods of 
the year, for the coffee (CO) class, λE values were the highest ones, while for sugarcane (SC), 
they were the lowest ones. Natural vegetation (NV) presented intermediary λE values.

Energy balance differences among the agroecosystems were also noticed for the λE/Rn ratio. 
This last ratio is an index of the soil moisture in the root zones, and its behavior along the year 
evidenced two low-water availability periods in the root zones, with λE/Rn values below 0.60. 
One of these conditions was at the first half of January; however, for the sugarcane (SC) class, 
there was a longer period with low λE/Rn, from the first half of August to the end of October, 
dropping below 0.20.

Considering λE in terms of mm of waters, the evapotranspiration (ET) rates were from 0.7 
to 3.6 mm d−1, from 1.2 to 4.1 mm d−1, and from 1.2 to 3.7 mm d−1 for the sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, respectively. The corresponding 
annual average values were 2.5, 3.2, and 2.8 mm d−1. Eksteen et al. [26] reported ET daily 
values for sugarcane (SC) between 1.6 and 2.9 mm d−1, involving different varieties and soil 
moisture conditions, while in Florida (USA), Omary and Izuno [27] found a daily range from 
0.7 to 4.6 mm d−1. Regarding coffee (CO) crop, Vila Nova et al. [28] reported in Brazil, for the 
complete grain maturation, the mean ET rates of 3.5 mm d−1, while Oliveira et al. [29] found 
an average of 2.9 mm d−1. The ET values for the SC and CO agroecosystems in the current 
research are similar to these national and international studies.

The higher λE values for coffee (CO) than for sugarcane (SC) in the northeastern São Paulo 
state, Brazil, mean a larger annual water consumption for the first crop that should be consid-
ered under the conditions of water competition by agriculture and other sectors. Even with 
the cropland masks involving different stages of the agroecosystems in the current study, 
the similarity of our Rn and λE values with those from national and international literature 
provides confidence for the large-scale energy balance analyses by applying the SAFER algo-
rithm throughout the MOD13Q1 product.

Considering the soil heat flux as a fraction of Rn, the sensible heat flux (H) was spatially 
retrieved by residue in the energy balance equation. The composed H values in sugarcane 
(SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015 inside 
the northeastern side of São Paulo (SP) state, Southeast Brazil, are shown in Figure 8.

The sensible heat flux (H) values among the agroecosystems are also well differentiated 
according to the time of the year, but in this case with the highest values corresponding to the 
driest soil moisture conditions. They ranged from negative values as low as −3 MJ m−2 d−1 to 
high positive ones close to 13 MJ m−2 d−1. The lowest ones were for the coffee (CO) class, which 
presented an average annual value of 0.6 ± 1.7 MJ m−2 d−1, followed by natural vegetation (NV), 
1.4 ± 1.8 MJ m−2 d−1, and sugarcane (SC), with the highest average rate of 2.4 ± 2.2 MJ m−2 d−1. 
Besides the highest H, the SC agroecosystem presented also the largest H spatial variation. 
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Figure 9. Average pixel values for the sensible heat flux (H) and their ratios to net radiation (Rn) in sugarcane (SC), coffee 
(CO), and natural vegetation (NV) ecosystems, during the year 2015, in the northeastern side of São Paulo (SP) state, 
Southeast Brazil.

Taking into account all agroecosystem classes, the largest H values were during the driest 
conditions of the year, in the first half of January and from the second half of September to the 
end of October. The lowest ones, even negative, were at the end of the first rains, from April to 
the second half of July, when the root zones of the agroecosystems were moistier.

Figure 9 presents the H average values (a) and their fractions to Rn (b) for sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015, in the north-
eastern side of São Paulo (SP) state, Southeast Brazil.

In the middle of the year, negative H indicated horizontal heat advection from the drier and 
hotter natural areas to the wetter and colder cropped areas (Figure 9a). The highest positive 
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values happened in the sugarcane (SC) class, reaching to the average of 8 MJ m−2 d−1 during 
the second half of September (DOY 257–252), when H represented 74% of Rn (Figure 9b). The 
lowest H values happened in the coffee (CO) class, during DOY 129–144, in May, when the 
average 16-day value was −1.5 MJ m−2 d−1. During the year, the average annual H/Rn fractions 
were 0.07, 0.16, and 0.27 for coffee (CO), natural vegetation (NV), and sugarcane (SC), respec-
tively. These results may represent cooling and warming microclimate effects as consequences 
of the replacement of the natural vegetation by coffee and sugarcane, respectively. Although 
sugarcane plants consume less water than the coffee ones, which is a positive aspect under the 
water scarcity conditions, the higher H rates for the sugarcane (SC) class have to be considered 
under the coupled effects of warming and land use change contexts.

Completing the energy balance, the composed ground heat flux (G) values in sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015 inside the 
northeastern side of São Paulo (SP) state, Southeast Brazil, are shown in Figure 10.

Ground heat fluxes (G) among the agroecosystems are well distinct according to the time of 
the year, but with lower magnitudes than those for λE and H. The average pixel values ranged 
from 0.0 to 1.0 MJ m−2 d−1. The spatial variations are low, with SD staying around 0.1 MJ m−2 
d−1. The average annual G values for sugarcane (SC) and coffee (CO) were the same (0.5 MJ m−2 
d−1), but for natural vegetation (NV), it was a little higher, with a mean value of 0.6 MJ m−2 d−1.

Figure 11 presents the ground heat flux (G) daily average values (a) and their fractions to Rn 
(b) for sugarcane (SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the 
year 2015.

The shapes of the curves pictured in Figure 11 were somewhat similar of those for the latent 
heat flux (λE), but the values for the natural vegetation (NV) class moved from intermediary 
to the highest values. Lower G and of its ratio to net radiation (Rn) for the sugarcane (SC) class 
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Figure 9. Average pixel values for the sensible heat flux (H) and their ratios to net radiation (Rn) in sugarcane (SC), coffee 
(CO), and natural vegetation (NV) ecosystems, during the year 2015, in the northeastern side of São Paulo (SP) state, 
Southeast Brazil.

Taking into account all agroecosystem classes, the largest H values were during the driest 
conditions of the year, in the first half of January and from the second half of September to the 
end of October. The lowest ones, even negative, were at the end of the first rains, from April to 
the second half of July, when the root zones of the agroecosystems were moistier.

Figure 9 presents the H average values (a) and their fractions to Rn (b) for sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015, in the north-
eastern side of São Paulo (SP) state, Southeast Brazil.

In the middle of the year, negative H indicated horizontal heat advection from the drier and 
hotter natural areas to the wetter and colder cropped areas (Figure 9a). The highest positive 
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values happened in the sugarcane (SC) class, reaching to the average of 8 MJ m−2 d−1 during 
the second half of September (DOY 257–252), when H represented 74% of Rn (Figure 9b). The 
lowest H values happened in the coffee (CO) class, during DOY 129–144, in May, when the 
average 16-day value was −1.5 MJ m−2 d−1. During the year, the average annual H/Rn fractions 
were 0.07, 0.16, and 0.27 for coffee (CO), natural vegetation (NV), and sugarcane (SC), respec-
tively. These results may represent cooling and warming microclimate effects as consequences 
of the replacement of the natural vegetation by coffee and sugarcane, respectively. Although 
sugarcane plants consume less water than the coffee ones, which is a positive aspect under the 
water scarcity conditions, the higher H rates for the sugarcane (SC) class have to be considered 
under the coupled effects of warming and land use change contexts.

Completing the energy balance, the composed ground heat flux (G) values in sugarcane (SC), 
coffee (CO), and natural vegetation (NV) agroecosystems, during the year 2015 inside the 
northeastern side of São Paulo (SP) state, Southeast Brazil, are shown in Figure 10.

Ground heat fluxes (G) among the agroecosystems are well distinct according to the time of 
the year, but with lower magnitudes than those for λE and H. The average pixel values ranged 
from 0.0 to 1.0 MJ m−2 d−1. The spatial variations are low, with SD staying around 0.1 MJ m−2 
d−1. The average annual G values for sugarcane (SC) and coffee (CO) were the same (0.5 MJ m−2 
d−1), but for natural vegetation (NV), it was a little higher, with a mean value of 0.6 MJ m−2 d−1.

Figure 11 presents the ground heat flux (G) daily average values (a) and their fractions to Rn 
(b) for sugarcane (SC), coffee (CO), and natural vegetation (NV) agroecosystems, during the 
year 2015.

The shapes of the curves pictured in Figure 11 were somewhat similar of those for the latent 
heat flux (λE), but the values for the natural vegetation (NV) class moved from intermediary 
to the highest values. Lower G and of its ratio to net radiation (Rn) for the sugarcane (SC) class 
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were found, mainly in the period of DOY 097–304 (April to the end of October). The average 
values of Rn partitioned as G were, respectively, 5, 6, and 7% for sugarcane (SC), coffee (CO), 
and natural vegetation (NV) agroecosystems.

4. Conclusions

The joint use of agrometeorological stations and the MODIS MOD13Q1 reflectance product 
allowed the large-scale energy balance quantification and analyses in the mixed agroecosys-
tems composed by sugarcane, coffee, and natural vegetation along the year 2015 in the north-
eastern side of São Paulo state, Southeast Brazil. The strong dependence of net radiation (Rn) 
on the global solar radiation (RG) levels was clear for all classes, however, being lower for 
sugarcane and higher for coffee.

The daily values for the latent (λE), sensible (H), and ground (G) heat fluxes can be estimated 
in different kinds of vegetation from instantaneous measurements of the reflectances from 
the MODIS sensor, throughout the application of the SAFER algorithm. The lowest and the 
highest λE were, respectively, for sugarcane and coffee. Although sugarcane presents lower 
evapotranspiration rates than coffee crop in an annual scale, being a positive aspect under the 
actual water scarcity conditions, its higher H has to be considered under the conditions of the 
coupled effects of warming and land use changes.
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values of Rn partitioned as G were, respectively, 5, 6, and 7% for sugarcane (SC), coffee (CO), 
and natural vegetation (NV) agroecosystems.

4. Conclusions

The joint use of agrometeorological stations and the MODIS MOD13Q1 reflectance product 
allowed the large-scale energy balance quantification and analyses in the mixed agroecosys-
tems composed by sugarcane, coffee, and natural vegetation along the year 2015 in the north-
eastern side of São Paulo state, Southeast Brazil. The strong dependence of net radiation (Rn) 
on the global solar radiation (RG) levels was clear for all classes, however, being lower for 
sugarcane and higher for coffee.

The daily values for the latent (λE), sensible (H), and ground (G) heat fluxes can be estimated 
in different kinds of vegetation from instantaneous measurements of the reflectances from 
the MODIS sensor, throughout the application of the SAFER algorithm. The lowest and the 
highest λE were, respectively, for sugarcane and coffee. Although sugarcane presents lower 
evapotranspiration rates than coffee crop in an annual scale, being a positive aspect under the 
actual water scarcity conditions, its higher H has to be considered under the conditions of the 
coupled effects of warming and land use changes.
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Abstract

The rate at which global climate change is happening is arguably the most pressing 
environmental challenge of the century, and it affects our cities. Climate change exerts 
added stress on urban areas through increased numbers of heat waves threatening 
people’s well-being and, in many cases, human lives. Earth observation (EO) systems 
and the advances in remote sensing technology increase the opportunities for monitor-
ing the thermal behavior of cities. The Sentinels constitute the first series of operational 
satellites for Copernicus, a program launched to provide data, information, services, and 
knowledge in support of Europe’s goals regarding sustainable development and global 
governance of the environment. This chapter examines the exploitation of EO data for 
monitoring the urban climate, with particular focus on the urban surface cover and tem-
perature. Two example applications are analyzed: the mapping of the urban surface and 
its characteristics, using EO data and the estimation of urban temperatures. Approaches, 
like the ones described in this chapter, can become operational once adapted to Sentinels, 
since their long-term operation plan guarantees the future supply of satellite observa-
tions. Thus, the described methods may support planning activities related to climate 
change mitigation and adaptation in cities, as well as routine urban planning activities.

Keywords: Earth observation, Copernicus Sentinels, urban climate, satellite remote 
sensing

1. Introduction

Global climate change is one of the most pressing environmental challenges of the century. 
Climate change is affecting cities and their residents, especially the poor ones, and more 
severe impacts are expected as climate extremes. Cities already face significant climatic and 
environmental challenges that are independent of climate change. They are generally warmer 
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than the surrounding non-urban areas, because of the higher heat absorption and the rela-
tively limited cooling associated with vegetation and permeable surfaces. Urban areas suf-
fer from air pollution, which is exacerbated by high temperatures. In conjunction with these 
existing issues, the impacts of climate change on cities will depend on the actual changes in 
climate, such as increased temperatures and rainfall.

The cities need to adapt and the climate change needs to be considered in all development 
plans and investments, local, national, and international. Local policy makers tend to see cli-
mate change as an environmental issue of global scale that is not of their concern. The major-
ity of climate change specialists focus on reducing greenhouse emissions, without practically 
helping cities to learn how to change and adapt. Climate change science mainly deals with 
global and regional impacts, and it is less able to provide reliable assessments for the cities.

Datasets from Earth observation (EO) satellites are crucial for measuring key parameters rel-
evant to the climate change. The use of satellites to observe the Earth provides the data nec-
essary to improve our understanding of the Earth system and help predict future change. 
The satellite data and products may form the understanding of climate change and the 
quantitative estimates of its effects form the basis for policy-makers to build effective strate-
gies for adapting to and mitigating the effects of a changing climate. Although EO data and 
products are mainly used for global and regional research studies, there is great potential 
in their use for monitoring the urban climate and thus allow cities to adapt to a changing 
climate.

1.1. The climate of cities and the urban scales

The urban climate refers to the specific climatic conditions in cities that differ from the sur-
rounding areas, as an effect of the urban development. Urbanization tremendously changes 
the form of the natural landscape causing changes in the local climate, not only compared 
to the surrounding areas, but also inside the city. While some climatic elements differ only 
slightly from one city district to the other, like the precipitation for example, others differ 
significantly, like the temperature and the wind conditions.

In the case of conventional meteorological elements (temperature, humidity, wind, and pre-
cipitation), it is not as easy to establish the magnitude of modulation of the atmospheric 
boundary layer by a city, and it is even more challenging to assign causes for the observed 
changes. One of the main difficulties is the geographical setting of cities. The setting of a 
city is barely random and settlements are usually developed for specific reasons. Riverbeds, 
for example, offered good communications in earlier years; coastal cities were developed 
near natural harbors; others near to natural resources. In many developed countries, settle-
ment sites were also selected because they were more readily defensible than others. In the 
majority of cases, the topography is rather complex and there were micro- and meso-climatic 
differences between the settlement sites and the surroundings even before the cities ever 
sprung up [1].

With the construction of buildings, parking lots, and houses, urban areas dramatically change 
the smoothness of a surface, the thermal conductivity, the hydraulic conductivity, the albedo, 
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the emissivity, and the fraction of vegetation cover. Thus, urban regions behave a lot different 
from natural ones and they cause unique physical processes, depending on many parameters 
like the heat retaining capacity of the construction materials, the sealing of the soil, a modified 
water balance and the waste heat. As a result, urban landscapes modify the original physical 
processes that govern any natural land surface, and also add new, unique biogeophysical and 
biogeochemical processes into the land surface–atmosphere, such as the storage heat flux, the 
canyon effect, and the anthropogenic heat flux [2].

The urban surface and morphology results in cities being relatively warmer than the rural 
surroundings, a phenomenon called urban heat island (UHI). The warmer city climate can 
have fatal consequences such as those witnessed during the summer heatwave of 2003 in 
Central Europe [3]. There are different kinds of UHIs, displaying different characteristics and 
controlled by different assemblages of energy exchange processes. These possess different 
scale manifestations and result from different processes. Air temperature varies with height, 
a phenomenon much complicated in the urban environments and the different atmospheric 
layers. Thermal remote sensing permits definition of an UHI named ground or surface UHI, 
which refers to the skin or surface temperature difference between the city and its surround-
ing areas.

The concept of scale is fundamental in the understanding of the surface-atmosphere interac-
tions when it comes to urban environments. In building scale, for example, the walls and 
roof facets have different time-varying exposure to solar radiation, net longwave radiation 
exchange, and ventilation. Horizontal ground-level surfaces are a patchwork of elements, 
such as irrigated gardens and lawns, non-irrigated greenspace, and paved areas with con-
trasting radiative, thermal, aerodynamic and moisture properties, frequently including trees. 
These different surface elements possess diverse energy budgets that generate contrasts in 
surface characteristics (e.g., skin temperature), and lead to mutual interactions by radiative 
exchange and small-scale advection. These fundamental units may be aggregated hierarchi-
cally, as illustrated in Figure 1.

Distinctive energy balances characterize each scale that generally do not represent the area-
weighted average of the budgets of individual elements. This happens because each unit 
interacts with adjacent ones in the same scale by advection. While spatial scale increases, the 

Figure 1. Graphical illustration of the different scales in the city. The urban canyon scale includes building walls and 
elements between buildings. The city block scale includes a number of urban canyons and roofs of buildings. The 
neighborhood scale refers to a number of city blocks, while the land use scale refers to larger areas including many 
similar neighborhoods.
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than the surrounding non-urban areas, because of the higher heat absorption and the rela-
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existing issues, the impacts of climate change on cities will depend on the actual changes in 
climate, such as increased temperatures and rainfall.
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plans and investments, local, national, and international. Local policy makers tend to see cli-
mate change as an environmental issue of global scale that is not of their concern. The major-
ity of climate change specialists focus on reducing greenhouse emissions, without practically 
helping cities to learn how to change and adapt. Climate change science mainly deals with 
global and regional impacts, and it is less able to provide reliable assessments for the cities.

Datasets from Earth observation (EO) satellites are crucial for measuring key parameters rel-
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quantitative estimates of its effects form the basis for policy-makers to build effective strate-
gies for adapting to and mitigating the effects of a changing climate. Although EO data and 
products are mainly used for global and regional research studies, there is great potential 
in their use for monitoring the urban climate and thus allow cities to adapt to a changing 
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1.1. The climate of cities and the urban scales
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to the surrounding areas, but also inside the city. While some climatic elements differ only 
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city is barely random and settlements are usually developed for specific reasons. Riverbeds, 
for example, offered good communications in earlier years; coastal cities were developed 
near natural harbors; others near to natural resources. In many developed countries, settle-
ment sites were also selected because they were more readily defensible than others. In the 
majority of cases, the topography is rather complex and there were micro- and meso-climatic 
differences between the settlement sites and the surroundings even before the cities ever 
sprung up [1].

With the construction of buildings, parking lots, and houses, urban areas dramatically change 
the smoothness of a surface, the thermal conductivity, the hydraulic conductivity, the albedo, 
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the emissivity, and the fraction of vegetation cover. Thus, urban regions behave a lot different 
from natural ones and they cause unique physical processes, depending on many parameters 
like the heat retaining capacity of the construction materials, the sealing of the soil, a modified 
water balance and the waste heat. As a result, urban landscapes modify the original physical 
processes that govern any natural land surface, and also add new, unique biogeophysical and 
biogeochemical processes into the land surface–atmosphere, such as the storage heat flux, the 
canyon effect, and the anthropogenic heat flux [2].

The urban surface and morphology results in cities being relatively warmer than the rural 
surroundings, a phenomenon called urban heat island (UHI). The warmer city climate can 
have fatal consequences such as those witnessed during the summer heatwave of 2003 in 
Central Europe [3]. There are different kinds of UHIs, displaying different characteristics and 
controlled by different assemblages of energy exchange processes. These possess different 
scale manifestations and result from different processes. Air temperature varies with height, 
a phenomenon much complicated in the urban environments and the different atmospheric 
layers. Thermal remote sensing permits definition of an UHI named ground or surface UHI, 
which refers to the skin or surface temperature difference between the city and its surround-
ing areas.

The concept of scale is fundamental in the understanding of the surface-atmosphere interac-
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Figure 1. Graphical illustration of the different scales in the city. The urban canyon scale includes building walls and 
elements between buildings. The city block scale includes a number of urban canyons and roofs of buildings. The 
neighborhood scale refers to a number of city blocks, while the land use scale refers to larger areas including many 
similar neighborhoods.

Earth Observation for Urban Climate Monitoring: Surface Cover and Land Surface Temperature
http://dx.doi.org/10.5772/intechopen.71986

127



spatial variability is likely to be reduced and less difference is expected among two land-use 
classes in a city for example, than between a north and south-facing wall of an individual 
building. Urban climatology studies this heterogeneity and complexity, either explicitly, in 
terms of detailed mapping of urban morphology, or in interpreting observations at aggregate 
scales [4].

1.2. Urban surface and morphology

The urban surface is composed of a large number of man-made materials arranged in a com-
plex three-dimensional (3D) structure. Cities are built with artificial materials, such as cement, 
asphalt, brick, pebbles, or aggregates, which absorb and store radiation throughout the day 
and slowly release heat through the night. Moreover, streets, sidewalks, and parking lots 
are generally impervious, meaning that they do not allow the water to infiltrate into the soil. 
Since the urban environment is predominantly covered by artificial pavement, it is important 
to study the types of materials used and their individual characteristics. Impervious surfaces 
not only absorb high heat loads, which increase air temperatures through heat convection, but 
also increase the rate and temperature of runoff during storms [5].

While land changes from forests, grasslands, and croplands to impervious surfaces, the energy 
balance changes. The larger amount of solar radiation reaching the Earth’s surface is reflected, 
absorbed, and transformed into sensible and latent heat. A small percentage of the solar radia-
tion is also used in photosynthesis. The atmosphere close to the surface is mainly heated by 
energy radiating off the Earth’s surface and not by direct solar heating. The surface materials 
affect largely the amount of solar radiation reflected or absorbed and, thus, they affect the 
heat flux from the surface to the atmosphere. The impervious surfaces alter the local energy 
balances through changes in the albedo, the emissivity, the specific heat capacities, and the 
thermal conductivities of the surfaces, as well as the ratio of sensible to latent heat fluxes from 
the surface to the atmosphere. Therefore, this impacts the temperature and humidity of the 
overlying air. Cool pavements are made from advanced materials and surface types that are 
used for decreasing the surface temperature in urban environments. These are mainly based 
on the use of materials with high albedo combined and high emissivity or techniques that 
exploit the latent heat to decrease the surface and ambient temperature [6]. Nevertheless, not 
only the materials, but also the 3D structures of the city have important impact on its radia-
tional balance and thus its temperature. The shape of the cities can be described by several 
measures, each of which has effect on the city climate. The buildings and trees height affects 
the reflectivity, the flow regimes, and the heat dispersion above ground. The surface proper-
ties as well as the 3D structure of the cities can both be assessed using remote sensing methods 
and EO data.

2. Urban remote sensing and urban climate

A variety of remote sensors, satellite and airborne, detect and measure energy patterns from 
different portions of the electromagnetic spectrum, which are useful to quantify several 
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parameters essential for urban studies. The great number of EO data from satellite and air-
borne systems presents an opportunity to extract a great wealth of information via remote 
sensing, relevant to the urban and peri-urban environments at various spatial, temporal, and 
spectral scales. With recent innovations in sensor technologies, urban applications of remote 
sensing, i.e., urban remote sensing, has rapidly gained popularity among a wide variety of 
communities.

Environmental scientists are increasingly relying upon EO data to derive, for example, urban 
land cover information as a primary boundary condition used in many spatially distributed 
models [7]. The climate change community has also recognized remote sensing as an enabling 
and acceptable technology to study the spatiotemporal dynamics and consequences of urban-
ization as a major form of global changes [8]. Lately, more urban researchers are also using 
remote sensing to extract information for studying the urban surface and geometry [9, 10]. 
Finally, urban and regional planners are increasingly using EO data to derive information 
on cities in a timely, detailed, and cost-effective way to accommodate various planning and 
management activities [11].

Urban remote sensing can help improve our understanding of cities and many benefits of 
using EO data for urban studies that can be identified. The largest benefit of remote sensing, 
its capability of acquiring images that cover a large area, applies also for urban studies, where 
synoptic views allow identifying objects, patterns, and human-land interactions. Identifying 
the urban processes that operate over a rather large area and quantifying the differences in an 
intra-urban level is essential for understanding the urban environment. Remote sensing pro-
vides a great asset on information gathering on the entire mosaic of an urban phenomenon, 
while knowledge and expertise from multiple disciplines can lead to full understanding and 
modeling the urban processes.

Remote sensing holds an advantage as well, and complements the field measurements. Field 
measurements in most cases in urban sites do not represent the broader area. To cover large 
areas a lot of field measurements are needed, dense in both temporal and spatial terms and 
this can become prohibitively expensive in most cases. Moreover, data collected from field 
surveys and measurements can suffer from biases in the sampling design. Remote sensors 
can collect data in an unbiased and cost-effective way and thus provide better insights on the 
spatial and temporal evolution of processes. Field measurement can complement the remote 
sensing ones and combined methods and products hold great potential in terms of accuracy, 
spatial, and temporal coverage.

A framework of monitoring, synthesis, and modeling in the urban environment can be 
achieved with synergies of EO data integrated with relevant geospatial technologies, like spa-
tial analysis and dynamic modeling. This framework can then be used to support the develop-
ment of a spatio-temporal perspective of the urban processes and phenomena across scales 
and also to relate the different human and natural variables for understanding the direct and 
indirect drivers of urbanizations.

Last, remote sensing is ideal for connecting different scales for urban studies. Urban science 
disciplines have their own preferred scales of analysis. For example, urban planners tend to 
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spatial variability is likely to be reduced and less difference is expected among two land-use 
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work at street and neighborhood scales, while regional planners deal with larger entities such 
as metropolitan areas, even a whole city, or country region. Urban ecologists work at many 
spatial scales defined by the ecological units, and so as urban geographers, depending upon 
the specific topics under investigation. Urban meteorologists define the scales by the different 
physiographical features of the city. EO data can provide global coverage with spatial reso-
lution ranging from sub-meter to a few kilometers and with varying temporal resolutions. 
The different urban researchers use different temporal scales depending on their application, 
varying from hourly, daily, weekly, monthly, seasonally to annual or decal basis. EO data 
allow work at any scale depending on the urban phenomenon being examined and they also 
offer the unique potential for linking different scales.

Remote sensing improves our understanding of urban areas in several ways, although the 
complexity of the urban environment challenges the realistic potential for making these 
improvements. Despite the profound benefits of using EO data for urban studies, the great 
inhomogeneity of urban environments obstructs the applicability and robustness of remote 
sensing methods. The presence of manmade materials and structures and the variety of veg-
etation cover, along with the 3D nature of cities, cause substantial inter-pixel and intra-pixel 
variations, complicating the characterization of urban landscapes. A great scientific challenge 
lies in the combination of EO data from different sensors, both in terms of scales and type of 
measurements. Moreover, it is always a challenge to integrate satellite data with other types 
of geospatial data in urban environmental analyses, like field measurement data, and cope 
with the fundamental differences in data sampling and measurement.

The ability to map, monitor, and analyze the complex and dynamic attributes of urban envi-
ronments from EO data greatly depends on the characteristics of the remote sensing imag-
ing instrument. Operational satellite EO systems are designed for specific missions, and thus 
have different operational principles and technical characteristics depending on the specifica-
tions of the missions. Currently, no EO system is specifically designed for monitoring urban 
areas. Airborne imaging systems are more flexible, but the cost of airborne campaigns limits 
the frequency of acquisitions and the area of coverage.

2.1. Satellite data in urban studies

A large variety of satellite data can be used for urban studies. The selection of a particular data 
source is a compromise among data availability, costs, and the required spatial, spectral, and 
temporal resolution. The majority of urban phenomena are scale-dependent, which means 
that urban patterns change with the scale of observation. Urban processes appear to be hierar-
chical in pattern and structure [12]. Therefore, studies of the relationship between the patterns 
at different levels in the hierarchy are urgently needed in obtaining a better understanding 
of the scale and resolution requirements in urban areas and in finding the optimal scale for 
examining the relationship between urban landscape pattern and process.

Over the past decade, urban remote sensing has emerged as a new frontier in the EO technol-
ogy by focusing primarily on mapping and monitoring of the urban land cover and its spatial 
extent. The line in Figure 2 shows the number of journal articles (including review articles) 
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on urban remote sensing, since 1995. There is a published literature on urban remote sensing 
since the 1970s, but a highly increasing rate is observed around 2002. This period coincides 
with the advent of very high spatial resolution satellite images (higher than 5 m) and the first 
spaceborne hyperspectral images. Thus, enhanced image processing techniques were devel-
oped such as the object-based image analysis, data mining, and data and image fusion of dif-
ferent sensors, wavelength regions and spatial, spectral, and temporal resolutions.

The same trend can be noticed in the literature of urban remote sensing for climate (first set 
of bars in Figure 2), which has been following similar rate of increase in these years. It is 
interesting though to observe that the pattern of urban thermal remote sensing (second set of 
bars in Figure 2) follows very close the one of urban heat island (third set of bars in Figure 2). 
Although expected, this graph is a strong indication that, so far, when referred to urban cli-
mate monitoring from space, the main focus is usually in thermal remote sensing. It is indeed 
true that thermal remote sensors provide indispensable information for the surface tempera-
ture, with their great advantage being the spatial cover of large areas. Yet, remote sensing can 
contribute much more than that into our understanding of the biophysical properties, the pat-
terns and the processes of urban landscapes using all ranges of electromagnetic wavelength 
and active sensors as well. In fact, the last year (2015–2016) seems that the remote sensing 
community has started publishing studies related to urban climate, which are not necessarily 
using thermal data or are referring to the urban heat island.

From the wealth of available and upcoming EO data, detailed information on the urban sur-
face cover and quantitative estimates of the biophysical parameters related to the urban cli-
mate can be extracted. Methodologies that exploit and combine satellite data from different 
sources and of various spatial, spectral, and temporal resolutions can give insights on the 
evolution in space and time of the urban climatic phenomena. Current and upcoming satellite 
sensors may provide great wealth of information for our understanding of the cities climate. 
Remote sensing provides a wealth of data of different spatial, spectral, and temporal resolu-
tions that can cope with the spatial and temporal scale requirements of urban climate studies.

Figure 2. The number of journal articles (including review articles) including the key words urban remote sensing (line), 
urban remote sensing climate (first set of bars), urban remote sensing thermal (second set of bars), urban remote sensing 
heat island (third set of bars). Source: Scopus search on August 18, 2017.
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2.2. Spatial, spectral, and temporal resolutions for urban climate studies

Although the operating principles of various imaging instruments have changed over the 
years, the spectrum of applications and usability of imagery have been largely determined by 
their spatial, spectral, and temporal resolutions. Image resolution characteristics play a major 
role in determining the size and properties of the features or phenomena that can be discrimi-
nated in remotely sensed imagery.

The spectral signal is one of the most important properties of urban land surfaces measured 
with remote sensing. Most satellite sensors are multispectral systems, meaning they sense 
the earth surface with a few broad spectral bands. Urban environments possess a high spec-
tral heterogeneity and they are characterized by a large diversity of materials. Therefore, 
increased spectral resolution is a requirement for urban remote sensing.

The spatial resolution of remote sensor is a function of the altitude of the platform relative 
to the earth surface and the resolving power of the sensor. The spatial resolution is often 
expressed as the ground sampling distance of the sensor at nadir. The spatial resolution 
required for a given study could be determined by the size of the smallest element to be 
mapped. However, due to several factors, the element spatial resolution is not sufficient to 
detect urban objects. The radiation measured for one pixel is affected by the radiation of its 
neighboring pixels, due to scattering effects that complicate the analysis. Moreover, an object 
can only be positively identified if it is represented by several pixels. The ideal spatial resolu-
tion of an image for a given application will, therefore, be several times smaller than the size 
of the smallest object that needs to be identified.

The Nyquist sampling theorem [13] establishes a sufficient condition for a sample rate that 
permits a discrete sequence of samples to capture all the information from a continuous-
time signal of finite bandwidth and it is the theoretical basis for the spatial resolution 
needed to map individual objects. The Nyquist theorem suggests that an object should be 
of the order of one-tenth of the dimension of the pixel in order to ensure that it will be 
completely independent of its random position and orientation relative to the sampling 
scheme. A schematic representation of the relationship between the spatial resolution and 
the objects under consideration is given in Figure 3, although applicable thresholds are 
not easy to define. The three situations outlined in Figure 3 require different approaches 
to unravel information for the underling objects. The urban surface objects (i.e., buildings, 
roads, etc.) have small spatial extent. Given the large amount of spatial heterogeneity, most 
analyses in urban areas rely upon high spatial resolution imagery usually from aerial pho-
tography or drones.

EO data and the advances in remote sensing techniques, though, can provide an alternative 
when working with larger scales than the objects to identify. The so-called sub-pixel clas-
sification methods resolve the radiance of a single pixel and identify percentages of separate 
components. These methods are particularly useful for material mappings when used with 
hyperspectral data [14], but there are examples in the literature of sub-pixel classification 
methods used with coarser spectral and spatial resolution data [15, 16].
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The temporal resolution of a remote sensing system is the theoretical or the operational capa-
bility for acquiring repetitive imagery over some time interval. The spatial extent of images 
depends on the swath width, and influences the resulting temporal resolution.

A wide variety of EO systems acquiring data with various resolutions can be useful for urban 
studies. Medium resolution remote sensor data have been used to examine large dimensional 
urban phenomena or processes since early 1970s when NASA successfully launched the first 
Landsat. Over a period of nearly four decades, the Landsat program has acquired a scientifi-
cally valuable image archive unmatched in quality, details, coverage, and length, which has 
been the primary source of data for urbanization studies at the regional, national, and global 
scales. Since July 1982, with the launch of Landsat 4, thermal sensors are included in Landsat 
missions enabling surface temperature studies. The Advanced Spaceborne Thermal Emission 
and Reflection Radiometer (ASTER), a cooperative effort between NASA and Japan’s Ministry 
of Economy Trade and Industry (METI), in orbit since December 18, 1999, includes a multispec-
tral thermal instrument, which provides accurate estimates of emissivity and surface tempera-
ture in high spatial resolution. Yet, its on-demand acquisition mode limits the spatial resolution.

2.3. The Sentinels

The Sentinels constitute the first series of the ESA operational satellites for the Copernicus 
Programme. Copernicus is the continuity of the Global Monitoring for Environment and 
Security (GMES) Programme, which is launched to provide data, information, services, and 
knowledge that support Europe’s goals regarding sustainable development and global gover-
nance of the environment. Copernicus is a European system for monitoring the Earth. It con-
sists of a complex set of systems, which collect data from multiple sources: EO satellites and 
in-situ sensors and provides up-to-date information through a set of services related to envi-
ronmental and security issues. The five Sentinel missions are based on constellations of two 
satellites to fulfill revisit and coverage requirements, providing robust datasets for Copernicus.

Figure 3. Relationship between objects under consideration and spatial resolution in urban sites: (a) pixels significantly 
larger than objects, (b) pixel and objects sizes are of the same order, and (c) pixels are significantly smaller than object.
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The Sentinel-2 mission provides continuity to services relying on multispectral high-spatial-
resolution optical observations (like Landsat and SPOT satellites): it carries a Multispectral 
Instrument (MSI) covering the electromagnetic spectrum from the visible to the shortwave 
infrared with a pixel resolution from 10 to 60 m. Two satellites in orbit will provide data at 
a 5 days interval at the equator. Sentinel-2 combines a large swath, frequent revisit, and sys-
tematic acquisition of all land surfaces at high-spatial resolution and with a large number of 
spectral bands [17]. The pair of Sentinel-2 satellites routinely delivers high-resolution optical 
images globally, providing enhanced continuity of SPOT and Landsat type data.

Sentinel-3 mission represents the continuity of the ENVISAT sensors, i.e., MERIS (MEdium 
Resolution Imaging Spectrometer) and Advanced Along Track Scanning Radiometer 
(AATSR). In particular, the Sea and Land Surface Temperature Radiometer (SLSTR) will pro-
vide TIR data at 1 km resolution with daily revisit at the equator [18]. Among the Sentinel-3 
mission objectives is to monitor the land surface temperature with high-end accuracy and 
reliability in support of climate monitoring.

3. Application for surface cover and land surface temperature

This chapter examines the exploitation of EO data for monitoring the urban climate, with 
particular focus on satellite data. The mapping of the urban surface and its characteristics, 
using spectral unmixing is examined in the first part. A method adjusted for urban studies is 
proposed which accounts for the non-linear mixture of spectral radiances in the urban can-
yon. The second part focuses on thermal EO data. To capture the intra-urban variations of 
temperature, EO data of high spatial and temporal resolution are necessary, but no current of 
forthcoming satellite provides them. Moreover, only one from the series of Sentinel satellites 
carries a thermal sensor of low spatial resolution. To overcome the limitations of the resolu-
tion trade-off, a synergistic methodology between high resolution optical and low resolution 
thermal satellite measurements with ultimate goal daily local-scale land surface temperature 
estimates.

3.1. Test area and data

The test area is in the city of Heraklion, Greece, and it covers an area of about 90 km2. It is a 
typical Mediterranean city, characterized by mixed land-use patterns that include residential, 
commercial and industrial areas, transportation networks and rural areas. Figure 4 shows 
the Urban Atlas land use map of Heraklion [19]. Apart from the Heraklion city core, the rest 
of the study area is featuring mixed urban and agricultural land cover pattern, mainly olive 
trees and vineyards.

Fourteen cloud-free Landsat 8 Surface Reflectance Climate Data Record (CDR) covering the 
test area corresponding to 1 year (April 1, 2013–April 30, 2014) were used in this study. The 
Landsat 8 CDR is a higher level data product of surface reflectance information for six bands, 
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generated from Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) dis-
tributed by the U.S. Geological Survey [20].

Daily MODIS Level 1B (MOD021) data from both Terra and Aqua satellites for a period 
between April 1, 2013 and April 30, 2013 were acquired. The daily MODIS water vapor prod-
uct (MOD05) was also used to provide ancillary atmospheric information on water vapor and 
cloud cover.

3.2. Urban surface cover mapping

The sub-pixel land cover information was estimated using spectral unmixing with a neural 
network, trained using endmember spectra collected from the image and synthetic spectra 
[21]. The methodology applied to produce the synthetic spectra and to estimate the surface 
cover fractions is briefly described below.

The urban surface is assumed to be composed of four land cover types: built-up surface, veg-
etation, non-urban bare surfaces, and water bodies. Using Landsat imagery, it is not easy to 
discriminate between different materials, but rather surface cover types, due to the medium 
spatial and low spectral resolution [22]. Thus, a redundant two-level hierarchy is assumed, as 
shown in Figure 5, including the four main surface cover types in the first level and a more 
detailed one in the second level, serving the endmembers collection.

Figure 4. Urban Atlas land use polygons of the test site, the city of Heraklion, Greece. 
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The Sentinel-2 mission provides continuity to services relying on multispectral high-spatial-
resolution optical observations (like Landsat and SPOT satellites): it carries a Multispectral 
Instrument (MSI) covering the electromagnetic spectrum from the visible to the shortwave 
infrared with a pixel resolution from 10 to 60 m. Two satellites in orbit will provide data at 
a 5 days interval at the equator. Sentinel-2 combines a large swath, frequent revisit, and sys-
tematic acquisition of all land surfaces at high-spatial resolution and with a large number of 
spectral bands [17]. The pair of Sentinel-2 satellites routinely delivers high-resolution optical 
images globally, providing enhanced continuity of SPOT and Landsat type data.

Sentinel-3 mission represents the continuity of the ENVISAT sensors, i.e., MERIS (MEdium 
Resolution Imaging Spectrometer) and Advanced Along Track Scanning Radiometer 
(AATSR). In particular, the Sea and Land Surface Temperature Radiometer (SLSTR) will pro-
vide TIR data at 1 km resolution with daily revisit at the equator [18]. Among the Sentinel-3 
mission objectives is to monitor the land surface temperature with high-end accuracy and 
reliability in support of climate monitoring.
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using spectral unmixing is examined in the first part. A method adjusted for urban studies is 
proposed which accounts for the non-linear mixture of spectral radiances in the urban can-
yon. The second part focuses on thermal EO data. To capture the intra-urban variations of 
temperature, EO data of high spatial and temporal resolution are necessary, but no current of 
forthcoming satellite provides them. Moreover, only one from the series of Sentinel satellites 
carries a thermal sensor of low spatial resolution. To overcome the limitations of the resolu-
tion trade-off, a synergistic methodology between high resolution optical and low resolution 
thermal satellite measurements with ultimate goal daily local-scale land surface temperature 
estimates.

3.1. Test area and data

The test area is in the city of Heraklion, Greece, and it covers an area of about 90 km2. It is a 
typical Mediterranean city, characterized by mixed land-use patterns that include residential, 
commercial and industrial areas, transportation networks and rural areas. Figure 4 shows 
the Urban Atlas land use map of Heraklion [19]. Apart from the Heraklion city core, the rest 
of the study area is featuring mixed urban and agricultural land cover pattern, mainly olive 
trees and vineyards.

Fourteen cloud-free Landsat 8 Surface Reflectance Climate Data Record (CDR) covering the 
test area corresponding to 1 year (April 1, 2013–April 30, 2014) were used in this study. The 
Landsat 8 CDR is a higher level data product of surface reflectance information for six bands, 
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generated from Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) dis-
tributed by the U.S. Geological Survey [20].

Daily MODIS Level 1B (MOD021) data from both Terra and Aqua satellites for a period 
between April 1, 2013 and April 30, 2013 were acquired. The daily MODIS water vapor prod-
uct (MOD05) was also used to provide ancillary atmospheric information on water vapor and 
cloud cover.

3.2. Urban surface cover mapping

The sub-pixel land cover information was estimated using spectral unmixing with a neural 
network, trained using endmember spectra collected from the image and synthetic spectra 
[21]. The methodology applied to produce the synthetic spectra and to estimate the surface 
cover fractions is briefly described below.

The urban surface is assumed to be composed of four land cover types: built-up surface, veg-
etation, non-urban bare surfaces, and water bodies. Using Landsat imagery, it is not easy to 
discriminate between different materials, but rather surface cover types, due to the medium 
spatial and low spectral resolution [22]. Thus, a redundant two-level hierarchy is assumed, as 
shown in Figure 5, including the four main surface cover types in the first level and a more 
detailed one in the second level, serving the endmembers collection.

Figure 4. Urban Atlas land use polygons of the test site, the city of Heraklion, Greece. 
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Endmembers are collected from the image corresponding to the second level of the hierarchy. 
This ensures a variety of different endmember spectra in the library, representing different 
surface cover types, rather than a single category. It has to be noted here that the endmem-
bers collected from medium resolution imagery do not correspond to material spectra, but 
rather spectra of large homogeneous surfaces. The spectral resolution of Landsat (30 m) is 
not enough to discriminate between types of the second level of hierarchy. The collected end-
members are then grouped to match the surface cover types of the first level.

The median value of each Landsat pixel surface reflectance for the total six images was esti-
mated. The reason for doing this was to create a single image corresponding to the whole 
year and to avoid extreme reflectance values. The thermal and panchromatic bands were not 
included in the analysis. The median reflectance product is an image covering 1 year (April 1, 
2013–April 30, 2014). This image is used for the collection of the endmember. The median is 
selected as a statistic to avoid extreme values, which might cause confusions in the network 
training and the unmixing process. A number of endmember spectra, corresponding to the 
cover types of Figure 5, is collected from the median reflectance product by visual inspection 
and using high resolution imagery from Google Earth as reference.

The endmember spectra are then used to produce synthetically mixed training data. These are 
generated using models corresponding to the first level of the classification scheme (Figure 5). 
Two- and three-endmemeber mixture models are considered, with repeated surface cover 
types allowed inside a model. Table 1 shows the models that are considered for the spectral 
unmixing. No water endmembers are considered in the models and the generation of syn-
thetic spectra, because water is generally dark and highly degenerate in terms of spectral 
mixture [15]. Both linear and non-linear mixture models are then considered for the genera-
tion of synthetic spectra.

The linear mixing model assumed is described by:

   ρ  i   =  ∑ 
j=1

  
M

     a  j   (i)  ∙  ρ  j  , ∀  a  j   (i)  ≥ 0 and  ∑ 
j=1

  
M

     a  j   = 1    (1)

Figure 5. The two-level hierarchical urban classification scheme used in this study.
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where   ρ  
i
    is the observed spectrum of pixel  i ,   ρ  

j
    is the representative spectrum of endmember  

j , and  M  is the number of endmembers in the mixture model. The abundance coefficients   a  
j
   

(i)   represent the areal fraction of the endmembers   ρ  
j
    in the pixel  i . The linear model assumes 

that the surface corresponding to a pixel is flat and uniformly irradiated. This simple 
model representing the spectrum   ρ  

i
    as a linear combination of the endmember spectra   ρ  

j
    is 

rather popular [23]. Using the endmember spectra for each cover type, for all the models 
in Table 1 and assuming combinations of different mixture levels   a  

j
   (i)  , mixed spectra   ρ  

i
    are 

produced.

Although many studies assume linear mixing effects, it has been known for some time that 
non-linear spectral mixing effects can be a crucial component in many real-world scenarios, 
including the urban scenes [24]. The buildings and the street canyons create a complicated 
3D structure in the cities at a meter scale, which induces multiple scattering of light between 
surfaces. Recently, a physics-based approach of a spectral mixture model suitable for urban 
scenes was presented and validated against simulated urban scenes using a quadratic mixing 
model [25]:

   ρ  i   =  ∑ 
j=1

  
M

     a  j   (i)  ∙  ρ  j   +  ∑ 
j=1

  
M

    ∑ 
l=j

  
M

     b  j,l   (i)  ∙  ρ  j    ρ  l    (2)

where the   ∑ 
j=1

  M     a  
j
   (i)  ∙  ρ  

j
    accounts for the linear mixing, while   ∑ 

j=1
  M    ∑ 

l=j
  M     b  

j,l
   (i)  ∙  ρ  

j
    ρ  

l
    accounts for the non-

linear interactions in the urban structure. The abundance coefficients   a  
j
   (i)   represent the areal 

fraction of the endmember   ρ  
j
    in the pixel  i  and the endmember spectra are used, for all the 

models in Table 1, with randomly generated   b  
j,l
   (i)   coefficients to produce synthetic spectra.

A three-layer feed-forward neural network with a sigmoid activation function was used in 
this study. The input layer has six neurons, one for each Landsat band and four output neu-
rons, one for each of the land cover types of the first level (Figure 5) and a hidden layer 
with 12 neurons. The number of hidden neurons is set to 12, because the network perfor-
mance would not improve much by adding more neurons. The network is trained using a 
Levenberg-Marquardt backpropagation algorithm and endmember and synthetic spectra 
from the developed spectral library. The network training data output is set to a combination 
of values in the interval [0,1], matching the coefficients   a  

j
   (i)   used during the spectral synthesis. 

Once trained, the network is then applied to estimate the surface cover fractions individually 
for the Landsat scenes.

Three endmember Two endmember

BU + VE + NB BU + BU

BU + BU + VE BU + VE

BU + BU + NB BU + NB

BU + BU + BU VE + NB

BU, Built-up; VE, Vegetation; NB, Non-urban bare.

Table 1. Mixture models assumed for spectral synthesis.
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Endmembers are collected from the image corresponding to the second level of the hierarchy. 
This ensures a variety of different endmember spectra in the library, representing different 
surface cover types, rather than a single category. It has to be noted here that the endmem-
bers collected from medium resolution imagery do not correspond to material spectra, but 
rather spectra of large homogeneous surfaces. The spectral resolution of Landsat (30 m) is 
not enough to discriminate between types of the second level of hierarchy. The collected end-
members are then grouped to match the surface cover types of the first level.

The median value of each Landsat pixel surface reflectance for the total six images was esti-
mated. The reason for doing this was to create a single image corresponding to the whole 
year and to avoid extreme reflectance values. The thermal and panchromatic bands were not 
included in the analysis. The median reflectance product is an image covering 1 year (April 1, 
2013–April 30, 2014). This image is used for the collection of the endmember. The median is 
selected as a statistic to avoid extreme values, which might cause confusions in the network 
training and the unmixing process. A number of endmember spectra, corresponding to the 
cover types of Figure 5, is collected from the median reflectance product by visual inspection 
and using high resolution imagery from Google Earth as reference.

The endmember spectra are then used to produce synthetically mixed training data. These are 
generated using models corresponding to the first level of the classification scheme (Figure 5). 
Two- and three-endmemeber mixture models are considered, with repeated surface cover 
types allowed inside a model. Table 1 shows the models that are considered for the spectral 
unmixing. No water endmembers are considered in the models and the generation of syn-
thetic spectra, because water is generally dark and highly degenerate in terms of spectral 
mixture [15]. Both linear and non-linear mixture models are then considered for the genera-
tion of synthetic spectra.

The linear mixing model assumed is described by:
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Figure 5. The two-level hierarchical urban classification scheme used in this study.
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where   ρ  
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    is the representative spectrum of endmember  

j , and  M  is the number of endmembers in the mixture model. The abundance coefficients   a  
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(i)   represent the areal fraction of the endmembers   ρ  
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    in the pixel  i . The linear model assumes 

that the surface corresponding to a pixel is flat and uniformly irradiated. This simple 
model representing the spectrum   ρ  

i
    as a linear combination of the endmember spectra   ρ  

j
    is 

rather popular [23]. Using the endmember spectra for each cover type, for all the models 
in Table 1 and assuming combinations of different mixture levels   a  
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   (i)  , mixed spectra   ρ  
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    are 

produced.

Although many studies assume linear mixing effects, it has been known for some time that 
non-linear spectral mixing effects can be a crucial component in many real-world scenarios, 
including the urban scenes [24]. The buildings and the street canyons create a complicated 
3D structure in the cities at a meter scale, which induces multiple scattering of light between 
surfaces. Recently, a physics-based approach of a spectral mixture model suitable for urban 
scenes was presented and validated against simulated urban scenes using a quadratic mixing 
model [25]:
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fraction of the endmember   ρ  
j
    in the pixel  i  and the endmember spectra are used, for all the 

models in Table 1, with randomly generated   b  
j,l
   (i)   coefficients to produce synthetic spectra.

A three-layer feed-forward neural network with a sigmoid activation function was used in 
this study. The input layer has six neurons, one for each Landsat band and four output neu-
rons, one for each of the land cover types of the first level (Figure 5) and a hidden layer 
with 12 neurons. The number of hidden neurons is set to 12, because the network perfor-
mance would not improve much by adding more neurons. The network is trained using a 
Levenberg-Marquardt backpropagation algorithm and endmember and synthetic spectra 
from the developed spectral library. The network training data output is set to a combination 
of values in the interval [0,1], matching the coefficients   a  

j
   (i)   used during the spectral synthesis. 

Once trained, the network is then applied to estimate the surface cover fractions individually 
for the Landsat scenes.

Three endmember Two endmember

BU + VE + NB BU + BU

BU + BU + VE BU + VE

BU + BU + NB BU + NB

BU + BU + BU VE + NB

BU, Built-up; VE, Vegetation; NB, Non-urban bare.

Table 1. Mixture models assumed for spectral synthesis.
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The developed spectral library contains 15 endmember spectra, 2 representing buildings/
roofs bright materials, 2 representing buildings/roofs dark materials, 3 transportation areas 
(roads, parking lots, and airport runways), 1 sport infrastructure, 3 green vegetation, 1 non-
photosynthetic vegetation, 2 bare soil, and 1 rocks. Synthetic spectra were generated from 
these endmembers using the two- and three-endmember models presented in Table 1. In 
the end, a set of 72,030 synthetic spectra were used to train the neural network. Randomly 
chosen 70% of the spectral library data were used for training, 15% for validation and 15% for 
testing the neural network. The topology of the network was determined to be 6-12-3 input-
hidden-output neurons and the Levenberg-Marquardt backpropagation algorithm was used 
to estimate the weights and bias values of the network. Derived estimates were then applied 
independently in the series of 14 Landsat images, and cover fraction images for the four land 
cover types assumed in this study were generated.

An example of the resulting surface cover fraction maps for May and August is shown in 
Figure 6. The general pattern shown in Figure 6 matches the Urban Atlas polygons (Figure 4). 
Moreover, the fraction image corresponding to May reveals more vegetation abundance than 
the one corresponding to August both in the outskirts as well as in the urban core.

3.3. Urban land surface temperature

Although LST is routinely derived by satellite TIR observations, currently there is no space-
borne sensor capable of providing frequent thermal imagery at spatial resolution needed 
in urban studies. Current and forthcoming TIR remote sensing is confronting the trade-off 
between spatial and temporal resolution. A synergistic method that unmixes the low-reso-
lution TIR measurements using high spatial information on the surface cover for estimat-
ing high spatial resolution LST is applied here [26]. The method is a multistep procedure 
described in detail along with its validation in Ref. [26]. For the method to be applied, infor-
mation on the surface cover fractions is necessary. Representative emissivity values are then 
assigned to each of the cover types in Figure 5, using information derived from the ASTER 
Spectral Library [27]. Samples from the library, which are representative for the study area, 
are selected and convolved with the sensor’s spectral response function and the emissivity    ε  

k
      (H)    

for each pixel high resolution   (H)   pixel  i  is estimated by:

    ε  k      
(H)   =  ∑ 

i=1
  

n
     ε  i   ∙   a  ik      

(H)    (3)

where  n  is the number of surface cover types,   ε  
i
    is the representative emissivity value for the 

surface cover type  i , and    a  
ik
      (H)    are the estimated fractions of surface cover types.

Spatial-spectral unmixing is then used to enhance the spatial resolution of the low resolution 
thermal bands. The contribution of the land cover components is estimated for each thermal 
pixel  k , by summing the estimated fractions    a   j  

i
        
(H)   :
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where  P  is the number of high resolution pixels (  j ∈ P ) corresponding to each low resolution 
one ( k ). Each low resolution pixel is then unmixed, using the contextual information of the 
neighboring pixels in a window ( a  window of size  w ):

     S    (L)   
⏟

   
w×1

    =    A    (L)   
⏟

   
w×n

    ∙     E 
⏟

    
n×1

   + er  (5)

where   S    (L)    is a vector of the thermal radiances of the pixels in the window,   A    (L)    is a matrix of the 
contributions of surface types to those pixels, and  E  is the thermal radiances under consider-
ation. A regularization term is also used to prevent large deviations in optimization:

Figure 6. Pseudo color composition of the derived fraction images for the May 13, 2013 (a) and August 22, 2013 (b). 
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The developed spectral library contains 15 endmember spectra, 2 representing buildings/
roofs bright materials, 2 representing buildings/roofs dark materials, 3 transportation areas 
(roads, parking lots, and airport runways), 1 sport infrastructure, 3 green vegetation, 1 non-
photosynthetic vegetation, 2 bare soil, and 1 rocks. Synthetic spectra were generated from 
these endmembers using the two- and three-endmember models presented in Table 1. In 
the end, a set of 72,030 synthetic spectra were used to train the neural network. Randomly 
chosen 70% of the spectral library data were used for training, 15% for validation and 15% for 
testing the neural network. The topology of the network was determined to be 6-12-3 input-
hidden-output neurons and the Levenberg-Marquardt backpropagation algorithm was used 
to estimate the weights and bias values of the network. Derived estimates were then applied 
independently in the series of 14 Landsat images, and cover fraction images for the four land 
cover types assumed in this study were generated.

An example of the resulting surface cover fraction maps for May and August is shown in 
Figure 6. The general pattern shown in Figure 6 matches the Urban Atlas polygons (Figure 4). 
Moreover, the fraction image corresponding to May reveals more vegetation abundance than 
the one corresponding to August both in the outskirts as well as in the urban core.

3.3. Urban land surface temperature

Although LST is routinely derived by satellite TIR observations, currently there is no space-
borne sensor capable of providing frequent thermal imagery at spatial resolution needed 
in urban studies. Current and forthcoming TIR remote sensing is confronting the trade-off 
between spatial and temporal resolution. A synergistic method that unmixes the low-reso-
lution TIR measurements using high spatial information on the surface cover for estimat-
ing high spatial resolution LST is applied here [26]. The method is a multistep procedure 
described in detail along with its validation in Ref. [26]. For the method to be applied, infor-
mation on the surface cover fractions is necessary. Representative emissivity values are then 
assigned to each of the cover types in Figure 5, using information derived from the ASTER 
Spectral Library [27]. Samples from the library, which are representative for the study area, 
are selected and convolved with the sensor’s spectral response function and the emissivity    ε  
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      (H)    are the estimated fractions of surface cover types.

Spatial-spectral unmixing is then used to enhance the spatial resolution of the low resolution 
thermal bands. The contribution of the land cover components is estimated for each thermal 
pixel  k , by summing the estimated fractions    a   j  
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where  P  is the number of high resolution pixels (  j ∈ P ) corresponding to each low resolution 
one ( k ). Each low resolution pixel is then unmixed, using the contextual information of the 
neighboring pixels in a window ( a  window of size  w ):
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where   S    (L)    is a vector of the thermal radiances of the pixels in the window,   A    (L)    is a matrix of the 
contributions of surface types to those pixels, and  E  is the thermal radiances under consider-
ation. A regularization term is also used to prevent large deviations in optimization:

Figure 6. Pseudo color composition of the derived fraction images for the May 13, 2013 (a) and August 22, 2013 (b). 
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Figure 7. An example of downscaled LST (K) for the August 30, 2013 (a). The ASTER (b) and MODIS (c) LST products 
corresponding to the same date are also presented for comparison.

   min  E      ‖ S    (L)   −  A    (L)   ∙ E + b    w   2  ___ n   (E − S  ′    (L)  ) ‖   2  
2
   (6)

where     ̄  S′      (L)    are predefined spectra corresponding to surface cover types and  b  is a regulariza-
tion parameter to ensure small spectral variations. The high spatial resolution thermal band is 
then constructed by applying Eq. (5) for high resolution   (H)  .
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Given high resolution brightness temperature products for two thermal bands (  T  
i
   ,   T  

j
   ) and the 

respective emissivity products (  ε  
i
   ,   ε  

j
   ), LST is derived in high spatial resolution using a split-

window algorithm [28]:
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where  WV  is the atmospheric water vapor content,  ε =  ( ε  i   +  ε  
j
  )  / 2 ,  𝛥𝛥𝛥𝛥 =  ε  

i
   −  ε  

j
   , and   c  

0
   -  c  

6
    are the split-

window coefficients determined from the algorithm calibration.

The LST downscaling method was applied to the series of daily MODIS and a time series of 
daily high resolution LST (90 m) was derived for the case study. Figure 7 shows an example 
of the methodology application for a cloud-free day (30 August, 2013) for which the ASTER 
LST product was also available. Figure 7a shows the high resolution LST, derived using the 
above-described downscaling procedure. The ASTER (Figure 7b) and MODIS (Figure 7c) LST 
products corresponding to the same date are also presented for comparison. The general tem-
perature pattern of the downscaled LST product is similar to the ASTER LST product. The 
level of detail that appears in the downscaled product (Figure 7a) compared to the ASTER 
LST product (Figure 7b) is because the downscaled product is of 30 m spatial resolution 
(matching the Landsat-derived surface cover fractions), while the ASTER LST product is of 
90 m spatial resolution.

4. Discussion

Medium spatial resolution satellite data have been used in the past with spectral unmix-
ing methods for mapping the urban surface cover [15]. This chapter demonstrated the use 
of image endmember and synthetic spectra to estimate sub-pixel information on the urban 
surface cover. The proposed methodology is fast in terms of computational time and afford-
able to implement and apply for urban studies. It is also easy to reproduce for other cities, 
if the relevant data are available. It is, thus, suitable for monitoring the surface cover and it 
can be used for change detection and time series analysis. The products are useful for vari-
ous studies, related to surface cover properties, urban climate, urban climatology, and urban 
expansion.

An example use of this detailed urban surface cover information is the LST downscaling 
method. The method described and applied in this chapter is highly dependent on accurate 
surface cover information. It has been demonstrated than the uncertainty in the downscaled 
LST estimation is closely linked to the uncertainty related to the surface cover fractions [29]. 
The methodology for mapping the urban surface cover is applicable to Sentinel-2 imagery. 
The enhanced spatial and spectral resolution of Sentinel-2 compared to Landsat is expected 
to advance the method. The optical bands of Sentinel-2 are similar to the ones of Landsat 
8, but the enhanced spatial resolution of 10 m provides better insights on the underlying 
objects. Further advances may include analysis of the 10 m bands for identifying pure spectra 
to be used as endmembers for spectral unmixing techniques. Moreover, the additional bands 
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Figure 7. An example of downscaled LST (K) for the August 30, 2013 (a). The ASTER (b) and MODIS (c) LST products 
corresponding to the same date are also presented for comparison.

   min  E      ‖ S    (L)   −  A    (L)   ∙ E + b    w   2  ___ n   (E − S  ′    (L)  ) ‖   2  
2
   (6)

where     ̄  S′      (L)    are predefined spectra corresponding to surface cover types and  b  is a regulariza-
tion parameter to ensure small spectral variations. The high spatial resolution thermal band is 
then constructed by applying Eq. (5) for high resolution   (H)  .
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Given high resolution brightness temperature products for two thermal bands (  T  
i
   ,   T  

j
   ) and the 

respective emissivity products (  ε  
i
   ,   ε  

j
   ), LST is derived in high spatial resolution using a split-

window algorithm [28]:
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   −  ε  
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0
   -  c  

6
    are the split-

window coefficients determined from the algorithm calibration.

The LST downscaling method was applied to the series of daily MODIS and a time series of 
daily high resolution LST (90 m) was derived for the case study. Figure 7 shows an example 
of the methodology application for a cloud-free day (30 August, 2013) for which the ASTER 
LST product was also available. Figure 7a shows the high resolution LST, derived using the 
above-described downscaling procedure. The ASTER (Figure 7b) and MODIS (Figure 7c) LST 
products corresponding to the same date are also presented for comparison. The general tem-
perature pattern of the downscaled LST product is similar to the ASTER LST product. The 
level of detail that appears in the downscaled product (Figure 7a) compared to the ASTER 
LST product (Figure 7b) is because the downscaled product is of 30 m spatial resolution 
(matching the Landsat-derived surface cover fractions), while the ASTER LST product is of 
90 m spatial resolution.

4. Discussion

Medium spatial resolution satellite data have been used in the past with spectral unmix-
ing methods for mapping the urban surface cover [15]. This chapter demonstrated the use 
of image endmember and synthetic spectra to estimate sub-pixel information on the urban 
surface cover. The proposed methodology is fast in terms of computational time and afford-
able to implement and apply for urban studies. It is also easy to reproduce for other cities, 
if the relevant data are available. It is, thus, suitable for monitoring the surface cover and it 
can be used for change detection and time series analysis. The products are useful for vari-
ous studies, related to surface cover properties, urban climate, urban climatology, and urban 
expansion.

An example use of this detailed urban surface cover information is the LST downscaling 
method. The method described and applied in this chapter is highly dependent on accurate 
surface cover information. It has been demonstrated than the uncertainty in the downscaled 
LST estimation is closely linked to the uncertainty related to the surface cover fractions [29]. 
The methodology for mapping the urban surface cover is applicable to Sentinel-2 imagery. 
The enhanced spatial and spectral resolution of Sentinel-2 compared to Landsat is expected 
to advance the method. The optical bands of Sentinel-2 are similar to the ones of Landsat 
8, but the enhanced spatial resolution of 10 m provides better insights on the underlying 
objects. Further advances may include analysis of the 10 m bands for identifying pure spectra 
to be used as endmembers for spectral unmixing techniques. Moreover, the additional bands 
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in the near-infrared compared to Landsat, for example, provide more spectral  information 
necessary for unmixing techniques. Although these bands are designed for detecting and dis-
criminating between different vegetation types, and their main advantage lies in this kind of 
applications, they can be proven useful for differentiating between urban materials as well. 
Further analysis is, though, needed to come to conclusions on using the red-edge bands for 
urban monitoring. Finally, Sentinel-2A and Sentinel-2B will provide frequent acquisitions 
with a revisit of 5 days in the equator and, in combination with the large swath of 290 km, 
the potential of updating the surface cover information is significantly increased. Thus, the 
increased temporal resolution substantiates the urban surface cover monitoring even in areas 
with persistent cloud cover.

The application of the downscaling method described in this chapter was demonstrated 
through an example using MODIS thermal data. With the use of the Sentinel-2 imagery, 
the surface cover characterization is expected to be improved significantly as discussed 
earlier. Moreover, the OLCI spectral bands measuring in VNIR share some common bands 
with Sentinel-2 MSI and this may allow further exploitation for updating the surface cover. 
Since, the Sentinels are developed for synergies [30], algorithms that exploit the common 
bands of OLCI and MSI may increase the accuracy of surface characterization and emissivity 
estimation.

5. Conclusions

The urban surface cover and the urban LST are essential to map and monitor in urban climate 
studies. This chapter demonstrates the use of satellite Earth observation geo-spatial data to 
assist the study of urban climate. The methods proposed here can be easily adapted to the 
Sentinels, which will have high revisit rate, and thus to provide high spatial and temporal 
resolution LST products for urban areas. Approaches like the ones described in this chapter 
can become operational once adapted to Sentinels, since their long-term operation plan guar-
antees the future supply of satellite observations. Thus, the described methods may support 
planning activities related to climate change mitigation and adaptation in cities, as well as 
routine urban planning activities. It is therefore expected to advance the current knowledge 
of the impacts of the intra-urban LST variability on urban energy budget and hence on both 
urban heat island and energy consumption in cities.
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Abstract

Pre-earthquake anomaly detection and assessment was performed in the present study 
through lineament changes observation by using multitemporal Landsat 8 OLI satellite 
imageries. These data found convincing results to identify relevant anomalous variations 
prior to the two recent earthquakes, that is, Gorkha of Nepal 7.8 Mw (major) (25 April 
2015) and Imphal of Manipur (eastern India) 6.7 Mw (strong) (4 January 2016) compared 
with normal behavior in the absence of earthquake. Epicenter-based single tile of five 
multitemporal Landsat 8 OLI data was considered for each case, where one image was 
considered to show the normal behavior of lineament (in the absence of earthquake) and 
three for anomalous behavior prior to earthquake (in the presence of earthquake), and 
the rest one used to represent post-earthquake behavior (in the absence of earthquake), 
respectively. The derived lineament data were used further in different forms to observe 
pre-earthquake anomalies. The research results witnessed major changes of lineaments 
and observed anomalies prior to the two impending earthquakes while it was observed 
normal behavior in the absence of earthquake event. The results obtained using the 
automated and geo-integrated techniques help us to detect earthquake in advance prior 
to its strike could be used an alternative method in worldwide for future earthquake 
monitoring.

Keywords: pre-earthquake anomaly, lineament change, multitemporal, Landsat 8 OLI, 
Gorkha, Imphal
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Abstract

Pre-earthquake anomaly detection and assessment was performed in the present study 
through lineament changes observation by using multitemporal Landsat 8 OLI satellite 
imageries. These data found convincing results to identify relevant anomalous variations 
prior to the two recent earthquakes, that is, Gorkha of Nepal 7.8 Mw (major) (25 April 
2015) and Imphal of Manipur (eastern India) 6.7 Mw (strong) (4 January 2016) compared 
with normal behavior in the absence of earthquake. Epicenter-based single tile of five 
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considered to show the normal behavior of lineament (in the absence of earthquake) and 
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1. Introduction

In the modern geoscientific time frame, remote-sensing and GIS techniques have been tremen-
dously used for obtaining reliable information from satellite imageries at macro- to microscale 
investigations. Studies of linear geologic features (lineaments) from macro- to microlevel have 
been increasing rapidly. Lineament extraction from satellite imagery either by visual or automatic 
interpretation has been a long interest of geologists, where the character and extent of these fea-
tures have been realized and lineament analysis of remotely sensed data using automatic extrac-
tion, is a valuable source of information for studying the structural settings of an area. The term 
“Lineament” has been widely used in the field of geology, and literally, it expresses by different 
scientists through their research work in different ways. The term lineament was first described 
as significant line of landscape within the basement rocks [1]. The lineament defines as linear 
features in a landscape identified on satellite images and aerial photographs, most likely have 
a geological origin. Generally, lineaments are underlying by structural zone, fractured zone, a 
series of fault or fold aligned hills zone of localized weathering and zone of increased perme-
ability, porosity, seismicity, landslide formation [2], active erosion, and karst development [3].

Lineament extraction and analysis have been studied by different distinguished scientists [4–11]. 
Besides these, lineament analysis has been used extensively for geologic interpretation, particu-
larly from the 1930s with the advent of photogeology [12]; because satellite data provide quick 
and useful baseline information on the parameters controlling the occurrence and movement of 
groundwater like geology, lithology/structural, geomorphology, soils, land use/land cover, and 
lineaments. With the advancement of remote sensing techniques, identifications of lineaments for 
earthquake have become a rapid and cost-effective procedure. One of the main features of geo-
logical interpretation of satellite imagery has been the recognition of lineaments varying in length 
from a few kilometers to hundreds of kilometers [13]. The lineament is a mappable linear or cur-
vilinear feature of a surface whose parts align in a straight or slightly curving relationship [14], 
which differs from the pattern of adjacent features and reflects some subsurface phenomena [15].

Moreover, lineament mapping and analyses have been gaining popularity with the increasing 
availability of satellite images [16]. Since satellite images are obtained from varying wave-
length intervals of the electromagnetic spectrum, they are considered to be a better tool to 
discriminate the lineaments and to produce better information rather than conventional aerial 
photographs. Recently, two earthquakes were badly hit in the geologically complex regions, 
that is, Gorkha region of Nepal (7.8 Mw) on 25 April 2015 and Imphal region of Manipur, 
Eastern India (6.7 Mw) on 4 January 2016, respectively. By observing the severity of the two 
earthquakes, these two study areas have been considered for our present research.

The main objective of this study is to extract lineament features through automatic approaches 
by using Landsat 8 Satellite imageries, which further used to calculate lineament length and 
directional change measurement through rose diagram and to know the pre-earthquake anom-
aly through lineament changes observation in the presence and the absence of an earthquake. 
Therefore, vector overlay technique was performed on lineament temporal data considered 
for the two impending earthquakes (major and strong). The earthquake occurrence signals 
were noticed in individual case by interpreting five satellite scenes of Landsat 8 OLI sensors.

Multi-purposeful Application of Geospatial Data150

2. Materials and methods

2.1. Study area

The study area for each case covers 370 km2 in size of each single satellite scene. The first 
study case is Nepal, which lies toward the southern limit of the diffuse collisional boundary 
where the Indian plates under thrusts the Eurasian plate, occupying the central sector of the 
Himalayan arc [17]. In Gorkha of Nepal case, the northern part of the satellite scene is covered 
by parts of China. Gorkha earthquake in Nepal (7.8 Mw) is a shallow earthquake occurred on 
25 April 2015 (epicenter position: 28.147° N and 84.708° E) at a depth of 15 km created massive 
destruction. This earthquake was caused by a sudden thrust or release of built up stress along 
the major fault line [18].

On the other hand, the second case study is Imphal earthquake (6.7 Mw), which occurred in 
northeast regions of India in the state of Manipur. This earthquake was struck on 4 January 2016 
at a depth of approximate 55.0 km (measured by United States Geological Survey, USGS) and 
about 15 km west of the fault coinciding with the edge of the Imphal valley. The epicenter (posi-
tion: 24.804° N and 93.651° E) was in Manipur’s Tamenglong district, and bordering area with 
Myanmar is in the right section of that corresponding image. According to Gahalaut V.K., and 
Kundu B., this earthquake was occurred on steep plane due to typical intraslab type movement 
within Indian plate, which predominantly moves toward north, and developed crack which 
was N-S oriented along with oblique motion (1–2 cm), and it was observed during field visit 
[19]. The regional plate boundary in eastern India-the Indo-Burmese Arc is oriented approxi-
mately in south-southwest-north-northeast direction (see [20]). The location of study areas is 
shown in Figure 1.

Figure 1. Location of study area.
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2.2. Data

Datasets utilized for the present study included Landsat 8 Operational Land Imager Images. 
The details of data sources of Landsat 8 OLI imageries for both regions are shown in Figure 2: 
2A and 2B, respectively, which were acquired from USGS Landsat archives (OLI, http://earth-
explorer.usgs.gov/) path: 142, row: 40 for case 1, considering snow and partial cloud cover-
ages and path: 135, row: 35 for case 2, considering partial cloud coverage.

The data product considered for the present research has a 30-m spatial resolution based on 
different days’ interval prior to earthquake occurrence, the absence of earthquake and after 
the earthquake event. Detailed descriptions regarding the datasets used for this research are 
shown in Table 1.

These satellite images are a digital representation of the Earth’s surface for the identification of 
lineament and its corresponding directional change that may represent the surface expression 
of geological structures [21, 22]. The digital image processing, thematic mapping of lineament, 
overlay operation and directions of lineament were obtained using the ENVI 5.3, PCI Geomatica 
9.1, ArcGIS 10.5, and Rock Works 16 software, respectively. To investigate the normal behavior 
of lineament in the absence of earthquake, it has been found suitable imagery of 31 January 2015 
only for case 1 (85 days before earthquake strike). From 31 January 2015 to 20 March 2015, all 
the available imageries suffer with extensive cloud; thus, they were neglected. Meanwhile, in 
case 2, from 19 March to 30 November 2015, three earthquakes (low category: 4.1–4.3 Mw) were 
struck in the study area, and most of the available imageries also suffer with cloud; thus, those 

Figure 2. The details of data sources of Landsat 8 OLI imageries for two study areas: (A) Nepal and part of China shown 
in different time series Landsat 8 OLI data (FLAASH atmospheric corrected image): (a) 31 January 2015 (absence of 
EQ); (b) 20 March 2015 (presence of EQ); (c) 5 April 2015 (presence of EQ); (d) 21 April 2015 (presence of EQ); and (e) 
7 May 2015 (post EQ); (B) Manipur and part of Myanmar shown in different time series Landsat 8 OLI data (FLAASH 
atmospheric corrected image): (a) 19 March 2015 (absence of EQ); (b) 30 November 2015 (presence of EQ); (c) 16 December 
2015 (presence of EQ); (d) 1 January 2016 (presence of EQ), and (e) 17 January 2016 (post EQ).
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imageries automatically neglected like case 1. Therefore, looking forward, it has been found that 
suitable imagery of 292 days before earthquake strike contains very less percentage of cloud.

From the visual observation of datasets, it has been confirmed that all considered Landsat 8 OLI 
images used for the automatic lineament feature extractions were partially covered by snow 
and cloud in case 1 and only by cloud in case 2, which did not affect too much of the lineament 
data volume. The present test has been conducted based only on satellite data without giving 
any importance of ground validation data. Traditional research application always required field 
surveys with ground validation data to match properly with satellite data. However, in this test, 
it has been used popular traditional technique of automatic line algorithm of PCI Geomatica for 
lineament data extraction, which clearly highlights the lineament changes in the study areas. 
The automatic LINE algorithm technique generates sufficient number of lineament data over 
the two study regions, which were used to know the pre-earthquake anomaly detection and 
assessment by considering multi-dates Landsat 8 OLI imageries. Though, very limited errors 
have been observed in extracted lineament data which is further checked by overlaying the 
highways, railroads, etc. These identified errors were checked with available vector shapefiles of 
those regions, thus finally neglected and removed from extracted lineament database. The pres-
ent results which have derived automatically from satellite imageries clearly defined lineament 
datasets and do not need further validation, as the technique was commonly used by numerous 
researches. However, if validation required, the extracted data can be verified with superposition 
of layers with geological map of the specific areas. These are the scientific achievements of space 
technology application over the traditional surveys, as each satellite scene covered in large area 
in a single acquisition time, where ground surveys need longer period of time and sometimes not 
possible due to high rugged terrain or any other natural obstacles present in the Earth’s surface.

Satellite sensors Date of image acquisition Days interval Path/row Resolution (m)

Gorkha of Nepal (case 1): category: major

Landsat 8 OLI 31 January 2015 (absence of EQ) 85 days (before) 142/40 30

Landsat 8 OLI 20 March 2015 (presence of EQ) 36 days (before) 142/40 30

Landsat 8 OLI 5 April 2015 (presence of EQ) 20 days (before) 142/40 30

Landsat 8 OLI 21 April 2015 (presence of EQ) 4 days (before) 142/40 30

Landsat 8 OLI 7 May 2015 (post-EQ) 12 days (after) 142/40 30

Imphal of Manipur (case-2): category: strong

Landsat 8 OLI 19 March 2015 (absence of EQ) 292 days (before) 135/43 30

Landsat 8 OLI 30 Nov 2015 (presence of EQ) 36 days (before) 135/43 30

Landsat 8 OLI 16 Dec 2015 (presence of EQ) 20 days (before) 135/43 30

Landsat 8 OLI 1 Jan 2016 (presence of EQ) 4 days (before) 135/43 30

Landsat 8 OLI 17 Jan 2016 (post-EQ) 13 days (after) 135/43 30

Brackets terminology in the 1st column OLI refer Operation Land Imager and 2nd column EQ refer Earthquake. Source: 
USGS-Earth explorer Landsat 8 Archive.

Table 1. Details of data used in this research.
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2.3. Methodology

Satellite images (multispectral or digital elevation models) and aerial photography are 
broadly used to extract lineaments for different purposes, like defining geological structures 
and tectonics fabrics. Each image consists of 11 spectral bands and scene size is 185 km north-
south by 185 km east-west, which enables the delineation of the geological lineaments in the 
study area. In this experiment, automatic extraction of geologic lineament performed through 
different steps including from raw satellite imagery pre-processing like DN value conversion 
into radiance, radiance to reflectance and later atmospheric correction using the FLAASH 
(Fast Line-of-sight Atmospheric Analysis of Hypercubes) module. Thereafter, enhancement-
linear 5% stretch performed over R, G, B (5, 4, 2) band combinations respectively to get the 
better visualization image and at the end of this stage, all images were assigned to WGS 1984 
datum with projection parameter of UTM zone 45 N (case 1) and 46 N (case 2), respectively.

In the next stage, principal component analysis (PCA) was performed on each atmospheric 
corrected image and each PC-1 image was created by considering best band selection, based 
on Eigen number and Eigen value, thus finally help to enhance image discontinuties corre-
sponding to structural lineaments. For the present research, at initial stage, we have devel-
oped the theoretical model (Figure 3) to demonstrate whether the results are coherent with 
the theoretical model based on the different output of images.

Lineament distribution maps of Nepal and Manipur were prepared from Landsat 8 OLI satel-
lite imageries by using four different remote sensing and GIS software’s integration, where 
one software output was used by other to obtain the final lineament results. The OLI spectral 
band in gray scale was used to extract lineament. Out of five images of each case, one image 
used to observe the normal behavior in the absence of earthquake event, three images for 
“anomaly” observation (pre-earthquake stage), whereas another single image was used for 
after earthquake lineament change observation of Nepal and Manipur earthquake, respec-
tively. Before the methodological description breakdown, the overall workflow of the present 
research is shown in Figure 4.

Figure 3. Theoretical model developed for the present research.
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2.3.1. Lineament extraction, line splitting, and length analysis method

There are two common methods for the extraction of lineaments from satellite images: visual 
extraction and automatic extraction. Most popular traditional methods based on edge filtering 
techniques, that is, Sobel, PCA, ICA, MNF, band rationing, RGB band combinations with high 
contrast, different stretch and directional filters are used worldwide for lineament extraction. 
In this research, PCA is considered, and the most widely used software is deployed for the 
automatic lineament extraction with the most common popular traditional method, that is, 
LINE algorithm of PCI Geomatica 9.1 v software [23], which consists of three stages [24] has 
accentuated and facilitated the detection of lineament in the satellite images. Various com-
puter-aided methods such as edge detection, thresholding, and curve extraction steps [25] 
were carried out over derived principal component analysis (PCA) image (i.e., PC1) of the 
study area under default parameter windows, where user defined modification of values can 
be done using this software. For processing and extraction of lineaments, the following algo-
rithm parameters and its corresponding values were used such as RADI-Radius of the filter 
in pixels (10), GTHR-Threshold for edge gradient (50), LTHR-Threshold for Curve length, in 

Figure 4. Flowchart of methodology used in this research.
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were carried out over derived principal component analysis (PCA) image (i.e., PC1) of the 
study area under default parameter windows, where user defined modification of values can 
be done using this software. For processing and extraction of lineaments, the following algo-
rithm parameters and its corresponding values were used such as RADI-Radius of the filter 
in pixels (10), GTHR-Threshold for edge gradient (50), LTHR-Threshold for Curve length, in 

Figure 4. Flowchart of methodology used in this research.
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pixels (30), FTHR-Threshold for Line fitting error in pixels (3), ATHR-Threshold for Angular 
difference in degrees (30), and DTHR-Threshold for linking distance in pixels (20).

In the first stage, RADI parameter (filter radius) specifies the size of the Gaussian kernel used 
as a filter during edge detection. The edge strength image was threshold to obtain a binary 
image. Therefore, the choice of RADI value depends on the condition, like as, the greater the 
value, the less noise and detail appear in the edge detection image. In the second stage, this 
image was defined by the GTHR parameter (edge gradient threshold) value after testing with 
different values, and the suitable one was considered. In the third stage, curves are extracted 
from binary edge image, which have several substeps. First, a thinning algorithm was applied 
to the binary edge image to generate pixel-wise skeleton curves, then sequence of pixels for 
each curve was extracted from that corresponding image. Any curve with the number of pix-
els less than parameter value LTHR was discarded automatically from further processing. 
Thereafter, extracted pixel curve was converted to vector form by fitting piece wise line seg-
ments to it. The resulting polyline was an approximation to the original pixel curve where 
the maximum fitting error distance between the two was specified by the FTHR parameter. 
Finally, the algorithm links pairs of polylines, which satisfy the last two parameters, where 
the angle between the two segments was less than the parameter ATHR and the distance 
between end points was less than the parameter DTHR. The lineament extraction algorithm 
takes these problems into account to extract linear features from the corresponding image.

The main geometric characteristics of a single linear line are orientation and length (continuity) 
and in case of curved line, curvature [26]. For line split generation, ArcGIS 10.5 Model builder 
was used to automate GIS processes by linking data input, tools/functions, and data output, 
which saved into shapefile format. These lineament features extracted as a compound line, 
which splitted into a single line at their vertices and recorded the polylines in a vector layer.

Thereafter, lineament line length analysis was performed using the ArcGIS 10.5 software 
through conversion of meters into kilometer unit. The most important factor was that the lin-
eaments in an automated one were shorter in length, so that a few of them could be combined 
to form one long lineament. In this stage, we are getting lineament length of all the attribute 
values based on the derived products of lineaments of the two study areas.

2.3.2. Lineament fluctuations change observation method

To observe the lineament fluctuation change over the two study areas, satellite image-derived 
vector output, that is, lineaments were considered to perform overlay technique on each tem-
poral data, helps to prepare corresponding lineament fluctuations maps. However, the crite-
ria have the following conditions, if fluctuations of lineament persist over the study areas in 
the presence of earthquake, those are considered as “anomaly.” These anomalous changes of 
lineament data represent fluctuations over the two study areas in three different phases, that 
is, initial, middle, and strong phase. On the other hand, if lineament observed less in number 
along with other statistical information in the absence of earthquake event, it is considered 
as normal behavior and categorized as “no anomaly” and finally, to know lineament situa-
tion after the earthquake, it is indicated as post-earthquake phase. However, the lineament 
increases or decreases at this phase does not matter, and this has been done only for comparison. 
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For overlay change detection, day wise comparison of temporal lineament data has been per-
formed, which ultimately help to monitor the lineament changes of the study areas.

2.3.3. Lineament direction analysis method

The processing of the orientation of lineaments simply produces a directional diagram, which 
shows the distribution of lineament features. For lineament direction trend analysis, previously 
saved lineament data as dxf format was used in the RockWorks 16v software environment, 
where lineament computation was performed to measure bearing (unidirectional: 0–360°), 
length (m), line start and ending values, respectively, ultimately helps to create rose diagram. 
The directional diagram that depicts the orientation of the linear features finally saved it in the 
required format as a tiff file. Later, following the same process, remaining rose diagrams were 
prepared for the two study areas to figure out the directional change of lineaments based on 
three different stages (i.e., in the absence, presence, and after earthquake event, respectively).

2.3.4. Statistical analysis method

The statistical approach of the geometric parameters (number of lineaments and lengths vari-
ation) of lineaments is required to describe the structure of a region. The length parameters 
(i.e., total number of lineament, minimum, maximum, mean, total sum, and standard deviation) 
are generated based on all attributes of corresponding temporal lineament data of the two 
impending earthquakes in the absence and the presence of earthquake event. As, the linea-
ment data variations observed in different places, the total number of lineament and length 
variations, that is, mean and standard deviation values were considered for anomalies identi-
fication of the study areas, which also further compare with post-earthquake data.

For statistical comparison, the demarcated line has been drawn over the line graph to repre-
sent the change behavior of lineament in three different situations with respect to earthquake 
occurrence day. The left black vertical dotted line used to represent the absence of earth-
quake marked as “no anomaly” and the second black point dash line considered to represent 
“extreme anomaly” prior to strike, and black solid line indicates the earthquake occurrence 
day in the corresponding study areas, whereas black dash line plotted in both the graphs to 
indicate the anomaly still present representing post-earthquake scenario. The X-axis repre-
sents the days which considered for earthquake observation and Y-axis represents the num-
ber of extracted lineaments and lineament length (mean and standard deviation value in km), 
respectively. However, number of lineament and mean value of lineament length were fur-
ther used to justify the lineament change, observed through scatter diagram.

3. Results and discussion

The focused study areas both are tectonically active in nature, and there is no previous 
research conducted in the two earthquake-stricken areas considering lineament change. This 
research has been tried to test using Landsat 8 OLI dataset for the first time based on the 
newly developed theoretical model. To quantitatively evaluate the present methods, linea-
ments were automatically extracted from each image after principal component analysis 
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pixels (30), FTHR-Threshold for Line fitting error in pixels (3), ATHR-Threshold for Angular 
difference in degrees (30), and DTHR-Threshold for linking distance in pixels (20).

In the first stage, RADI parameter (filter radius) specifies the size of the Gaussian kernel used 
as a filter during edge detection. The edge strength image was threshold to obtain a binary 
image. Therefore, the choice of RADI value depends on the condition, like as, the greater the 
value, the less noise and detail appear in the edge detection image. In the second stage, this 
image was defined by the GTHR parameter (edge gradient threshold) value after testing with 
different values, and the suitable one was considered. In the third stage, curves are extracted 
from binary edge image, which have several substeps. First, a thinning algorithm was applied 
to the binary edge image to generate pixel-wise skeleton curves, then sequence of pixels for 
each curve was extracted from that corresponding image. Any curve with the number of pix-
els less than parameter value LTHR was discarded automatically from further processing. 
Thereafter, extracted pixel curve was converted to vector form by fitting piece wise line seg-
ments to it. The resulting polyline was an approximation to the original pixel curve where 
the maximum fitting error distance between the two was specified by the FTHR parameter. 
Finally, the algorithm links pairs of polylines, which satisfy the last two parameters, where 
the angle between the two segments was less than the parameter ATHR and the distance 
between end points was less than the parameter DTHR. The lineament extraction algorithm 
takes these problems into account to extract linear features from the corresponding image.

The main geometric characteristics of a single linear line are orientation and length (continuity) 
and in case of curved line, curvature [26]. For line split generation, ArcGIS 10.5 Model builder 
was used to automate GIS processes by linking data input, tools/functions, and data output, 
which saved into shapefile format. These lineament features extracted as a compound line, 
which splitted into a single line at their vertices and recorded the polylines in a vector layer.

Thereafter, lineament line length analysis was performed using the ArcGIS 10.5 software 
through conversion of meters into kilometer unit. The most important factor was that the lin-
eaments in an automated one were shorter in length, so that a few of them could be combined 
to form one long lineament. In this stage, we are getting lineament length of all the attribute 
values based on the derived products of lineaments of the two study areas.

2.3.2. Lineament fluctuations change observation method

To observe the lineament fluctuation change over the two study areas, satellite image-derived 
vector output, that is, lineaments were considered to perform overlay technique on each tem-
poral data, helps to prepare corresponding lineament fluctuations maps. However, the crite-
ria have the following conditions, if fluctuations of lineament persist over the study areas in 
the presence of earthquake, those are considered as “anomaly.” These anomalous changes of 
lineament data represent fluctuations over the two study areas in three different phases, that 
is, initial, middle, and strong phase. On the other hand, if lineament observed less in number 
along with other statistical information in the absence of earthquake event, it is considered 
as normal behavior and categorized as “no anomaly” and finally, to know lineament situa-
tion after the earthquake, it is indicated as post-earthquake phase. However, the lineament 
increases or decreases at this phase does not matter, and this has been done only for comparison. 
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For overlay change detection, day wise comparison of temporal lineament data has been per-
formed, which ultimately help to monitor the lineament changes of the study areas.

2.3.3. Lineament direction analysis method

The processing of the orientation of lineaments simply produces a directional diagram, which 
shows the distribution of lineament features. For lineament direction trend analysis, previously 
saved lineament data as dxf format was used in the RockWorks 16v software environment, 
where lineament computation was performed to measure bearing (unidirectional: 0–360°), 
length (m), line start and ending values, respectively, ultimately helps to create rose diagram. 
The directional diagram that depicts the orientation of the linear features finally saved it in the 
required format as a tiff file. Later, following the same process, remaining rose diagrams were 
prepared for the two study areas to figure out the directional change of lineaments based on 
three different stages (i.e., in the absence, presence, and after earthquake event, respectively).

2.3.4. Statistical analysis method

The statistical approach of the geometric parameters (number of lineaments and lengths vari-
ation) of lineaments is required to describe the structure of a region. The length parameters 
(i.e., total number of lineament, minimum, maximum, mean, total sum, and standard deviation) 
are generated based on all attributes of corresponding temporal lineament data of the two 
impending earthquakes in the absence and the presence of earthquake event. As, the linea-
ment data variations observed in different places, the total number of lineament and length 
variations, that is, mean and standard deviation values were considered for anomalies identi-
fication of the study areas, which also further compare with post-earthquake data.

For statistical comparison, the demarcated line has been drawn over the line graph to repre-
sent the change behavior of lineament in three different situations with respect to earthquake 
occurrence day. The left black vertical dotted line used to represent the absence of earth-
quake marked as “no anomaly” and the second black point dash line considered to represent 
“extreme anomaly” prior to strike, and black solid line indicates the earthquake occurrence 
day in the corresponding study areas, whereas black dash line plotted in both the graphs to 
indicate the anomaly still present representing post-earthquake scenario. The X-axis repre-
sents the days which considered for earthquake observation and Y-axis represents the num-
ber of extracted lineaments and lineament length (mean and standard deviation value in km), 
respectively. However, number of lineament and mean value of lineament length were fur-
ther used to justify the lineament change, observed through scatter diagram.

3. Results and discussion

The focused study areas both are tectonically active in nature, and there is no previous 
research conducted in the two earthquake-stricken areas considering lineament change. This 
research has been tried to test using Landsat 8 OLI dataset for the first time based on the 
newly developed theoretical model. To quantitatively evaluate the present methods, linea-
ments were automatically extracted from each image after principal component analysis 
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(PCA). Epicenter-based single tile images were considered to observe the changes of the lin-
eaments related to both the earthquakes.

The following sections (3.1–3.4) represent the present research derived results, based on three 
different situations. First, results highlight automatic extraction of lineaments data along with 
lineament length information; second, temporal data-based lineament fluctuations observed 
by applying vector overlay technique of ArcGIS 10.5 software, and third, rose diagram was 
created to know the directional changes. Finally, the overall integrated assessment and statis-
tical information-based lineament change comparison were performed for the two impending 
earthquakes. The present significant contribution of the lineament data suggests that data 
have potential enough to detect pre-earthquake anomaly in advance without having integra-
tion of processed satellite imageries, geological map and field validation data.

3.1. Number of lineaments and line length analysis

The resultant lineament maps produced for all temporal images of the two study areas. 
Thereafter, line length information was calculated (converted in kilometer) and phase wise 
lineament behavior changes were observed in the presence (prior to strike) and the absence 
of earthquake event. The spatial distribution of lineaments of Gorkha-Nepal from 31 January 
2015 to 7 May 2015 and of Imphal-Manipur from 19 March 2015 to 17 January 2016 are 
 generated and used in overlay analysis purpose, representing with two distinct black lines 
(light and solid) with line weights values 0.50 and 1.25, respectively are used for each anomaly 
phase detection. In each phase of anomaly, every initial image was highlight with light black 
line and afterwards image is displayed with solid black line. In the same way, different phases 
were represented as normal (absence of Earthquake), initial (presence of Earthquake), middle 
(presence of Earthquake), strong phase (presence of Earthquake), and post-earthquake phase, 
respectively. In addition, corresponding statistical information of lineaments for both study 
areas was generated and presented in Table 2 for case 1 and Table 3 for case 2.

The extracted data prior to the earthquake suggest that a major number of lineaments and 
total number of lineaments vary from 31,613 on 20 March 2015 to 34,641 on 21 April 2015 
(earthquake strike on 25 April 2015). The total lineament was certainly dropped to 27,025 in 
number in just 4 days before the main event. This anomaly was quite high in respect with the 

Date of image acquisition Days 
(b/a)

No. of 
lineament

Length 
(km)-min

Length 
(km)-max

Mean 
value (km)

Sum value 
(km)

SD value 
( σ )

31 Jan 2015 (anomaly-no) 85 (b) 11,080 0.001 11.476 1.627 18025.26 0.808

20 Mar 2015 (anomaly-yes) 36 (b) 31,613 0.030 31.658 0.677 21409.09 0.613

5 Apr 2015 (anomaly-yes) 20 (b) 27,025 0.030 31.666 0.670 18116.14 0.680

21 Apr 2015 (anomaly-yes) 4 (b) 34,641 0.060 17.426 0.634 21973.44 0.397

7 May 2015 (anomaly-yes) 12 (a) 25,917 0.030 31.666 0.632 16382.09 0.681

Brackets terminology in the 1st column refers that lineament anomaly-no means normal behavior of lineaments, and 
anomaly-yes means abnormal behavior of lineaments; in the 2nd column, b refers before earthquake and a refers after 
earthquake (earthquake occurrence date: 25 April 2015). Source: data extracted using PCI Geomatica-9.1, ArcGIS 10.5.

Table 2. Statistical information of the extracted lineament of Gorkha of Nepal and its adjoining areas.

Multi-purposeful Application of Geospatial Data158

absence of earthquake, where only 11,080 lineaments observed (85 days before) (Table 2), 
whereas the number of lineaments was found decreasing (25,917) in post-earthquake phase 
(12 days after the earthquake) probably due to the release of strain and structural damage 
done by the high magnitude earthquake (7.8 Mw), compared to its three-preceding anomaly 
phases. The real cause is unclear till now regarding why the change was occurred prior to 
earthquake strike. However, simple explanations have been given only based on the experi-
mental output from the extracted lineament results.

The lineament changes and anomalous behavior also observed through line length statistics 
(Table 2). Total line length was observed 18025.26 km, the minimum and maximum values 
were found quite low and the SD value was observed the highest in the absence of earthquake 
event. The anomaly phases were observed in the presence of earthquake event, where the 
maximum length and the SD value were found almost similar in 36, 20 days before earth-
quake (20 March and 5 April 2015), but not similar in 4 days before earthquake (21 April 2015). 
The mean length was dropped 0.043 km along with the maximum and SD length of linea-
ment (in km) was sharply decreased (Table 2), representing high abnormal behavior (strong 
anomaly) prior to earthquake event. The same variables of lineament were found increased 
after the earthquake event (12 days later), as high magnitude of earthquake already ruptured 
in this region. There was a tendency of lineament to return to its original status but failed 
completely to return to its initial situation.

On the other hand, similar method applied over Imphal, Manipur (6.7 Mw) earthquake assess-
ment. The total number of lineaments observed 14,524 in number (Table 3), representing “no 
anomaly” in the absence of earthquake event (292 days before). However, the lineament dis-
tribution during 30 November 2015 to 17 January 2016 represents the abnormal behavior. The 
number of lineaments was sharply decreased (4660) from initial to middle phase (30 November 
2015 to 16 December 2015). The total number of lineaments found the highest in number 
(62,332) than its all four preceding values, observed in the post-earthquake stage (Table 3).

3.2. Lineament fluctuations observation through overlay analysis

As mentioned in Section 2.3.2 under Section 2.3 (on methodology), lineament fluctuations 
changes were observed based on temporal data. Figures 5(a–g) and 6(a–g) represent temporal 
lineament fluctuations over Gorkha of Nepal and Imphal of Manipur regions, respectively.

Date of image acquisition Days 
(b/a)

No. of 
lineament

Length 
(km)-min

Length 
(km)-max

Mean 
value (km)

Sum value 
(km)

SD value ( σ )

19 March 2015 (anomaly-no) 292 (b) 14,524 0.015 5.031 0.326 4734.38 0.184

30 Nov 2015 (anomaly-yes) 36 (b) 34,018 0.030 31.411 0.676 23014.35 0.750

16 December 2015 (anomaly-yes) 20 (b) 29,358 0.030 31.398 0.670 19678.25 0.658

1 January 2016 (anomaly-yes) 4 (b) 42,840 0.030 31.423 0.688 29462.89 0.674

17 January 2016 (anomaly-yes) 13 (a) 62,332 0.030 31.404 0.673 41938.37 0.558

Brackets terminology in the 1st column refers lineament anomaly-no, means normal behavior of lineaments and 
anomaly-yes, means abnormal behavior of lineaments and in the 2nd column b refers before and a refers after earthquake 
(earthquake occurrence date: 4 January 2016). Source: data extracted using PCI Geomatica-9.1, ArcGIS 10.5.

Table 3. Statistical information of the extracted lineament of Imphal, Manipur and its surrounds, Eastern India.
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(PCA). Epicenter-based single tile images were considered to observe the changes of the lin-
eaments related to both the earthquakes.

The following sections (3.1–3.4) represent the present research derived results, based on three 
different situations. First, results highlight automatic extraction of lineaments data along with 
lineament length information; second, temporal data-based lineament fluctuations observed 
by applying vector overlay technique of ArcGIS 10.5 software, and third, rose diagram was 
created to know the directional changes. Finally, the overall integrated assessment and statis-
tical information-based lineament change comparison were performed for the two impending 
earthquakes. The present significant contribution of the lineament data suggests that data 
have potential enough to detect pre-earthquake anomaly in advance without having integra-
tion of processed satellite imageries, geological map and field validation data.

3.1. Number of lineaments and line length analysis

The resultant lineament maps produced for all temporal images of the two study areas. 
Thereafter, line length information was calculated (converted in kilometer) and phase wise 
lineament behavior changes were observed in the presence (prior to strike) and the absence 
of earthquake event. The spatial distribution of lineaments of Gorkha-Nepal from 31 January 
2015 to 7 May 2015 and of Imphal-Manipur from 19 March 2015 to 17 January 2016 are 
 generated and used in overlay analysis purpose, representing with two distinct black lines 
(light and solid) with line weights values 0.50 and 1.25, respectively are used for each anomaly 
phase detection. In each phase of anomaly, every initial image was highlight with light black 
line and afterwards image is displayed with solid black line. In the same way, different phases 
were represented as normal (absence of Earthquake), initial (presence of Earthquake), middle 
(presence of Earthquake), strong phase (presence of Earthquake), and post-earthquake phase, 
respectively. In addition, corresponding statistical information of lineaments for both study 
areas was generated and presented in Table 2 for case 1 and Table 3 for case 2.

The extracted data prior to the earthquake suggest that a major number of lineaments and 
total number of lineaments vary from 31,613 on 20 March 2015 to 34,641 on 21 April 2015 
(earthquake strike on 25 April 2015). The total lineament was certainly dropped to 27,025 in 
number in just 4 days before the main event. This anomaly was quite high in respect with the 

Date of image acquisition Days 
(b/a)

No. of 
lineament

Length 
(km)-min

Length 
(km)-max

Mean 
value (km)

Sum value 
(km)

SD value 
( σ )

31 Jan 2015 (anomaly-no) 85 (b) 11,080 0.001 11.476 1.627 18025.26 0.808

20 Mar 2015 (anomaly-yes) 36 (b) 31,613 0.030 31.658 0.677 21409.09 0.613

5 Apr 2015 (anomaly-yes) 20 (b) 27,025 0.030 31.666 0.670 18116.14 0.680

21 Apr 2015 (anomaly-yes) 4 (b) 34,641 0.060 17.426 0.634 21973.44 0.397

7 May 2015 (anomaly-yes) 12 (a) 25,917 0.030 31.666 0.632 16382.09 0.681

Brackets terminology in the 1st column refers that lineament anomaly-no means normal behavior of lineaments, and 
anomaly-yes means abnormal behavior of lineaments; in the 2nd column, b refers before earthquake and a refers after 
earthquake (earthquake occurrence date: 25 April 2015). Source: data extracted using PCI Geomatica-9.1, ArcGIS 10.5.

Table 2. Statistical information of the extracted lineament of Gorkha of Nepal and its adjoining areas.
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absence of earthquake, where only 11,080 lineaments observed (85 days before) (Table 2), 
whereas the number of lineaments was found decreasing (25,917) in post-earthquake phase 
(12 days after the earthquake) probably due to the release of strain and structural damage 
done by the high magnitude earthquake (7.8 Mw), compared to its three-preceding anomaly 
phases. The real cause is unclear till now regarding why the change was occurred prior to 
earthquake strike. However, simple explanations have been given only based on the experi-
mental output from the extracted lineament results.

The lineament changes and anomalous behavior also observed through line length statistics 
(Table 2). Total line length was observed 18025.26 km, the minimum and maximum values 
were found quite low and the SD value was observed the highest in the absence of earthquake 
event. The anomaly phases were observed in the presence of earthquake event, where the 
maximum length and the SD value were found almost similar in 36, 20 days before earth-
quake (20 March and 5 April 2015), but not similar in 4 days before earthquake (21 April 2015). 
The mean length was dropped 0.043 km along with the maximum and SD length of linea-
ment (in km) was sharply decreased (Table 2), representing high abnormal behavior (strong 
anomaly) prior to earthquake event. The same variables of lineament were found increased 
after the earthquake event (12 days later), as high magnitude of earthquake already ruptured 
in this region. There was a tendency of lineament to return to its original status but failed 
completely to return to its initial situation.

On the other hand, similar method applied over Imphal, Manipur (6.7 Mw) earthquake assess-
ment. The total number of lineaments observed 14,524 in number (Table 3), representing “no 
anomaly” in the absence of earthquake event (292 days before). However, the lineament dis-
tribution during 30 November 2015 to 17 January 2016 represents the abnormal behavior. The 
number of lineaments was sharply decreased (4660) from initial to middle phase (30 November 
2015 to 16 December 2015). The total number of lineaments found the highest in number 
(62,332) than its all four preceding values, observed in the post-earthquake stage (Table 3).

3.2. Lineament fluctuations observation through overlay analysis

As mentioned in Section 2.3.2 under Section 2.3 (on methodology), lineament fluctuations 
changes were observed based on temporal data. Figures 5(a–g) and 6(a–g) represent temporal 
lineament fluctuations over Gorkha of Nepal and Imphal of Manipur regions, respectively.

Date of image acquisition Days 
(b/a)

No. of 
lineament

Length 
(km)-min

Length 
(km)-max

Mean 
value (km)

Sum value 
(km)

SD value ( σ )

19 March 2015 (anomaly-no) 292 (b) 14,524 0.015 5.031 0.326 4734.38 0.184

30 Nov 2015 (anomaly-yes) 36 (b) 34,018 0.030 31.411 0.676 23014.35 0.750

16 December 2015 (anomaly-yes) 20 (b) 29,358 0.030 31.398 0.670 19678.25 0.658

1 January 2016 (anomaly-yes) 4 (b) 42,840 0.030 31.423 0.688 29462.89 0.674

17 January 2016 (anomaly-yes) 13 (a) 62,332 0.030 31.404 0.673 41938.37 0.558

Brackets terminology in the 1st column refers lineament anomaly-no, means normal behavior of lineaments and 
anomaly-yes, means abnormal behavior of lineaments and in the 2nd column b refers before and a refers after earthquake 
(earthquake occurrence date: 4 January 2016). Source: data extracted using PCI Geomatica-9.1, ArcGIS 10.5.

Table 3. Statistical information of the extracted lineament of Imphal, Manipur and its surrounds, Eastern India.
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Figure 5. Lineaments fluctuations observed through overlay analysis of Gorkha of Nepal regions: (a) lineament 
fluctuations observed in the presence of earthquake event (comparing 36 and 20 days before earthquake), (b) same as 
observed in 36 days and 4 days before earthquake, (c) 4 days before and 12 days after), (d) highly observed fluctuations 
representing strong phase (4 days and 85 days before), (e) 20 days and 85 days before earthquake (in the presence and the 
absence of earthquake), (f) same fluctuations comparison between 20 March 2015 and 31 Jan 2015 (the presence and the 
absence of earthquake event) and (g) lineaments fluctuations in between 7 May 2015 (post-earthquake) and 31 January 
2015 (in the absence of earthquake event). The earthquake epicenter was marked with the black dotted circle point symbol.
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Figure 5a represents the fluctuations of the lineaments on 20 March 2015 (36 days before: light 
black color) to 5 April 2015 (20 days before: solid black color) in the presence of earthquake 
event. Thereafter, the abovementioned data overlay with 21 April 2015, where significant 
fluctuations of lineaments were observed around epicenter regions 4 days before earthquake 
strike (see southern part of image, Figure 5b). These data were further overlay with post-
earthquake lineament data, which try to return to its earlier position (Figure 5c).

However, Figure 5d illustrates the lineament fluctuations in the presence (4 days before) and 
the absence of earthquake event (85 days before) and highlights with pink color to ensure 
that anomaly exists over this region. Sudden increase of lineaments around epicenter region 
represents the abnormality over this region. This means that anomalous and unexpected fluc-
tuations observed in lineament data on this particular date. Figure 5e also represents the lin-
eament fluctuations in the presence (20 days before) and the absence of earthquake (85 days 
before). The fluctuations were also slightly noticed in the initial phase (36 days before) com-
pared with the absence of earthquake event (Figure 5f). In the final stage, it compares fluctua-
tions both in the absence of earthquake, though observed lineaments try to readjust but not 
matched exactly with the normal condition (see Figure 5g).

On the other hand, similar technique was applied to know the lineament fluctuations for 
the Imphal-Manipur earthquake, and according to USGS, it was categorized as strong 
earthquake (6.7 Mw). Figure 6 represents the lineament fluctuations over these areas in the 
absence and the presence of earthquake event, later compares with post-earthquake data. 
Figure 6a represents lineament fluctuations observed from 36 days (30 November 2015) and 
20 days (16 December 2015) before earthquake, clearly noticed from epicenter and adjoin-
ing areas. However, it is mentioned here that, at this stage, few lineaments didn’t observe 
due to presence of clouds on image. In the same way, fluctuations were observed compar-
ing with 20 days and 4 days before lineaments data (Figure 6b). Five different colors were 
used for fluctuation comparison in the Imphal-Manipur regions similar to Gorha-Nepal 
regions. The unusual lineament behaviors were observed when compared 4 days before 
earthquake with 13 days after earthquake (Figure 6c). Thereafter, anomaly observed when 
it has been compared 36 days before (solid black color) (in the presence of earthquake 
event) with 292 days before data (light black color) (in the absence of earthquake event) 
(Figure 6d). The number of lineaments observed high in number, representing anomalous 
behavior around epicenter and its near adjoining areas. However, the sudden lineament 
fluctuations were also observed 20 days before compared to 292 days before in the absence 
of that event (Figure 6e).

The highest number of variations of lineaments observed prior to 4 days before earthquake (solid 
black color) compared to 292 days before earthquake (light black color) in the absence of earth-
quake event and detected the highest anomalies for the Imphal-Manipur earthquake epicenter 
and adjoining regions in the presence of earthquake event (Figure 6f). Whereas, the lineament 
data anomaly still present and found extreme number of lineaments probably due to massive 
geological activities done by this earthquake. This unexpected behavior was noticed only after 
the earthquake event (Figure 6g) compare to normal time lineament data (292 days before: show-
ing in light black color), indicate another probable strong earthquake will immediately occur.
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Figure 5. Lineaments fluctuations observed through overlay analysis of Gorkha of Nepal regions: (a) lineament 
fluctuations observed in the presence of earthquake event (comparing 36 and 20 days before earthquake), (b) same as 
observed in 36 days and 4 days before earthquake, (c) 4 days before and 12 days after), (d) highly observed fluctuations 
representing strong phase (4 days and 85 days before), (e) 20 days and 85 days before earthquake (in the presence and the 
absence of earthquake), (f) same fluctuations comparison between 20 March 2015 and 31 Jan 2015 (the presence and the 
absence of earthquake event) and (g) lineaments fluctuations in between 7 May 2015 (post-earthquake) and 31 January 
2015 (in the absence of earthquake event). The earthquake epicenter was marked with the black dotted circle point symbol.
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event. Thereafter, the abovementioned data overlay with 21 April 2015, where significant 
fluctuations of lineaments were observed around epicenter regions 4 days before earthquake 
strike (see southern part of image, Figure 5b). These data were further overlay with post-
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pared with the absence of earthquake event (Figure 5f). In the final stage, it compares fluctua-
tions both in the absence of earthquake, though observed lineaments try to readjust but not 
matched exactly with the normal condition (see Figure 5g).

On the other hand, similar technique was applied to know the lineament fluctuations for 
the Imphal-Manipur earthquake, and according to USGS, it was categorized as strong 
earthquake (6.7 Mw). Figure 6 represents the lineament fluctuations over these areas in the 
absence and the presence of earthquake event, later compares with post-earthquake data. 
Figure 6a represents lineament fluctuations observed from 36 days (30 November 2015) and 
20 days (16 December 2015) before earthquake, clearly noticed from epicenter and adjoin-
ing areas. However, it is mentioned here that, at this stage, few lineaments didn’t observe 
due to presence of clouds on image. In the same way, fluctuations were observed compar-
ing with 20 days and 4 days before lineaments data (Figure 6b). Five different colors were 
used for fluctuation comparison in the Imphal-Manipur regions similar to Gorha-Nepal 
regions. The unusual lineament behaviors were observed when compared 4 days before 
earthquake with 13 days after earthquake (Figure 6c). Thereafter, anomaly observed when 
it has been compared 36 days before (solid black color) (in the presence of earthquake 
event) with 292 days before data (light black color) (in the absence of earthquake event) 
(Figure 6d). The number of lineaments observed high in number, representing anomalous 
behavior around epicenter and its near adjoining areas. However, the sudden lineament 
fluctuations were also observed 20 days before compared to 292 days before in the absence 
of that event (Figure 6e).

The highest number of variations of lineaments observed prior to 4 days before earthquake (solid 
black color) compared to 292 days before earthquake (light black color) in the absence of earth-
quake event and detected the highest anomalies for the Imphal-Manipur earthquake epicenter 
and adjoining regions in the presence of earthquake event (Figure 6f). Whereas, the lineament 
data anomaly still present and found extreme number of lineaments probably due to massive 
geological activities done by this earthquake. This unexpected behavior was noticed only after 
the earthquake event (Figure 6g) compare to normal time lineament data (292 days before: show-
ing in light black color), indicate another probable strong earthquake will immediately occur.
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Figure 6. Similar overlay change analysis performed as Figure 5 but for of Imphal of Manipur regions. Data representing 
changing behavior of lineament in the absence and presence of earthquake event. The panel represents (a) lineament 
fluctuations observed comparing 36 and 20 days before earthquake, (b) 20 days and 4 days before earthquake, (c) 
4 days before and 13 days after, (d) highly observed fluctuations in the presence and the absence of earthquake (36 days 
and 292 days before), (e) 20 days and 292 days before earthquake (in the presence and the absence of earthquake), 
(f) fluctuations comparison between 4 days and 292 days before (presence and absence of earthquake event) and (g) 
lineaments fluctuations between 17 January 2016 (post-earthquake) and 19 March 2015 (in the absence of earthquake 
event).
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3.3. Lineament orientation change observation through rose diagram

In this section, the lineament direction change has been observed in the absence and presence 
of earthquake event along with post-earthquake directional change, based on the method dis-
cussed on Section 2.3.3 under Section 2.3 (methodology). The case wise interpretation results 
based on lineament length data show normal and unusual behavior of lineament directions 
change ((Figure 7(a–e)—Gorkha and Figure 8(a–e)—Imphal). Figure 7a represents the direction 
of lineament during normal behavior (82 days before) with mean strike orientation of NE-SW 
direction (59.3 degrees-239.32 degrees), along with E-W and SE-NW directions also observed 
in the absence of earthquake. Whereas, the direction was start to move from 36 days before (20 
March 2015) clearly represent that its mean strike line (101.8 degrees-281.85 degrees) was rotated 
enough (42.5 degrees) (Figure 7b) from normal condition (Figure 7a). Figure 7c represents direc-
tions were in ESE-WNW, E-W, NNE-SSW and N-S  positions, where the mean strike direction 
(81.7 degrees-261.73 degrees) was rotated back and stay around 90° position (20 days before). 
Major direction was observed in ESE-WNW and NNE-SSW and another one N-E directional 
change firstly notice at this stage. Whereas, the direction was further rotated 23.7 degrees down 

Figure 7. Directional change measurement through rose diagrams for Gorkha, Nepal earthquake: (a) 31 January 2015, (b) 
20 March 2015, (c) 05 April 2015, (d) 21 April 2015, and (e) 7 May 2015 (all diagrams based on temporal lineament data).
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Figure 6. Similar overlay change analysis performed as Figure 5 but for of Imphal of Manipur regions. Data representing 
changing behavior of lineament in the absence and presence of earthquake event. The panel represents (a) lineament 
fluctuations observed comparing 36 and 20 days before earthquake, (b) 20 days and 4 days before earthquake, (c) 
4 days before and 13 days after, (d) highly observed fluctuations in the presence and the absence of earthquake (36 days 
and 292 days before), (e) 20 days and 292 days before earthquake (in the presence and the absence of earthquake), 
(f) fluctuations comparison between 4 days and 292 days before (presence and absence of earthquake event) and (g) 
lineaments fluctuations between 17 January 2016 (post-earthquake) and 19 March 2015 (in the absence of earthquake 
event).
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from middle phase representing 4 days before earthquake scenario, and two major trends ESE-
WNW and N-S directions clearly be interpreted from this rose diagram (Figure 7d).

The unusual behavior of lineaments clearly seen from these three phases of rose diagrams 
which shows an anomaly prior to earthquake strike. Whereas, lineament direction was trying 
to reach its original state but failed to adjust its original position due to internal geodynamic 
activities that occurred by this high magnitude (7.8 Mw) earthquake. The mean strike position 
was in E-W and along with two other directions NNE-SSW and SSE-WNW were observed 
in the post-earthquake phase (Figure 7e), though still there exist anomaly compare to nor-
mal phase in the absence of earthquake event. Subsequently, all these lineaments directional 
change were correlated and related within the regional context of the Gorkha-Nepal and its 
adjoining areas which is a great indication of any structural change and considered as a vital 
clue to know that impending earthquake.

On the other hand, Figure 8 illustrates the lineament directions movement around Imphal, 
Manipur regions from 19 March 2015 to 17 January 2016 (Figure 8(a–e)). In order to analyze 
the lineaments directional change, the present analysis has been performed in the absence 

Figure 8. Directional change measurement through rose diagrams for Imphal-Manipur earthquake: (a) 19 March 2015, 
(b) 30 November 2015, (c) 16 December 2015, (d) 1 January 2016, (e) 17 January 2016 (all diagrams based on temporal 
lineament data).
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and the presence of earthquake data. Figure 8a illustrates the lineament directions of normal 
condition in the absence of earthquake event where major lineament positions were in NNE-
SSW and minor lineament positions were in SE-NW and mean strike was in NE-SW direc-
tions with 46.8 degrees – 226.79 degrees angle. Figure 8b, 30 November 2015 (36 days before 
earthquake), suggests, ESE-WSW direction and mean strike (63.4 degrees – 243.43 degrees) 
was move forward 16.6 degrees advanced from normal position.

Figure 8c represents 20 days before scenario (16 December 2015), it showed a major trend to 
be ESE-WNW (61.1 degrees – 241.11 degrees) with 2.3 degrees rotated back along with con-
sidering bin lengths another trend of NE-SW can also be exists. Besides those, on 1 January 
2016 (prior to 4 days of earthquake events) two major trends NE-SW (61.7 degrees to 241.65 
degrees) and ESE-WSW were identified by interpreting the lineament data (Figure 8d). Finally, 
Figure 8e represents the post-earthquake lineament direction (13 days after earthquake) which 
showed NE-SW (57.8 degrees – 237.83 degrees) from its immediate mean strike position data.

3.4. Statistical analysis based on lineament data

After fluctuations analysis of lineament data as shown in Section 3.2, few statistical test were 
performed in this section against number of lineament and length change. This statistical 
analyses were done based on the method discussed in Section 3.2.4 under Section 3.2, by 
using box-whisker for number of lineament and line trend by considering mean and SD value 
(Figures 9 and 10) in the absence and the presence of earthquake event.

The automatic extraction of lineament data values of both tables (Tables 2 and 3) suggests 
anomaly presence over the two study areas prior to earthquake strike, which was also 
observed even after the earthquake. On the other hand, the scenario was quite normal in the 
absence of earthquake event. The derived result illustrates different number of lineaments as 
observed through box plot and whiskers line chart (Figure 9a: Gorkha of Nepal; Figure 10a: 
Imphal of Manipur). However, line length value also differs in both cases (Figure 9b: Gorkha 
and Figure 10b: Imphal). These changes were noticed in our two cases, and probably due to 

Figure 9. Results of number of lineament and lineament length change observed in the absence and the presence of 
Gorkha-Nepal earthquake (25 April 2015), from 31 January 2015 (85 days before) to 7 May 2015 (12 days after). (a) 
Number of lineament variation is represented by box-whisker with black line and (b) lineament mean length change 
(measured in kilometers) is represented by black dash line and solid black line with dot and light black arrow headed 
lines showing standard deviation (SD) value, respectively based on number of days observation.
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from middle phase representing 4 days before earthquake scenario, and two major trends ESE-
WNW and N-S directions clearly be interpreted from this rose diagram (Figure 7d).

The unusual behavior of lineaments clearly seen from these three phases of rose diagrams 
which shows an anomaly prior to earthquake strike. Whereas, lineament direction was trying 
to reach its original state but failed to adjust its original position due to internal geodynamic 
activities that occurred by this high magnitude (7.8 Mw) earthquake. The mean strike position 
was in E-W and along with two other directions NNE-SSW and SSE-WNW were observed 
in the post-earthquake phase (Figure 7e), though still there exist anomaly compare to nor-
mal phase in the absence of earthquake event. Subsequently, all these lineaments directional 
change were correlated and related within the regional context of the Gorkha-Nepal and its 
adjoining areas which is a great indication of any structural change and considered as a vital 
clue to know that impending earthquake.

On the other hand, Figure 8 illustrates the lineament directions movement around Imphal, 
Manipur regions from 19 March 2015 to 17 January 2016 (Figure 8(a–e)). In order to analyze 
the lineaments directional change, the present analysis has been performed in the absence 

Figure 8. Directional change measurement through rose diagrams for Imphal-Manipur earthquake: (a) 19 March 2015, 
(b) 30 November 2015, (c) 16 December 2015, (d) 1 January 2016, (e) 17 January 2016 (all diagrams based on temporal 
lineament data).
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and the presence of earthquake data. Figure 8a illustrates the lineament directions of normal 
condition in the absence of earthquake event where major lineament positions were in NNE-
SSW and minor lineament positions were in SE-NW and mean strike was in NE-SW direc-
tions with 46.8 degrees – 226.79 degrees angle. Figure 8b, 30 November 2015 (36 days before 
earthquake), suggests, ESE-WSW direction and mean strike (63.4 degrees – 243.43 degrees) 
was move forward 16.6 degrees advanced from normal position.

Figure 8c represents 20 days before scenario (16 December 2015), it showed a major trend to 
be ESE-WNW (61.1 degrees – 241.11 degrees) with 2.3 degrees rotated back along with con-
sidering bin lengths another trend of NE-SW can also be exists. Besides those, on 1 January 
2016 (prior to 4 days of earthquake events) two major trends NE-SW (61.7 degrees to 241.65 
degrees) and ESE-WSW were identified by interpreting the lineament data (Figure 8d). Finally, 
Figure 8e represents the post-earthquake lineament direction (13 days after earthquake) which 
showed NE-SW (57.8 degrees – 237.83 degrees) from its immediate mean strike position data.

3.4. Statistical analysis based on lineament data

After fluctuations analysis of lineament data as shown in Section 3.2, few statistical test were 
performed in this section against number of lineament and length change. This statistical 
analyses were done based on the method discussed in Section 3.2.4 under Section 3.2, by 
using box-whisker for number of lineament and line trend by considering mean and SD value 
(Figures 9 and 10) in the absence and the presence of earthquake event.

The automatic extraction of lineament data values of both tables (Tables 2 and 3) suggests 
anomaly presence over the two study areas prior to earthquake strike, which was also 
observed even after the earthquake. On the other hand, the scenario was quite normal in the 
absence of earthquake event. The derived result illustrates different number of lineaments as 
observed through box plot and whiskers line chart (Figure 9a: Gorkha of Nepal; Figure 10a: 
Imphal of Manipur). However, line length value also differs in both cases (Figure 9b: Gorkha 
and Figure 10b: Imphal). These changes were noticed in our two cases, and probably due to 

Figure 9. Results of number of lineament and lineament length change observed in the absence and the presence of 
Gorkha-Nepal earthquake (25 April 2015), from 31 January 2015 (85 days before) to 7 May 2015 (12 days after). (a) 
Number of lineament variation is represented by box-whisker with black line and (b) lineament mean length change 
(measured in kilometers) is represented by black dash line and solid black line with dot and light black arrow headed 
lines showing standard deviation (SD) value, respectively based on number of days observation.
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different geologic condition, structural arrangements, depth, and magnitude variations of the 
mentioned two earthquakes.

The earthquake occurrence day is represented as a vertical solid black line. The left black vertical 
dotted line represents the absence of earthquake event (no anomaly) at this stage, and the second 
black point dash line represents extreme anomaly of 4 days prior to strike and black dash line 
line indicates the anomaly still present representing post-earthquake scenario. In both cases, the 
X-axis represents the days, which considered for lineament change observation during the corre-
sponding earthquake, and Y-axis represents the number of extracted lineaments (Figures 9a and 
10a), and lineament length (km) represents with the SD and mean value (Figures 9b and 10b).

Figures 9 and 10 represent data anomaly of two study areas in the presence of earthquake event 
(prior to earthquake). However, the number of lineament was found stable (in the absence of 
earthquake event) when the days observed 85 days before the earthquake event (case 1: Gorkha-
Nepal) compared to the highest anomalous behavior present prior to earthquake strike (4 days 
before) and recorded approx. three times higher number of lineaments (Figure 9a). However, 
lineament anomaly was observed 2.5 times higher than stable condition (20 days before strike).

In Figure 10 (Imphal-Manipur case), anomaly exists in the absence of earthquake event, and 
when the observation day’s progresses from initial anomaly stage, lineaments were increased 
(4 days before: highest abnormality presence in the anomaly stage) than two other anomaly 
phases (Figure 10a), whereas other two phases were also showing anomaly.

On the other hand, lineament length (km) mean value was recorded as higher (Figure 9b). 
However, the mean length can be shorter or longer and it can be varied due to different geo-
logical settings and underlying geological activities. Furthermore, the SD value of lineament 
length of the two study areas represents (solid black line with dot symbol) different trend, 
which is decreasing-increasing-decreasing trend in strong earthquake case (Gorkha of Nepal: 
7.8 Mw) compared to the absence of earthquake (Figure 9b). Whereas, in major earthquake case 
(Imphal of Manipur: 6.7 Mw), it follows increasing-decreasing-increasing trend (Figure 10b).

The results, which observed in each stage based on different analyses method, have individual 
credit, but all these data are integrated with each other in a sense, like that, first it generated  number 
of lineaments, then measured the lineament length and its overall statistical values. Thereafter, 

Figure 10. Results of number of lineament and lineament length change observation in the absence and the presence of 
Imphal-Manipur earthquake (4 January 2016) from 19 March 2015 (292 days before) to 17 January 2016 (12 days after). 
The internal details of data representations of both figures are the same as Figure 9.
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overlay analyses were performed to observe the abnormal and normal behavior of those linea-
ments, next directional change measurement by creating rose diagrams considering the linea-
ment number and length. Finally, statistical comparisons were performed and presented under 
the three phases of lineament behavior changes in respect of earthquake day. The exact epicenter, 
magnitude, depth, and time of occurrence of earthquake on particular strike day are quite chal-
lenging to predict through this present study, but observing lineament data anomalies from the 
two case studies (prior to earthquake) suggests that pre-earthquake anomaly detection is possible.

Landsat 8 OLI satellite sensors-based time series data show its credit to extract lineament 
data through most popular traditional automatic LINE algorithm techniques found suitable 
for this research and help to identify the pre-earthquake anomaly of lineaments in two earth-
quake prone areas. Though few lineament extractions were obstructed due to the presence of 
cloud around the epicenter and its adjoining areas, but the outcome showed that it has less 
effect on the extracted data.

The research results from both study areas suggest that, as the time progresses, the lineament 
behavior also changed, which identified and confirmed through the experimental results 
based on the theoretical model and related methods. However, this change was obvious and 
probably occurred during that time due to movement of the underlain structure and several 
unknown internal activities. Through the present analyses method, this study assessed suc-
cessfully of the two earthquakes in two different locations, that is, Gorkha of Nepal (7.8 Mw 
with 15-m depth, major category) and Imphal of Manipur, eastern India (6.7 Mw with 56-m 
depth, strong category) earthquakes, respectively. The existing unusual lineament anomalies 
appeared all over the images in the pre-earthquake stage, especially highly observed close to 
the epicenter area in both cases (epicenter marked in red asterisks).

4. Conclusions

In this study, based on the Landsat 8 OLI satellite-derived lineament data of the two earth-
quake regions from 2015 to 2016, the spatial fluctuations of lineaments data and their 
behavioral changes were analyzed in the presence and absence of earthquake event, which 
categorized into three phases, that is, in the absence of earthquake (no anomaly), the presence 
of earthquake event (anomaly) and post-earthquake phase, respectively.

The Gorkha earthquake of Nepal was a result of thrusting along the Main Himalayan Thrust 
(MHT) [27], and the analysis of the SAR interferograms led to the interpretations that the 
event was a blind thrust and seismogenic fault [28–30]. However, for Imphal the existing 
literature suggest that the regional plate boundary in eastern India-the Indo-Burmese Arc is 
oriented approximately south-southwest-north-northeast directions, see [31], matching the 
orientation of extracted lineaments.

Present research is the first kind of study conducted and applied in both the earthquake prone 
areas based on the theoretical model concept. This study creates a breeze in between all four soft-
wares, which were deployed from preprocessing to final stage output performed through geo-
integration techniques of ENVI—PCI Geomatica—ArcGIS-RockWorks software’s, respectively. 
These combined techniques were successfully applied on Landsat 8 OLI optical imageries, which 
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different geologic condition, structural arrangements, depth, and magnitude variations of the 
mentioned two earthquakes.
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(4 days before: highest abnormality presence in the anomaly stage) than two other anomaly 
phases (Figure 10a), whereas other two phases were also showing anomaly.

On the other hand, lineament length (km) mean value was recorded as higher (Figure 9b). 
However, the mean length can be shorter or longer and it can be varied due to different geo-
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length of the two study areas represents (solid black line with dot symbol) different trend, 
which is decreasing-increasing-decreasing trend in strong earthquake case (Gorkha of Nepal: 
7.8 Mw) compared to the absence of earthquake (Figure 9b). Whereas, in major earthquake case 
(Imphal of Manipur: 6.7 Mw), it follows increasing-decreasing-increasing trend (Figure 10b).
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overlay analyses were performed to observe the abnormal and normal behavior of those linea-
ments, next directional change measurement by creating rose diagrams considering the linea-
ment number and length. Finally, statistical comparisons were performed and presented under 
the three phases of lineament behavior changes in respect of earthquake day. The exact epicenter, 
magnitude, depth, and time of occurrence of earthquake on particular strike day are quite chal-
lenging to predict through this present study, but observing lineament data anomalies from the 
two case studies (prior to earthquake) suggests that pre-earthquake anomaly detection is possible.

Landsat 8 OLI satellite sensors-based time series data show its credit to extract lineament 
data through most popular traditional automatic LINE algorithm techniques found suitable 
for this research and help to identify the pre-earthquake anomaly of lineaments in two earth-
quake prone areas. Though few lineament extractions were obstructed due to the presence of 
cloud around the epicenter and its adjoining areas, but the outcome showed that it has less 
effect on the extracted data.

The research results from both study areas suggest that, as the time progresses, the lineament 
behavior also changed, which identified and confirmed through the experimental results 
based on the theoretical model and related methods. However, this change was obvious and 
probably occurred during that time due to movement of the underlain structure and several 
unknown internal activities. Through the present analyses method, this study assessed suc-
cessfully of the two earthquakes in two different locations, that is, Gorkha of Nepal (7.8 Mw 
with 15-m depth, major category) and Imphal of Manipur, eastern India (6.7 Mw with 56-m 
depth, strong category) earthquakes, respectively. The existing unusual lineament anomalies 
appeared all over the images in the pre-earthquake stage, especially highly observed close to 
the epicenter area in both cases (epicenter marked in red asterisks).

4. Conclusions

In this study, based on the Landsat 8 OLI satellite-derived lineament data of the two earth-
quake regions from 2015 to 2016, the spatial fluctuations of lineaments data and their 
behavioral changes were analyzed in the presence and absence of earthquake event, which 
categorized into three phases, that is, in the absence of earthquake (no anomaly), the presence 
of earthquake event (anomaly) and post-earthquake phase, respectively.

The Gorkha earthquake of Nepal was a result of thrusting along the Main Himalayan Thrust 
(MHT) [27], and the analysis of the SAR interferograms led to the interpretations that the 
event was a blind thrust and seismogenic fault [28–30]. However, for Imphal the existing 
literature suggest that the regional plate boundary in eastern India-the Indo-Burmese Arc is 
oriented approximately south-southwest-north-northeast directions, see [31], matching the 
orientation of extracted lineaments.

Present research is the first kind of study conducted and applied in both the earthquake prone 
areas based on the theoretical model concept. This study creates a breeze in between all four soft-
wares, which were deployed from preprocessing to final stage output performed through geo-
integration techniques of ENVI—PCI Geomatica—ArcGIS-RockWorks software’s, respectively. 
These combined techniques were successfully applied on Landsat 8 OLI optical imageries, which 
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used traditional popular automatic methods and clearly showed its ability to extract different 
kinds of information based on lineament data.

The automatic lineament delineation using the LINE module of PCI Geomatica was deployed 
and found great ability of data extraction capacity, as it extracts sufficient numbers of linea-
ments from Landsat 8 OLI imageries. Different types of information extracted from the linea-
ments data of the two study areas, where number of lineaments, lineament length change, 
that is, mean and SD value, and directional change were observed. In both cases, their behav-
ior is abnormal in the presence of earthquake event regarded as anomaly.

The present results also identified that the highest lineament fluctuations and abnormality 
exist within the anomaly phase, which marked as the highest anomaly (strong phase) just 
4 days before earthquake strike. Lineaments behavior was observed quite normal (no anom-
aly, compared with abnormal situation) in 85 days before (Gorkha of Nepal) and 292 days 
before (Imphal of Manipur) the earthquake event.

However, data comparison method and lineament fluctuations successfully identified the lin-
eament anomaly change over the two study areas. Due to progress of Earth observing satel-
lites in different parts of the world, similar experiments can also be tested and compared with 
another high-resolution imagery. From this analysis, the exact position of earthquake epi-
center, magnitude, and timing of occurrences was quite difficult to predict, but the extracted 
data can only able to identify the abnormality before the earthquake strike at least 4–36 days 
before. Thereafter, this lineament abnormality along with cloud presence in the images over 
such time period can help to target the zone of probable earthquake epicenter.

Overall, the experimental results have shown positive output, as it has been observed anomaly 
in pre-earthquake stage. Therefore, the first output concept was considered which developed by 
theoretical model and regarded as possible earthquake. On the other hand, no abnormal behav-
ior of lineament presents in before, compared to anomaly presence prior to earthquake strike; 
thus, it is considered as no anomaly and declared as no possible earthquake, which supports the 
second concept of theoretical model. From this research, it has been observed that Landsat 8 OLI 
data have some power to extract lineament and helpful for pre-earthquake anomaly detection 
through lineament change observation. That is the only reason of acceptance of those images for 
the present study, which also supports the theoretical model. However, present lineament change 
observation technique using Landsat 8 OLI time series data is found effective for pre-earthquake 
anomaly study and can be used as an alternative approach for future earthquake monitoring.
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Abstract

Conventional Earth Observation Payload Data Ground Segments (PDGS) continuously 
receive variable requests for data processing and distribution. However, their architecture 
was conceived to be on the premises of satellite operators and, for instance, has intrinsic 
limitations to offer variable services. In the current chapter, we introduce cloud comput-
ing technology to be considered as an alternative to offer variable services. For that pur-
pose, a cloud infrastructure based on OpenNebula and the PDGS used in the Deimos-2 
mission was adapted with the objective of optimizing it using the ENTICE open source 
middleware. Preliminary results with a realistic satellite recording scenario are presented.

Keywords: Earth Observation, distributed systems, cloud computing, ENTICE project, 
gs4EO

1. Introduction

Traditionally, Earth Observation systems have been operated by governments and pub-
lic organizations; the primary investors being US, China, Russia, Japan and Europe mainly 
because of worldwide common objectives such as climate change, sustainable development 
and objectives at national level.

However, from 2015 to 2016, the Earth Observation from space paradigm is changing with the 
globalization of the market, the evolution of the information and communication technolo-
gies and the high investment of private entities in the field.

This boost of commercial interest in Earth Observation can be explained because of the paral-
lel evolution of three main pillars, as stated by Denis et al. in [1]:
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1. Increased performance of commercial satellites with defence needs in the range of very 
high resolution products, i.e. resolutions between 0.25 and 1 m.

2. The development of hybrid procurement schemes between private and public customers.

3. Appearance of the New Space scheme started in Silicon Valley, which attracted the interest 
of investors and contributed to the creation and entrance of new actors in the space sector.

To these, we would add the dedicated budget of new countries, such as Kazakhstan, Venezuela 
and Vietnam, in EO; increased budget in new EO programmes for India, China and South 
Korea [2] and fast evolution of information and communication technologies, which facili-
tated the creation of new applications requiring availability of lots of information in the short-
est time possible. This contributed to the evolution of the space sector in two manners: (a) the 
evolution of the sensors to provide highest performance at a lower cost and (b) the launch 
of more satellites to cover the demand of information. This last explains the increase in the 
launch of satellites during the last years and interest of satellite operators to operate satellite 
constellations in order to reduce the revisit time and offer more coverage of the land surface. 
A proof of this is the number of EO satellites launched between 2006 and 2015: 163 satellites 
over 50 kg were launched for civil and commercial applications, generating $18.4 billion in 
manufacturing market revenues, whereas 419 satellites are expected to be launched over the 
next decade (2016–2025), generating $35.5 billion in manufacturing revenues. In terms of EO 
data sales, the market reached $1.7 billion in 2015 and it is expected to reach $3 billion in 2025. 
This is $12.2 billion total revenue in the decade 2006–2015 and $24 billion in the decade 2016–
2025 [3]. The amount of generated data is used, for instance, to accumulate spatial and tempo-
ral records of the world itself, of the events and changes that occur in it in a diverse number of 
applications: security, maritime, agriculture, energy and emergency, among others [4].

However, the infrastructures used to manage EO data are still based on traditional EO sys-
tems, which (because of their previous ambit of application) make use of on-site traditional 
infrastructures or data centers. Their architecture was designed to be monolithic in a localized 
single infrastructure.

Now, the process of recording data from Earth observations generates massive amounts of 
spatiotemporal geospatial information that has to be intensively processed for a variable and 
increasing demand. This is a handicap for traditional data centers since they are not desig-
nated to manage variable amounts of data. They were designed and sized to operate a certain 
data volume. They are then limited in terms of flexibility and scalability [5]. The storage of 
increasing amounts of data over time is also a challenge, since the recordings are also main-
tained by their owners over time as well [6].

Traditional Earth Observation Payload Data Ground Segments (PDGS) present the following 
limitations to cover the demands of the current EO market:

i. Traditional infrastructures are not flexible or easily scalable to operate.

ii. There is a risk of oversizing/undersizing the infrastructure to offer services when highly 
variable demand exists.

iii. They make the cost of acquiring recent images of the Earth very high.
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iv. The customers cannot access directly neither fast to the information they need because 
this has to be processed and ad-hoc distributed.

However, the use of cloud computing technology can eliminate the previous drawbacks to 
improve EO services because it is elastic, scalable, it works on demand through virtualization 
of resources, offers virtually unlimited storage and computation capability, it is worldwide 
connected and it is based on a pay per use model [7, 8].

Nevertheless, the current cloud computing technology still presents some limitations:

i. The virtual machine images (VMIs) are not optimized, being highly oversized, impacting 
in the costs of using the infrastructure and in the dynamic resources provisioning.

ii. The deployment of virtual machines (VM) in cloud is not in real time. The deployment 
normally takes between 10 and 20 minutes, which directly affects to the flexibility and 
dynamic scalability of the system.

iii. Although the pay per use model should intrinsically have reduced costs, since the cus-
tomer only pays for what he uses, the costs of using cloud computing are still high.

iv. There are some major worldwide champions in the offer of cloud services such as Amazon, 
Google, Microsoft and IBM, which make difficult the migration of a system from a cloud in-
frastructure to another different cloud infrastructure, existing vendor lock-in. This limits the 
democratization of these services and makes an entrance barrier for new cloud providers.

Within the ENTICE H2020 project (project no. 644179), we intend to demonstrate that pro-
cessing the data recorded from Earth observations in a cloud environment with the middle-
ware ENTICE optimizes the efficiency and overcomes the critical barriers of cloud computing 
and data processing needs. Among other advantages, ENTICE provides independence 
from a specific infrastructure provider and facilitates the distribution of VMs in distributed 
infrastructures.

In this work, we present the implementation of the Earth Observation Data (EOD) pilot, which 
mainly consists of the implementation in cloud of the already commercial Ground Segment 
for Earth Observation (gs4EO) suit, commercialized by Deimos [9], which is currently opera-
tional in the Deimos-2 satellite mission [10].

For this purpose, we simulate a real scenario with the Deimos-2 satellite running in a feder-
ated cloud infrastructure, in which we obtain real performance metrics and present real sys-
tem requirements for normal operations with the satellite. Through this experimentation, we 
demonstrate the EOD concept as a solution for the new EO market paradigm.

2. Earth Observation Data Processing and Distribution Pilot

2.1. ENTICE environment

In order to facilitate the implementation in cloud, the EOD pilot makes use of the ENTICE mid-
dleware [11], which facilitates autoscaling and flexibility to the ingestion of satellite imagery, its 

Optimization of an Earth Observation Data Processing and Distribution System
http://dx.doi.org/10.5772/intechopen.71423

177



1. Increased performance of commercial satellites with defence needs in the range of very 
high resolution products, i.e. resolutions between 0.25 and 1 m.

2. The development of hybrid procurement schemes between private and public customers.

3. Appearance of the New Space scheme started in Silicon Valley, which attracted the interest 
of investors and contributed to the creation and entrance of new actors in the space sector.

To these, we would add the dedicated budget of new countries, such as Kazakhstan, Venezuela 
and Vietnam, in EO; increased budget in new EO programmes for India, China and South 
Korea [2] and fast evolution of information and communication technologies, which facili-
tated the creation of new applications requiring availability of lots of information in the short-
est time possible. This contributed to the evolution of the space sector in two manners: (a) the 
evolution of the sensors to provide highest performance at a lower cost and (b) the launch 
of more satellites to cover the demand of information. This last explains the increase in the 
launch of satellites during the last years and interest of satellite operators to operate satellite 
constellations in order to reduce the revisit time and offer more coverage of the land surface. 
A proof of this is the number of EO satellites launched between 2006 and 2015: 163 satellites 
over 50 kg were launched for civil and commercial applications, generating $18.4 billion in 
manufacturing market revenues, whereas 419 satellites are expected to be launched over the 
next decade (2016–2025), generating $35.5 billion in manufacturing revenues. In terms of EO 
data sales, the market reached $1.7 billion in 2015 and it is expected to reach $3 billion in 2025. 
This is $12.2 billion total revenue in the decade 2006–2015 and $24 billion in the decade 2016–
2025 [3]. The amount of generated data is used, for instance, to accumulate spatial and tempo-
ral records of the world itself, of the events and changes that occur in it in a diverse number of 
applications: security, maritime, agriculture, energy and emergency, among others [4].

However, the infrastructures used to manage EO data are still based on traditional EO sys-
tems, which (because of their previous ambit of application) make use of on-site traditional 
infrastructures or data centers. Their architecture was designed to be monolithic in a localized 
single infrastructure.

Now, the process of recording data from Earth observations generates massive amounts of 
spatiotemporal geospatial information that has to be intensively processed for a variable and 
increasing demand. This is a handicap for traditional data centers since they are not desig-
nated to manage variable amounts of data. They were designed and sized to operate a certain 
data volume. They are then limited in terms of flexibility and scalability [5]. The storage of 
increasing amounts of data over time is also a challenge, since the recordings are also main-
tained by their owners over time as well [6].

Traditional Earth Observation Payload Data Ground Segments (PDGS) present the following 
limitations to cover the demands of the current EO market:

i. Traditional infrastructures are not flexible or easily scalable to operate.

ii. There is a risk of oversizing/undersizing the infrastructure to offer services when highly 
variable demand exists.

iii. They make the cost of acquiring recent images of the Earth very high.

Multi-purposeful Application of Geospatial Data176

iv. The customers cannot access directly neither fast to the information they need because 
this has to be processed and ad-hoc distributed.

However, the use of cloud computing technology can eliminate the previous drawbacks to 
improve EO services because it is elastic, scalable, it works on demand through virtualization 
of resources, offers virtually unlimited storage and computation capability, it is worldwide 
connected and it is based on a pay per use model [7, 8].

Nevertheless, the current cloud computing technology still presents some limitations:

i. The virtual machine images (VMIs) are not optimized, being highly oversized, impacting 
in the costs of using the infrastructure and in the dynamic resources provisioning.

ii. The deployment of virtual machines (VM) in cloud is not in real time. The deployment 
normally takes between 10 and 20 minutes, which directly affects to the flexibility and 
dynamic scalability of the system.

iii. Although the pay per use model should intrinsically have reduced costs, since the cus-
tomer only pays for what he uses, the costs of using cloud computing are still high.

iv. There are some major worldwide champions in the offer of cloud services such as Amazon, 
Google, Microsoft and IBM, which make difficult the migration of a system from a cloud in-
frastructure to another different cloud infrastructure, existing vendor lock-in. This limits the 
democratization of these services and makes an entrance barrier for new cloud providers.

Within the ENTICE H2020 project (project no. 644179), we intend to demonstrate that pro-
cessing the data recorded from Earth observations in a cloud environment with the middle-
ware ENTICE optimizes the efficiency and overcomes the critical barriers of cloud computing 
and data processing needs. Among other advantages, ENTICE provides independence 
from a specific infrastructure provider and facilitates the distribution of VMs in distributed 
infrastructures.

In this work, we present the implementation of the Earth Observation Data (EOD) pilot, which 
mainly consists of the implementation in cloud of the already commercial Ground Segment 
for Earth Observation (gs4EO) suit, commercialized by Deimos [9], which is currently opera-
tional in the Deimos-2 satellite mission [10].

For this purpose, we simulate a real scenario with the Deimos-2 satellite running in a feder-
ated cloud infrastructure, in which we obtain real performance metrics and present real sys-
tem requirements for normal operations with the satellite. Through this experimentation, we 
demonstrate the EOD concept as a solution for the new EO market paradigm.

2. Earth Observation Data Processing and Distribution Pilot

2.1. ENTICE environment

In order to facilitate the implementation in cloud, the EOD pilot makes use of the ENTICE mid-
dleware [11], which facilitates autoscaling and flexibility to the ingestion of satellite imagery, its 

Optimization of an Earth Observation Data Processing and Distribution System
http://dx.doi.org/10.5772/intechopen.71423

177



processing and distribution to end users with variable demands. Kecskemeti et al. [12] intro-
duced the ENTICE approach to solve these problems. The ENTICE environment consists of a 
ubiquitous repository-based technology, which provides optimised virtual machine (VM) image 
creation, assembly, migration and storage for federated clouds. The webpage of ENTICE can be 
found in [13].

ENTICE facilitates the implementation of cloud applications by simplifying the creation of 
lightweight virtual machine images (VMIs) by means of functional descriptors. These func-
tional descriptors define at high and functional levels the VMIs and contribute to define the 
system Service Level Agreement (SLA) to facilitate the optimization of the VMIs in terms of 
performance, costs, size and quality of service (QoS) needed. Then, the VMIs are automati-
cally decomposed and distributed to meet the application runtime requirements. In addition, 
ENTICE facilitates elastic autoscaling. The benefits of using ENTICE are the following:

• Reduction of up to 80% storage.

• 95% elastic Quality of Service.

• VMIs creation 25% faster.

• Reduction on the costs of deployment.

• VMIs optimization up to 60%.

• VMIs delivery 30% faster.

• Scalability and elasticity.

• Elimination of cloud infrastructure vendor lock-in.

In the EOD pilot, ENTICE is used as middleware between the federated infrastructure 
described in Section 3.1 and the gs4EO application software.

2.2. EOD pilot description

The Earth Observation Data Processing and Distribution Pilot (EOD) consists of the implementa-
tion of the Elecnor Deimos’ geo-data processing, storage and distribution platform of Deimos-2 
satellite using cloud technologies. The main functionalities of the system are the following:

• Acquisition of raw data: When the imagery data are ingested from the satellite into the 
ground station, the system is notified and the ingestion component automatically ingests 
the raw data into the cloud for its processing.

• Processing of data: Once the data are ingested, it is processed in the product processors. 
There are several processing levels to provide different products.

• Archiving and cataloguing geo-images: The different products obtained from the process-
ing of raw data are archived and catalogued in order to provide these images or high added 
value services to end users.

• Offering user services: This is the front-end of the system. It allows end users to select the 
product that they want to visualize or to download.
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2.2.1. EOD architecture

The main objectives of the EOD pilot is to process real data of Deimos-2 satellite in a realistic 
scenario of normal operation and the validation of the processing chain module as part of the 
cloud infrastructure. Ramos and Becedas [14] proposed an original architecture of the gs4EO 
suit to be implemented in cloud. Based on that work, the architecture for the EOD pilot has 
been redesigned and implemented, see Figure 1.

The architecture is composed of the following components:

• monitor4EO: It is a ground station monitor, which ingests the available raw data from the 
ground stations to the cloud system. It contains an Orchestrator, which manages the tasks 
of the different modules.

• process4EO server: It is the Orchestrator, which is the component that manages the tasks 
to be done by all the modules of the architecture computed in the cloud infrastructure. The 
Orchestrator has the following functions:

 ○ To identify which outputs shall be generated by the processors.

 ○ To generate the Job Orders. They contain all the necessary information that the processors 
need. Furthermore, these eXtensive Markup Language (XML) files include the interfaces 

Figure 1. Earth Observation Data Processing and Distribution pilot (EOD)’s architecture.
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and addresses of the folders in which the input information to the processors is located 
and the folders in which the outputs of the processors have to be sent. They also include 
the format in which the processors generate their output.

 ○ To find data in the ground stations (pooling) to be ingested in a shared storage unit in 
the cloud for its distribution to the processing chain.

 ○ To control the processing chain by communicating with the product processors.

 ○ To manage the archive and catalogue.

• process4EO node: Constituted of different software modules, which are in charge of the 
processing of the raw data and the products of previous levels to produce image products. 
Figure 2 depicts the pipeline of the image processing process. The four most important 
operations are the following:

 ○ Calibration: (L0 and L0R processing levels) to convert the pixel elements from instru-
ment digital counts into radiance units.

 ○ Geometric correction: (L1A processing level) to eliminate distortions due to misalign-
ments of the sensors in the focal plane geometry.

 ○ Geolocation: (L1BR processing level) to compute the geodetic coordinates of the input 
pixels.

 ○ Orthorectification: (L1C processing level) to produce orthophotos with vertical projec-
tion, free of distortions.

Figure 2. EOD’s pipeline.
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• archive4EO: In this module, the processed images are stored and catalogued for their dis-
tribution. It offers a Catalogue Service for the Web (CSW) interface.

• user4EO: It is a web service in which the end users can access to the products.

• Shared storage: It is a storage module shared by all the modules of the architecture in 
which all the inputs and outputs of the different modules of the architecture are stored.

3. Experiment setup

3.1. Testing infrastructure

The testing infrastructure used in the experiment is formed by hardware deployed in three 
different locations and managed in a federated manner: DMU infrastructure (in Deimos UK 
in United Kingdom), DMS infrastructure (in Deimos Space in Spain) and DME infrastruc-
ture (in Deimos Engenharia in Portugal). The hardware resources deployed in every location 
are described in Table 1. The ENTICE middleware was installed in the DMU infrastructure, 
which is acting as master. It also contains an object store with interface to Amazon Simple 
Storage Service (Amazon S3) for cloud bursting. DMS and DME infrastructures are slaves 
of DMU infrastructure and contain object stores also with interfaces to Amazon S3. A block 
diagram describing the interrelations of the testing infrastructure is depicted in Figure 3. 
The virtualization of the infrastructure was done with OpenNebula. Kernel-based Virtual 
Machine (KVM) was used as hypervisor. The creation of the virtual machines was done with 
Packer, whereas the automatic deployment of the virtual machines was done with Ansible. 
Figure 4 shows a diagram describing the logic process of automatic generation of the virtual 
machines that constitute the EOD software. The image building process takes advantage of 

Location Name Model CPU RAM (GB) HD (GB) OS

DMU Node-1 Dell Optiplex790 Intel Core i7–2600 
3.4 GHz

8 160 CentOS 
7.2.1511

Node-2 Dell Optiplex790 Intel Core i7–2600 
3.4 GHz

16 250 CentOS 
7.2.1511

OpenNebula-fe Dell Optiplex745 Intel Core 2 6300 
1.86 GHz

4 250 CentOS 
7.2.1511

DMS Node-2 Dell Intel 8 Core  
2.37 GHz

16 2048 CentOS 
7.2.1511

Node1 Dell Intel 2 Core 3 GHz 6 230 CentOS 
7.2.1511

DME Node1 HP AMD Athlon 64 X2 
Dual Core 3800+

4 256 CentOS 
7.2.1511

Table 1. Hardware resources in the testing infrastructure.
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the functionalities provided by Packer and Ansible to build KVM images. The virtual images 
are based on CentOS 6 Linux distribution and are stored in qcow2 format. This automation 
step comprises several files:

• Execution script: This script, developed in Python, launches the creation of the machine 
image with Packer. It receives a JSON file with all the variables that will be used in the 
building process, e.g. the user configuration, software repositories, Kickstart file and An-
sible playbook, and configures all the required fields in the Kickstart file. It can build all 
the types of VMIs required to deploy the EOD software: archive4EO, monitor4EO and 
process4EO. The type of virtual machine to generate is specified in the content of the con-
figuration file.

Figure 3. Block diagram of the testing infrastructure.
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• Packer template: It is a JSON file that provides all the information to create the virtual ma-
chine in Packer. It contains the format, the instructions and the parameters on how to build 
a VMI using KVM. The provisioners define the scripts or recipes in Ansible for configuring 
the machine and installing the applications.

• Ansible playbook: These files are “recipes” to install the EOD software in the virtual 
machines. This is a YAML file with the commands expressed in a simplified language, 
describing a configuration or a process. It contains the information to configure the sys-
tem, install the EOD software and the functionalities to work in the cloud environment 
(contextualization).

Figure 4. Diagram of the automatic generation of the EOD virtual machines.
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The Python script receives the configuration file and launches the Packer command after con-
figuring some parameters in the Kickstart file. The Packer command takes the template and 
runs all the builds within it in order to generate a set of artefacts and build the image in 
KVM. Once the image is built, Packer launches all the provisioners (Ansible) contained in the 
template. Ansible carries out several steps: it configures all the repositories, installs all the 
dependencies and software packages of the EOD modules, configures the EOD software and 
installs a context package to deploy the VMI in OpenNebula.

The recording of the experiment data was done with Jmeter™ [15] and Nagios® [16]. Jmeter™ 
is installed in the Node and Nagios® in a virtual machine inside the federated cloud. It is used 
for the monitoring of the cloud resources and status and to extract the experimental data.

3.2. Experiment description

The aim of this experiment is to demonstrate the feasibility of implementing the EOD system 
in cloud and how its behavior improves after the optimization done by ENTICE over the 
process4EO node.

The experiment is that of a realistic recording with Deimos-2 satellite in which a real acquisi-
tion is ingested into the EOD pilot. Then, the processing of the raw data is carried out with the 
EOD pilot before and after the optimization process. The results are compared to evaluate the 
functionality of the optimized system with regard to the nonoptimized system and validate 
the implementation of the gs4EO modules in cloud.

VMI size, VMI creation time, VMI delivery time and VMI deployment time are the evaluated 
metrics selected to compare the performance of the system before and after the optimization 
process.

The following are the evaluated metrics to demonstrate that the functionality of the system 
remains the same after the optimization: processing time, imagery products size, CPU use per 
process and memory use per process.

The raw data used in the experiment have 3 MB size, four multispectral bands (R, G, B and NIR) 
and one panchromatic. The recorded area of the land surface is a rectangle of 8.86 × 16.59 km2.

The raw data are managed and processed to automatically obtain the following products:

• L0: raw data decoded.

• L0R: transformation of L0 into image.

• L1A: geolocated and radiometric calibrated image.

• L1BR: resampled image and more precise geolocation.

• L1CR: orthorectification.

The virtual resources used in the experiment were the following: a virtual machine with 
300 GB, a RAM of 10 GB, four CPUs of 32 bits, a shared storage with 99 GB and an additional 
storage volume with 50 GB. This hardware was used for both experiments (EOD before and 
after optimization) in order to facilitate comparison.
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4. Experiment results

First, the virtual machine images of the EOD pilot were created, delivered and deployed in 
the cloud. Then, the virtual machine of the proces4EO was optimized and its VMI was again 
created, delivered and deployed. The time spent in every step is depicted in Table 2.

In these results, one can see the increase in the performance of the system before the runtime, 
i.e. up to the deployment of the system: this is a reduction of 30% in VMI size, a reduction of 
37.3% in the VMI creation time, a reduction of 34.53% in the VMI delivery time and a reduc-
tion of 54.05% in the deployment time.

Next, the raw data recorded with the satellite were ingested in both the original EOD pilot and 
the optimized EOD pilot. The response of both optimized and nonoptimized systems were 
measured in the runtime. The processing time of the satellite imagery in the original EOD pilot 
and the EOD pilot with the optimization of the processing chain is shown in Figures 5 and 6 
respectively. It can be noticed that the processing time of the different levels is similar in both 
experiments, so as to the time to process the raw data up to the orthorectification level (L1CR): 
33.95 and 35.75 s in the nonoptimized and optimized systems, respectively. This difference is 
not substantial and can be produced by some OpenNebula processes, or the cloud has used 

VMI size (GB) VMI creation time 
(hh:mm:ss)

VMI delivery time 
(hh:mm:ss)

VMI deployment time 
(hh:mm:ss)

Nonoptimized VM 2 00:19:42 00:20:25 0:06:47

Optimized VM 1.4 00:12:21 00:13:22 0:03:07

Reduction (%) 30 37.31 34.53 54.05

Table 2. Metrics of the optimized and nonoptimized EOD pilot.

Figure 5. Processing time of the satellite imagery with nonoptimized EOD system.
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Data type Raw data L0 L0R L1A L1BR L1CR Total 
Products

Size of the products obtained with 
the non-optimized system (MB)

3090 764 789 749 1140 1130 4572

Size of the products obtained with 
the optimized system (MB)

3090 764 789 749 1140 1130 4572

Table 3. Imagery product sizes obtained with both the nonoptimized and the optimized EOD system.

Figure 6. Processing time of the satellite imagery with optimized EOD system.

Figure 7. CPU use per process in the nonoptimized EOD system.
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some resources while executing the experiments. In addition, the size of the different imag-
ery products in both experiments is depicted in Table 3. Notice that the size of the different 
products remains the same in both experiments. These demonstrate that the functionality of 
the system is intact after the optimization process, while the optimization provides benefits in 
storage, creation, delivery and deployment of the system.

Furthermore, the CPU and memory used in both experiments are similar for all the process-
ing stages: in Figure 7, the CPU used in the processing of the satellite imagery with the non-
optimized system is shown; in Figure 8, the CPU used in the optimized system is depicted. 

Figure 8. CPU use per process in the optimized EOD system.

Figure 9. Memory use per process in the nonoptimized EOD system.
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Besides, the memory used by the optimized system was lower: the memory use per process 
in the nonoptimized system can be seen in Figure 9, while the memory used in the optimized 
system can be seen in Figure 10.

These results obtained with the EOD pilot can be related with the new paradigms of the Earth 
Observation market stated in [1]. Table 4 describes how an approach of a PDGS system simi-
lar to the EOD pilot could cover the main requirements of the new EO market.

5. Conclusions and future work

In this work, the successful implementation of the EOD pilot in an experimental cloud 
infrastructure with the middleware ENTICE was demonstrated. The pilot was tested and 

Figure 10. Memory use per process in the optimized EOD system.

New paradigm requirements EOD pilot

Costs optimization Cost reduction by means of reduced storage of optimized VMIs, reduced creation 
time, reduced delivery time and reduced deployment time

Multi sensors ground 
processing systems

Ground stations, ground control centers and data processing centers would take 
advantage of a rapid, agile, resilient and secure interconnected computer system in cloud

Vertical integration Global distributed infrastructure connecting all the stakeholders in an operational 
environment

Scalability Elastically autoscale applications on cloud resources based on their fluctuating 
load with optimized VM interoperability across cloud infrastructures and without 
provider lock-in

Table 4. New paradigm requirements vs. EOD pilot approach.
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promising results were obtained. These results indicated that real scenarios of satellite 
imagery managing and processing can be carried out in cloud with many advantages with 
respect to traditional infrastructures. Furthermore, an optimization of the EOD pilot was 
carried out, demonstrating a reduction of 30% in VMI size, 37.3% in the VMI creation time, 
34.53% in the VMI delivery time and 54.05% in the deployment time, while maintaining 
the functionality of the system intact. This indicates that a PDGS system implemented in 
cloud in a similar manner to that of the EOD pilot can fulfill the requirements of the new 
Earth observation market paradigm. Specifically, these EOD pilot results demonstrate that 
the deployment of an optimized PDGS system in cloud can reduce the costs of storage and 
reduce the time to user by reducing the creation time, the delivery time and the deploy-
ment time of the system. Besides, ground stations can take the advantage of rapid, agile, 
resilient and secure interconnected system when are cloud-based. In addition, the global 
operational environment provided by a cloud infrastructure facilitates both global acquisi-
tion and distribution of data, improving the market efficiency. Finally, the system improves 
its scalability without vendor lock-in, covering the needs of recent on demand markets.

In future research, different realistic scenarios with variable demand of services will be tested. 
With these scenarios, we will evaluate the elastic behaviour in the ingestion of raw data in the 
system, the processing and the distribution of imagery products to users. Furthermore, a com-
plete optimization of the system will be tested to evaluate the complete repository storage size 
reduction, which was not evaluated in this work. In addition, new metrics will be measured to 
validate the implementation of the system for its commercial implementation in the next future.
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Abstract

Agriculture is the backbone of the Indian economy. Any changes in weather and climate 
in short term as well as long- term adversely affect the agricultural productivity and 
the production of food grain production. In order to minimise the adverse impact of 
weather and climate on crops, the use of agrometeorological information and agromet 
services has already been proved to be highly beneficial. Agrometeorological services 
rendered by India Meteorological Department (IMD), Ministry of Earth Sciences, are a 
step to contribute to weather information-based crop/livestock management strategies 
and operations dedicated to enhance crop production and food security. IMD is operat-
ing a project ‘Gramin Krishi Mausam Sewa’ (GKMS) with an objective to serve the farm-
ing community at different parts of the country. Different states of technologies including 
the application of geospatial technology are being used in India for further refinement 
of the Agromet Advisory Services. The application of geospatial technology in generat-
ing agrometeorological information and products is very necessary for preparing need-
based advisories at a high-resolution scale for the farmers in the country. In this chapter, 
elaborate discussion has been made on how the Geographical Information System (GIS) 
is being used for generating information and products using ground observations as well 
as satellite observations.

Keywords: geospatial technology, agromet products, agrometeorology

1. Introduction

Weather and climate play an important role in agricultural production. It has a profound 
influence on crop growth, development and yields; on the incidence of pests and diseases; on 
water needs; and on fertiliser requirements. Weather aberrations may cause physical  damage 
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elaborate discussion has been made on how the Geographical Information System (GIS) 
is being used for generating information and products using ground observations as well 
as satellite observations.
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1. Introduction

Weather and climate play an important role in agricultural production. It has a profound 
influence on crop growth, development and yields; on the incidence of pests and diseases; on 
water needs; and on fertiliser requirements. Weather aberrations may cause physical  damage 
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to crops and soil erosion. The provision of need-based climate information to farmers can 
support the management of agricultural resources (land, water and genetic resources). India 
Meteorological Department (IMD), Ministry of Earth Sciences (MoES), is operating Gramin 
Krishi Mausam Seva (GKMS) project at the district level in India, which represents a small step 
towards agriculture management in rhythm with weather and climate variability, leading to 
weather proofing for farm production. In order to minimise the adverse impact of malevolent 
weather, GKMS project provides a very special kind of inputs to the farmer as advisories that 
can make a tremendous difference to the agriculture production. The primary role of combat-
ing the negative impact of extreme events under the Agromet Advisory Services (AAS) is 
to find out the basic requirement to generate ways and means of adjusting crop cultivation 
plans/practices depending on the time of occurrence of the extreme events. Farmers are using 
these advisories for sowing and transplantation of crops, fertiliser application, predictions 
regarding pests and diseases and measures to control them, weeding/thinning, irrigation 
(quantities and timing) and harvest of crops.

Under the GKMS project, a number of activities were carried out during the last couple 
of years particularly in the generation of weather forecast, agromet advisories and its 
dissemination, capacity building, awareness, outreach, and so on in collaboration with 
130 Agromet Field Units (AMFUs) located at State Agricultural Universities, Institutes 
of Indian Council of Agricultural Research (ICAR), Indian Institute of Technology (IITs) 
and also other collaborating organisations. At present, quantitative weather forecast in 
medium-range scale is being used in the preparation of agromet advisories at the dis-
trict level for the farmers in the country. In addition to that, state composite and national 
level Agromet Advisory Service advisories are also prepared for state and national levels 
for planners and other users in macro-level planning and particularly under contingent 
plan. Efforts have also been made for the preparation of accurate medium-range weather 
forecast by value addition from Regional Meteorological Centres (RMCs)/Meteorological 
Centres (MCs). To help the farmers to cope with climate risks and uncertainties and also 
effectively use seasonal to inter-annual climate forecasts, IMD in collaboration with Central 
Research Institute for Dryland Agriculture, Hyderabad, also issued AAS Bulletins based 
on Extended Range Weather Forecast and Monthly Weather Forecast during southwest 
monsoon 2017 to fulfil the needs of different users including planners at state and national 
levels and farmers.

Among others, the generation and use of different agromet information and products are 
important initiatives to deliver crop- and location-specific agromet advisories to the farmers in 
the country. Here, GIS has an important role to play. Agrometeorological products are derived 
parameters from meteorological/agrometeorological or other interdisciplinary information. It 
deals with the application of weather- and climate-derived information in agricultural man-
agement. Timely availability and appropriate use of this information are vital for successful 
farming operations. These products serve as an important step for improving the agromet 
advisories and ultimately in the quality of bulletin. The first and foremost consideration is 
user requirements. Thus, agromet products are crop and location specific. At present, inte-
grated approaches are being adopted by combining ground data, satellite data along with 
the  high-resolution models and GIS technology to provide crop and location specific even at 
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district/sub-district level agromet advisories for meeting individual demand of the farmers. In 
this chapter, an elaborate discussion has been made regarding how the GIS is being used and 
what are the future plans to improve the services for the farmers in the country by exploiting 
the modern geospatial technology.

2. Application of GIS in agrometeorology

GIS is extensively used in modern science of operational agrometeorology. Under GIS plat-
form, diverse data sources like real-time weather data including climatological data, land 
surface data and satellite data are fed into advanced system along with the algorithms for the 
visualisation of information and also products.

A GIS provides an organised method of storing spatial data. It stores the characteristics of fea-
tures (the attribute component) in a database and then links the attributes to features (the spa-
tial component) that it displays on a map. According to Refs. [1, 2], technology is an expansion 
of Cartographic Science, which takes advantage of computer science technologies, enhancing 
the efficiency and analytic power of traditional methodologies.

In a GIS, all the information can be linked and processed simultaneously, thus creating a 
syntactical expression of the changes induced in the system by the variation of a parameter. 
Using GIS improves data integration and usability, spatial analysis, and increases potential 
for broader applications. GIS could also make weather and climate information more usable 
in different allied fields of meteorological community. GIS is an essential tool to understand 
complex processes at different scales: local, regional and global. It is being extensively used 
in the science of agrometeorology. In GIS, the information coming from different disciplines 
and sources, that is, from traditional or digital maps, databases and remote-sensing, can be 
combined in models that simulate the behaviour of complex systems. Some common appli-
cations are relative to the control of industrial cycles, the simulation of urban and natural 
systems, the evaluation of specific procedures and the analysis of environmental impact 
(Refs. [3–5]).

Under the climate service programme, GIS is used extensively using the long period data. It 
also helps in the development of climate service tools for different sectors like agriculture, 
health, disaster risk reduction, and so on. These days, GIS is also used in the visualisation of 
weather pattern and other areas of interests of the common man. Most of the feature of GIS 
mentioned earlier is being considered in improving the operational agrometeorological advi-
sory services across the world.

3. Ground data used in GIS application

Under the GKMS project, GIS is used extensively by utilising the weather information from the 
conventional as well as the automatic weather stations (AWS) including crop state and stage, 
soil information pests and diseases, and so on. The information/products so far obtained are 
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tial component) that it displays on a map. According to Refs. [1, 2], technology is an expansion 
of Cartographic Science, which takes advantage of computer science technologies, enhancing 
the efficiency and analytic power of traditional methodologies.

In a GIS, all the information can be linked and processed simultaneously, thus creating a 
syntactical expression of the changes induced in the system by the variation of a parameter. 
Using GIS improves data integration and usability, spatial analysis, and increases potential 
for broader applications. GIS could also make weather and climate information more usable 
in different allied fields of meteorological community. GIS is an essential tool to understand 
complex processes at different scales: local, regional and global. It is being extensively used 
in the science of agrometeorology. In GIS, the information coming from different disciplines 
and sources, that is, from traditional or digital maps, databases and remote-sensing, can be 
combined in models that simulate the behaviour of complex systems. Some common appli-
cations are relative to the control of industrial cycles, the simulation of urban and natural 
systems, the evaluation of specific procedures and the analysis of environmental impact 
(Refs. [3–5]).

Under the climate service programme, GIS is used extensively using the long period data. It 
also helps in the development of climate service tools for different sectors like agriculture, 
health, disaster risk reduction, and so on. These days, GIS is also used in the visualisation of 
weather pattern and other areas of interests of the common man. Most of the feature of GIS 
mentioned earlier is being considered in improving the operational agrometeorological advi-
sory services across the world.

3. Ground data used in GIS application

Under the GKMS project, GIS is used extensively by utilising the weather information from the 
conventional as well as the automatic weather stations (AWS) including crop state and stage, 
soil information pests and diseases, and so on. The information/products so far obtained are 
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utilised at the time of sowing of crops, irrigation scheduling, fertiliser application, pesticides 
application, and so on.

IMD is establishing a number of observatories like surface, agromet, and so on to provide 
operational and R&D on atmospheric sciences. IMD is having different kinds of networks 
of observatories in India to monitor and assess the extreme events which are conventional 
observational network, automatic weather stations (AWS), buoy/ship observations, cyclone 
detection radars, Doppler weather radars and satellite observations. Satellite and radar obser-
vations are very crucial for monitoring and assessment of hazards, especially the Himalayan 
region and North Indian Ocean.

Figure 1 shows the weather observational network in India. At present, there are surface 
(532), automatic weather stations (593), automatic rain-gauge stations (1352), agromet obser-
vatory (264) and DRMS (3500). Maintenance and strengthening of atmospheric observational 
network is absolutely required to sustain and improve the skill of weather forecasts. IMD 
has been augmenting its observing system networks over the past years. At present, geo-
spatial technology is used to convert discreet data into continuous data. Using interpolation 
technique, the data are converted to spatial spread. These data cover each and every district 
of India at a high-resolution scale which can be used for the betterment of agro-advisory.

4. Use of GIS in agrometeorological products in India

At present, under the GKMS project, extensive data on crop, weather and satellite data 
are being used to prepare the advisories at different temporal and spatial levels. In view 

Figure 1. Observational network of IMD.

Multi-purposeful Application of Geospatial Data196

of that, geospatial technology is being used in generating a number of products using 
ground-based data as well as the satellite data. To provide these services on a pan India 
mode, station-wise point data are not enough to generate the required products at the 
desired level. The present system helps IMD to compile data from various monitoring 
stations, analyse, generate advisories and disseminate information through online in near 
real-time basis. Since information is broadcasted in the form of maps and tables, it also 
helps users to extract various advisories and other information specific to the location 
of interest. Under the present system, it is possible to compile meteorological data from 
various monitoring stations along with geographic data from other sources, analyse, gen-
erate maps related to weather information, hydrology, agromet advisories, and so on and 
disseminate information through state-of-art communication system in near real-time 
basis. Since information will be broadcasted in the form of map and tables it helps users to 
extract various advisories and other information specific to location of interest. The soft-
ware accommodates various algorithms and models to generate agromet, climatological 
and hydrological products.

It covers the following aspects:

• study of existing data including maps,

• preparation of guidelines for data standards and formats to be followed,

• preparation of mechanism to collect data/information from various field stations and link-
ing with decision support system (DSS),

Figure 2. The mechanism for the preparation of agromet products.
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• study of interpolation techniques to be used,

• study of algorithm for agromet advisory.

The digital data are being collected from different authorised agencies through IMD for the 
preparation of digital database. The mechanism for the preparation of agromet products is 
given in Figure 2.

5. Product generations from the ground observations using GIS

In the context to the Indian agriculture, advisories have been given to farmers using weather 
information at the district level. Weather information and their departure from normal value 
at different temporal and spatial scales are useful for the preparation of agromet advisories. 
In view of that, daily, weekly, fortnightly, monthly and seasonal contours (Figure 3) are being 
generated utilising the realised weather observations for the parameter temperature (maxi-
mum temperature, minimum temperature and diurnal temperature variation), maximum 
and minimum relative humidity, cloud and wind speed. Synoptic observatory data received 
through Global Telecommunication System (GTS) are used to generate contours on a pan 
India mode. Weather information and their departure from normal value at different tempo-
ral and spatial scale is useful information for preparation of agromet advisories. In view of 
that daily, weekly, fortnightly, monthly and seasonal contours are being generated utilising 
the realised weather observations for the parameters temperature (maximum temperature, 
minimum temperature diurnal temperature variation), maximum and minimum relative 
humidity, cloud and wind speed. Synoptic observatory data received in GTS is used to gener-
ate contours on pan India mode. Using GIS software, the data are converted to spatial spread.

5.1. Daily spatial rainfall

Gridded rainfall data generated daily over India at a grid resolution of 0.25° × 0.25° of mea-
sured rainfall from the large number of rain-gauge stations distributed over India are inter-
polated using IDW interpolation at 0.25° × 0.25°, and the spatial district rainfall is generated 
using GIS software. The daily spatial rainfall maps are given in Figure 4.

5.2. Realised and forecast soil moisture on a pan India mode

The daily soil moisture (Figure 5) has been computed by soil water balance (SWB) based on 
the method given in Ref. [6]. The spatial district rainfall values extracted in GIS are used as 
data source to generate the daily realised soil moisture using SWB model. Soil moisture gen-
erated from SWB model is further interpolated using Gaussian interpolation technique under 
Krigging to generate spatial soil moisture maps. In addition to daily soil moisture data, the 
cumulative difference between two consecutive days for soil moisture is also made using GIS 
software. Dynamic potential evapotranspiration (PET) computed from Indian Geostationary 
Satellite (INSAT 3D) interpolated in GIS is used in this model.
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Soil moisture forecast (Figure 6) is made based on the quantitative rainfall forecast (NWP 
model output of T 1534). NWP model output (rainfall) values added by different Regional 
Meteorological Centres/Meteorological Centres of India on every Tuesday and Friday are 
being used as district level rainfall in SWB model to generate soil moisture forecast.

Figure 3. Spatial spread of daily, weekly, monthly and seasonal weather parameters over India.
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the method given in Ref. [6]. The spatial district rainfall values extracted in GIS are used as 
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5.3. Soil temperature and its anomaly at different depths

Presently, 153 stations are recording soil temperature at different depths at 07 LMT and 14 
LMT. Soil temperatures recorded at these stations are used for spatial spread on a pan India 
mode using GIS software at different depths (5, 10 and 20 cm) which are depicted in Figure 7.

Figure 6. Forecast soil moisture on a pan India mode.

Figure 4. Daily spatial rainfall.

Figure 5. Realised soil moisture on a pan India mode.
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6. Web-GIS-based spatial decision support system development

An interactive web-GIS-based spatial decision support system (SDSS) is being developed 
to cater to various requirements of IMD in the field of agriculture, hydrology, weather fore-
casting, pest and disease forecasting. This software has the facility for digitisation, edit-
ing, interpolation and advisory generation and dissemination. The system has the following 
modules:

a. spatial database generation.

b. weather information map preparation,

c. hydrological analysis,

d. agromet advisories preparation.

The details of the modules are mentioned as follows:

a. Spatial database generation

This module has tools for

Figure 7. Soil temperature and its anomaly at different depths.
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• digitisation of point, line and polygon feature,

• editing of digitised features,

• entry of attribute (non-spatial) information,

• linking of external non-spatial data,

• data import/export,

• linking of GTS (global telecommunication satellite) data with GIS.

b. Weather information map preparation

This module includes tools for

• generation of forecast maps based on forecasts/warnings issued for various weather 
parameters like rainfall, temperature, and so on,

• generation of weather anomaly maps (pressure, wind, temperature (maximum, mini-
mum and dew point) and extreme meteorological event maps like heat wave, cold wave, 
etc.),

• generation of climatological maps of rainfall, maximum temperature and minimum 
temperature all over India.

Figure 8. Annual rainfall map (with Isohyet) of Krishna Basin.
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c. Hydrological analysis

This module includes tools for

• importing point data such as rainfall, temperature, relative humidity, and so on, with 
respect to geographic locations,

• interpolation of point data to generate surface map of rainfall, temperature, and so on,

• generation of isoline maps: this tool is used to generate isolines of different weather 
parameters like temperature (isotherm), and so on as shown in Figure 8.

d. Agromet advisory preparation

This module includes tools for

• Field data entry: a form is designed to facilitate field station user to enter field data such 
as crop, crop condition, soil moisture, location, and so on.

• Importing field data from the data entry form.

• Map generation for parameters like soil type, soil moisture, soil temperature, air tem-
perature, humidity, rainfall, wind, cloud, bright hours of sunshine, crop condition (bi-
otic and abiotic stress) and pest-disease infestation status, drought and aridity along 
with textual and data information.

• Generation of real-time agromet products (crop and location specific) like pest forecast-
ing, irrigation scheduling, fertiliser application, and so on, using requisite meteorological  

Figure 9. An example of an interactive web-GIS portal.
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• Importing field data from the data entry form.

• Map generation for parameters like soil type, soil moisture, soil temperature, air tem-
perature, humidity, rainfall, wind, cloud, bright hours of sunshine, crop condition (bi-
otic and abiotic stress) and pest-disease infestation status, drought and aridity along 
with textual and data information.

• Generation of real-time agromet products (crop and location specific) like pest forecast-
ing, irrigation scheduling, fertiliser application, and so on, using requisite meteorological  

Figure 9. An example of an interactive web-GIS portal.
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data, crop data and soil data. Preparation of agromet advisories (crop and location spe-
cific) for different agro-climatic zones (a total of 127) in the country addressing to intra-
zonal variability at the district level (about 640).

e. Data collection and organising

• Accuracy check: the accuracy of the individual map will be assessed in terms of topol-
ogy, digitisation error and attribution.

• Map projection: all collected maps will be brought into a standard projection system as 
per the SRS.

• Mosaicking and edge matching: the individual map with a desired accuracy will be pro-
cessed further for edge matching and mosaicking to prepare seamless datasets.

• Data attribution: each feature of the digitised map will be linked with its attribute data.

Figure 9 depicts an example of an interactive Web-GIS portal for operational agrometeorology.

7. Application of GIS in product generation with satellite 
observations

As climatic variability and climate change will shortly throw huge challenges to agricultural 
productivity and agricultural production in the country, the days are not very far that farm-
ers of the country will need personalised services on their farm management. Here, remote-
sensing/satellite information will play a great role when the country does not have an ideal 
network of weather observatories, or if at all there will be more observatories, it will take more 
number of years and the management of weather observatories will also be a herculean task 
for a country like India. Satellite offers a unique source of information for many agricultural 
applications. Recent advances in satellite technology in terms of high-resolution, multi-spec-
tral bands provide useful information for agricultural operations. The integrated use of satel-
lite data and conventional meteorological observations are found to be very useful to extract 
information relevant to agriculture in India. Agricultural meteorology is one of the fields of 
hydrometeorology for which satellite data are very important. Agrometeorological parameters 
are very variable in time and space. Ground observations do not provide end users with the 
required spatial and temporal resolution. Figure 10 shows the current Indian Geostationary 
Meteorological Satellite. Information about large areas can only be obtained by remote-sens-
ing. The flow of data from new satellites such as Meteosat-8, Terra, and so on is much more 
informative which opens new areas for agrometeorological applications. Satellite remote-
sensing technology is increasingly gaining recognition as an important source of operational 
agrometeorological services. The regular and national-scale agrometeorological monitoring of 
the physiological processes and growth indicators require the retrieval of basic land surface 
variables using spatial observations. The challenge for research therefore is to develop new 
systems extracting this information from remotely sensed data, giving to the final user’s near-
real-time information. Satellite-based agrometeorological products and the interpretation of 
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the same in terms of crop and soil moisture status will help the experts to frame the advisories 
in a better way and ultimately improve the quality of the advisories. In order to extend the sup-
port of the ongoing operational AAS, the generation of satellite products for the generation of 
location-specific agromet advisories is required to meet the end-user requirement.

Besides, the remote-sensing technology helps to provide information for monitoring the pest 
and disease, drought and flood conditions along with the remedies to the farming community 
before the situation turns into a disaster affecting the crop yield and productivity. The poten-
tial zone for agriculture activities can be identified by studying the climatic variability, and 
localised services may be provided to the farmers to increase productivity. The yield produc-
tivity can be estimated using the remote-sensing technology where information can be further 
used for the crop insurance services. Remote-sensing methods can be integrated with crop 
growth models and statistical models to estimate better result in a spatial format. The great 
challenges would be to the meteorologists/agrometeorologists and space scientists to develop 
bias-free meteorological/agrometeorological information at its proper application at a local 
scale to further increase agricultural production to the huge population of the country in the 
coming years. In order to provide high-resolution information at a ground level, it is almost 
mandatory to use the remote-sensing data into the GIS hub under the advanced operational 
Agromet Advisory Services. At present, utilising the information of geostationary and polar 
satellite, a number of information like soil moisture index, land surface temperature (LST), 
Normalised Difference of Vegetation index and vegetative condition (VCI) are used to gener-
ate a number of information particularly when the plants are in stress conditions.

All information produced by the satellite is elaborated for the extraction of the desired infor-
mation. There are many methods, algorithms and procedures to derive fundamental data for 
agrometeorological application from remote-sensing. Among the existing indices, the most 
extensively used are the land surface temperature (LST) which is a good indicator of climatic 
and microclimatic conditions prevailing close to the surface, as well as the frost or the mois-
ture in the soil.

Figure 10. Current Indian geostationary meteorological satellites.
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In developing countries, GIS use can be promoted through the transfer of technologies and 
information from the developed ones. This requires generalisation of the knowledge and 
studies carried out elsewhere. Moreover, frequently in developing countries, data used for 
the production of the informative layers are often unreliable or even lacking. Besides, the 
models used in these systems are the results of studies and projects, realised at different 
scales. Implementation of a GIS requires a great effort to collect and organise the available 
information on the territory. This important activity requires a period of validation for the 
operational use of the system. In any case, many projects have started to implement GIS in a 
number of different environmental and economic systems, mainly using information derived 
from remote-sensing to complete the direct observations. The common advantage is the defi-
nition of the state of the art and a first study of the particular problems, with the suggestion 
of innovative specific solutions. At this level, the products often are already used for practical 
applications, and the operators find it sufficiently powerful and reliable.

The data collected and the different information layers are organised in a database, and all 
the information about the territory is integrated in a GIS. Each layer is composed of different 
archives (numeric data, text and images), which were preliminarily controlled and evalu-
ated. The archives are completed with graphical representations of the main data trends and 
synthetic information, obtained by means of spreadsheet and statistical software. The most 
important information is extracted to describe the territory and then combined for under-
standing the possible relationships between the different factors. The representation of these 
data can be made for discrete or continuous values, to obtain thematic maps or territorial 
representation of the spatially distributed parameters. Satellite data are for agricultural moni-
toring as monitoring land condition and also for within-season forecasting.

Under GKMS project in India, a joint initiative has been taken up by the Indian Space Research 
Organisation (ISRO), Indian Council of Agricultural Research (ICAR), India Meteorological 
Department, National Centre for Medium Range Weather Forecasting (NCMRWF), 
Noida, Mahalanobis National Crop Forecasting Centre (MNCFC), New Delhi, under DAC 
(Department Agriculture and Cooperation) to prepare a roadmap for using satellite-based 
information to augment services to farmers. The ISRO centres include Space Applications 
Centre, Ahmedabad, National Remote Sensing Centre, Hyderabad, ISRO HQ, Bangalore, 
Indian Institute of Remote Sensing, Dehradun, and ICAR. With the launching of INSAT 3D, 
it is expected that Agromet Advisory Services would be further strengthened by providing 
customised information to the farmer at smaller areas.

A number of studies are being made with the geostationary satellite launched in India, that is, 
INSAT 3D. INSAT 3D has two kinds of payloads ‘Imager’ and ‘Sounder’. The ‘Imager’ has six 
bands consisting of broad visible (VIS), short-wave infrared (SWIR), middle infrared (MIR), 
water vapour (WV) and two split-thermal infrared (TIR) bands. The optical (VIS, SWIR, MIR) 
and thermal bands (TIR) from ‘Imager’ are able to capture reflective and emissive signatures 
in cloudless skies at half-hourly interval with a single snapshot over the entire country and 
South-East Asian continent. The combination of all these products from 3D, improved weather 
forecasts, vegetation index product from INSAT 3A CCD and in situ data are valuable ingre-
dients to generate real-time value-added information for enhanced operational agromet advi-
sory services in the country. The long-term datasets from INSAT suite will be able to aid in 
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digital agro-climatic characterisation. A large scope of advanced research exists to explore the 
INSAT data, to develop advanced algorithm, to improve the accuracy of scheduled product 
and develop new products. The Imager data would be able to provide satellite meteorological 
(sat met) products such as rainfall, land surface temperature (LST), land surface albedo, inci-
dent solar radiation, cloudiness, upper troposphere humidity (UTH) and outgoing long-wave 
radiation (OLR). The occurrence and progress of fire, fog and smoke can also be monitored by 
INSAT 3D data. IMD and SAC have jointly started the incorporation of satellite-based agrome-
teorological component, particularly NDVI composite image, developed from INSAT 3A CCD 
image for generating information on crop vigour and agricultural progress. This information 
along with the rainfall data are being used in stress monitoring and track the crop growth 
from sowing to harvesting of the major crops in the country. Besides, some studies on crop 
stress detection through the estimation of evapotranspiration using satellite data have also 
been attempted in the past along with pest-disease studies based on weather and satellite data.

It is planned for the effective usage of satellite observations, particularly Indian satellites, to 
improve the initial conditions of Numerical Weather Prediction (NWP). The Research and 
Development (R & D) activity for the optimal use of the satellite data is being carried out, 

Figure 11. NOAA/AVHRR NDVI composite and difference.
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and subsequently, improved assimilation system for the optimal use of the satellite is imple-
mented. The implementation plans are given as follows:

• Operationalise the assimilation of SAPHIR and INSAT-3D radiances in the Multi-Model 
Ensemble (MME) for improvement of weather forecast.

• Assimilation system to assimilate different land surface products such as soil moisture, 
vegetation and snow fraction, land surface temperature and albedo.

• Development of RAPID system (www.rapid.gov.in). This system is a geoportal for satellite 
meteorology and forecasts with different Web-GIS facilities. This system should be modi-
fied and adapted for agrometeorological applications and agro-advisory purposes so that 
any official engaged in Agromet Services can utilise this facility.

The data from suite of INSAT satellites are being received and processed on real-time basis 
through an operational chain known as INSAT Meteorological Data Processing System 
(IMDPS), New Delhi, as well as mirror site in IMDPS, SAC, Ahmedabad. The images and 
digital products at different time scales (half-an-hour to daily) from IMDPS on real-time basis 
have great potential for use in the preparation of advisories for Agrometeorological Services 
on an operational basis and ensuring the availability of data on a requirement basis.

There are specific requirements to derive some specialised products such as surface insola-
tion, LST, albedo and reference evapotranspiration from INSAT 3D ‘Imager’. It is proposed 
to develop algorithms of all these products and will be implemented at IMDPS, New Delhi, 
for generation of these products on an operational basis. Validated global 7-day composite of 

Figure 12. Different remote-sensing products.

Multi-purposeful Application of Geospatial Data208

SMN data at 4 km is derived from no noise NDVI (Normalised Difference Vegetation index). 
Gridded weekly global vegetation indices (SMN, VCI, TCI and VHI) are derived from NOAA 
VHRR satellites. These datasets can be used to estimate the vigour and stress on vegetation, 
start of growing season and its phonological phages. Weekly NDVI products and composite 
maps are being operationally generated for the Indian region (Figures 11 and 12).

In order to provide large-area updates by using finer-scale low-repeat RS data and products 
over land, data from IRS, OCM, AWiFS, MODIS and RISAT-1 are being created weekly com-
posite of vegetation indices, snow cover and snow/water fraction. Surface insolation and land 
surface temperature (LST) from INSAT 3D are being operationalised in India. Besides, efforts 
are being made to operationalise products of land surface albedo and reference evapotrans-
piration at IMDPS, New Delhi. The generation of potential crop maps for rice (kharif, rabi), 
wheat, mustard, cotton, potato, sugarcane, jute and rabi sorghum at 100–200 m spatial resolu-
tion all over India coverage for all the above crops once in a season is in process including 
advanced operational agromet products such as actual evapotranspiration, aridity index and 
water requirement satisfaction index (WRSI). These products are made available subjected to 
the success of other core agromet products to be generated from INSAT 3D. Different remote-
sensing products for agrometeorology are depicted in Figure 12.

8. Other projects on use of satellite information in operational 
Agromet advisory services

8.1. Determination of soil moisture over India using space-borne passive microwave 
sensors on board SMOS

Soil moisture is being estimated for three states, Uttar Pradesh, Madhya Pradesh and Gujarat 
(Figure 13), by the satellite products, namely SMOS (soil moisture and salinity) launched by 
European Space Agency (ESA), MODIS (NDVI and LST from Terra/Aqua) and SSMIS (Special 
Sensor Microwave Imager/Sounder) by NASA for (LST) using Beam 4.9 software.

Satellite data-based fusion approach to develop soil moisture monitoring system in India: 
Methodology has been developed for the estimation of soil moisture using SAR data from 
PALSAR (phase array L-band synthetic aperture radar) and NDVI from MODIS using NEST 
and POLSAR-PRO software. On experimental mode, soil moisture maps have been generated 
in Moga, Hissar, Roorkee, Saharanpur, Meerut, Dhanbad and Moradabad with the resolution 
of 25 m.

8.2. Optimum sowing suitability for kharif (June and July), rabi (November and 
December) seasons and general agricultural health based on edaphic factors

Activities on the use of satellite data have been initiated in collaboration with different organ-
isations (Space Applications Centre, ISRO), to strengthen the Agromet Advisory Services 
(AAS). One important activity, that is, sowing suitability of crops during kharif season, has 
been started using the satellite data (AMSR-2 (Advanced Microwave Scanning Radiometer 
sensor), soil moisture content (SMC at 10 km available from Japan Aerospace Exploration 
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Agency) and (Indian Geostationary satellite) INSAT 3A CCD NDVI (1 km) data). In order 
to provide large-area updates, the weekly mean of AMSR-2 surface soil moisture (SSM) and 
the weekly composite of INSAT Normalised Difference Vegetation Index (NDVI) are used. 
The geospatial integration of these two was carried out after putting desired thresholds. It 
is known that the optimum surface soil moistures of 0.1–0.15 m3 m−3 maintained at least for 
a week or 2 weeks are ideal at the start of the growing seasons if soil temperature and other 
meteorological conditions are conducive. Spectral emergence is evident when NDVI crosses 
0.3. In kharif season, the weekly accumulated rainfall and their thresholds determine sowing. 
These thresholds vary from crop to crop and according to different agro-climatic settings. 
Using this information, the current week and the previous week SSM were applied a thresh-
old of 0.1–0.15 and the current week NDVI was applied a threshold of 0.3 to extract the area 
suitable for sowing. Further thresholds were applied to determine the already sown area. The 
maps in Figure 14 show the sown area and area conducive for sowing. The corresponding 
weekly rainfall maps also show the area with normal or excess rainfall in two consecutive 
weeks that are probably sown or conducive for sowing.

Presently, the satellite and modelled rainfall maps are the source used for the prediction of area suit-
able for sowing. The abovementioned maps, which use the soil moisture condition and vegetation  

Figure 13. Estimation of soil moisture using SMOS.
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condition, can act as promising maps for prediction areas suitable for sowing. The technique to 
generate this map has been prepared and the satellite data used can be made available freely. 
Thus, this methodology to generate sowing suitability maps can be made operational and can be 
shared with different AMFUs by providing state-level sowing suitability maps.

8.3. Development of methodology for forecasting spatial crop age/phenology

Response to abiotic stresses and quality of advice to farmers depends on the crop type and 
crop growth stages. The crop age or phenological stages depend on spectral emergence date/
sowing date and subsequent ambient temperature and sunshine hours expressed through 
thermal and helio-thermal units. The length of the growing season is determined from spec-
tral emergence date and the date of physiological maturity.

Temporal profiles of vegetation index from satellite remote-sensing observations are mod-
elled to trace back spectral emergence date. Early detection could be possible if high temporal 
vegetation index with a resolution varying from 200 to 1000 m depends on the crop type and 
coverage. The potential crop mask is an essential input to this. This work is being attempted 
for six major crops for which the potential crop masks are expected to be available. Super-
imposition of extended-range or medium-range weather forecasts with spectral emergence 
dates would provide crop age if agro-climatic zone-wise thermal thresholds are known.

Figure 14. Sowing suitability map.
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8.4. Development and validation of crop water requirement satisfaction index 
(WRSI)

Stage-wise crop water requirement satisfaction index is a function of potential, actual ET and 
crop age. This determines the level and persistence of water stress. The development of WRSI 
from available ET products from MODIS/INSAT or other sources is made for rabi crops such 
as wheat, mustard, potato and rabi rice. The validation is being carried out based on Eddy 
covariance, ISRO-AMS and scintillometer data available in India.

8.5. Inter-comparison of different abiotic stress indicators

Different satellite-based abiotic stress indicators have been reported over the past. These are 
Temperature Vegetation Dryness Index (TVDI), Vegetation Temperature Condition Index 
(VTCI), water deficit index (WDI), combined deficit index (CDI) and vegetation health 
index (VHI). These indices use various approaches such as triangle, trapezoid, lag correla-
tion and anomaly that use satellite-based VI, land surface temperature (LST) and rainfall. 
Study is being carried out on comparing the efficiencies of these indices in both kharif and 
rabi especially over semi-arid regions or regions having history of persistent water scarcity 
such as Anantpur (Andhra Pradesh), Bundelkhand region (Uttar Pradesh), Saurashtra region 
(Gujarat) and Jodhpur-Jaisalmer region (Rajasthan).

8.6. Development of digital agro-climatic atlas for improved crop planning

The improved crop planning provides economic security to farmers. The improvement in 
crop planning for ‘smart agriculture’ depends on knowledge or information base from sys-
tematic historical data records on several agro-climatic databases valid for 127 agro-climatic 
regions. The long-term databases on satellite-based surface insolation, near-surface Tmax, 
Tmin, RHmax, RHmin, rainfall, LST, NDVI, ET0, AET, surface and root-zone soil moisture on 
monthly, seasonal and annual scales are generated after bias correction and temporal filtering 
at 5–10 km. The ancillary databases on soil physical and chemical properties are superimposed. 
Geospatial analysis can be carried out to bring out national-scale digital agro-climatic atlas.

8.7. Development of methodology for tracking of major pests and diseases

The foremost step of spatial forewarning of pests and diseases is to obtain highly accurate and 
high spatial-resolution weather products. Different satmet products such as OLR, insolation, 
UTH, wind vectors and near-surface atmospheric temperature and humidity are available 
from IMDPS at a resolution varying from 5 to 30 km. These data are being obtained at 30 min 
to 1 h temporal resolution. Some analysed fields are also being available. Standardisation of 
these satmet products or analysed fields with reference to in situ surface weather data will 
be carried out to adapt these to develop alarm zone for major candidate pests and diseases.

The work is initiated in mustard crop for Alternaria blight and Aphid, SATMET product (LST, 
SpH and sunshine hour/rainfall) near-surface (2–3 m) utilised for weekly progress of pest 
(incl. diseases) infestation, and then tracking the pest (incl. diseases) through a suitable growth 
model can be attempted. In this study, growth model is constructed for tracking of pest (incl. 
diseases) infestation on mustard crop with the combination of remote-sensing information. 
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Hyper-spectral data using spectroradiometer in field and remote-sensing approach in reflec-
tance for many continuous narrow wavelength bands in visible–near infrared (VNIR) and 
short-wave infrared (SWIR) region of electromagnetic spectrum are used for the detection and 
growth of Alternaria and aphid infestation in mustard crop within a year. Different spectral 
indices like NDVI, RVI, AI, SIPI, and so on are calculated for the identification of Alternaria 
infection and aphid infestation or stress on crop using remote-sensing.

9. Conclusion

Under the observed and projected climate change along with the climatic variability, produc-
tivity and production of major crops in India are expected to reduce substantially. Besides, 
weather and climate extremes during the last one and half decades damaged standing crops 
extensively. Under these scenarios, operational agrometeorological services play a great role. 
National Meteorological & Hydrological Services in collaboration is another organisation pro-
viding services to the marginal and small farmers at present at the district level and shortly at 
the sub-district level for increasing the crop production.

Among others, the generation and use of different agromet information and products are 
important initiatives to deliver crop- and location-specific agromet advisories to the farm-
ers in the country. Here, GIS has an important role to play. Agrometeorological products 
are derived parameters from meteorological/agrometeorological or other interdisciplinary 
information. At present, under the GKMS project, extensive data on crop, weather and satel-
lite data are being used to prepare the advisories at different temporal and spatial levels. In 
view of that, geospatial technology is being used in generating a number of products using 
ground-based data as well as the satellite data. To provide these services on a pan India mode, 
station-wise point data are not enough to generate the required products at a desired level. 
At present, geospatial technology is used to convert discreet data into continuous data. Using 
interpolation technique, the data are converted to spatial spread. These data cover each and 
every district of India at a high-resolution scale which can be used for the betterment of agro-
advisory. An interactive Web-GIS-based spatial decision support system is being developed 
to cater to various requirements of IMD in the field of agriculture, hydrology, weather fore-
casting, pest and disease forecasting. With the launching of a series of geostationary satellite, 
at present, vast information and products are available in India. The challenge for research is 
to develop new systems extracting this information from remotely sensed data, giving to the 
final user’s near-real-time information. Satellite-based agrometeorological products and the 
interpretation of the same in terms of crop and soil moisture status will help the experts to 
frame the advisories in a better way and ultimately improve the quality of the advisories. In 
order to extend the support of the ongoing operational AAS, the generation of satellite prod-
ucts for the generation of location-specific agromet advisories is required to meet the end-
user requirement. Under the operational Agromet Advisory Services, using GIS, a number of 
products like NDVI, VCI and PET (potential evapotranspiration) are being used to capture 
stress condition of crops for providing appropriate advisories. Besides, the generation of a 
number of information and products is in the pipeline. It is expected that with the ground 
data, satellite information and products and with the geospatial technology, more appropri-
ate high-resolution and crop-specific agromet advisories will be provided in the near future 
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and ultimately it will be possible to minimise the crop loss due to aberrant weather and also 
improve the economic conditions of small and marginal farmers in the country.
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