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Preface

Quality control is a standard which certainly has become a style of living. With the
improvement of technology every day, we meet new and complicated devices and
methods in different fields. In order not to be back on the wrong horse we should
really be on the ball, this means we should be aware of what is happening and able to
react to the situation quickly and cleverly. In order to get rid of errors and mistakes
there should be well organized procedures. Total quality philosophy is the acceptance
that the necessities of a program or a project will be fully met based on set up quality
policies and procedures. Total Quality Management (TQM) is an attitude that
institutions use to ameliorate their internal procedures and increase customer
satisfaction. When it is correctly put into action, this style of management can lead to
lowered costs correlated to corrective or preventative maintenance, better complete
performance, and an increased number of happy and faithful customers.

Nevertheless, TOM is not something that happens in a day. While there are a number
of software solutions that will assist institutions immediately by putting a quality
management system into action, there are some fundemental philosophies that the
company must implement throughout every department of the company and at every
level of management. Whatever other resources we use, we should accept the critical
principles of Total Quality Management as a basis for all our activities. Quality can
and must be managed. Various institutions have gotten stuck in a repetitive cycle of
chaos and customer accusations. They admit that their operations are simply too large
to efficiently control the level of quality. The first step in the TQOM process, then, is to
become aware that there is a problem and that it can be controlled.

In fact, the real problems are the processes, not the people. If our process is riddled
with problems, it won’t matter how many times we hire new employees or how many
training sessions we put them through. We should fix the process and then train our
people on these new procedures. We should not treat symptoms but rather look for
the cure. If we just stuck on the basic problems in the process, we will never be able to
fully reach our capacity. We should seek the source to fix the problem. Every
employee is authoritative for quality. Everyone in the institution, from the workers on
the line to the upper management, must appreciate that they have a particular role in
guaranteeing high levels of quality in their products and services. Everyone has a
customer to delight, and they must all accelerate and take responsibility for them.
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Quality must be measurable. You can not manage something that you do not know
and measure. A quality management system is seldom productive when we cannot
quantify the results. We need to see how the process is started and if it is having the
wanted effect. This will help us set our goals for the future and guarantee that every
department is working towards the same result. Quality improvements must be
continuous. Total Quality Management is not something that can be done once and
then forgotten. It's not a management “phase” that will end after a problem has been
fixed. TQM is a long-term investment, and it is designed to help us find long-term
success. Quality control refers to the measures that must be included during each
assay run to verify that the test is working properly. Quality Assurance is defined as
the overall program that ensures that the final results reported by the laboratory are
correct. The aim of quality control is simply to guarantee that the results generated by
the test are correct. However, quality assurance is concerned with much more: that the
right test is carried out on the right specimen, and that the right result and right
interpretation is delivered to the right person at the right time. Quality control
explains the directed use of testing to measure the achievement of a specified
standard. Quality control is the process, procedures and authority used to accept or
reject all components, drug product containers, closures, in-process materials,
packaging material, labeling and drug products and the authority to review
production records to assure that no errors have occurred, that they have been fully
investigated. The quality and reliability of test data rely on the state and condition of
the test system which is used in its production.

“Trust is Good, Control is Better” says an old proverb. The quality which is supposed
to be achieved is not a concept which can be controlled by easy, numerical or other
means, but it is the control over the intrinsic quality of a test facility and its studies.
The aim of this book is to share useful and practical knowledge about quality control
in several fields with the people who want to improve their knowledge.

Dr Isin Akyar

Acibadem University, School of Medicine,
Department of Medical Microbiology, Istanbul,
Turkey
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Analytical Method Validation
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1. Introduction

In pharmaceutical industries, the validation of analytical methods is used to demonstrate
that the method is fitted for its purpose; it must follow a plan which includes scope,
performance characteristics, and acceptance limits. Analytical methods need to be validated
or revalidated prior to their introduction into routine analyses (release of batch). The
overarching philosophy in current good manufacturing practices (cGMPs) of the twenty -
first century and robust modern quality systems is the quality that it has to be built into the
product, and testing alone cannot be relied to ensure the quality of the product. From the
analytical perspective, it will mean that analytical methods used to test products should
have quality attributes built into them. In order to apply quality attributes into the analytical
method, fundamental quality attributes have to be applied by the bench - level scientist. This
is a paradigm shift that requires the bench - level scientist to have a scientific and technical
understanding, product knowledge, process knowledge, and/or risk assessment ability to
appropriately execute the quality functions of analytical method validation. In addition, it
requires the following procedures: (a) an appropriate training of the bench - level scientist to
understand the principles involved with method validation, validate an analytical method,
and understand the principles involved with the method validation, (b) proper
documentation and understanding and interpreting data, and (c) cross - an understanding
functional of the effect of their activities on the product and to customers (the patient).
Management has a responsibility of verifying that gained skills from the training are
implemented in routine analyses performance.

This chapter gives a review and strategy for the validation of analytical methods in-house,
recommendation in documentation and completion of method validation in the
pharmaceutical environmental.

2. Regulatory agencies

In 1990, Europe, United States of America, and Japan harmonized the submission
requirements for new pharmaceuticals, a forum for constructive dialogues between
regulatory authorities and industry was initiated and called, “International Conference on
the Harmonisation” (ICH) (ICH, 2005). One of the first topics into the quality section was
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analytical validation and the ICH was very helpful in harmonizing terms and definitions as
well as determining the basic requirements.
Regulatory authorities in the United States of America (Food and Drug Administration
(FDA) and the United States Pharmacopeia (USP)) and Brazil (Agéncia Nacional de
Vigilancia Sanitdria (ANVISA)) include guidelines for analytical procedures and methods
validation. In the United States of America environment, two guidelines by the FDA were
proposed, one of those for applicants (Food and Drugs Administration, 1987) and another
one for inspectors and reviewers (Food and Drugs Administration, 1994). The first one is
also intended to ensure that the analytical procedures have to be applied in an FDA
laboratory with detailed description of the procedure, for instance, reference materials, as
well as a discussion of the potential impurities, and others. The second guideline focuses on
reversed-phase chromatography and provides the whole details regarding critical
methodological issues as well as indications of acceptability results. The USP has published
a specific guideline in the chapter 1225. It focuses on the validation of compendia
procedures by giving definitions and approaches to validate each analytical parameter, in
addition, it also provides a table which separates the methods into four categories based on
their use (United States Pharmacopeia, 2011). In Brazil, ANVISA has also proposed an
industry guidance for analytical methods validation. The RE 899 of 2003 (Brasil, 2003) is an
approach to validation and it is varied and opened to interpretation. Also it provides a table,
the same as chapter 1225 of the USP which separates methods into four categories based on
their use. For example, Category I covers quantitation of active ingredients in dosage forms
and indicates that accuracy, precision, specificity, linearity, and range are required for
method validation while limits of detection and quantitation are not necessary.

The USP 1225 chapter covers only the most common categories of tests which validation

data should be required. Those categories can be observed on the following lines:

Category I: Analytical procedures for quantitation of major components in bulk drug
substances or active ingredients (including preservatives) in finished
pharmaceutical products.

Category II: Analytical procedures for determination of impurities in bulk drug
substances or degradation compounds in finished pharmaceutical products.
These procedures include quantitative assays and limit tests.

Category III: Analytical procedures for determination of performance characteristics
(e.g., dissolution, drug release, etc.).
Category IV: Identification tests.

In Table 1, the required validation characteristics for various types of analytical procedures

according to USP can be observed.

The required validation characteristics for each type of analytical procedures according to

ICH are illustrated in Table 2. The discussion of the validation of analytical procedures is

directed to the four most common types of analytical procedures:

¢ Identification tests.

e Quantitative tests for impurities' content.

e  Limit tests for the control of impurities.

¢ Quantitative tests of the active moiety in samples of drug substance or drug product or
other selected component(s) in the drug product.

Even though there are many other analytical procedures, such as dissolution testing for

drug products or particle size determination for drug substance, these are no addressed in

the initial text for validation of analytical procedures. The validation of these additional
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analytical procedures is equally important to those listed herein, and it may be addressed in
subsequent documents.

Analytical Category II
performance Category I Category III Category IV

characteristics Quantitative Limit tests
Accuracy Yes Yes * * No
Precision Yes Yes No Yes No
Specificity Yes Yes Yes * Yes
Detection Limit No No Yes * No
Quantitation Limit No Yes No * No
Linearity Yes Yes No * No
Range Yes Yes * * No

*It may be required, depending on the nature of the specific test.

Table 1. Data elements required for validation according to USP

Type of analytical Testing for impurities

procedure Identification Assay
Characteristics Quantitative Limit

Accuracy - + - +
Precision

Repeatability - + - +
Interm. precision - +(1) - +(1)
Specificity (2) + + + +
Detection Limit - -(3) + -
Quantitation Limit - + - _
Linearity - + - +
Range - + -

(-) characteristic is not normally evaluated. (+) characteristic is normally evaluated.

(1) in some cases where reproducibility (see glossary) has been performed, intermediate precision does
not need to be done. (2) lack of specificity in one analytical procedure could be compensated by other
supporting analytical procedure(s). (3) it may be needed in some cases.

Table 2. Data elements required for validation according to ICH

A brief description of the types of considered tests in this document is provided below.

o Identification tests are intended to ensure that analyte is into of sample. This is
normally achieved by comparing the property of the sample (e.g., spectrum,
chromatographic behavior, chemical reactivity, etc) with a reference standard.

o Testing for impurities can be either a quantitative test or limit test for the impurity in a
sample. Both tests are intended to accurately reflect the purity characteristics of the
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sample. More different validation characteristics are required for a quantitative than for
a limit test.

e  Assay procedures are intended to measure the presented analyte in a given sample. In
the context of this document, the assay represents a quantitative measurement of the
major component(s) in the drug substance. For the drug product, similar validation
characteristics are also applied when assaying an active or other selected component(s).
The same validation characteristics may also be applied to associated assays with other
analytical procedures (e.g., dissolution).

In Brazil, ANVISA has the same form as ICH and USP, it covers the most common

categories of tests for analytical method validation: category I, category II, category III, and

category IV. The Table 3 shows performance characteristics of an analytical method

validation according to resolution RE 899.

Category II

Parameter Category I Quantitative Limit tests Category III Category IV
Specificity Yes Yes Yes * Yes
Linearity Yes Yes No * No
Range Yes Yes * * No
Precision

Repeatability Yes Yes No Yes No
Interm. precision * * No o No
Detection Limit No No Yes * No
Quantitation Limit No Yes No * No
Accuracy Yes Yes * * No
Robustness Yes Yes Yes No No

* it may be required, depending on the nature of the specific test.
** 1f there is evidence of reproducibility is not required intermediate precision.

Table 3. Data elements required for validation according to RE 899 of ANVISA

3. Strategy for analytical method validation

The validation of a specific method must be demonstrated through laboratory experiments
by routinely analyzing samples. The preparation and execution have to follow a validation
protocol, preferably written in a step-by-step instruction format. Possible steps for a
complete method validation are listed in Table 4. This proposed procedure assumes that the
instrument has been selected, and the method has also been developed. It meets criteria
such as easy of use, ability to be automated and controlled by computer systems, costs per
analysis, sample throughput, turnaround time, environmental, health, and safety
requirements. Successful acceptance of the validation parameters and performance criteria
by all involved parties requires a cooperative effort of several departments, including
analytical development, quality control, regulatory affairs, and individuals requiring the
analytical data. The operating procedure or Validation Master Plan (VMP) must clearly
define the rules and responsibilities of each involved department in the validation of
analytical methods.
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The validation experiments should be carried out by an expert analyst to avoid errors due to
lack of experience. The analyst should also be very familiar with the technique and
operation of the instrument. Before an instrument starting validating a method, its
performance specifications must be verified by using generic chemical standards. Satisfactory
results for a method can be only obtained with equipment that is performing well. A special
attention must be paid to equipment characteristics which are critical for the method. For
instance, if the detection limit is critical for a specific method, the specification of the
instrument for baseline noise and some detectors must be verified.

1 Develop a validation protocol, an operating procedure, or a validation master plan
for the validation

For a specific validation project, define owners and responsibilities

Develop a validation project plan

Define the application, purpose, and scope of the method

Define the performance parameters and acceptance criteria

Define validation experiments

Verify relevant performance characteristics of equipment

Qualify materials, e.g. standards and reagents for purity, accurate amounts, and
sufficient stability

9 Perform pre-validation experiments

O g O U b= W N

10  Adjust method parameters and/or acceptance criteria if necessary

11 Perform full internal (and external) validation experiments

12 Develop standard operation procedures for executing the method in the routine
13 Define criteria for revalidation

14  Define type and frequency of system suitability tests and/or analytical quality
control checks for the routine

15  Document validation experiments and results in the validation report

Table 4. Strategies and steps in analytical method validation

There are no official guidelines on the correct sequence of validation experiments, and the

optimal sequence may depend on the method itself.

Based on the experience of, the following sequence has proven to be very helpful:

1. Specificity (optimizing separation and detection of standard mixtures if selectivity is
insufficient).

2. Linearity, range, limit of detection, and limit of quantitation.

3. Precision (Repeatability, short-term precision, intermediate precision, and
reprodutibility).

4. Accuracy at different concentrations.

5. Robustness.

The time-consuming experiments, such as accuracy and ruggedness, are included toward

the end. Some of the parameters, as listed under (2) to (6), can be measured by combining

experiments. For example, when the precision of peak areas is measured over the full

concentration range, the data can be used to validate the linearity. During method

validation, the parameters, acceptance limits, and frequency of ongoing system suitability

tests or quality control checks should be defined. Criteria must be defined to indicate when

the method and system are beyond statistical control. The aim is to optimize these
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experiments so that, with a minimum number of control analyses, the method and the
complete analytical system will provide long-term results to meet the objectives defined in
the scope of the method.

4. Documentation

4.1 Validation protocol
Depending upon of the culture of the company, a method validation protocol could be
simple (listed below) or exhaustive (in addition to the listed items, each parameter to be
validated is described in detail): How solutions are going to be made, the experimental
design, how the calculations are going to be performed, any software to be utilized (e.g.,
Excel). If a full-length protocol is required within a particular company, then the writing of
this protocol and approval of the protocol would need to be completed prior to the
commencement of the validation work. Otherwise, there may be many deviations to the
protocol which will be needed to be referenced in the final method validation report. Some
companies also have templates for the validation reports, thereby allowing for facile
population of the results. Once populated, the file is reviewed to determine if all validation
parameters and acceptance criteria were met. If they were not met, a deviation is added and
the proper justification must be given. If it is deemed that the justification is not appropriate,
then an action plan for the specific figure of merit in question is determined (i.e., repeat
analysis, change of the analytical procedure, and revalidation). Also, if the analytical
method has not been approved at the time of writing the validation protocol yet, it is
recommended to attach a final draft of the method to the protocol.

Before starting the experimental work, the protocols must be written by a qualified person

and approved by a quality assurance department. Some of the items that are necessary to be

specified in the validation protocol are listed below:

¢  The analytical method for a given product or drug substance.

o The test to be validated.

o  The test parameters for each test, including type and number of solutions and number
of tests.

e The acceptance criteria for each parameter based on an internal standard operational
procedure (product or method-specific adaptations may be necessary and are acceptable,
if justified).

e  List of batches of drug substance and/or drug products.

For a drug product the grade/quality of the excipients used in the formulation.

List of reference materials to be used in the validation experiments.

Information of the instruments and apparatus to be used.

Responsibilities [author, chemists, analytical research project leader, quality assurance,

and etc.].

4.2 Validation report

The validation report must contain reference to the analytical methods (specific code
number used as identifier within the pharmaceutical organization) and the corresponding
drug substance or product name. Note that for early-phase method validation reports the
results may be filled in a predefined table and compared with the acceptance criteria.
However, for late-phase validation, more explicit reports are generated by explaining every
experiment, with detailed steps of sample and standard preparation. The list of reference
materials (reference standards with the appropriate certificate of analysis) as well as the list
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of calibrated and qualified instruments used in the validation experiments should be
documented in the report. For drug substances the list of the batches of drug substances,
notebook number/reference number for any individual impurities, or solutions or used
intermediates should also be listed. For drug products, the list of the batches of drug
substances, drug product, and the grade/quality of excipients should be listed. The test
parameters and acceptance criteria must be listed together with the results for each test, and
the passed or failed results should be indicated. The validation report should also contain
whether the method validation was successful and if any changes should be applied to the
analytical method, and then the final analytical method must be resubmitted for quality
assurance approval.

Once the method has been developed and validated, a validation report should be prepared

with the following information:

e  Objective and scope of the method (applicability, type).

¢  Summary of methodology.

e  All chemicals, reagents, reference standards, quality control samples with purity, grade,
their source, or detailed instructions on their preparation.

e  Procedures for quality checks of standards and chemicals used on that.

e  Safety precautions.

e Method parameters.

o C(ritical parameters from robustness testing.

e Listing of equipment and its functional and performance requirements, e.g., cell
dimensions, baseline noise, and column temperature range. For complex equipment, a
picture or schematic diagram may be useful.

e Detailed conditions on how the experiments were conducted, including sample
preparation. The report must be detailed enough to ensure that it can be reproduced by
a competent technician with comparable equipment.

e  Statistical procedures and representative calculations.

e  Procedures for quality control in routine analyses, e.g., system suitability tests.

e  Representative plots, e.g., chromatograms, spectra, and calibration curves.

¢  Method acceptance limit performance data.

¢  The expected uncertainty of measurement results.

o  Criteria for revalidation.

¢ The person(s) who developed and validated the method.

e  References (if any).

e Summary and conclusions.

e  Approval with names, titles, date, and signature of those responsible for the review and
approval of the analytical test procedure.

4.3 Revalidation

Some method parameters have to be changed or adjusted during the life of the method if the
method performance criteria fall outside their acceptance criteria. The question is whether
such change requires revalidation. In order to clarify this question up front, operating
ranges should be defined for each method, either based on experience with similar methods
or else investigated during method development. These ranges should be verified during
method validation in robustness studies and also be part of the method characteristics.
Availability of such operating ranges makes it easier to decide when a method should be
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revalidated. A revalidation is necessary whenever a method is changed and the new
parameter lies outside the operating range. If, for example, the operating range of the
column temperature has been specified to be between 30°C and 40°C, the method should be
revalidated if, for whatever reason, the new operating parameter is 41°C. Revalidation is
also required if the scope of the method has been changed or extended, for instance, if the
sample matrix changes or operating conditions change. Furthermore, revalidation is
necessary whether the intention is to use instruments with different characteristics and these
new characteristics have not been covered by the initial validation. For example, an HPLC
method may have been developed and validated on a pump with a delay volume of 5mlL,
but the new pump has a delay volume of only 0.5 mL. Part or full revalidation may also be
considered if system suitability tests, or the results of quality control sample analysis, lie
outside preset acceptance criteria where the source of the error cannot be traced back to the
instruments or any other cause. Whenever there is a change that may require part or full
revalidation, the change should follow a documented change control system. The change
should be defined, authorized for implementation, and documented. Possible changes may
include:

¢  New samples with new compounds or new matrices.

¢ New analysts with different skills.

¢ New instruments with different characteristics.

¢ New location with different environmental conditions.

e New chemicals and/or reference standards, and

e  Modification of analytical parameters.

An evaluation should determine whether the change is within the scope of the method. If so,
no revalidation is required. If the change lies outside the scope, the parameters for
revalidation should be defined. After the validation experiments, the system suitability test
parameters should be investigated and redefined, if necessary.

5. Parameters for method validation (figures of merit)

The type and degree of validation depends on the nature of the test. In particular, methods
described in pharmacopeias may not have to be validated, but those should be verified.
Different test methods require different validation parameters; as development of the project
progresses and as analytical and product-specific information is acquired, the analytical
methods evolve gradually updated. Each company has its own approach and set of
acceptance criteria for different analytical assays, but these approaches must be within the
confines of their line unit quality assurance department and be in accordance with any
regulatory provisions. In this section, a description for each of the parameters to be
validated (figures of merit) is described in details.

5.1 Specificity

An investigation of specificity should be conducted during the validation of identification
test, the determination of impurities, and the assay. The procedures used to demonstrate
specificity will depend on the intended objective of the analytical procedure. It is not always
possible to demonstrate that an analytical procedure is specific for a particular analyte
(complete discrimination). In this case, a combination of two or more analytical procedures
is recommended to achieve the necessary level of discrimination (e.g., optically active
substances, in addition to an achiral HPLC method, a chiral HPLC method may be added).
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Identity is a general requirement for dosage forms. When determining specificity for
identity, the assay and related substances or the content uniformity methods can be used.
Assay and content uniformity methods are quantitated by external reference standard. This
identity test confirms that the correct active ingredient (s) is presented in correct ratio if
multiple variants are available. The method could also be used for post-packaging analysis.
The general requirements are that the sample and standard chromatograms should
correspond in retention time and normalized peak area within £10%. The easiest way to
perform specificity for any HPLC method is to perform this test in conjunction with a forced
decomposition study. The utilization of mass spectrometry (MS) detector (in series) after a
Photo Diode Array (PDA) detector to obtain more information is encouraged (in terms of
mass-to-charge ratio of parent ions, initial fragmentation pattern, and peak purity).
Specificity is confirmed when an API peak is “pure” (confirmed by PDA and/or MS) and
there is no interference from placebo solution (placebo dissolved in sample preparation
solvent) at the retention time of an API peak.

5.1.1 Forced degradation studies (solid state and solution)

Forced degradation studies are usually performed during the salt selection process for the
drug substance. In drug product development, the forced degradation studies of drug
substance in the presence of excipients are firstly performed during the pre-formulation
stage to assist in the selection of the most formidable compounds and excipients. This may
lead to the development of more suitable formulations, packaging, and change in storage
and manufacturing conditions as the optimal formulation is defined to be used in clinical
studies. Forced degradation testing is often repeated when the final drug substance route
and market formulation is defined or the compound enters phase 3 clinical trials. A good
overview of forced degradation testing according to the regulatory guidance documents,
with emphasis on what should be considered for late clinical phases and for registration
application dossiers (i.e., marketing authorization applications or new drug applications), is
provided by the Impurity Profiling Group (Klick et al., 2005). Forced degradation studies
(sometimes referred to as stress testing) are also performed in order to demonstrate
specificity during the development and validation of stability-indicating methods. These
studies are usually performed at conditions exceeding that of accelerated storage conditions.
Forced degradation studies may provide information to degradation pathways and
degradation products that could form during storage of the drug substance or the drug
product. The main goal of forced degradation studies is to effectively produce samples
containing representative and realistic degradation products. These degradation products
should be assessed whether they are (a) related to the drug substance or the excipients or (b)
due to drug substance-excipient interactions under certain forced degradation conditions.

A delicate balance of efficiency and severity/duration of stress conditions is needed.
Overstressing can destroy relevant compounds or generate irrelevant compounds. Under
stressing may fail to generate important degradation products. The extent of targeted
degradation should be approximately anywhere from 5% to 10%. The other goal is that the
potential degradation products that are generated should be resolved from the active
component during development of a stability-indicating HPLC method. The assessment of
peak purity using diode array and LC-MS detection are usually employed. These degradation
products that are generated during the forced degradation studies can be identified, and the
determination of degradation pathways and mechanisms for the drug substance and drug
product can be elucidated. Forced degradation studies are carried out either in the solution



12

Wide Spectra of Quality Control

state and/or in the solid state. Usually the forced degradation testing is carried out on one
batch of drug substance and/or one formulation blend (capsules and tablets). This forced
degradation testing should not be part of a formal stability program.

Stress Test Conditions Duration

Thermal 50°C and 80°C

(closed container) (ambient RH) 1wland 2wks

Thermal/ oxidative 50°C and 80°C

(open container) (ambient RH) 1wkand 2wks

Thermal/ hgmldlty 40°C/75% RH 1 wk and 2wks

(open container)

Light Ambient Maximum 1.2 million lux hours
(closed container) and 200 watt hours/square meter
Light/oxidative Ambient Maximum 1.2 million lux hours

(open container)

and 200 watt hours/square meter

Table 5. Solid-state forced degradation studies

Test factor

Conditions

Duration

pH

Oxidation
(H20,)

Oxidation
(metal ion catalyzed)

Oxidation
(saturated with oxygen)

Light

Heat

10mg in 2mL water

10mg in 2 mL of 0.1M HCl

10mg in 2 mL of 0.1M NaOH

All in amber volumetric flasks and
at room temperature

10mg/2mL 3% H202

At 5°C and room temperature in
amber volumetric flasks. If DS is
not soluble, then pH modification
may be necessary

10mg/2mL water containing
100ppm Fe3+, Ni2+, Cu2+
saturated with bubbled oxygen in
amber volumetric flasks

10mg/2mL saturated with bubbled
oxygen in amber volumetric flasks

50mg/10mL wéater ambient

10mg in 2 mL water at 50°C

1 day and 3 days

1,2, and 3 days

1,2, and 3 days

1,2, and 3 days

Maximum 1.2 million
Iux hours and 200 watt
hours/square meter, 6hr,
1 day and 2 days

6 hours, 1 day and 2 days

Table 6. Solution forced degradation studies
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The temperature/humidity used conditions may be more severe than the typical accelerated
stability testing conditions in order to generate potential degradation products in a
reasonable time. The typical forced degradation conditions include thermolytic, hydrolytic,
oxidative, photolytic (in excess of ICH conditions), high pH (alkaline conditions), and low
pH (acidic conditions). Outlined in Table 5 and Table 6 are some solid-state and solution
forced degradation studies, respectively, that could be conducted.

5.2 Linearity

The linearity of an analytical procedure is its ability (within a given range) to obtain test
results which are directly proportional to the concentration (amount) of analyte in the
sample. It may be directly demonstrated on the analyte, or on spiked samples using at least
five concentrations over the whole working range. Moreover a visual evaluation of the
analyte signal as a function of the concentration, appropriate statistical calculations are
recommended, such as a linear regression. The parameters slope and intercept, residual sum
of squares and the coefficient of correlation should be reported. A graphical presentation of
the data and residuals is recommended.

The terminology for this validation characteristic is somewhat misleading because linearity
in the inner sense, i.e., a linear relationship between analyte concentration and test results is
certainly preferable, but not essential. A better term would have been analytical response.
Some analytical procedures have intrinsic non-linear response functions, such as
quantitative TLC, fluorescence detection, etc., but they can of course be validated. The
primary objective is to validate or verify the calibration model. Consequently, the
requirements and the relevant parameters depend on the intended mode of calibration. The
response function of a given analytical procedure is an intrinsic property of the respective
analyte. That means, with respect to validation, that the answer is of a qualitative kind: Can
the intended calibration be applied, yes or no? Therefore, solutions of the analyte itself are
sufficient and there is no need to repeat linearity. Potential influences by the matrix, i.e., the
linearity of the analytical procedure would be better addressed in accuracy. Often, the
fundamental response function is known for a given type of analytical procedure, such as a
linear function for LC with UV detection, according to the Lambert-Beer law. In some cases,
validation of linearity can be regarded more as a verification of the assumed response
function, i.e., the absence of (unacceptable) deviations. Primarily, this should be performed
by means of graphical evaluation of the deviations of the experimental data from the
assumed response model (residual analysis), known as residual plots. The evaluation of
numerical parameters is only sensible after verification of the response function, i.e., if only
random errors exist.

Frequently, the linearity is evaluated graphically, in addition to or as an alternative to
mathematical evaluation. The evaluation is made by visually inspecting a plot of signal
height or peak area as a function of analyte concentration. Because deviations from linearity
are sometimes difficult to detect, two additional graphical procedures can be used. The first
is to plot the deviations from the regression line versus the concentration or versus the
logarithm of the concentration if the concentration range covers several decades. For linear
ranges, the deviations should be equally distributed between positive and negative values.
Another approach is to divide signal data by their respective concentrations, yielding the
relative responses. A graph is plotted with the relative responses on the y-axis and the
corresponding concentrations on the x-axis, on a log scale. The obtained line should be
horizontal over the full linear range. At higher concentrations, there will typically be a
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negative deviation from linearity. Parallel horizontal lines are drawn on the graph
corresponding, for example, 95 percent and 105 percent of the horizontal line. The method is
linear up to the point where the plotted relative response line intersects the 95 percent line.
Figure 1 shows a comparison of the two graphical evaluations on a sample of caffeine using
HPLC.

A plot of the data should be included in the report. In addition, an analysis of the deviation
of the actual data points from the regression line may also be helpful for evaluating
linearity. In order to establish linearity, a minimum of five concentrations is recommended.
Other approaches should be justified. Plotting the sensitivity (response/amount) gives clear
indication of the linear range. Plotting the amount on a logarithmic scale has a significant
advantage for wide linear ranges.
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Fig. 1. Linearity plot of an analyte sample

5.2.1 Range

The range of an analytical method is the interval between the upper and lower levels
(including these levels) that have been demonstrated to be determined with precision,
accuracy, and linearity using the method as written. The range is normally expressed in the
same units as the test results. For assay test, it requires a minimum of specified range to be
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80 to 120 percent of the test concentration, and for the determination of an impurity, the
range to extend from the limit of quantitation, or from 50 percent of the specification of each
impurity, whichever is greater to 120 percent of the specification.

5.2.2 Limit of detection
The limit of detection is the point at which a measured value is larger than the uncertainty
associated with it. It is the lowest concentration of analyte in a sample that can be detected,
but not necessarily quantified. The limit of detection is frequently confused with the sensitivity
of the method. The sensitivity of an analytical method is the capability of the method to
discriminate small differences in concentration or mass of the test analyte. In practical terms,
sensitivity is the slope of the calibration curve that is obtained by plotting the response against
the analyte concentration or mass. In chromatography, the detection limit is the injected
amount that results in a peak with a height at least two or three times as high as the baseline
noise level. Furthermore this signal/noise method describes three more methods (ICH):

o Visual inspection: The detection limit is determined by the analysis of samples with
known concentrations of analyte and by establishing the minimum level at which the
analyte can be reliably detected.

o Standard deviation of the response based on the standard deviation of the blank: Measurement
of the magnitude of analytical background response is performed by analyzing an
appropriate number of blank samples and calculating the standard deviation of these
responses.

o Standard deviation of the response based on the slope of the calibration curve: A specific
calibration curve is studied using samples containing an analyte in the range of the limit
of detection. The residual standard deviation of a regression line, or the standard
deviation of y-intercepts of regression lines, may be used as the standard deviation.

5.2.3 Limit of quantitation

The limit of quantitation is the minimum injected amount that produces quantitative
measurements in the target matrix with acceptable precision in chromatography, typically
requiring peak heights 10 to 20 times higher than the baseline noise. If the required precision
of the method at the limit of quantitation has been specified, the EURACHEM approach can
be used. A number of samples with decreasing amounts of the analyte are injected six times.
The calculated RSD percent of the precision is plotted against the analyte amount.

The amount that corresponds to the previously defined required precision is equal to the
limit of quantitation. It is important to use not only pure standards for this test but also
spiked matrices that closely represent the unknown samples. For the limit of quantitation,
the ICH recommends, in addition to the procedures as described above, the visual
inspection and the standard deviation of the response and the slope of the calibration curve.
Any results of limits of detection and quantitation measurements must be verified by
experimental tests with samples containing the analytes at levels across the two regions. It is
equally important to assess other method validation parameters, such as precision,
reproducibility and accuracy, close to the limits of detection and quantitation. Figure 2
illustrates both the limit of detection and the limit of quantitation.

5.3 Precision
Precision provides an indication of random errors and can be broken down into
repeatability and intermediate precision. This procedure should only be performed when
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Limit of detection Limit of quantitation
| Signal/Noise = 2-3 I Signal/Noise = 10-20 I Signal

Noise

Fig. 2. Limit of detection and limit of quantitation via signal to noise

the entire analytical method procedure is finalized. Repeatability represents the simplest
situation and involves analysis of replicates by the same analyst, generally one injection
after the other. Repeatability tests are mandatory for all tests delivering numerical data.
Repeatability is divided into two parts: injection repeatability and analysis repeatability
(multiple preparations). Validation of the precision of an HPLC method occurs at three
stages. The first stage is injection precision (injection repeatability) based on multiple
injections of a single preparation of a sample on a particular sample on a given day. The set
of criteria is given for area (% area normalization) methods (drug substance and drug
product) based on %RSD of peak area. The second stage is analysis repeatability where
multiple preparations and multiple injections of a sample are analyzed by the same chemist
on the same day. The third stage is intermediate precision and is usually performed by
different analysts, on a different system, on a different day on the same drug substance or
drug product batch to determine the variability of the analytical test. The intermediate
precision test may give indications to potential issues that may arise during method transfer.
Relative standard deviation or coefficient of variation (Srel or %RSD) is used to assess
whether the adequate precision has been obtained. If automation is utilized, then an
intermediate precision test is required to compare results obtained through manual testing
versus automated testing (if all solvent composition and analyte concentrations of all actives
are identical in both methods).

5.3.1 Repeatability

In addition to the system precision, this short-term variability includes the contributions
from the sample preparation, such as weighing, aliquoting, dilution, extraction,
homogenisation, and etc. Therefore, it is essential to apply the whole analytical procedure
(as described in the control test), rather merely to injecting the same sample solution six
times. This is also the reason for using authentic samples because only then can the
analytical procedure be performed exactly as in the routine application. There may be
exceptions, but these should be demonstrated or cautiously justified. For example, analysing
degradants near of the quantitation limit, where the variance contribution of the sample
preparation can be neglected, injection precision and repeatability are identical. For some
applications, where precision can be regarded as less critical, such as in early development
or if the variability demands only a small part of specification range (less than
approximately 10 %), or if the expected content of impurities is far away from the
specification limit, artificially prepared (spiked) samples may be used, allowing several
validation characteristics (linearity, precision and accuracy) to be addressed simultaneously.
Repeatability can be calculated using Eq.(1) and Eq. (2) from a larger number of repeatedly
prepared samples (at least 6).
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X
Where s is the standard deviation, xi is the individual measurement in a set of n measurements
and ¥ is the mean of all the measurements. %RSD is the standard deviation in percentage.

5.3.2 Intermediate precision

Intermediate precision includes the influence of additional random effects according to the
intended use of the procedure in the same laboratory and can be regarded as an (initial)
estimate for the long-term variability. Relevant factors, such as operator, instrument, and
days should be varied. Intermediate precision is obtained from several independent series of
applications of the (whole) analytical procedure to (preferably) authentic, identical samples.
In some cases of relative techniques, the preparation and analysis of the reference standard
is an important variability contribution. Therefore, it is not appropriate to determine
intermediate precision from the peak area of the sample alone (analysed on different days or
even several concentrations only), as it is sometimes reported in validation literature. Apart
from ignoring the contribution of the reference standard, any signal shift of the instrument
will be falsely interpreted as random variability. In order to reflect the expected routine
variability properly, the calibration must be performed exactly as described in the control
test. Reproducibility, according to the ICH definition, is obtained by varying further factors
between laboratories and is also particularly important in the assessment of “official”
compendia methods or whether the method is applied at different sites. However,
understood in the long-term perspective, both intermediate precision and reproducibility
approach each other, at least in the same company. Reproducibility from collaborative trials
can be expected to include additional contributions due to a probably larger difference of
knowledge, experience, equipment, and etc. among the participating laboratories.

5.3.3 Reprodutibility

Reproducibility represents the precision obtained between different laboratories. The

objective is to verify that the method will provide the same results in different laboratories.

The reproducibility of an analytical method is determined by analyzing aliquots from

homogeneous lots in different laboratories with different analysts, and by using operational

and environmental conditions that may differ from, but they are still within, the specified

parameters of the method (interlaboratory tests). Validation of reproducibility is important

whether the method is to be used in different laboratories. The main factors affecting the

reprodutibility are:

¢ Differences in room temperature and humidity.

e Operators with different experience and thoroughness.

¢ Equipment with different characteristics, e.g., delay volume of an HPLC system.

e  Variations in material and instrument conditions, e.g., HPLC, composition of mobile
phase, pH, and flow rate of mobile phase.

e  Variation in experimental details not specified by the method.

e Equipment and consumables of different ages.

e  Columns from different suppliers or different batches.

e Solvents, reagents, and other materials with varying quality.
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5.4 Accuracy

The accuracy of an analytical method is the extent to which test results generated by the
method and the true value agree. Accuracy can also be described as the closeness of
agreement between the value that is adopted, either as a conventional, true, or accepted
reference value, and the value found. For the quantitative approaches, at least nine
determinations across the specified range should be obtained, for example, three replicates
at three concentration levels each. The percentage recovery or the difference between the
mean and the accepted true value together with the confidence intervals are recommended.
The expected recovery (Table 7) depends on the sample matrix, the sample processing
procedure, and the analyte concentration. The AOAC Guidelines for Single Laboratory
Validation of Chemical Methods for Dietary Supplements and Botanicals (AOAC, 2002)
includes a table with estimated recovery data as a function analyte concentration.

Active Ingredient (%) Analyte ratio Unit Mean recovery (%)
100 1 100% 98 - 102
=10 101 10% 98 - 102
21 10 -2 1% 97 -103
>0.1 103 0.1% 95 - 105
>0.01 104 100 ppm 90 - 107
>0.001 105 10 ppm 80 -110
>0.0001 10-6 1 ppm 80 -110
>0.00001 107 100 ppb 80 - 110
>0.000001 10-8 10 ppb 60 - 115
>0.0000001 109 1 ppb 40 - 120

Table 7. Analyte recovery at different concentrations

In drug substance, it can be rather difficult to demonstrate accuracy for a drug substance
appropriately, especially if no (independently) characterised reference standard is available.
In addition, independent analytical procedures are often not readily found. Nevertheless,
every effort should be made to identify a suitable method for comparison because this is the
only way to verify accuracy objectively. Instead of quantitative comparison, the results
could also be supported by another method, for example, the verification of a very high
purity of a drug substance by differential scanning calorimetry. Sometimes in validation
literature, recovery is reported for a drug substance. However, recovery from simple
solutions does not provide meaningful information (at least if all determinations are traced
back to a reference standard characterized with the same analytical procedure) and it,
therefore, is not appropriate to demonstrate accuracy.

In drug product, the accuracy is usually validated by analysing a synthetic mixture of the
drug product components which contain known amounts of a drug substance, also termed
spiking or reconstituted drug product. The experimentally obtained amount of active
substance is then compared to the true, added amount (recovery). It can be calculated either
at each level separately as a percentage recovery or as a linear regression of the found
analyte versus the added one (recovery function). Sometimes the term “recovery” is
misused when reporting in active content of the drug product batches. This is misleading
because in some cases, the true amount of active is influenced by manufacturing the
variability and is not exactly known. Preferably, the result should be termed “% label
claim”. The analyst should be aware of two important aspects regarding respect to recovery.
First of all, it is based on the (validated) accuracy of the drug procedure substance otherwise
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the added amount will already be wrong. Secondly, by preparing the reconstituted drug
product, the analyst deviates (more or less) from the routine analytical procedure. Of course,
there is no other possibility of adding exactly known amounts, but consideration should be
given to the possible implications. If, for example, solutions of the placebo are spiked with a
stock solution of the active substance, the influence of the missed sample preparation steps,
such as grinding, extracting, and etc. on the analysis should be considered. Here, the
information obtained during the development of the method is very helpful (for example,
homogeneity or extraction investigations). If some steps are of importance, any problems
related to them will not influence the experimental recovery, and therefore, they are not
identified.

5.5 Robustness

Robustness tests examine the effect that operational parameters have on the analysis results.
For the determination of robustness, a number of method parameters are varied within a
realistic range, and the quantitative influence of the variables is determined. If the influence
of the parameter is within a previously specified tolerance, the parameter is said to be
within the robustness of the method range. Obtaining data on these effects helps to assess
whether a method needs to be revalidated, for instance, when one or more parameters are
changed to compensate the column performance over time. In the ICH document, it is
recommended to consider the evaluation of robustness of the method during the
development phase, and any results that are critical for the method should be documented.
In summary, an analyst must have a critical look at three different types of parameters when
robustness and ruggedness are investigated:

¢ Internal parameters (e.g., temperature, pH, and etc., in the case of HPLC).

¢  External parameters (e.g., different analysts, instruments, laboratories, and etc.).

e  Basic parameters (e.g., stability of test solutions and etc.).

From these lists, one point becomes very clear. A test for robustness is an individual test and
depends very much on the analytical technique and equipment applied. As a rule of thumb,
it is recommended to examine at least those parameters which are part of the operational
qualification of the respective equipment. Then, the set of parameters investigated in a
robustness study can be arbitrarily extended to those specific to the method defined in the
procedure. The usual way to performing robustness testing is first to define the parameters
with reasonable maximum variation. Then, each parameter is successively varied whereas
the others are held constant (at nominal setting). For instance, six parameters each one at
two levels would require twelve experiments when one parameter is changed and the others
are always set to nominal levels. If more parameters are included, more experiments must
be conducted. This classical approach is called one-factor-a-time (OFAT) approach.
Certainly, this kind of robustness testing has disadvantages, such as many experiments and
time. In addition, only limited information is made available from such studies, since
possible interactive effects which occur when more than one parameter (factor) is varied,
cannot be identified. Nowadays, an experimental design approach (DOE: design of
experiment) is often preferred for robustness testing. The aim of an experimental design is to
obtain as much as possible relevant information in the shortest time from a limited number
of experiments. Different designs can be used in robustness testing, e.g. including full- and
fractional - factorial designs as well as Plackett-Burman designs. The latter have become
very popular in method robustness testing during recent years. The choice of a design
depends on the purpose of the test and the number of involved factors. Experimental
designs in robustness testing can be employed for all analytical techniques.
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6. Conclusion

This chapter described the fundamentals and figures of merit for method validation in
pharmaceutical analysis. The validation process is to confirm that the method is suited for
its intended purpose and to prove the capabilities of the test method. The definitions of
method validation parameters are well explained by health authorities. Although the
requirements of validation have been clearly documented by regulatory authorities, the
approach to validation is varied and opened to interpretation, and validation requirements
differ during the development process of pharmaceuticals.
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1. Introduction

Experimental design and optimization are tools that are used to systematically examine
different types of problems that arise within, e.g., research, development and production. It
is obvious that if experiments are performed randomly the result obtained will also be
random. Therefore, it is a necessity to plan the experiments in such a way that the
interesting information will be obtained.

2. Terminology

Experimental domain: the experimental ‘area’ that is investigated (defined by the variation of
the experimental variables).

Factors: experimental variables that can be changed independently of each other
Independent Variables: same as factors

Continuous Variables: independent variables that can be changed continuously

Discrete Variables: independent variables that are changed step-wise, e.g., type of solvent.
Responses: the measured value of the result(s). from experiments

Residual: the difference between the calculated and the experimental result

3. Empirical models

It is reasonable to assume that the outcome of an experiment is dependent on the
experimental conditions. This means that the result can be described as a function based on
the experimental variables[2],

Y= (f) x. The function (f) x. is approximated by a polynomial function and represents a good
description of the relationship between the experimental variables and the responses within
a limited experimental domain. Three types of polynomial models will be discussed and
exemplified with two variables, xI and x2.

The simplest polynomial model contains only linear terms and describes only the linear
relationship between the experimental variables and the responses. In a linear model, the two
variables x1 and x2 are expressed as:

Y =by +byxy + byx, +residual.
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The next level of polynomial models contains additional terms that describe the interaction
between different experimental variables. Thus, a second order interaction model contains the
following terms:

Y =by +byxq + byxy +byoxyx, + residual.

The two models above are mainly used to investigate the experimental system, i.e., with
screening studies, robustness tests or similar.

To be able to determine an optimum (maximum or minimum). quadratic terms have to be
introduced in the model. By introducing these terms in the model, it is possible to determine
non-linear relationships between the experimental variables and responses. The polynomial
function below describes a quadratic model with two variables:

Yy = by +byxy + by + by x5+ bypX3 + byoxyx, + residual.

The polynomial functions described above contain a number of unknown parameters
(by,by,by,etc.) that are to be determined. For the different models different types of
experimental designs are needed.

4. Screening experiments

In any experimental procedure, several experimental variables or factors may influence the
result. A screening experiment is performed in order to determine the experimental
variables and interactions that have significant influence on the result, measured in one or
several responses. 3l

5. Factorial design™!

In a factorial design the influences of all experimental variables, factors, and interaction

effects on the response or responses are investigated. If the combinations of k factors are

investigated at two levels, a factorial design will consist of 2k experiments. In Table 1, the

factorial designs for 2, 3 and 4 experimental variables are

shown. To continue the example with higher numbers, six variables would give 26 = 64

experiments, seven variables would render 27 = 128 experiments, etc. The levels of the

factors are given by - (minus) for low level and + (plus) for high level. A zero-level is also

included, a centre, in which all variables are set at their mid

value. Three or four centre experiments should always be included in factorial designs, for

the following reasons:

e  The risk of missing non-linear relationships in the middle of the intervals is minimised,
and

¢  Repetition allows for determination of confidence intervals.

What - and + should correspond to for each variable is defined from what is assumed to

be a reasonable variation to investigate. In this way the size of the experimental domain

has been settled. For two and three variables the experimental domain and design can be

illustrated in a simple way. For two variables the experiments will describe the corners in

a quadrate (Fig. 1), while in a design with three variables they are the corners in a cube

(Fig. 2).
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Fig. 1. The experiment in a design with two variables

6. Signs of interaction effects’

The sign for the interaction effect between variable 1 and variable 2 is defined as the sign for
the product of variable 1 and variable 2 (Table 2). The signs are obtained according to
normal multiplication rules. By using these rules it is possible to construct sign columns for
all the interactions in factorial designs.

Example 1: A ‘work-through” example with three variables

This example illustrates how the sign tables are used to calculate the main effects and the
interaction effects from a factorial design. The example is from an investigation of the
influence from three experimental variables.



24 Wide Spectra of Quality Control

/XZ

JR— +__
>

X1

Fig. 2. The experiment in a design with three variables

7. Fractional factorial design

To investigate the effects of k variables in a full factorial design, 2k experiments are needed.
Then, the main effects as well as all interaction effects can be estimated. To investigate seven
experimental variables, 128 experiment will be needed; for 10 variables, 1024 experiments
have to be performed; with 15 variables, 32,768

experiments will be necessary. It is obvious that the limit for the number of experiments it is
possible to perform will easily be exceeded, when the number of variables increases. In most
investigations it is reasonable to assume that the influence of the interactions of third order
or higher are very small or negligible and can then be excluded from the polynomial model.
This means that 128 experiments

are too many to estimate the mean value, seven main effects and 21 second order interaction
effects, all together 29 parameters. To achieve this, exactly 29 experiments are enough. On
the following pages it is shown how the fractions (1/2, 1/4, 1/8, 1/16 . . . 1/2 p) of a
factorial design with 2 k-p experiments are defined, where

k is the number of variables and p the size of the fraction. The size of the fraction will
influence the possible number of effects to estimate and, of course, the number of
experiments needed. If only the main effects are to be determined it is sufficient to perform
only 4 experiments to investigate 3 variables, 8 experiments for 7 variables, 16 experiments
for 15 variables, etc. This corresponds to the following

response function:

vz[)’n+z,b’,-xi+e

It is always possible to add experiments in order to separate and estimate interaction effects,
if it is reasonable to assume that they influence the result. This corresponds to the following
second order response function:

y=5+ Zﬂixi + ZZﬂi]‘xixj té

In most cases, it is not necessary to investigate the interactions between all of the variables
included from the beginning. In the first screening it is recommended to evaluate the result
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and estimate the main effects according to a linear model (if it is possible to calculate
additional effects they should of course be estimated as well.).
After this evaluation the variables that have the largest influence on the result are selected
for new studies. Thus, a large number of experimental variables can be investigated without
having to increase the number of experiments to the extreme.

8. Optimization

In this part, two different strategies for optimization will be introduced; simplex
optimization and response surface methodology. An exact optimum can only be determined
by response surface methodology, while the simplex method will encircle the optimum.
simplex is a geometric figure with (k+1) corners where k is equal to the number of variables
in a k-dimensional experimental domain. When the number of variables is equal to two the
simplex is a triangle (Fig. 16.).

Var.2 A

Fig. 3. A simplex in two variables

Simplex optimization is a stepwise strategy. This means that the experiments are performed
one by one. The exception is the starting simplex in which all experiments can be run in
parallel. The principles for a simplex optimization are illustrated in Fig. 17. To maximize the
yield in a chemical synthesis, for example, the first step is to run k+1 experiments to obtain
the starting simplex. The yield in each corner of the simplex is analyzed and the corner
showing the least desirable result is mirrored through the geometrical midpoint of the other
corners. In this way, a new simplex is obtained. The co-ordinates (i.e., the experimental
settings) for the new corner are calculated and the experiment is performed. When the yield
is determined,

the worst of the three corners is mirrored in the same way as earlier and another new
simplex is obtained, etc. In this way, the optimization continues until the simplex has
rotated and the optimum is encircled. A fully rotated simplex can be used to calculate a
response surface. The type of design described by a rotated simplex is called a Doehlert
design.
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Var.2 A

Fig. 4. Illustration of a simplex optimization with two variables

9. Rules for a simplex optimization

With k variables k+1 experiments are performed with the variable settings determined by
the co-ordinates in the simplex. For two variables the simplex forms a triangle. For three
variables it is recommended to use a 2 3! fractional factorial design as a start simplex.

10. References

[1] Experimental design and optimization, Chemometrics and Intelligent Laboratory
Systems 42 _1998. 3-40

[2] R. Sundberg, Interpretation of unreplicated two-level factorial experiments, Chemometrics
and intelligent laboratory system, 24 _1994. 1-17.

[3] Atkinson, A. C. and Donev, A. N. Optimum Experimental Designs Clarendon Press,
Oxford p.148.

[4] Kowalski, S.M., Cornell, J.A., and Vining, G.G. (2002) “Split Plot Designs and Estimation
Methods for Mixture Experiments with Process Variables,” Technometrics 44: 72-
79.

[5] Goos, P. (2002) The Optimal Design of Blocked and Split-Plot Experiments, New York:
Springer



Part 2

Quality Control in Laboratory






3

Good Clinical Laboratory Practice
(GCLP) for Molecular Based Tests
Used in Diagnostic Laboratories

Raquel V. Viana and Carole L. Wallis
Lancet Laboratories
South Africa

1. Introduction

Over the past decade there has been an expansion in molecular based technologies in the
diagnostic environment. These molecular based technologies almost always involve
Polymerase Chain Reaction of either DNA (PCR) or RNA (RT-PCR), but can also include
isothermal amplification and/or sequencing. These molecular tests can be used for rapid
qualitative or quantitative analysis for:

- Detection of infectious disease

- Viral load monitoring (HIV, HBV, HCV etc...)

- HIV diagnosis in paediatrics

- Translocations

- Mutations

- Gene rearrangements

- Forensic medicine

Several important steps need to be followed to ensure that a quality service is offered by a
molecular laboratory. The quality of the test result is linked to a number of factors. It is
reliant on activities that both directly and indirectly impact on the quality of the test
ensuring that reliable and accurate results are obtained. There are several benefits to
having a quality system in place, it allows for monitoring of the entire system, detects and
limits errors, improves consistency among different testing sites and helps to contain
costs.

Good Laboratory Practice (GLP) is defined in the Organisation for Economic Co-operation
and Development (OECD) as “a quality system concerned with the organisational process
and the conditions under which non-clinical health and environmental safety studies are
planned, performed, monitored, recorded, archived and reported”. The purpose of the
Principles of Good Laboratory Practice is to promote the development of quality test data
and provide a tool to ensure a sound approach to the management of laboratory studies,
including conduct, reporting and archiving. Good Clinical Practice is an international ethical
and scientific quality standard for designing, conducting, recording and reporting trials that
involve the participation of human subjects. Compliance with this standard provides public
assurance that the rights, safety and well-being of trial subjects are protected; consistent
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with the principles that have their origin in the Declaration of Helsinki, and that the clinical
trial data is credible. The conduct of the laboratory work involving diagnostic testing
requires a hybrid of GLP and GCP requirements referred to as Good Clinical Laboratory
Practice (GCLP). This would revolve around the application of those GLP principles that are
relevant to the analyses of samples while ensuring the purpose and objectives of the GCP
principles are maintained.

General GCLP principles, which also hold for Molecular GCLP, such as: Organisation &
Personnel Responsibilities, ensure that there are quality policies and standards in place.
Organisational charts and job descriptions should give an immediate idea of the way in
which the laboratory functions and the relationships between the different departments and
posts. Also by describing a defined list of responsibilities it ensures that there are sufficient
resources established and clearly defined roles resulting in accountability for all steps in the
laboratory. Furthermore, all involved in the process should be committed to a culture of
quality. Personnel are an integral aspect of GCLP as this ensures that there are enough well
qualified people to perform the assays. To aid this, systems need to be in place to plan for
the number of staff required, employment and retention of existing staff using continual
development programs and training of the staff. To ensure staff retention there should be
active supervision and performance management of all the staff. Data Management is vital
for a laboratory to work efficiently and therefore needs an information flow scheme
established and a data collection and management system in place which also ensures
patient privacy and confidentiality. A crucial part of data management is the adequate
training of staff, so they can use it effectively.

Another important component of running a quality laboratory is the establishment of
Standard Operating Procedures (SOPs). This ensures that assay techniques and processes in
the laboratory are standardised thereby contributing to reproducibility. Each SOP should
detail one task in a clear and accurate fashion while also informing the operator of
everything that needs to be known and how to do it. All SOPs and other documents in a
laboratory need to be reviewed and approved by the laboratory manager on a regular basis
to certify that all procedures used in the laboratory are up to date and accurate. To do this
there needs to be a record of the number of copies (distribution list) of the SOPs and other
documents in circulation within the laboratory. It therefore helps to number these
documents in a consistent fashion so that there can be Document Control aiding in the
location and removal of such documents from the laboratory when they are no longer in
use. It is important that there is a Stock Management system in place. This allows for efficient
management of reagents and consumables to ensure the continued ability to perform the
assays the laboratory offers. To aid stock management there should be a procurement
system in place, a mechanism of recording and managing the stock and adequate space to
store the reagents and consumables correctly. There should also be appropriate Facilities to
perform the assays (more details are described below), and to ensure quality results all the
Methods used should be Validated, and appropriate quality control measures established and
followed.

To ensure all of the above mentioned steps are followed it is important there be a
Management Review Process, errors should be recorded (Corrective Actions), and all processes
in the laboratory monitored through Audits (both Internal and External). This forms part of
the Quality Assurance (QA) process. QA is defined as a team of persons charged with
assuring management that GCLP compliance has been attained in the test facility as a whole



Good Clinical Laboratory Practice (GCLP) for
Molecular Based Tests Used in Diagnostic Laboratories 31

and in each individual study. QA must be independent of the operational conduct of the
studies, and functions as a witness to the entire process. Moreover, the above mentioned
criteria to run a quality service, there are additional specific requirements for performing
molecular based assays and supplying accurate and reliable results. These requirements are
a direct result of the basis of the molecular technologies which use the ability of PCR to
make millions of amplicons of the desired gene of interest (Figure 1).

35™ CYCLE
236=68 BILLION COPIES

3R0 CYCLE
16 COPIES

2ND CYCLE
8 COPIES

15T CYCLE
4 COPIES

TARGET GENE TEMPLATE
DNA

Fig. 1. The exponential amplification of a gene of interest during PCR
(http:/ /users.ugent.be/~avierstr/ principles/pcr.html)
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The major limiting factor for PCR based technologies is contamination, a direct result of
either the highly sensitive nature of PCR amplification and/or the large amount of
amplified target obtained. The aim of this chapter is therefore to provide useful information
for the appropriate set-up of a molecular laboratory and the steps that need to be taken to
ensure good quality results are produced.

2. Scope

This chapter is intended to serve as a guide for diagnostic companies planning on setting up
a molecular laboratory, following acceptable quality control standards. The limiting factors
of contamination and technique sensitivity have resulted in several specific recommendations
for the use of these molecular based technologies in diagnostics. These recommendations
will be described in this chapter and include:

Section A:

Guidelines for working in a molecular diagnostic laboratory-this section will cover Sample
Collection, Molecular Laboratory Layout, Staff Requirements and Competency, Quality
Control around Equipment and Consumables, Laboratory Maintenance.

Section B:

Molecular Assay Development and Quality Control-this section will cover appropriate
technique selection, primer design, Appropriate Reagent and Enzyme Usage, Assay
Validation and Measure of Uncertainty of Molecular Assays.

Section C:

Controls to Monitor for Molecular Assay Performance-this section will ensure that
contamination has not occurred and that the molecular technique is performing optimally.
The following type of controls will be discussed: internal control, no template control,
negative and positive control. Furthermore, corrective actions around the performance of
the above mentioned controls will be discussed, including root cause analysis.

Section D:

Data Tracking and Auditing of a Molecular Sample, this section will cover the three steps of
processing a sample: Pre-analytical Phase (the recording of sample receiving), Analytical
Phase (sample processing and assay analysis) and the Post-Analytical Phase (result
recording and interpretation) and the quality control of the results.

3. Guidelines for working in a molecular diagnostic laboratory

3.1 Sample collection

The type of collection device used for collection of specimens that will be tested using
molecular diagnostic techniques is very important. The reason for this is that some collection
devices are coated with a substance that can result in inhibition of the molecular assay. For
example, some coagulates such as heparin result in inhibition of the molecular assay and
long and cumbersome methods are required to remove the heparin prior to starting any
molecular assay. Therefore the preferred method of collection is in an EDTA coated tube.
Swabs and Dry blood spots (DBS) are also appropriate collection devices, however caution
needs to be taken with swabs that are collected in a formalin based collection medium as
this also inhibits PCR and must be removed prior to testing.
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Depending on the nucleic basis of the test, RNA versus DNA, this will also impact on the
time between specimen collection and sample storage. If the sample required is plasma to be
used in an RNA based assay, whole blood should be spun down and plasma removed for
storage at -70°C until it can be tested. Some samples arrive in a storage medium, which
allows for storage at room temperature for a certain amount of time prior to testing or long
term storage. Whole blood and dried blood spots can be stored at 4°C for up to 24 hours for
DNA based testing, but long term storage should be at -20°C.

3.2 Molecular laboratory layout

It is vital that the correct workflow is followed in a molecular laboratory in order to
minimise contamination and ensure good laboratory practises are followed. It is the
responsibility of all laboratory staff to ensure that the workflow is followed. PCR is
extremely sensitive and thus poses a HUGE risk of contamination. During each step of a
molecular assay multiple copies accumulate and are compounded as one progresses
through the different steps of the methodology. To minimize this and thereby reduce
contamination the different areas in a molecular laboratory should be physically separated.
Depending on the nature of the molecular assay the ideal number of separations differs.
Firstly, there should be two major separations between the work done prior to amplification
(PRE-PCR) generally known as the clean area and that performed after amplification (POST-
PCR) generally known as the dirty area (Figure 2). Between these two areas the work flow
should be uni-directional (Figures 2, 3, and 4) and the relative air pressure and direction
should differ. The equipment, consumables and laboratory coats should be dedicated to
each area. If possible it is helpful to colour code racks, pipettes and laboratory coats in the
different areas to be able to easily monitor movement between the different areas.
Furthermore, powder-free gloves should be used throughout the process in all the different
areas as the power on powered gloves results in assay inhibition.

Clean area/room

The clean area is divided into two additional areas, namely, specimen processing laboratory
and the no template laboratory (Figure 3). The air pressure should be positive and blow out of
the rooms. The specimen processing laboratory is where specimens are received, stored, total
nucleic acid is extracted and the generation of complimentary DNA (cDNA) is performed.
The no template lab is where reagents are stored and mastermix preparation for cONA and
amplification are made. The clean areas must be kept free of amplicon at all times, to ensure
this occurs there should be no movement back from the dirty area to the clean area. If under
extreme circumstances a consumable or reagent needs to be moved backwards it must be
thoroughly decontaminated with bleach and ethanol. Returning racks should be soaked in
1% bleach overnight before soaking in distilled water and placing in the clean area.

In the sample processing laboratory the following equipment would most likely be present: -
80°C and -20°C freezers and a fridge for sample storage (depending on the specimens
received in the laboratory), a biohazard hood for sample extraction (especially if infectious
specimens are processed in the laboratory), a centrifuge (if required for specimen
extraction), automated extraction platform, a PCR workstation (a contained area that
contains a UV light with or without a timer), a thermocyler (for cDNA synthesis only),
dedicated pipettes, dedicated vortex, a dedicated place to hang laboratory coats and the
appropriate safety materials (eye wash, medical aid box, shower). If chemicals are stored in
this area appropriate facilities and storage requirements should be in place.
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In the no template laboratory the following equipment would most likely be present: -20°C
freezers and fridge for reagent storage, dedicated pipettes, dedicated vortex, dedicated
microfuge, a PCR workstation (a contained area that contains a UV light with or without a
timer), a dedicated place to hang laboratory coats and the appropriate safety materials (eye
wash, medical aid box, shower). If chemicals are stored in this area appropriate facilities and
storage requirements should be in place.

To ensure that no specimen contamination in the no femplate laboratory occurs it is vital to
discard ones powder-free gloves worn in the specimen processing laboratory and change ones
laboratory coat. This MUST occur before you enter the no template laboratory. It is therefore
useful to place a biohazard bin outside the no template laboratory where gloves can be
discarded and a hook for the laboratory coat to be hung up prior to entering the no template
laboratory. Furthermore, nothing may enter the no template laboratory from the sample
processing laboratory; this includes racks, tubes and open reagents. If possible disposable lab
coats are useful in these areas.

Dirty area/room

Depending on the molecular methods performed in the laboratory the dirty area can be
divided into one or two areas, namely, post-amplification laboratory and the nested PCR
laboratory (Figure 3). The air pressure should be slightly positive for the nested PCR laboratory
and neutral for the post-amplification laboratory and blow into both the rooms. The post-
amplification laboratory is where the amplification reaction and detection of amplicon occurs.
The detection of amplification can occur on a real-time PCR platform, gel electrophoresis,
ELISA based detection and sequencing. To note, the post-amplification laboratory can be
further divided into different rooms by each detection method, depending on the number of
specimens and molecular assays run by a laboratory (Figure 4). In the nested PCR laboratory
second-round amplification is set-up and a thermocycler is located there for this function.
Nothing from these areas should move back into the clean area, without being completely
decontaminated (as described above), under any circumstances. Gloves and laboratory lab
coats must be removed when leaving this area.

In the post-amplification laboratory the following equipment would most likely be present:
-20°C freezer and fridge for amplicon and reagent storage, a centrifuge (if required for the
molecular assay performed), a PCR workstation (a contained area that contains a UV light
with or without a timer), any equipment required for amplification, gel electrophoresis,
sequencing or other amplicon detection methodology, dedicated pipettes, dedicated vortex,
a dedicated place to hang laboratory coats and the appropriate safety materials (eye wash,
medical aid box, shower). If chemicals are stored in this area appropriate facilities and
storage requirements should be in place.

In the nested PCR laboratory the following equipment would most likely be present: -20°C
freezer and fridge for reagent storage, dedicated pipettes, dedicated vortex, dedicated
microfuge, a PCR workstation (a contained area that contains a UV light with or without a
timer), a thermocycler, dedicated place to hang laboratory coats and the appropriate safety
materials (eye wash, medical aid box, shower). If chemicals are stored in this area
appropriate facilities and storage requirements should be in place.

To ensure minimal movement between areas during the running of molecular assays, it is
optimal to have dedicated storage (freezer, fridge and room temperature) for each area.
Furthermore, prior to starting the assay one must check that they have sufficient
consumables and reagents to perform the test.
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CLEAN ROOM
« Sample Area
+ Reagent Area

DIRTY ROOM
« Amplification
Area
 Detection Area
« Nest PCR Area

Fig. 2. Two room option for molecular lab layout. This is comprised of a clean area (for pre-
analytical and sample preparation) and a dirty room (for analytical and post-analytical)

CLEAN ROOM
« Sample Area

CLEAN ROOM
+ Reagent Area

DIRTY ROOM

« Amplification
Area

« Detection Area

* Nest PCR Area

Fig. 3. Three room option for molecular lab layout. This is comprised of a clean area, which
is divided into two rooms for 1) samples receiving and samples preparation and 2) room for
preparation of reagents. As in the two room layout the dirty room (for analytical and post-

analytical) remains the same
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NOTE: To help in ensuring the above points are followed, it is important that each staff
member organize their workflow as to ensure there is as little movement between clean and
dirty areas during a shift and the laboratory policies should be incorporated and be well
explained in a SOP that is easily accessible to all staff (including laboratory cleaners). Each
work space should be kept tidy (minimal clutter) and each area should be closed to the other
(with a door).

The above description of the different areas of a molecular laboratory describes the ideal
laboratory layout. However, sometimes this is not always possible due to cost and space
constraints, it is acceptable to divide the molecular area into just a clean and dirty area
(Figure 2).

CLEAN ROOM
v Sample Area

CLEAN ROOM
+ Reagent Area

DIRTY ROOM DIRTY ROOM
+ Amplification Area + Nest PCR Area

DIRTY ROOM
+ Detection Area

Fig. 4. Multiple room option for molecular lab layout. This is comprised of a clean area,
which is divided into two rooms for 1) samples receiving and samples preparation and

2) room for preparation of reagents. The dirty area is divided into multiple rooms each with
a specific function

3.3 Staff requirements and competency

Most molecular tests require highly skilled and well-trained staff. To achieve this all staff
must be trained and then deemed competent prior to starting testing in the laboratory.
Furthermore, it is advisable to assess the competency of the staff on an on-going basis using
either external or internal quality control programs as described in Section 5. Once this has
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been completed the laboratory manager should formally approve the staff member
competent to conduct testing.

The procedure for staff training should include the following steps: a new staff member
should be given an orientation of the facility. It is vital that all new staff also be trained in
laboratory specific biosafety, biohazard waste management, personal protective equipment,
and general laboratory safety including the procedures that need to be followed for all
chemicals used in the laboratory. Once the new staff member has passed the above training
they should be given an overview of all the tests performed in the laboratory. This will
ensure the staff member has an understanding of the process (including PCR) in the
laboratory and give them an understanding as to why certain measures should be followed.
During this initiation orientation the staff member should also be advised of the correct
work flow of a molecular laboratory. The staff member should also be given an overview of
the maintenance required in the molecular laboratory (Section 3.4 and Section 3.5) and read,
understand and sign all SOPs used in the molecular laboratory.

New staff members should then be trained on the methodologies they are required to
perform. Firstly, the new staff member should observe the procedure whilst following the
SOP, during this time the new staff member is able to ask questions and is given a brief
explanation of each step and the importance of it. Secondly, the new staff member then
performs the methodology under supervision of the trainer. Once they are able to
successfully perform the assay under supervision the new staff member should perform the
methodology independently on previously tested samples and the results compared for
accuracy by the laboratory manager. This training should be done for all tests that the new
staff member will be performing. The records for this training are then kept in the new staff
members training file.

Once a staff member is trained the competence of the staff member needs to be performed.
The criterion for competence needs to be determined prior to assessing it. Competency
assessments should be done on all staff members on a continual basis, but it is
recommended it be carried out at least once a year on each test the staff member is
performing. Competency is assessed in one of the following ways:

¢ Completion of an external quality assurance panel.

e  Comparison of results across staff members:

a. This can be performed in several ways, for example, staff can analyze the results of
a molecular assay and these results are compared and similarity determined.

b. Parallel testing, this is where staff members perform the entire assays on the same
samples. The results obtained from each staff member are compared and the
similarity determined.

¢ The method used to determine competency is determined by the laboratory manager.

If the staff member is deemed to be incompetent they should be retrained on the appropriate
methodologies and competency reassessed.

NOTE: The qualifications of laboratory staff and the training and experience are critical in
ensuring a quality service is offered in a molecular laboratory, because the training and
experience of staff can positively influence the rate of human errors in the laboratory.

3.4 Quality control around equipment and consumables

Prior to setting-up a molecular assay in the laboratory it is important that one assess the
equipment and reagents that are required. Each piece of equipment must meet the required
specification of the laboratory and where the equipment can be sourced from. The
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laboratory must ensure they have the correct space, electrical and plumbing facilities for the
equipment. Consideration must be taken when determining who will supply the equipment.
Are they reliable? Will they be able to support this piece of equipment and can they supply
spare parts? All these factors will impact on the efficiency and reliability of the laboratory.
Once a piece of equipment is purchased, an SOP must be written defining how to use the
machine, who is responsible and what the maintenance (daily, weekly, monthly and annual)
procedure is. The maintenance must cover the routine checking that the machine is working
correctly, if it is not, the appropriate troubleshooting is required and this must be recorded
and regularly reviewed (see Table 1, an example of a maintenance chart). Furthermore, it
must be determined if the piece of equipment requires a service or calibration by an external
party and if so how frequently.

It is vital to train all staff on the machine (and when new ones are purchased) as correct
operating of the equipment will lower the cost and regularity of repair, thereby preventing
delays of tests and maintaining productivity.

Maintenance

Daily | Weekly Monthly Annual

Equipment Calibrated

Pipettes

Laminar Flow Hood

Centrifuge

Heating Block
Waterbath

Thermocycler

Scale

Plate Reader

Sequencer

Fridge/Freezers

Table 1. Common equipment used in a molecular laboratory and the maintenance and
calibration required

A similar process for supply of reagents needs to be followed with regard to assessing the
need and establishing a reliable supplier. In the molecular laboratory one of the staff
members should be put in charge of monitoring the stock levels, ordering (ensuring there is
sufficient still left to perform the tests prior to running out) and ensuring regents and
consumables for each test are stored appropriately. The level of consumable and reagent
wastage should also be recorded so that the efficiency of the tests and laboratory can be
monitored.

3.5 Laboratory maintenance
All work surfaces should be cleaned prior to use with 1% bleach solution contained in an
opaque vessel which inactivates pathogenic agents and destroys nucleic acids. Residual
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bleach may affect stainless steel counter tops and the Perspex in hoods as well as contribute
to inhibition of specific assays therefore it is advisable to then wipe down with distilled
water to remove residual bleach that could form crystals. Finally 70% ethanol is used to
further prevent transfer of pathogens. All cleaning solutions should be prepared daily.
There are several commercially available products, such as DNA or RNA Away, that are
specifically designed for removing nucleic acids or nucleases as well as pathogens, which
can also be utilized for surface cleaning. Racks and trays should be soaked in the 1% bleach
solution and then thoroughly rinsed with distilled water daily. Equipment such as
thermocyclers and centrifuges should be cleaned with 1% bleach solution followed by 70%
ethanol whenever contamination is suspected. Another means of decontaminating hoods,
reagents, pipettes, tubes, and various other consumables, is exposure to UV light. Most
biological safety cabinets are equipped with a UV light source. It is generally accepted that
UV exposure at 254nm for a minimum of 5 minutes is sufficient for decontamination
including the deactivation of nucleases and destruction of extraneous DNA on surfaces.
Laboratory SOPs often include UV exposure steps as long as 30 minutes before and after use
of hoods for PCR work. Wiping with bleach and/or detergents is still warranted as the
penetrating power of UV light is minimal.

All equipment should be properly calibrated and maintained to ensure reliable and accurate
performance. Records of repairs and routine maintenance as well as non-routine
maintenance should be kept. Routine maintenance records should be documented in such a
way that users of equipment can be assured that it is reliable and not outside its service
interval. A good way of ensuring this is by attaching a service label to the equipment and by
making provision for a clear service plan. Early warning that equipment is malfunctioning is
important therefore the checking interval should be assigned to assure this. Alarms are very
useful, especially if a problem occurs at a time when staff are not present. Back up for vital
equipment should be available whenever possible as well as back up (generator) in the
event of service failures such as power cuts. Records of equipment calibration, checking and
maintenance demonstrate that the respective SOPs have been followed and that the
equipment used was adequate for the task and operating within its specifications. The
records should also demonstrate that the required action was taken if the equipment failed
these checks and that staff were aware of this and took appropriate remedial action.

4. Molecular assay development and quality control

4.1 Appropriate technique selection

PCR has been adapted to fit several applications, including detection of target DNA,
sequencing stretches of target DNA, and amplification and detection of mRNAs, ribosomal
RNAs, and viral RNAs after using reverse transcriptase to make complimentary DNA.
There are currently five common types of PCR used:

4.1.1 Conventional PCR

This type of PCR uses a thermostable DNA polymerase to make multiple copies of a target

region of DNA defined at each end (3’ and 5) by a specific primer.

PCR typically consists of three basic steps:

Step 1. Denaturation, requires that the sample DNA become a single-stranded template.
To achieve this, the sample DNA is typically heated between 94°C and 97°C for 15
to 60 seconds, to separate or denature the two strands of the DNA.
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Step 2. Annealing step, in which the reaction temperature is lowered typically between
47°C and 60°C for 30 to 60 seconds, to allow the oligonucleotide primers to bind to
the single-stranded template.

Step 3. Elongation, during which the temperature is raised, typically to 72°C, allowing the
polymerase enzyme to make a complimentary copy of the template. The length of
the elongation step (30 seconds to three minutes) is determined by the speed of the
enzyme, its ability to continue moving down the template DNA referred to as
processivity, and the length of the DNA segment to be amplified.

One repetition or thermal cycle of these three abovementioned steps theoretically doubles

the amount of DNA present in the reaction. The number of repetitions needed for a PCR

application is determined by the amount of DNA present at the start of the reaction and the
number of amplicon copies desired for post-PCR applications. Typically 25 to 40 cycles are
performed.

4.1.2 Real-time PCR
Real-time PCR detects and measures the amplification of target nucleic acids as they are
produced. Real-time PCR requires the use of primers similar to those used in conventional
PCR, but in addition also requires an oligonucleotide probe labelled with fluorescent
detection chemistry, and a thermocycler able to measure the fluorescence. Typically, the
binding of a dye-labelled probe to the template sequence causes fluorescence to increase in
direct proportion to the concentration of the PCR product being formed. A real-time
machine monitors the fluorescence increase and calculates a cycle threshold (CT) value. This
value, which represents the first cycle in which there is a detectable increase in fluorescence
above the background level, is used to measure relative or absolute target quantities. In the
absence of an absolute standard, the starting copy numbers of nucleic acid targets from
different samples can be determined in a relative sense (e.g., sample one has 20 times more
target than sample two). If an absolute standard, which contains known quantities of the
target nucleic acid, is run to generate a standard curve, the starting copy number in the test
samples can be estimated. Real-time PCR also differs from conventional PCR in that the
target selection for real-time PCR is more restricted due to requirements of a smaller target
fragment and the need to select probes with a higher melting temperature than the primers
to ensure that the probe is fully hybridized during primer extension. In addition, the
annealing and elongation temperatures are usually combined in a two-step PCR process that
is performed at an intermediate temperature (e.g., 60°C) for one to two minutes.

There are several different fluorescent detection chemistries used for real-time PCR,

including the following;:

e SYBR® Green I, a fluorescent dye, is frequently used in real-time detection chemistry.
This dye intercalates into double-stranded DNA, including PCR products and
fluoresces. Therefore when used to detect amplification the level of fluorescence
increases with each amplification cycle. This detection chemistry is not target sequence
specific and is therefore more versatile than probe-based detection, but is susceptible to
false positives due to the formation of non-specific PCR products or primer-dimers.
Melting curve analyses are often used as an additional confirmation of product size for
procedures using SYBR® Green.

e Dual-labeled fluorogenic oligonucleotide probes are most frequently used. These probes
(e.g., TagMan® probes) have a reporter fluorescent dye at the 5' end and a quencher
dye at the 3' end. The probes are added to the PCR master mix along with the PCR
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primers. During the PCR, if the target sequence is present, the probe anneals
downstream from a primer site and is cleaved by the 5' nuclease activity of Tag DNA
polymerase during polymerization. This cleavage releases the reporter dye from the
probe and away from the quencher dye, resulting in fluorescence that is detected by the
instrument. These probes can be modified with a minor groove binding (MGB) protein,
allowing for shorter probes to be designed, which increases specificity in assays
detecting a single nucleotide change.

e Fluorescent resonance energy transfer (FRET) probes involve the hybridization of two
probes to adjacent sequences within the amplified product. The upstream probe has a
fluorescent dye at the 3" end and the adjacent probe has a fluorescent dye at the 5" end.
Correct hybridization of these probes brings the two dyes into close proximity. The
laser excites the first fluorescent dye, which emits light at a different wavelength. This
light then excites the second fluorescent dye by FRET between the adjacent probes. The
real-time PCR machine detects the wavelength of light emitted by the second
fluorescent dye.

e Molecular beacon probes use a variation of this same process, wherein reporter and
quencher dyes are held together by a hairpin structure in the probes but become
sufficiently separated by linearization of the probe after annealing with the template to
allow the reporter dye fluorescence to be detected.

4.1.3 Multiplex PCR

Multiplex PCR involves the amplification of two or more different PCR products within the
same reaction. This type of PCR is a modification of a conventional or real-time PCR with
the use of multiple sets of primers in each reaction. Multiplex PCR requires less time and
effort in amplifying multiple target templates or regions than individual reactions and may
be utilised as an effective screening assay. While multiplex PCR provides potential time
saving by allowing simultaneous detection of multiple targets, significant optimization is
required to obtain all of the products with equal efficiency and sensitivity. Extra precaution
must be taken to the design and concentration of the primers so that they do not interact or
compete with each other.

4.1.4 Reverse transcription (RT)-PCR

RT-PCR is used to amplify RNA target sequences, such as messenger RNA and viral RNA
genomes. This type of PCR involves an initial incubation of the sample RNA with a reverse
transcriptase enzyme and a DNA primer. DNA primers that are used commonly include
oligos dT (an oligo consisting of only thymidine residues), random hexamers (primers made
of six random nucleotides), or a sequence specific primer. Oligos dT will hybridize to the
poly-A tail of messenger and certain viral RNAs and prime DNA from the 3'-end of the
RNA molecule as a consequence of this amplification of RNA near the 5'-end of the
molecule may not occur. Random hexamers work with any RNA, but require an extra initial
incubation at 25°C. Specific primers can be either the PCR primer that hybridizes to the
RNA at the 3' side of the amplification region or a primer that hybridizes further
downstream from the PCR primers. RNase inhibitors should be added to RT reactions to
prevent the degradation of the RNA target sequence by RNase present in the sample or
introduced as contamination. The reverse transcription and the PCR amplification can be
performed in a one- or two-step process. In general, the two-step process is more sensitive,
while the single-step reactions are less likely to be contaminated, because the tube is not
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opened after reverse transcription. The determination of which process should be used
depends on the level of sensitivity required and the likelihood of contamination. There are
many types of reverse transcriptases available for RT-PCR. The characteristics of the
enzymes make some better suited for a one- or two-step reaction and other downstream
applications. Some enzyme characteristics that impact the type of reverse transcriptase used
for RT-PCR include: the presence or absence of RNase H activity that degrades RNA in an
RNA:cDNA hybrid, processivity of the enzyme, divalent ion requirements, specificity and
sensitivity, ability to incorporate dUTP for UNG carryover contamination, and optimum
temperature for function.

4.1.5 Nested PCR

Nested PCR is a conventional PCR with a second round of amplification using a different set

of primers annealing within the first round amplicon which helps increase the specificity

and sensitivity of the target amplicon. The use of a second amplification step with the

"nested" primer set results in a reduced background from products amplified during the

initial PCR due to the nested primers” additional specificity to the region. The amount of

amplicon produced is increased as a result of the second round of amplification. Used

correctly, the multiple rounds of nested PCR should increase both the sensitivity and

specificity of the PCR. However, this technique also increases the chance of carryover or

cross-contamination because of the additional interaction with the first amplicon. The

following precautions need to be followed to limit the chance of sample contamination and

false-positives:

¢ Never opening more than one tube at a time.

¢ Adding an additional negative control for the second-round of amplification.

¢ Including first-round negative controls in the second-round of amplification to check
for false-positives.

e Designating a fourth room or separate area for sample preparation after the first
amplification (see Figure 3).

4.2 Primer design

Well-designed primers are essential for ensuring accurate and efficient detection of the
desired gene of interest in a molecular assay. Primers are essential in PCR analysis and are
short segments of chemically synthesized DNA (which are called oligonucleotides or, more
commonly, “oligos”). A length of 18-27 base pairs, ensures adequate specificity and are
short enough to ensure easy binding to the template during annealing. Primer sets are oligos
with nucleotide sequences that are designed specifically to prime the amplification of a
portion of a targeted nucleic acid. Hybridization probes are oligos with specific nucleotide
sequences that are internal to the sequences of the primers and which are used to confirm
the amplification of the target or quantitate it. Design and selection of the specific primer
and probe set to be used for an experiment is based on the application, the type of PCR and
hybridization that will be performed, and the segment of the target nucleic acid sequence
that is known. Primers should be designed to amplify only the DNA or RNA of interest and
be specific for that region. Primer melting temperature (Tm) is by definition “the
temperature that the one half of the DNA duplex dissociates and becomes single stranded,
thereby indicating the duplex stability”. The optimal Tm range is 52-58°C, primers with
melting temperatures above this (65°C) are prone to secondary binding. The Tm is directly
linked to the GC content of the primer.



Good Clinical Laboratory Practice (GCLP) for
Molecular Based Tests Used in Diagnostic Laboratories 43

As a general rule, well designed primers are characterized by the following:

e Length of 18 to 27 base pairs

¢ No homology within or between primers, especially at the 3'end to avoid primer-dimer
formation.

¢ No guanine-cytosine (GC) stretches greater than four base pairs

e GC content: (the numbers of C’'s and G’s in the primer as a percentage of all the primer

nucleotides) of 40% to 70%.

e  GC Clamp: to promote specific binding there should be a G or C nucleotide present
within five bases of the 3" end of the primer.

e Tm of the two primers should be as close as possible, however, a Tm of between
52-58°C tends to give the best result.

e Secondary primer structures:

e A hairpin is formed by intramolecular interaction within the primer and reduces
binding to the target, therefore, no hairpin loops with a Gibbs Free Energy of
-2 kcal/mol or less.

e Self-Dimer: this is formed when two primers in the same direction bind as a result
of intermolecular interactions. To reduce self-dimers a primer should have a 3’end
dimer of less than a Gibbs Free Energy of -5 kcal/mol or less and an internal self-
dimer with a Gibbs Free Energy of -6 kcal/mol or less.

e Cross-Dimer: this is formed when two primers of two different directions bind as a
result of intermolecular interactions. To reduce cross-dimers a primer should have
a 3’end dimer of less than a Gibbs Free Energy of -5 kcal/mol or less and an
internal self-dimer with a Gibbs Free Energy of -6 kcal/mol or less. Nucleotide
repeats should be avoided.

A variety of computer programs are available to aid in the creation of the best possible
primers and probes, such as Primer Premier and PrimerPlex. These programs can help
determine the optimum annealing temperature for newly created oligos and check for the
formation of intra- and intermolecular dimers and hairpin loops. Laboratories should
consider repeating the design process with more than one computer program, because these
programs represent a simulated environment that may not include all the variables that
affect oligo design.

For laboratories that are performing real-time PCR, the software provided with the real-time
PCR instrument may be used for primer design. New primers and probes should always be
tested experimentally for sensitivity and specificity before use in any method. The specificity
of a chosen sequence should be evaluated using BLAST (Basic Local Alignment Search Tool)
or its equivalent. Versions of BLAST are available on the WEB at a number of sites,
including www.ncbi.nlm.nih.gov. BLAST compares the designed oligo sequences to known
nucleic acid databases such as GenBank and EMBL. The search determines the potential of
hybridization of the chosen oligo with sequences from other organisms. The results of this
search should be used to define any relevant, closely matched sequences for specificity
testing. The primer concentrations used in each newly developed PCR assay should be
optimized to obtain maximum amplification efficiency. Optimization of primer
concentrations is especially important when performing multiplex PCR.

4.3 Appropriate reagent and enzyme usage
Tag DNA polymerase, which is isolated from the thermophilic bacterium Thermus aquaticus,
is the primary enzyme used in the amplification of DNA in nearly all procedures.



44 Wide Spectra of Quality Control

Modifications of this enzyme or other DNA polymerases with specific functions and unique
properties, including different extension rates, processivity, greater proofreading ability,
and different temperature tolerances, generally expressed as a half-life at the denaturing
temperature, may be more appropriate for some PCR applications. Hot-start DNA
polymerases are enzymes that are inactive until a specified temperature is reached. Use of
hot-start enzymes reduces the production of non-specific products by preventing the
elongation of primers that have non-specifically annealed to the template at lower annealing
temperatures (which may happen during master mix preparation or in the first step of PCR
cycling). When selecting an enzyme type for a method or study, the analyst should evaluate
the different strengths and weaknesses of the DNA polymerases available to determine
which individual polymerase, or combination of polymerases, will work with their template
nucleic acid. Records of lot numbers of all reagents should be captured and stored. Reagents
should be aliquoted to avoid excessive freeze-thawing and to protect stock reagents from
contamination. These reagent tubes should be clearly labelled. All reagents containing
fluorescent probes should not be exposed to excessive light to prevent degradation by
photo-bleaching.

4.4 Assay validation

Before an assay can be implemented in the laboratory, several performance factors should

be considered such as intended use of the test (target gene, sequences and mutations); the

population the test will target; the test methodology and the type of sample that will be

used. To establish the performance factors of an assay relevant information from scientific

studies should be obtained, the correct testing population should be defined, the correct test

method to obtain the desired result chosen, the quality control parameters decided and that

the results obtained from the test can be interpreted.

Once the parameters have been chosen and prior to implementation of the molecular assay

it is important to perform a validation on the assay to ensure quality results are obtained. To

do this certain parameters should be accessed depending on the assay this includes both

samples and analytical performance specification.

Samples used in the validation are very important. Specimens chosen for the validation

should be chosen to test a specific parameter and samples used should be well characterised

prior to starting the validation. The samples should represent the type of samples expected

to be tested routinely. Furthermore, there should be a variety of samples to ensure that the

test results can be interpreted for specific patient conditions. The results from this will allow

for limitations of the methodology and results to be known. When selecting the samples for

a validation the following guidelines should be followed:

e Irrespective of the prevalence of the disease/mutations/variation being tested the
sample number of samples should be chosen and consistent across tests.

e All sample types expected for the assay should be included.

e Samples that include all the possible results should be included.

e  Controls and calibration materials should be obtained and included.

The analytical performance parameters that can be included are: precision, accuracy,

reproducibility, analytical specificity, analytical sensitivity (amplification sensitivity and

sensitivity of variants), linearity, reportable range of test results, reference range and lot

specific testing. Once the acceptable level for each criteria is set it cannot be modified once

the validation has begun. Furthermore, the validation should be performed using the same

conditions that will be used for the processing of routine specimens. This includes: the
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facility, equipment, reagents and personnel. The same holds true for when external quality

assurance panels are performed (refer to Section 5).

Precision is the ability to obtain the same result from multiple replicates (5-10) of a sample.

The closeness of each result for the same sample is then accessed. Depending how close the

replicate results are will determine the precision of the assay. NOTE: the replicate results

might not be close to that obtained from a different method.

Accuracy is performed to determine how close the results from two different tests are and is

used for both a quantitative and qualitative assay. To access accuracy it is best to use a very

well characterised sample. This parameter is easy to measure; however, it is often difficult to
determine the criteria prior to performing the validation of a new assay.

Reproducibility is the ability to produce the same result even though there are changes to

the conditions the assay are performed under. For example, if a different staff member

performs the assay, different lot numbers or different thermocyclers are used. This
assessment, unlike precision and accuracy requires a larger number of samples with fewer
replicates and often over a longer time period.

Analytical Specificity is the ability of the assay to determine only the target analyte that is

being detected and that there are no interfering substances. Interfering substances can be

associated with specimen type and patient associated factors such as clinical condition,
medication or disease stage.

Analytical sensitivity (fo note these two types of sensitivity criteria are not mutually exclusive).

- Amplification sensitivity is determined by what is the minimum starting material
(lower limit of detection) required to generate an accurate result. Importance should be
placed on the different types of samples that can be obtained for the test.

- Sensitivity of variants is determined by what percentage of a specific target must be
present to be detected. For example, the amount of tumour versus non-tumour cells to
detect the presence of a mutation.

NOTE: A validation is also required if during the routine running of a methodology there is
a change to the procedure. The change will dictate the level of validation that is required. If
there is a minor change to the method - equivalency testing can be performed. For example,
if the primer sequences are modified the results obtained from the previous and new
primers should be compared. However, if there is a major change - a complete re-evaluation
should be performed. This could include a new extraction or detection methods or
chemistries.

4.5 Measure of uncertainty of molecular assays
For all assays introduced into a molecular laboratory the limitations of the assay need to be
determined. For example, is there a limit of detection of the assay? Does it require a certain
amount of sample for the assay to be accurately detected? And what steps have been taken
to overcome these limits.
Limitations to molecular assays can include the following:
a. Collection devices and sample storage
e The assays are normally validated on a certain collection device, such as in an
EDTA tubes.
e Specimens collected in Heparin are not suitable.
e Once plasma has been isolated from the sample, it must be stored at -70°C.
e Accurate and reliable results are dependent on proper sample collection and
storage prior to testing.
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e Samples are only processed if they are collected in the correct collection device.
b. Contamination
e The PCR based protocol has the limitation of contamination.
¢  To reduce contamination the following steps have been taken:
e Three separate areas for reagent and sample preparation and post-PCR
analysis and sequencing.
e Powder-free and filter tips are essential when performing PCR.
e  Cross-contamination is further reduced by adding AmpErase UNG
c¢. RNA degradation
e  For genotyping success it is critical that you prevent RNA degradation by RNases.
e Sources of RNases contamination are: skin, hair, general laboratory glassware
and contaminated solutions.
e To reduce RNA degradation power-free gloves should be worn at all
times.
¢ RNases Inhibitor is added to the Reverse Transcriptase step.
d. Internal controls:
¢ Internal controls (positive and negative) should be included in every run:
¢ No template Control (blank).
e  Positive control.
e Negative Control.
e. Sequencing and interpretation of results
e Accurate and reliable results are dependent on good sequence quality. High
background and noisy data can interfere with precise base calling.
e Population based sequencing only detects a population that is present in greater
than about 25%.
e Some assays the interpretation system is based on a proprietary algorithm and
these may need to be updated regularly and the software may at times be outdated.
f. Staff
e  The level of skill and training required for staff members.
g. Limit of detection
e The assay can be dependent on the amount of initial sample material required or
the amount of amplicon added to the detection step.
h.  Analytical specificity
e How accurate is the method you are using? Does it detect other substances or
viruses present in the assay and can this impact on the results.

5. Controls to monitor for molecular assay performance

There are several ways to monitor a molecular assay and these range from procedures put in
place in the laboratory (internal) or external panels performed.

External Quality Assurance (EQA) panels assess the results of samples supplied to the
laboratory to monitor the performance of the assay. The panels should be treated the same
as routine samples in the laboratory, and should be rotated through all staff performing the
assay. This type of proficiency testing monitors and enables a platform for improving the
quality of a laboratory. EQA panels normally occur twice a year. Within ones molecular
laboratory, you can run similar panels across staff members and include several controls as
described below to assess the procedures in the laboratory on a more routine basis.
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Internal Quality Controls need to be in place to ensure that the laboratory can control the
procedures of the molecular assay. This includes the number, type and frequency of controls
used for the assay. This enables the laboratory to detect errors caused by the test,
environment or operator. The exact controls that can be used are described in Section 5.1.

5.1 Contamination control

5.1.1 Internal control

This is a control that is run in the same tube as the sample. Its level of amplification ensures
there is nothing in the PCR that is resulting in inhibition.

5.1.2 No template control

The reaction is set-up without the presence of the starting material and DNase and RNase
water is used it its place. With this sample you do not expect any amplification to occur.
If there is amplification it indicates that one of the reagents or consumables are
contaminated with a sample containing the desired target. In this case, you cannot use any
results obtained in this run. Therefore, immediate action must be taken by the staff member
by contacting the laboratory manager and all areas should be cleaned with 1% bleach and
70% ethanol and the contaminated reagents discarded. The test must then be repeated with
only the controls prior to running samples to confirm that the contamination has been
eliminated.

5.1.3 Negative control

The negative control is when starting material is added that does not have the target gene
present. With this sample you do not expect any result if a result does appear then this
indicates that either there is contamination from another sample or reagent in the run or the
assay is not specific for the gene target (this should have been determined in the assay
validation described Section 4.4). If this occurs immediate action must be taken by the staff
member contacting the laboratory manger and the entire run must be repeated. If there is
still a contamination the entire Pre-PCR area must be decontaminated using a 1% bleach
solution, followed by 70% ethanol and distilled water. The PCR must then be repeated with
only the positive and negative controls. If the contamination is still present the kit must be
discarded and a new kit opened.

5.1.4 Positive control

The positive control is a sample that contains the target of interest and is known to work. If
the positive control does not work, but the samples amplify, one can continue with the assay
if it is a qualitative assay-but the reason for the control not amplifying should be
investigated to ensure it does not happen regularly. However, if the positive control and the
samples do not amplify further investigation is required. The assay should be repeated with
only the positive and negative controls, if there is still no amplification the storage of the
reagents must be checked as well as the expiry dates. It should be determined if there is
anything that could be inhibiting the PCR. If everything appears in order the laboratory
head will contact the appropriate reagent rep.

For qualitative assays it is very important that the positive control works as it identifies the
amplification efficiency of the assay.
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5.2 Corrective actions around the performance
The objective of a corrective action for either an internal or external quality control (QC)
failure is vital as quality control is an important measure of the analytical and interpretive
performance of the laboratory. Any failures are therefore an indicator of potential problems
in the system and should be dealt with as a priority. QC also severs as an educational
process, identifying areas of deficiency in knowledge and facilitating correction thereof
through supervised feedback sessions. All corrective actions must be documented and filed
in a designated place (such as a corrective action file) once it has been reviewed and signed
off by the laboratory manager or head.
NOTE:
e  For all corrective actions the following should be checked:

- Are all reagents stored in the correct place and temperature?

- Is the person performing the assay trained to perform it?

- Check the expiry date of all reagents used in the assay.

- Have all instruments been serviced and correct maintenance followed?

5.3 Root cause analysis

A root cause analysis is important to monitor problems that occur regularly in the
laboratory and make appropriate changes to prevent them from reoccurring in the future.
This is normally performed monthly by the laboratory manager. Corrective actions linked to
Samples, Procedural/Technical Issues, Laboratory Equipment, Assuring Quality and
Laboratory Safety should be monitored for the number of events and duplicate events. This
allows for re-occurring events to be identified. Once a re-occurring problem has been
identified it should be investigated and a resolution determined and actioned.

6. Data tracking and auditing of a molecular sample

It is important to have a system in place that can be used to document and record the
movement of samples within the laboratory, from the pre-analytical, to analytical phase and
finally to post-analytical phase. During these phases the samples processed need to have all
reagent lots recorded, storage and staff member handling the samples recorded.
Furthermore, all these procedures need to be written in a document controlled SOP that has
been read and signed by all staff and that is accessible to staff in the laboratory on a daily
basis.

6.1 Pre-analytic phase

The pre-analytical phase includes: test selection, ordering, specimen collection, processing
handling and delivery to the testing site and sample receiving. Studies have shown that this
step (in conjunction with the post-analytic phase) has a high level of errors and therefore
needs to be closely monitored in the laboratory to ensure quality results are reported. One
major contributor to this high error rate is the inaccurate selection of the molecular test to be
performed. To reduce the number of incorrectly ordered molecular tests it is vital that the
laboratory inform the health care professionals using this service of the tests that are offered
and the diagnostic purpose (including assay limitations) of each assay. It is also vital to
provide the correct collection, specimen handling, transport and submission of specimen
information. Furthermore, if any patient specific information, such as treatment history, is
required to interpret the test results this should be provided.
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Another contributor to the error rate of the pre-analytic phase is specimen handling errors.
When a sample is received in a laboratory it is given a unique number. This unique number
allows for the correct test to be assigned to the sample and allows the movement of the
sample through the assay steps in the laboratory to be monitored. This unique number
should also be used for short or long term storage once the sample is received and/or
processing is complete. During the entering of specimen information of this unique number,
data entry errors can occur. Furthermore, specimens can be stored incorrectly prior to
sample testing which could impact on the test. To ensure this does not occur and thereby
reduce the error rate, it is important that all staff are adequately trained on sample receiving,
and defined SOPs are in place to aid staff. The laboratory should have a data checking
system in place to help reduce data entry errors.

During sample receipt in the laboratory the person receiving the specimen should check that
the correct sample was received for the test, the correct collection device was used and there
is adequate sample to perform the test. These parameters of sample acceptance or rejection
should be well defined by the testing laboratory in a SOP available and understood by all
staff.

6.2 Analytical phase

The analytical phase includes the sample processing and testing. Once a sample has been

received, a staff member can begin processing the sample. To ensure there are no errors

during the processing of samples it is important to have defined SOPs for the method being

performed and that these procedures are correctly followed. Controls for the assay must be

included in each run. Reagents must be prepared correctly and the appropriate safety

precautions followed throughout the test.

The following should be recorded for each sample processed in the molecular lab (Figure 5):

e Test to be processed.

e  Operator.

e Date for each step (if the assay occurs over multiple days).

¢ Lot numbers of the reagents used (each reagent used should be recorded).

¢ Controls used in the run (any information about the control that is important in the
test).

e  Specific equipment used during the assay that could impact on the test outcome.

o List of samples processed together.

e  Area for review by a manager.

These sheets are commonly known as record sheets and can be made to suit the molecular

assay being performed in the laboratory and can be test specific or generic depending on the

assay requirements.

6.3 Post-analytic phase

The post-analytical phase includes assay analysis, result recording and reporting. During
assay analysis it is important to ensure that all staff members processing samples analyse and
interpret the results in a standardised manner. To control for this a detailed document
controlled analysis SOP should be in place for each assay performed in a molecular
laboratory. The use of a defined analysis procedure minimises the individual variances that
could occur during the result analysis, thereby ensuring reproducible and accurate results
are obtained and released.
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Fig. 5. Example of record sheet

Result recording: Once the molecular assay has been completed on the samples and the
results analysed. The results need to be reviewed. This should be done in the following
manner:

a. The results from the controls of the run are checked to determine they are correct or in
range. For a quantitative test the controls should indicate that there has been successful
amplification and detection of the target region. For qualitative tests the controls need
to be within the appropriate ranges.

b. Each sample identifier is checked and confirmed to ensure no data entry or clerical
errors occurred during the assay.

c.  The results then need to be reviewed (normally by the laboratory manager or laboratory
head).

d. The specimen results should also be checked for any outliers or unusual results that do
not fit the clinical picture and/or previous results obtained.
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A study may have to be reconstructed many years after it has ended therefore storage of
records must enable their safekeeping for long periods of time without loss or deterioration
and preferably in a way which allows for quick retrieval. Access to the archive data should
be restricted to a limited number of personnel. Records of the people entering and leaving
the archives as well as the documents logged in and out should be kept.

6.4 Interpretation and the quality control of the results

To ensure accurate results of tests performed in a molecular laboratory are reported,

additional analysis is required. For example, with sequencing to minimise the chances of

sample contamination or mix-up one can align the sequences in a program such as

Clustalw?2 program (http:/ /www.ebi.ac.uk/Tools/msa/clustalw2/) that is freely available

on the internet. This program aligns the sequences and draws either a phenogram or

cladogram which can be used for a crude analysis. Parameters to look for are if there are

multiple sequences from the same sample do they cluster together? If you are using a

positive control does it cluster with previous positive controls? (if the same sample is used

as a positive control). Do samples from the same region cluster together (normally the case

for infectious diseases)? Are any sequences very closely related or identical as these should

be investigated further.

Once the results have been checked, the testing report should also include additional

information that differs for each test but provides an accurate understanding and

interpretation of the test results. All reports should contain the following information

(according to CLIA guidelines):

e Patient name, Unique Laboratory Number used throughout the test and patient date of
birth.

e Name and Address of the testing laboratory.

e  Test performed and the date it was performed.

e  Specimen information.

e  Patient management recommendations (for genetic testing for heritable conditions).

¢ Name of referring doctor.

e  Test methodology.

e  Test limitations.

e  Testresult and interpretation of the result.

7. Conclusion

The recommendations described in this chapter should be considered in conjunction with
Good Laboratory Practice and other regulatory guidelines in country. When deciding to set-
up a molecular laboratory or to introduce a new test it is important to consider the
requirements such as infrastructure, staff, equipment, supplier support, what are the current
molecular tests that are available and will these tests complement and/or improve those
that are currently in use. The clinical validity of the assay also needs to be assessed during
implementation and then through the running of the assay.

The quality management approach described in this chapter allows for the monitoring and
continual assessment of the assays through a defined quality control process. Furthermore,
the information provided in this chapter can be used to set-up a new molecular laboratory
or enhance an existing molecular laboratory. The guidelines described can be adapted for
use in different settings and depending on the assay requirements.
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To summarize:

a. It is important to ensure health care workers referring specimens understand the use of
molecular tests.

To achieve Molecular GCLP the attitude of those in charge is vital.

To get staff to comply to the above mentioned criteria one must write brief and clear
SOPs and ensure all staff read, acknowledge and observe the SOPs.

Be meticulous with sample labeling.

Ensure all quality control parameters are implemented and followed.

Ensure all maintenance in the laboratory is routinely performed.

Ensure the housekeeping guidelines are followed.

Everything needs to be documented (if it is not written down....it did not happen).
Assay design, choice and implementation must be considered carefully as this directly
impacts on quality of the tests performed.

=
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1. Introduction

Current status of elemental analysis performed using atomic spectroscopy techniques is to
reach the best results in the shortest time and with minimal contamination and reagent
consumption. Various spectroscopic methods such as flame- and graphite furnace atomic
absorption spectrometry (F- and GF-AAS), inductively coupled plasma optical emission
spectrometry (ICP-OES) or inductively coupled plasma mass spectrometry (ICP-MS) have
been used for many years for determination of elements, since they met needs required in
analytical applications. Constant progress in detector technology can still been observed, e.g.
in terms of lowering quantification limits. Despite these advantages, quality of results does
not follow the same tendency and sample preparation is recognized to be a critical point and
the most important error source in modern analytical method development. This is
especially true for solid samples that have to be brought into solution before measurements.
It is dictated by instrumentation requirements dedicated to analysis of liquid samples.
Determination of analyte concentrations in solid materials is not an easy task and several
factors should be considered in order to minimize uncertainty in sample preparation and to
achieve real objectives of analysis. It includes sample type and its matrix composition
responsible mainly for the degree of difficulties during sample preparation and analyte
determination. Therefore, the good choice of sample treatment and confidence of its
application become a key ensuring to obtain reliable results.

2. Analytical sample

Samples to be analyzed can be divided generally into two main groups: liquids and solids

(Hoenig, 2001).

e Liquid samples represent those that are already in an aqueous solution (e.g., various
waters, beverages, milk, blood, urine) or in other liquid form (e.g., oils, fuels, organic
solvents);

e Solid samples can be categorized due to their matrix composition as follows: those of
organic nature (e.g., plants, animal tissues and organs, excrements, plastics) or those
with advantage of inorganic composition (e.g., soils, sediments, dusts, metals).

It is well known that in most cases sample preparation step is needed for analysis based on

atomic spectrometry techniques and leads to conversion of samples into homogenous forms
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like aqueous or acidic solutions. Despite aqueous solutions, which can be directly analyzed
without any special pre-treatment, solid samples must be solubilised by an appropriate
dissolution method, depending on the sample composition (main matrix, content of trace
elements).

3. From sampling to reporting — steps of analytical process

Routine chemical element analysis involves several succeeding steps. It starts with planning
a suitable strategy for a given analyte in a particular matrix, followed by representative
sampling, sample pre-treatment, preparation procedure and instrumental measurement. It
ends with interpretation of obtained data. A schematic diagram of the whole analytical
process is drafted in Figure 1.

PRELIMINARY —— Planing of analysis

SAMPLING
SAMPLE Pre-treatment
PREPARATION Solubilization
MEASUREMENTS

CONC]IUSION - Data evaluation,

Analysis of the results

Fig. 1. Steps in analytical process (based on Hoenig, 2001)

An ideal method would allow performing all steps in one single, simple and quick process.
In practice, each step in the analytical protocol contains an error, which affects reproducibility
and accuracy of results. Sample preparation is recognized to be the largest source of errors
and one of the most critical points of each analysis. Precisely, the sample matrix responds
mainly for a difficulty of analysis. The sample matrix may impose a relatively pronounced
effect during the preparation step or interferences during measurements, thus, eliminating
or overcoming the troublesome matrix influence is necessary. Unfortunately, because of a
wide number of analytes and a variety of sample types, there is no unique sample
preparation technique that would maintain all requirements of analysts. Among strategies
of sample preparation, dilution, acid digestion, extraction, slurry sampling or direct solid
sample analyses are those that are mostly considered.
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4. Quality assurance (QA) and quality control (QC)

Selection of the proper sample preparation method heavily depends on several factors.

Availability of a variety of analytical techniques and instrumentation in addition to a great

assortment of samples and preparation procedures make that selection of the right

analytical approach is critical for method development. The incorrect sample preparation,

i.e., due to incomplete digestion or analyte losses, commonly can not be compensated by a

versatile analytical technique and/or instrumentation. On the other hand, limitations of the

instrumentation should be also taken into account since even for well-prepared sample they
can lead to inadequate and untrue results. There is no doubt that the analyst should decide
when his method of sample preparation used satisfies quality criteria and when results can
be accepted. It is not an easy task and several different concerns can occur. However, at
present, normally asked questions can lead to simple answers as follows:

Question: Which method of sample preparation should be used?

Answer: Check it.

Question: When the set of results can be accepted?

Answer: When their quality/accuracy is well demonstrated/verified.

Question: How it can be achieved?

Answers: Quality assurance and quality control concept.

Quality assurance (QA) claims to assure the existence and effectiveness of procedures that
attempt to make sure that expected levels of quality will be reached (Rauf & Hanan, 2009). A
particular attention should be paid to intermediate steps of an analytical protocol such sample
treatment (preparation) that strongly contributes to total uncertainty of measurements. It
should be improved, guaranteed and recorded by the analyst. Sample preparation is prone
to errors like contamination, degradation or analyte losses and matrix interferences, which
may, however, go unobserved by the analyst and affect final results.

Quality control (QC) refers to procedures that lead to control different steps in

measurement process (Rauf & Hanan, 2009). It includes specific activities ensuring control of

the analytical procedure. Among key points to be included during sample preparation, the

most important is to demonstrate adequacy of the investigated method, i.e., (1) accuracy, (2)

precision, (3) efficiency and (4) contamination.

e Accuracy is the measurement of how close an experimental value is to the true value. It
is realized by use of control samples with known compositions, which are treated in
the same way as routine samples. Control samples allow monitoring the performance of
the whole analytical procedure, including all sample preparation steps. Accuracy is
based on the absence of systematic errors and the uncertainty of results corresponds to
coefficients of variation. Nowadays, to demonstrate accuracy of the method, analysis of
(standard, certified) reference materials (RMs) is the most commonly used. Another
way to confirm accuracy of the method of interest is to compare results with those
obtained with well established (reference) and independent procedures;

e Precision (reproducibility) is the degree to which further measurements or calculations
show the same or similar results. It is expressed by means of relative standard deviation
of measurements (RSD). The smaller RSD value, the higher precision is obtained;

e  Efficiency in analyte determination may be demonstrated by adequate recovery using
the method of standard additions. Analysis of spiked samples also allows to
demonstrate accuracy of the method and recognize possible interference effects, which
could lead to erroneous results;
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o  Contamination is a common source of error, especially in all types of environmental
analysis. It can be reduced by avoiding manual sample handling and by reducing the
number of discrete processing steps, however, the best way to asses and control the
degree of contamination at any step of sample treatment is to use blank samples.

5. Sample preparation procedures

5.1 Liquid samples

In general, aqueous samples can be introduced to analysis directly and without any
previous special pre-treatment, i.e. total or partial decomposition, as long as measured
concentrations using spectrometric methods are reliable and satisfactory while possible
interferences are under control.

In most cases only very little sample preparation is required and the easiest way is simple
sample dilution. The dilution factor used in this case depends on concentrations of analytes
and main matrix components; knowledge about the sample composition could be very
helpful. Such an approach certainly reduces the analysis time and sample handling. It leads
to low reagent consumption and generation of minimal residue or waste. Such
simplification in sample manipulation decreases the risk of contamination and analyte
losses. To minimize possible matrix interferences, standard additions and matrix-matched
standards are proposed for calibration. Direct determinations from liquid samples (e.g.,
waters, beverages) with minimal sample treatment such as dilution, degassing or matrix
components evaporation provide a viable alternative to digestion as a mean of sample
preparation:

El-Hadri et al. (2007) developed a highly sensitive and simple method for direct
determination of the total As using HG-AFS in refreshing drink samples (colas, teas and
fruit juices). Concentrations of As were directly determined in samples after pre-reduction
with KI and acidification with HCl. Cola samples needed a more care, i.c., degasification by
magnetic stirring and sonication before analysis. Accuracy of the developed procedure was
confirmed by recovery study and by comparison with a well established (reference) dry
ashing digestion procedure. Quantitative recoveries (94-101%) were obtained with variation
coefficients within 0.1-9%. The detection limit (DL) for As ranged from 0.01 to 0.03 ng mL.
In addition, no blank correction was required.

Matusiewicz & Mikotajczak (2001) proposed the method of direct determination of the total
As, Sb, Se, Sn and Hg in untreated beer and wort samples using HG-ET-AAS. Samples were
analyzed with little erased preparation: degassing by filtration for beer and sonication for
wort. Calibration was made by standard additions. Accuracy and precision were ensured by
using five well-established reference materials (SRMs or CRMs) and microwave (MW)-
assisted digestion with HNOs. Precision was typically better than 5% as RSD. DLs were
restricted by variations in blank absorbance readings. Nevertheless, sub-ng mL-1 values
were obtained. The problem of analytical blanks for ultrasensitive techniques was also
discussed. Additionally, in terms of minimizing the risk of sample contamination, several
procedures for removing CO, from beer were examined, including filtration, shaking,
stirring, sitting overnight, storing with acid in open vessels overnight and ultrasonication.
Karadjova et al. (2005) develop a simple and fast procedure of sample preparation for the
total As determination by HG-AFS directly in diluted undigested wine samples. Application
of an appropriate wine dilution factor allowed minimizing ethanol interferences on HG-AFS
measurements. Depressive effects by the small ethanol content (2-3% (V/V)) could be
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tolerated in 5-10- fold diluted samples by using solvent-matched calibration standard
solutions. The method was validated through recovery studies and comparative analyses by
means of HG-AFS and ET-AAS after MW digestion. Recoveries were in the range of 97-99%
and precision was varied between 2 and 8% as RSD.

In the work of Tasev and co-workes (2005) simple ethanol evaporation was the only pre-
treatment procedure proposed for direct wine samples analysis on the content of inorganic
As species (As(Ill) and As(V)) by HG-AAS. Accuracy of this procedure was proved by
recovery study and comparative analysis using ET-AAS. The total As content was
determined after microwave digestion. Also here, preliminary evaporation of ethanol was
recommended to avoid over-pressure and ensure better conditions for complete
mineralization of wine organic matter. DLs of 0.1 mg L-! were achieved for both species.
Precision for this procedure (as RSD for ten independent determinations) varied between 8
and 15% for both As species present in the range of 1-30 mg L. Accuracy of the
aforementioned procedure (in terms of the total As content) was proved by recovery study
and comparative analysis using ET-AAS.

Nevertheless, some types of liquid samples necessitate a particular caution before being
introduced into detection systems. For example, blood coagulates in contact with some
chemical compounds like PdCl, or Pd(NO:3)2 (often used as modifiers in ET-AAS analyses)
and this may partially or totally clog an autosampler capillary. Milk can not either be
directly analyzed if HG is used as a sample introduction technique. The treatment with HCl
(required for HG measurements) involves protein precipitation and creates a solid phase
that can contain or partially retain elements under study. In this case slurry sampling (SS) is
recommended.

The direct introduction of non-aqueous samples, however possible, significantly depends on
their viscosity. In F-AAS analysis viscosity should be similar to that of water and organic
solvents as ethanol or methyl isobutyl ketone fulfill this condition. In ET-AAS any organic
solvents can be used due to similarity of analyte responses to those obtained in aqueous
solutions. In ICP-OES several types of organic liquids can be introduced but an increase of
the RF power is required to maintain a stability of the plasma (Hoenig & de Kersabiec,
1996).

5.2 Solid samples

Compared to liquids, preparation of solid samples is more complex. In general, unless the
analytical method involves direct analysis of solid samples, they need to be in solution
before analysis. Major concerns in selection of a solid sample preparation method for
elemental analysis are requirements of the analytical technique used for detection, the
concentration range of analytes and the type of matrix in which analytes exist. Many types
of solid samples are converted into aqueous solution and therefore dissolution of sample
matrices prior to determination is a vital stage of analysis aimed at releasing analytes into
simple chemical forms.

The composition of sample matrices varies from purely inorganic (e.g., ash, rocks,
metallurgical samples) and purely organic (e.g., fats) to mixed matrices (e.g., soils, sediments,
plant and animal tissues). Dissolution of inorganic matrices leads to clear solutions, where
analytes are in their ionic forms. Both, purely organic and mixed matrices are more
troublesome and dissolution does not guarantee complete matrix decomposition. Analytes
may still be partially incorporated in organic molecules and masked from determination. In
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such case undecomposed organic matter may interfere in analysis leading, in consequence,
to decrease in quality of final results. Of the methods responded for total decomposition of
organic samples and normally used for sample preparation are (1) wet digestion and (2) dry
ashing procedures. Alternatively, extraction of analytes from samples without total matrix
destruction was proposed.

5.2.1 Dry ashing

Dry oxidation or ashing eliminates or minimizes the effect of organic materials in mineral
element determination. It consists of ignition of organic compounds by air at atmospheric
pressure and at relatively elevated temperatures (450-550°C) in a muffle furnace. Resulting
ash residues are dissolved in an appropriate acid.

Dry ashing presents several useful features: (1) treatment of large sample amounts and
dissolution of the resulting ash in a small acid volume resulted in element pre-
concentration; (2) complete destruction of the organic matter, which is a prerequisite for
some detection techniques (e.g., ICP-OES); (3) simplification of the sample matrix and the
final solution condition (clearness, colourless and odourless); (4) application to a variety of
samples. Nevertheless, dry ashing presents either some limitations: (1) high temperature
provokes volatilization losses of some elements; to avoid losses of volatile As, Cd, Hg, Pb
and Se, and improve procedure efficiency, ashing aids (high-purity Mg(NO3), and MgO) are
used; (2) on the other hand, the addition of ashing aids significantly increases the content of
inorganic salts, which may be a problem in subsequent determinations of trace elements and
contribute to contamination that necessitates careful blank control; (3) it does not ensure
dissolution of silicate compounds and consequently of all elements associated with them (it
can be encountered during plant analysis); after a procedure without elimination of Si (by
evaporation with HF), poor recoveries for some elements can be observed, particularly
traces; (4) open dry ashing exposes samples to airborne contamination (Hoenig, 2001;
Sneddon et al., 2006).

Reliability of dry ashing procedures was demonstrated in some recent papers:

Vassileva et al. (2001) investigated the application of dry ashing for determination of the
total As and Se in plant samples. The proposed method was a combination of dry ashing,
conventional wet digestion with HNO; and HF and (in some cases) addition of a Mg
containing solution as the ashing aid. The resulting ash was dissolved in HNO;. It was
established that plants of terrestrial origin may be mineralized using the dry ashing
procedure without any As and Se losses. This was confirmed by analyses of several
reference terrestrial plant and laboratory control samples in addition to direct analysis of the
same plants using SS-ET-AAS. The addition of ashing aids seemed to be dispensable as
errors observed were negligible. Unfortunately, more volatile As and Se species were
present in plants of aquatic origin (e.g., alges) and a separate wet digestion procedure
remained unavoidable.

Grembecka et al. (2007) determined concentrations of 14 elements (Ca, Mg, K, Na, P, Co,
Mn, Fe, Cr, Ni, Zn, Cu, Cd, Pb) in market coffee samples after dry mineralization of both dry
samples and infusions evaporated to dryness prior to F-AAS measurements. Samples were
ashed in electric furnace at 540°C with a gradual increase of temperature and subsequent
dissolution of residues in HCI. Reliability of this procedure was checked by analysis of
certified reference materials (CRMs). Recoveries of elements analyzed varied between 73.3%
and 103% and precision (as RSDs) was within 0.4-19.4%.
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Matos-Reyes et al. (2010) presented a method to quantify As, Sb, Se, Te and Bi in vegetables,
pulses and cereals using HG-AFS. Samples were dry ashed and ashes dissolved with diluted
HCL. Accuracy was assured by analysis of CRMs. A good accordance was always found
between determined and certified values. For comparison the t-test (at 99% confidence level)
was used but no significant difference between both sets of data was found. In addition,
recovery studies on spiked samples before dry ashing was done. Recoveries determined
ranged from 90 to 100% and indicated no loss of analytes and no contamination during the
whole procedure.

5.2.2 Wet ashing

Wet digestion is used to oxidize the organic part of samples or to extract elements from
inorganic matrices by means of concentrated acids or their mixtures. Commonly it is carried
out in open vessels (in tubes, in beakers, on a hot plate, in a heating block) or in closed systems
at elevated pressure (digestion bombs) using different forms of energy: thermal, ultrasonic
and radiant (infrared, ultraviolet and microwave) (Hoenig, 2001; Sneddon et al., 2006).
Compared to dry ashing, wet digestion presents a wide range of varieties, concerning the
choice of reagents as well as devices used. However, the sample nature and its composition
as well as the composition and concentration of the reactive mixture should be considered
before analysis. It includes: strength of the acid, its oxidizing power and boiling point,
solubility of resulting salts, safety and purity of the reagent. In general, HNOs;, HCI, H>SOy,
HsPO4, HCIO4, HF and HO» are used for organic samples, alloys, minerals, soils, rocks and
silicates. Concentrated HNO; is the most favourable oxidant for destruction of the organic
matter. Unfortunately, due to relatively low oxidation potential it may lead to incomplete
digestion of materials with organic-rich matrices. It easily decomposes carbohydrates,
however fats, proteins and amino acids require the addition of stronger HSO, or HCIO,. At
present, the mixture of HNOs, HSO, and HoO» is a very efficient medium for different wet
digestion procedures. Main disadvantages associated with the use of H,SOy are its tendency
to form insoluble compounds and its high boiling point. The high boiling point makes difficult
to remove its excess after completion of oxidation. While HCIOy is a strong oxidizing agent,
it is extremely hazardous. HCl and HF ensure dissolution of inorganic compounds. Aqua
regia (HCI with HNO; (3:1)) is widely used to dissolve soils, sediments and sludges.

The type of acid used in the sample preparation procedure may strongly affect the
measurement step. In all atomic spectrometric techniques, HNOj3 is the most desirable
reagent. In general, in spite of sometimes observed signal suppressions in its presence (e.g.,
in ICP-OES), problems associated with it at concentrations up to 10% are rather occasionally
observed as far as the acidity in sample and standard solutions are similar. Also, the mixture
of HNO; and H;O, used for digestion does not decrease a quality of analytical
measurements. The presence of HCI is not troublesome in ICP-OES analysis, however, its
use is prohibited in ET-AAS analysis because of a possible formation of volatile and difficult
to dissociate analyte chlorides leading to spectral and/or vapour-phase interferences. In
consequence, the latter phenomenon reduces absorbance signals of analytes. This problem
may be overcome after addition of HNO; during the digestion procedure. For some
applications, HCI should be avoided in ICP-MS analyses due to isobaric interferences, e.g.,
during As determinations. Because of high viscosity that may provoke interferences in
transport of solutions, utilization of H,SO, is usually avoided despite its great efficiency in
destruction of organic matrices. Its presence is particularly undesirable in analytical
techniques where the sample introduction is realized by means of aspiration or pneumatic
nebulisation of sample solutions (F-AAS, ICP-OES, and ICP-MS).
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Main problems associated with wet digestion methods are: (1) much lower temperatures as
compared to dry ashing procedures, however minimizing volatilization losses or retentions
caused by reactions between analytes and vessel materials, they may lead to incomplete
solubilisation of sample constituents and (2) co-precipitation of analytes with precipitates
formed by main matrix elements within reactive mixtures. Both, they represent a real
danger concerning reliability of analysis and hence, a good choice of a procedure and
adequate reagents is critical for QA /QC of results.

5.2.2.1 Conventional wet decomposition

Wet decomposition in open vessel system (Teflon or glass beakers or glass tubes on hot
plates) has been performed for many years. It may be very useful for relatively “easy”
samples as food or agricultural products and materials, but generally, it is unsuitable for

Sample Analyte Reagents QA/AC ES;?;?; Reference
Cd, Cr, Cu, - Reference material
Composts | Mn, Ni, Pb, HNO3 - Accuracy (recovery test) | F-AAS Hseu, 2004
Zn - Spiked sample
Fish Cd, Co, Cu, - Reference material Tiirkmen &
muss:el Cr, Fe, Mn, HNOs - Accuracy (recovery test) | ICP-OES Ciminli. 2007
Ni, Pb, Zn, - Precision (RSD) !
- Matrix matched
calibration .
Xanthan | Ca, K Mg, HNOs - Independent analytical | F-AAS Abentroth Klaic
gum Na etal., 2011
procedure
- Precision (RSD)
Ca, Cr, Cu,  rccuracy (ecoveny test)
Dairy Fe, K, Mg, . Kira & Maihara,
products | Mn, Na, P, HCI+H,O - Independent analytical | ICP-OES 2007
7n procedure
- Precision (RSD)
Al Ba, Cd - Acomary fresoveny tet)
Nuts Cr, Cu, Fe, | HNOs+H,SO4+ _ Calibration with ICP-OES Momen et al.,
Mg, Mn, H:0> . 2007
Pb. 7n standard additions
’ - Precision (RSD)
- Calibration with
Leoumes Al, Cd, Cr, standard additions for Cabrera ot al
gumes, Cu, Fe, Ni, HNO3+V205 blank and samples ET-AAS M
nuts 2003
Pb, Zn - Accuracy (recovery test)
- Precision (RSD)
Plant, - Reference material Lodenius &
fungs Hg HNOs+HLS0: - Precision (RSD) CV-AAS Tulisalo, 1995
C.rgde .Oﬂ - Reference material ET-AAS Kowalewska et
distillation Cu H>S04 - Accuracy (recovery test) F-AAS al.. 2005
products y very ICP-MS v
Herbal Al, Cr, Fe, | HNO3+HCIO4 - Reference material ET-AAS Gomez et al.,
medicines Vv +HF - Accuracy (recovery test) | ICP-OES 2007

Table 1. Conventional wet digestion for diverse samples
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such samples that require lengthy dissolution times (up to 24 h). Other problems to be
considered are: time consumption (hours), contamination from environment, use of large
amounts of reagents (especially strong oxidizing agents), pre-concentration of reagent
impurities, and evaporative loss of volatile elements. Despite these drawbacks, conventional
wet digestion in open vessel system allows achieving rather reliable and accurate results
(according to QA /QC standards) and some recent applications are given in Table 1.

5.2.2.2 Microwave-assisted digestion

MW-assisted sample preparation with HNO3 or its mixtures with HCI or H,SO4 (with or
without added H,0,) is these days predominantly used for decomposition of a variety of
inorganic and organic materials. The interaction of microwave radiation with samples and
reagents results in fast heating of reaction mixtures and their efficient decomposition.
Advantages of this strategy over conventional dry or wet ashing procedures are: broad
application, much shorter reaction time needed (minutes), direct heating of samples and
reagents, reduced need for aggressive reagents, minimal contamination and lack of loss of
volatile elements. The use of small amounts of reagents decreases signals from the blank and
increases accuracy of results. Usually, a mixture of HNO3 and H>O; is used for botanic,
biological and food samples, while a mixture of H>SO, and H>O» is mainly used for oily
samples. Acid mixtures are recommended for inorganic materials such as metals, alloys,
minerals and for extracts from soils and sediments. Two different systems for MW-assisted
digestion are used: pressurized closed vessels and open focused vessels. MW-assisted
digestion in closed vessels under pressure is the most commonly applied. It offers safety
radiation, versatility, energy control and possibility for addition of solutions during
digestion. The only limitation is time required for cooling before vessels can be opened
(even hours). In case of open focused MW system loss of volatile elements can occur. Results
for low-level elements might also be affected by higher amounts of reagents used (increased
risk of sample contamination). Both drawbacks can be, however, minimized by using
vapour-phase acid digestion, which has been proven to be very effective in minimizing the
residual carbon content (Hoenig, 2001; Sneddon et al., 2006).

In comparison to other digestion methods, accurateness and quality of MW digestion
procedures for sample treatment can be found in numerous work. Some examples are
presented below:

Demirel et al. (2008) compared dry ashing, wet ashing and MW digestion for Se, Fe, Cu, Mn,
Zn and Al determination in various food materials (e.g., rice, nuts, mushrooms, meat, milk,
wine) using the F-AAS and GF-AAS detection. It was found that MW digestion procedure
yielded more accurate results, required shorter time and enabled to achieve the highest
recoveries for CRM analysis. Moreover, it allowed quantitative recoveries of volatile
elements such as Se. For wet and dry ashings only 60 and 22% recoveries of Se were
obtained. Poor recoveries (86%) were either obtained for Al when dry ashing was adopted.
RSD values were below 10% and the proposed MW-assisted digestion procedure was free
from matrix interferences.

Aydin (2008) tested dry, wet and MW digestion procedures for quantification of Co, Ni, Zn,
Cu, Mn, Cd, Pb, Cr, Fe, Na, K, Ca and Mg in wool samples using ICP-OES. Different
digestion mixtures, temperatures, dissolution times and proportions of HNO; and HxO»
were examined. The chosen MW-assisted digestion procedure maintained satisfactory
recoveries, detection limits and precision for trace element determination in wool samples.
For dry and wet ashings respective RSD values were considerably higher.
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Du Laing et al. (2003) examined six destructive methods for determination of heavy metals
(Cd, Cu, Pb, Zn, Ni, Cr, Fe and Mn) in red plants with atomic absorption detection. QC for
concentration measurements was performed by analyzing adequate CRMs. MW digestion
using HNOj yielded the best overall recoveries, whereas dry ashing was proved to be totally
inappropriate for trace metal analyses of red plants (very poor recoveries). In case of Cr and
Ni, the MW digestion procedure was the only one acceptable. It was concluded that red
plants presented a difficult matrix and analysis of CRMs is needed for QC.
Szymczycha-Madeja & Mulak (2009) tested four digestion procedures for determination of
major and trace elements (Al, Ba, Cd, Co, Cr, Cu, Fe, Mn, Mo, Ni, Pb, Sr, Ti, V and Zn) by
ICP-OES in a spent catalyst. Two MW-assisted and two conventional hot-plate wet digestion
procedures were applied. MW digestion with an HCl, HNO; and H>O, mixture was the
most effective. Quality of results was evaluated by analysis of CRM (CTA-FFA-1, fine fly
ash). The proposed method provided a better solubilization of the matrix and much
increased reproducibility. Results were sufficiently precise and accurate (RSD <5%). In
contrast, MW digestion with a HNO; and HF mixture was found to be not suitable for
proper determination of examined elements; errors in analysis of catalyst samples were
encountered.

Do Socorro Vale et al. (2009) studied the effect and compared different procedures to treat
the gum (deposits found in internal combustion engines) prior to determination of various
elements (Al, Ca, Cd, Cr, Cu, Fe, K, Mg, Na, Ni, Pb, Si and Zn) by ICP-OES. To evaluate the
best decomposition methodology, experiments were performed with one gum sample called
a “reference sample”. Two procedures were tested: (1) dry ashing followed by high
temperature dissolution with HF and (2) MW digestion with a HNO3; and H>SO4 mixture
The latter procedure was found to be less time-consuming as compared to dry ashing and
showed high recovery efficiencies in Cr, Cu, Fe, K, Ni, Pb, Si and Zn determinations.

5.3 Ultrasound-assisted extraction

Wet and dry digestion procedures, however excellent for sample decomposition, entail
tedious, time-consuming and laborious steps, in addition to possible loss of analytes and
contamination of samples. In consequence, obtained results can be far from true values.
Today, ultrasound (US)-assisted procedures are considered as other alternatives for solid
sample pre-treatments. They were found to be superior in facilitating and accelerating such
sample preparation steps as dissolution, fusion and leaching. Chemical effects of US are
attributed to acoustic cavitation, that is, bubble formation and subsequent disruptive action.
It leads to generating local high temperature (ca. 5000 K) and pressure (ca. 10 GPa) gradients
and to mechanical action between solid and liquid interfaces, which help in sample
preparation. In US-assisted procedures diluted acid media are normally used for leaching
element ions from powdered materials, thus, decreasing blank values, reagent and time
consumptions and preventing analytes’ losses. Smaller sample amounts can be used as well.
Extractions are realized in ultrasonic baths or with sonoprobes, which are commonly
employed for decomposition of organic compounds. However, a rigorous experimental
control is strongly recommended to avoid losses of precision and accuracy. Uncontrolled US
extraction procedures can provoke decomposition of analytes and hinder in this way
extraction of organic compounds. When inorganic species are considered, ultrasonic
irradiation does not present any decomposition risk; excellent results are obtained for
diverse matrices (Santos Jr. et al., 2006).
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Recently, ultrasonic effects have been exploited for sample preparations in agricultural,
biological and environmental applications in order to improve analytical throughput.
Nascentes et al. (2001) proposed a fast and accurate method for extraction of Ca, Mg, Mn
and Zn from vegetables. Optimized conditions of such procedure were: 1 L of water, 25°C
and 2% (v/v) detergent concentration. The best conditions for extraction were: 0.14 mol L
HNO;, 10 minutes of sonication and a sample particle size <75 pm. Accuracy of this
procedure was assessed by analyzing CRMs, as well as comparing results with those
achieved with wet digestion. Recoveries determined were from 96 to 102%.

The US-assisted extraction procedure for estimation of major, minor and trace elements in
lichen and mussel samples (IAEA lichen 336 and mussel tissue NIST 2976) using ICP-MS
and ICP-OES was developed by Balarama Krishna & Arunachalam (2004). Parameters
affecting extraction, including extractant concentration, sonication time and ultrasound
amplitude, were optimized to get quantitative recoveries of elements. The procedure using a
1% (v/v) HNOs was fast (15 minutes) and accurate for most of elements. Solubilization of
elements was achieved within 4 minutes of sonication at 40% sonication amplitude and a
100 mg sample weight. Overall precision was better than 10%.

In contrast, Maduro et al. (2006) pointed out some limits of US-assisted procedures affecting
quality of analytical results. They compared three different ultrasonic-based sample
treatment approaches, the automated ultrasonic SS, the ultrasonic assisted acid solid-liquid
extraction (ASLE) and the enzymatic probe sonication (EPS) for determination of Cd and Pb
by ET-AAS in CRMs of biological samples (spruce needles, plankton, white cabbage, oyster
tissue, algae). The sample mass was 10 mg and the liquid volume was 1 mL of diluted
HNO; (1 mol L-1). Accuracy was evaluated by comparing results with those obtained using
total acid digestion. The best results were obtained with the SS procedure with which
accurate and precise determinations of the Cd and Pb content was possible in case of four
from five analyzed CRMs. A good performance (quantiative extraction) of ASLE for Cd was
only achieved in case of two from four CRMs, whereas total Pb recovery was only possible
in case of three from four CRMs. Quantitative extraction with the EPS procedure was only
obtained for Cd in oyster tissue. Neither ASLE nor EPS procedures were able to extract Cd
or Pb from spruce needles. The Pb concentration obtained after EPS was found to be highly
dependent on sample centrifugation speed and time.

5.4 Slurry sample preparation

The use of conventional wet acid digestion or dry ashing is time consuming and usually
requires excessively hard sample treatment strategies. Recently, several methods for direct
analysis of complex matrices by atomic spectrometric techniques have been developed and
the SS approach as an alternative way of sample preparation is highly recommended (Cava-
Montesinos et al., 2004; Bugallo et al., 2007). SS means preparation of a suspension of solid
powdered particles of a sample in a liquid phase. Usually, after grinding the solid sample,
the slurry is formed in water or in diluted acid (mainly HNO3) in order to partially or totally
extract analytes to the aqueous phase. It is possible to change the slurry concentration by
simple dilution; hence, SS combines advantages of both liquid and direct solid sampling
(Hoenig, 2001).

Main advantages of the SS procedure are: (1) elimination of a tedious and time-consuming
step of sample dissolution; (2) avoidance of use of concentrated reagents and dilutions
introducing contaminants; (3) safety and simplification of operation; (4) minimization of
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analytes’ losses (especially volatile) and (5) possibility of use of smaller amounts of samples
(1-100 mg in most common analyses). In addition, calibration performed using simple
aqueous standards can be used. Nevertheless, several disadvantages affecting accuracy and
precision of measurements and such variables as: (1) stabilization of the slurry; (2) its
homogeneity; (3) sample particle size and (4) sedimentation must be carefully considered.
Slurried samples must be stirred periodically by magnetic stirring or ultrasonic mixing
before introduction to a measurement device. This helps to avoid sedimentation of sample
particles, which may result in unrepresentative sample weight. Settling of solid particles in
liquid-suspended samples can also be overcome by preparation of more stable slurries in a
viscous medium or by using thickening agents. Concerning sample representativeness, only
very fine particles in the slurry may ensure correct results; the presence of larger particles
was found to be the most critical factor in analysis. For that reason, an intensive grinding of
samples prior to analysis is of a great importance.

The SS procedure may be helpful in analysis of microsamples (e.g., dust) or samples hardly
soluble in common acid (e.g., minerals). This procedure may be useful for the QC purpose of
another sample preparation technique.

Recently, a lot of work has been done to maintain minimal sample manipulations with
simultaneous assurance of reliability of results and at this field, SS has been proved to be
quite suitable for this purpose:

Cava-Montesinos et al. (2004) developed a simple and fast procedure for determination of
As, Bi, Sb, Se and Te in milk samples using HG-AFS. Samples were treated with aqua regia
for 10 minutes in an US water bath and pre-reduced with KBr or with KI/ascorbic acid for
total Se and Te or As and Sb determinations. Hydrides were generated from slurries in the
presence of Antifoam A using a NaBH;-HCI mixture. Calibration solutions were prepared
and measured in the same way as samples. Obtained results were well comparable with
those found after MW-assisted digestion. The advantage of the method was that only 1 mL
of milk was required for analysis.

Matusiewicz & Slachcinski (2007) developed a SS procedure for simultaneous determination
of hydride forming (As, Bi, Ge, Sb, Se, Sn), vapors (Hg) and conventional (Ca, Fe, Mg, Mn,
Zn) elements in biological and environmental CRMs and real samples (coal fly ash, lake
sediment, sewage) using a dual-mode sample introduction system (MSIS) coupled with
MIP-OES detection. The slurry concentration up to 4% (m/v) was prepared in 10% HNO;
containing 100 pL of decanol by ultrasonic agitation. Calibration was carried out by
standard additions. An ultrasonic probe was used to homogenize the slurry. DLs below pg
g1 and good recoveries for all elements were obtained. Memory effects were not observed
and hence, long washing times between samples were not needed. This sample
pretreatment was minimal and involved only the slurry preparation procedure.

Bugallo et al. (2007) proposed a novel MW-assisted slurry tprocedure for Ca, Cu, Fe, Mg and
Zn determination in fish tissues by F-AAS. The suspension was optimized for each analyte
and it was established that MW irradiation in HNO3 containing 0.3% glycerol for 15-30 s at
75-285 W permitted efficient recoveries for Ca, Fe, Mg and Zn. Only Fe recoveries were not
higher than 46%, however, reduction of matrix interferences was realized by additional
short MW-assisted suspension treatment. For Cu, an HCl suspension medium and
homogenization with magnetic stirring (5 minutes) was found to be the most appropriate.
Results obtained using SS were not significantly different from those achieved with MW-
assisted digestion. Accuracy was checked using a CRM.
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Da Silva et al. (2008) combined a cryogenic grinding and SS for Cu, Mn and Fe
determination in seafood samples by F-AAS. Samples (80 mg) were grounded in a cryogenic
mil, diluted with 1 mol Lt HNO3;/HCI and sonicated for 30 min. Calibration curves had
been prepared using element standards in the same suspension medium. DLs below pg g1
and precision expressed as RSD lower than 4% were obtained. Accuracy of the procedure
was confirmed by analysis of a CRM of oyster tissue; reliability by comparing it with ICP-
OES after complete wet digestion in a HNO3/H>O, mixture. The proposed method offered
the low contamination risk, simple handling and possibility of standardization using
aqueous reference solutions.

5.5 Direct solid sampling

Another good alternative to wet digestion procedures used in elemental analysis is direct
solid sampling (DSS). In addition, it is the most widely used technique in metallurgical
laboratories. Among different techniques that can be used for DSS in combination with
AAS, ICP-OES or ICP-MS there are laser ablation (LA) and electrothermal atomization or
vaporization (ETV). Nowadays, direct analysis of solid samples using graphite furnace
atomic absorption spectrometry (DSS-GF-AAS) has been shown to be the most attractive
and convenient technique (Vale et al., 2006).

Main attributes of this method are: (1) low DLs; (2) minimal sample manipulation; (3)
operational simplicity; (3) short time required to obtain results; (4) higher accuracy since
errors due to analyte loss or contamination can significantly be reduced and (5) higher
sensitivity due to the lack of any sample dilution. In most cases aqueous standards can be
used for calibration. Drawbacks are associated with (1) quite short linear working ranges in
AAS, which limits analysis to determination of low concentrations and, in consequence, of
low sample weights (in many cases solid powdered samples must be diluted with graphite
powder and re-homogenized before analysis); (2) natural samples inhomogeneity resulting
in precision of results of order of 10% and (3) enhanced interferences as compared to
analysis of dissolved samples, where matrix is simplified as a result of mineralization. Both
small and large amounts of samples used for analysis can lead to overestimation or
underestimation of final results.

Very recently, high-resolution continuum source atomic absorption spectrometers (HR-CS-
AAS) for DSS have been proposed. By this, the entire spectral environment of analytical
lines at high resolution can be observed and allows to detect, correct and avoid many
spectral interferences.

Many researchers consider these exceptional facilities of DSS and according to QC/QA
present very consistent results:

Sahuquillo et al. (2003) validated determination of the total and leachable As in sediments
by DSS-GF-AAS. Calibration with both liquid standard solutions and CRMs of sediments
was made. Under optimised instrumental conditions the DL of As of 0.44 mg kg-! and long-
term reproducibility within 10-15% were obtained.

Oleszczuk et al. (2007) showed DSS-ET-AAS to be a powerful tool for determination of Co,
Cu and Mn in green coffee. The method was validated by analyzing several botanical CRMs
and a number of pre-analyzed samples of green coffee. Measurements with ICP-OES after
MW-assisted digestion were used as a reference method. Mn and Co could be determined
using aqueous standard solutions for calibration, but calibration with a CRM was necessary
to get accurate results for Cu. DLs for Cu and Co were more than one order of magnitude
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better than in case of SS-GF-AAS due to absence of sample dilution. Moreover, DSS did not
require any sample preparation besides grinding of coffee beans.

Detcheva & Grobecker (2006) determined Hg, Cd, Mn, Pb and Sn in seafood by DSS-GF-
AAS with Zeeman-effect background correction and an automatic solid sampler (except for
Hg). A calibration range was extended using a three-field dynamic mode. Very high
concentrations of elements could be determined without need for dilution of solid samples.
Calibration with CRMs of organic matrices was applied. Under optimized conditions no
matrix effects were observed and obtained results were in a good agreement with certified
values.

Ribeiro et al. (2005) investigated determination of Co in biological samples (e.g., fish) by
comparison DSS-GF-AAS and tetramethylammonium hydroxide (TMAH) sample dissolution
followed by conventional GF-AAS with HR-CS-GF-AAS. It was found that analysis of
samples is much easier when using HR-CS-GF-AAS, however, the best DL of 5 ng g1 was
obtained with both DSS and HR-CS-GF-AAS.

6. Conclusion

Measurements of elements in various materials are the only way to get the knowledge about
their composition. A variety of instrumental techniques including atomic, emission or mass
spectrometries gives a possibility to perform reliable and accurate trace and ultra-trace
determinations. It was expected that more and more sensitive detectors would guarantee
and assure accuracy of analytical results. In fact, the key to the success of the whole analysis
is selection of the sample preparation method. Appropriate sample preparation allows
obtaining required and reliable information about element concentration of samples. There
are several aspects to be considered when selecting a given sample preparation procedure
like: kind and amount of samples, sample matrices, quantities of elements, need of total or
partial digestion, instrumental methods for element determinations as well as traceability
and uncertainty of measurements. All operations undertaken during sample preparation
should be kept under control to properly represent the original status of analyzed samples.
The analyst should decide when his method satisfies quality criteria and when obtained
results can be accepted at expected probability. The concept of QA and QC is the best way to
achieve this goal.
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1. Introduction

We describe step-by-step the outline of a project, in which the evolutionary history of
pancrustaceans (crustaceans and hexpods) was revisited using molecular methods. It was
part of a larger program, the ‘Deep Metazoan Phylogeny’ priority program of the
Deutsche Forschungsgemeinschaft (DFG), wich aimed to reconstruct the metazoan tree of
life involving more than 30 subprojects. This chapter should be understood as a backbone,
that clarifies important points to plan and to conduct projects in molecular biology, also
using next generation sequencing data. The text is divided in four parts: 1) theoretical
aspects to projects in molecular biology, 2) the process from the collection of material in
the field to the final sequencing, 3) the process from the sequence to the reconstructed
topology with a special emphasis on data quality, and 4) the conclusions to prevent
pitfalls.

1.1 Fascination and complexity of molecular evolutionary biology

Working in molecular evolution to reconstruct the evolutionary history of organisms is a
very fascinating, but also very complex issue. Per definition evolutionary biology, and
respectively molecular evolutionary biology, is the division in science, which overlaps and
intersects mostly with other areas of natural sciences, like chemistry, physics, informatics,
mathematics, bioinformatics, geography but also philosophy and history. Exactly that
complexity and intersection creates the fascination and addiction of many scientists to work
in that area.

Being on field excursions and collecting specimens in their natural habitats is like travelling
back in time into the century and time of classic field biology, geography and history. If once
the laboratory part has started, technicial and laboratory skills are demanded, while in
parallel the amount of characterized sequences starts to force one to become a sophisticated
software user, partly applying bioinformatics knowledge or (the often much faster
alternative) cooperating with bioinformaticians. The analyses, interpretation and discussion
of the results represent the climax of the project by some (at least) publications in highly
respected journals.
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1.2 General management strategies applicable for scientific projects in molecular
evolution

In general, scientists are highly educated in their specific disciplines, but are often
‘freshmen’ in managing projects with all involved aspects.

These eventually less developed soft skills can cause an underestimation of possible volume
of work and subsequently lead to a massive lack of time, which finally degrades the results
and the quality of the scientific project. A rigorous project management as conducted in
economics featuring a global, yet detailed intersected time schedule with ‘“milestones’ as
anchor points and deadlines (including buffer-time in reserve) as general frame in a project
roadmap is mandatory for a solid project. The ‘golden triangle” of project management (e.g.
Kerzner, 2009; Litke et al., 2010) illustrates interrelations that affect projects and their quality
management: A) goals and qualitative results, B) planned time schedule and C) calculated
costs. If one edge of that triangle becomes delicate, all could be at risk, and the quality of the
project is affected (see figure 1).

3

* Cooperations,
* Expectations,
» Stakeholders

goals,
scope, resulls * Material collection,
* Specific field trips
* Applied methods,
* Cutsourcing

time schedule budget, costs

* Laboratory difficulties,

* Computational time,

* Unexpected failure of hardware,
* Coordination

* Communication

Fig. 1. The golden triangle of project management adapted to molecular projects. The red
arrows indicate where the points written outside the second (red) triangle have most
impact. However, some points have an impact on more than just one edge. Laboratory
difficulties for example cost primarily time, but also stress the budget. If things go wrong
(and mostly they unfortunately follow the law of Murphy in the scientific business) goals
might also be affected by laboratory difficulties. The core triangle pictures the three main
components, which are interwoven. If one edge is affected, the other ones are affected either.
A major specification is probably, that A and B generally are more connected with each
other in most aspects, while the budget is constant or not directly affected (golden arrows).
If e.g. computational analyses of phylogenetic trees do not work or cause difficulties, a delay
in the time schedule is created, that primarily affects the results, but not directly the budget
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If a larger project is conducted, in which more persons are directly involved or third parties
included (e.g. by outsourcing of sequencing to companies, etc.), additional aspects play a
veritable role. Who is directly or indirectly involved in and linked to the project? Which
interests and influence (negative and positive) have the different persons or parties in the
project? All of these involved persons (with different expectations and interests) are
stakeholders of the project. In general, a stakeholder analysis in the planning phase is
extremely crucial and a standard approach in economics (Weaver, 2007; Freeman, 2010;
Litke et al., 2010). Which risks might rise by involved persons? In science, competion
between work groups must be considered. Is cooperation possible, which is always to
prefer. If no cooperation is feasible, which risks exist subsequently for the project? If third
parties are involved by outsourcing of e.g. sequencing, an exact analysis of possible
candidate companies and their interests and capability are important (see also additionally
paragraph 2.3). Last but not least, if you are a PhD student or postdoc do not forget one very
important or even the key stakeholder (Bourne, 2010), the PI or supervisor. What are his
interests, which are yours? Is there a risk or conflict you might have to deal with or to solve?
What are his expectations? Perhaps an agreement on objectives is necessary. One major
factor is an open discussion, regular (scheduled) communication and time for additional,
intermediate meetings; also a clearly communicated agreement on objectives avoids
difficulties or even disappointment of one or both parties in the project.

The communication strategy is a further key factor (Bourne, 2010), it is important to prevent
typical pitfalls like ‘just reporting’, ‘flood of detailed information” and that “no feedback’ is
given. See also general principles of communication to transport information (Chapter
1.3.5/1.3.6 in: Wigele, 2005; Bourne, 2010). Communication is quite clearly time consuming,
but it pays off. All points of the golden triangle are linked to communication, including
budget and quality of results. Communication skills improve the general quality of the
project, can save costs and time, and eventually most importantly: control and enhance the
motivation of the involved persons.

Several software packages to coordinate communication, interaction and project work exist
to provide an effective platform and frame to conduct and coordinate projects. Examples are
Teamwork, OpenLab, Italy; Teamlab, Ascensio System (open source); Clarizen (web based);
Endeavour software project management, Ezequiel Cuellar (open source). If you are a
bioinformatician, the last package might be respectively interesting.

A characteristic of scientific projects is that new open questions and potentially new fields of
methodologies are explored. Respectively, if additionally laboratory work is included, the
risk to end without any or absolutely unexpected results (latter one might result in the
desired nature paper) is part of the scientific business and in general hard to evaluate. That
has to be calculated in advance and should be reflected in the time and risk management.
However, there is also a clear difference between projects in economics and science:
scientific projects aim in most cases for fundamental and theoretical insights instead for a
direct financial benefit of involved parties. Changing and evaluating laboratory methods for
example, might be unexpected time consuming, but necessary and can at the same time
establish a new state of the art method. Time and space to walk open minded on paths that
seem to be ineffective, not suitable or even out of topic at first glance might bring the
breakthrough and must be possible. Louis Pasteur (1822-1895) quoted on his accidentally
discovery of penicillin, “chance favours the prepared mind”, but one condition for this
famous quote is, that the scientist needs the (mentally) freedom to meet chance. A too rigid
framework and control might hinder that. Contrariwise many scientists focus often too
much on details (as being trained for) and loose their track on the overall relations of the
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project, which provokes a rather high inefficiency. Consequently a compromise between
efficiency and creativity/innovation has to be made. This is easy to write, but hard to
transfer and to realize, as personally experienced.

2. Project phases from species collection in the field to sequencing

2.1 Collection and fixation of samples in the field — RNAlater or sooner?

Normally, the planned molecular project starts with the extraction of molecules (DNA or
RNA) from specimens (see figure 2) and every true biologist will do his very best to collect
and preserve these specimens by himself in the field.

If the specimens or the tissue is preserved in Ethanol for DNA based work, 94% (or higher),
ethanol p.a. should be used. This is true for every tissue collected in the field. Despite the
rumour, that crustaceans are tricky to sequence in the laboratory, because the aggressive
enzymes of the exocrine glands rapidly degrade the DNA, this specific experience was never
made working with 94% ethanol p.a.. Working with material collected and sent by
colleagues, difficulties appeared and could be linked to the quality (not p.a.) or low
concentration of ethanol. Especially material of larger, vessel based expeditions, is obviously
often stored in ethanol, which has been diluted due to ethanol shortage during the cruise. If
you expect to join an expedition, plan enough quantities of 94% ethanol (and you better hide
some of the ethanol in case colleagues did not properly calculate their ethanol contingents,
they seem to tend to desperate actions in these situations). Storing the samples in -20 °C
probably keeps degradation processes at a low level, but fieldtrip cooling is not obligatory
to preserve high quality DNA.

However, cooling plays a veritable role, if you have to collect samples in the field for RNA
based analyses. RNA as a single stranded molecule can be degraded very fast (and
unfortunately very efficiently) by a group of enzymes, called RNAses. These enzymes are
nearly omnipresent in our body including e.g. perspiration liquid. They have to be inhibited
by cold temperatures or chemicals (or both) to stop RNA degradation. The best procedure to
ensure good quality of RNA samples is consequently to collect the specimen and to extract
the RNA immediately. Unfortunately this is in most cases not possible in the field. For
example, many groups of crustaceans live in remote habitats.

For example, remipedes live in anchialine cave systems (see figure 2, top right picture) and
require cave diving expeditions. They were collected by BMvR on the Yucatan peninsula in
Mexico. Even the organization of the cooling chain to freeze the samples directly in the field
and to ship them to the laboratory for RNA extraction was not possible: logistic companies
that could have shipped the samples in time did not ship dry ice due to regulations of the
International Air Transport Association (IATA), In general, the dry ice transportation by
airplane is not officially authorized and problematic in some countries. Awareness and
integration of such eventual logistic problems are eminent for a realistic project plan and
time schedule.

Using RNAlater for RNA isolation is one solution to collect specimens. It is a non toxic, non
flammable liquid that can be transported everywhere without any problems (even in
airplanes) and it preserves RNA at room temperature at least for 5-7 days (Grotzer et al,,
2000; product descriptions of e.g. Qiagen, Applied Biosystems) without loss of quality
compared to frozen samples (Grotzer et al., 2000; Mutter et al., 2004; Gorokova, 2005). A
closed cooling chain is not mandatory. For preservation of microcrustaceans of zooplankton
like copepods, up to a month of storage time is possible without any losses of RNA quality if
RNAlater is used (Gorokhova, 2005). Own experiences corroborate this study with samples
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Fig. 2. Overview of the typical phases within a molecular project that start with material

collection in the field and end with the final sequences. The two pictures in the left on top [1]

show a dissected house gecko (Hemidactylus frenatus), which was parasitized by tongue

worms (Pentastomida, small picture) in his lunge tract. On the right, a remote anchialine

cave system in Mexico is shown. Within these caves live the enigmatic Remipedia
(Speleonectes cf. tulumensis) that were collected by cave diving
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of different sizes like copepods, ostracods, remipedes, and leptostracans, which were stored
at room temperature for up to 14 days after collection (including transportation and
shipping time). High temperatures may harm the sample quality despite RNAlater
preservation, depending on the general temperature conditions of the expedition area. Good
experiences were made with standard fridges (about 4°C), they are easy to organize and the
sample is cooled, but not frozen.

RNAlater should have room temperature for preservation of tissue samples to enable a
thorough penetration, and the liquid should not be cooled before and directly after
preservation of material. Before preservation, tissue has to be cut into little fragments,
additionally use a pestle (even some smaller crustaceans have a carapace that has to be
cracked) to ensure a fast diffusion of the liquid into the tissue. After a few hours or a day,
RNAlater can be moderately cooled. If frozen away after one day, a cooling chain must be
guaranteed.

For marine organisms a careful sorting or sample preparation is crucial before the
preservation of tissue to prevent larger amounts of salt water to dilute and affect the
preservation liquid. In general, RNAlater should be sufficiently added to the sample, about
1:5-10 between sample and RNAlater (according to manufacturer protocols) turned out to be
insufficient. Even for smaller specimens 15-25 ml tubes were at least used, depending on the
collected numbers.

However, contrary to own good experience with RNAlater, other projects using RNAlater to
preserve representatives of evolutionary early hexapod lineages report frustrating results,
gaining degraded RNA or only very few EST sequences. As stated, the best method has to
be tested for each species group. In that special case the best choice was liquid nitrogen,
with all subsequent difficulties in the field. An interesting effect is, that RNAlater perfectly
preserves DNA (Gorokova, 2005; Vink et al., 2005), which makes it an ideal alternative to
ethanol preservation.

The main goal of many projects in molecular biology is the reconstruction of the
evolutionary history of species. In this context so called large-scale next generation
sequencing approaches have recently been used applying RNA based sequencing (see
paragraph 2.3). The approach aims to randomly sequence expressed genes of a specimen
when the tissue or specimen was collected and preserved (‘transcriptome shot’). One quality
criterion to achieve a good coverage of different genes is, how fast the specimen was
preserved. If the stress level of the specimen was high, a relatively high level of stress
response proteins are the consequence, biasing the quantity but also quality of finally
sequenced genes. Always ensure that stress is kept to a minimum level for organisms before
preservation to guarantee a maximum number of represented genes. Another important
method to achieve a maximum intersection of expressed genes is the collection of different
larval and/or development stages of an organism to cover possibly different gene
expression patterns. If parasitic forms are sampled, like tongue worms, that parasitize the
respiratory tract of vertebrates (Pentastomida, see figure 2 top left picture), a careful
preparation of the tissue is necessary to prevent contamination by the host tissue.

Collected specimens should carefully be determined before preservation. Additionally,
collected and stored voucher species might enable a second identification after sequencing,
if unexpected results or difficulties occur. This specific point is often forgotten. An approach
to centralize the storage of voucher specimens and DNA including the linked collection and
laboratory data is the DNA bank network (Gemeinholzer et al., 2011). This platform
provides an efficient and practical solution to access and exchange data and tissue in an
extended form, compared to classical accession sheets like in GenBank. This storage allows a
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general traceability of DNA sequences, and their quality concerning specimen identification
and the DNA itself, like concentration, signal strength, electropherogram etc. In most cases
this information is missing in published NCBI data (see figure 4).

2.2 Extracting DNA, RNA and subsequent amplification of the molecules

The extraction of DNA or RNA from tissue follows standard protocols and available kits
(e.g. Milhardt, 2008; Sambrook & Russel, 2000). Eventually it is reasonable, to test different
kits and protocols to be time efficient.

A fast and specifically tested method is needed to isolate RNA from tissue. Only few studies
mainly from the medical/clinical field are published, which show that quality and quantity
of RNA yields are dependent on used preservation/isolation method and extraction kits;
additionally both parameters can improve using RNAlater (Forster et al., 2008; Hemmrich et
al., 2010, see also Gorokhova, 2005). One serious consideration should be outsourcing of
RNA extraction and subsequent sequencing. Time is saved if one party or company
provides service from extraction to the final sequences, also in cases of difficulties with the
samples.

The PCR method is an established method and several specific adaptations exist to ensure
the maximum sensitivity to amplify the desired fragments (e.g. Miilhardt, 2008; Palumbi in:
Hillis et al., 1996).

Everyone who works in a molecular lab performing PCR knows that this step is the most
sensitive and delicate one for possible contamination. Consequently, a rigorous management
should be conducted to maintain high standards in working procedures (Miilhardt, 2008;
Sambrook & Russel, 2000). The awareness that contamination can happen despite all efforts
is important. If that is considered and influences a general risk management, in consequence
all sequences, which are finally included in analyses are blasted in a standard procedure.
Exactly this step is the last bastion to guarantee as first step the quality of phylogenetic
analyses. If a contamination occurred, the contaminated sequences must be identified and
excluded (see figure 4 and paragraph 3.1).

2.3 The sequencing process — A typical case for outsourcing

The term phylogenomics was coined by Eisen (1998) and is recently used for analyses
including large scale sequencing data and large numbers of genes derived from cDNA
libraries (see also Philippe et al., 2005). A new strategy is the sequencing of the
‘transcriptome’, which represents the set of expressed genes in an organism, that are
encoded by mRNA molecules. Most mRNA molecules are tagged by Poly-A tails and thus
easily to fish by specific adaptors if total RNA was isolated. These fished mRNA molecules
are reverse transcribed in cDNA and finally libraries are reconstructed that represent ideally
all expressed genes in an organism. These mRNA fragments are called expressed sequence
tags (ESTs) because of their poly-A tail ‘tag’ (excellent reviews on that topic: Jongeneel, 2000;
Bouck & Vision, 2007). With the new technology of pyrosequencing the possibility arose to
directly sequence cDNA molecules in a large scale sequencing approach. Pyrosequencing is
not based on the principles of the Sanger sequencing with chain termination reactions, but
instead on an enzyme cascade, which generates light if deoxynucleotides are added and
pyrophosphate is separated. This difference enables a highly miniaturized and parallelized
procedure and technique (see figure 3). For more details see Ronaghi, 2001; Shendure et al.,
2004; Ellegren, 2008; Hudson, 2008; Petterson et al., 2009; Voelkerding et al., 2009.
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Fig. 3. Differences between standard sanger-sequencing (on the left) and the new
pyrosequencing technology (on the right) of next generation sequencing (NGS). Both
technologies use mRNA specific target sequences to extract mRNA form the total RNA, which
is isolated from tissue. The main difference is that the time and cost intensive step of fragment
cloning and sequencing from a subsequently picked library is skipped for pyrosequencing.
Depending on the precise technology, double stranded cDNA is generated by an emulsion
PCR, in which fragments are amplified in micro compartiments. The sequence fragments are
finally transferred on picotiter plates for a massive parallel sequencing

Sequencing is frequently outsourced, which offers a price level that is hard to beat by do-it-
yourself sequencing at universities or other research institutions. Focused on large scale or
next generation sequencing, some points should be considered. In most companies
laboratory procedures and steps are ISO certified ensuring a guaranteed high level of
quality and reproducability.

It is a specific quality of molecular biological studies that often unique samples of species
with rather unknown evolutionary history are analysed. The collection of these specimens is
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Fig. 4. Working flow of a typical phylogenetic analysis, which starts from scratch with the
raw data (gained sequences) and ends with the final topology. Finger and eye symbols
pinpoint crucial points to control not only the quality of the process, but also the data
quality in the meaning of potential information or conflicts within gene sequences (data
structure). A major aspect is, that large scale sequencing and phylogenomic data requires
enormous computational power. Supercomputers (in this case CHEOPS: Cologne High
Efficiency Operating Platform for Science, RRZK University of Cologne) or large cluster
systems (ZFMK Bonn) are an essential requisite in the conducted analyses. Bold bars shaded
in grey with internal brown lines symbolize circuit paths and represent steps that are
constraint by computational limitations. Own sequence raw data and published data
(orange) are processed and quality controlled



80 Wide Spectra of Quality Control

often difficult and dependent on single favourable unpredictable conditions. Thus, if
anything goes wrong during sequencing, the loss may be irreversible. The second aspect is
that samples must not be contaminated by other samples before and after sequencing. If
contamination happens, it might not be detectable at all with desastrous consequences. This
aspect must be integrated in process flows of sequencing facilities, for example by using
tagging techniques applied on each library prior to sequencing to identify immediately
eventual contamination. BLAST procedures against other processed project samples or
libraries must be a second manadatory strategy.

3. Quality management during molecular analyses

For phylogenomic data the presented figure 4 illustrates only a rough scheme or framework
of analysis. Depending on applied techniques and the choice of different software packages
an adaptation is needed. Detailed descriptions of the working process to analyse rRNA and
phylogenomic data with an emphasis on data quality are given in: von Reumont et al.,
(2009), von Reumont, (2010) and Meusemann et al., (2010).

[1] Sequences from different sources are processed in software pipelines, quality checked
and controlled. It is problematic, that normally electropherograms are not available for
published single sequences selected from public databases i). Therefore sequence errors
cannot be discovered in these data. ii) EST sequences are normally stored in the TRACE
archive in NCBI including the trace files. These represent the raw data and are in general not
quality checked. iii) NGS raw data is stored in the Short Read Archive (SRA), which accounts
for the difference of sequences from next generation sequencing to the ‘conventional” EST
sequences. [2] Respectively for the phylogenomic data the prediction of putative ortholog
genes is eminent important. This step is computationally intensive and different approaches
can be used, see paragraph 3.2. [3] Processed sequence data is aligned applying multiple
sequence alignment programs. In case of rRNA genes a secondary structure-based alignment
optimization is suggested. [4] A first impression of the data structure is gained by phylogenetic
network reconstructions. That point becomes problematic with phylogenomic datasets
comprising hundreds of genes and alignment sizes larger than 100 MB! Consequently, a
method to evaluate the structure for these datasets could be the software MARE that
reconstructs graphics of the data matrix based on the tree-likeness of single genes for each
taxon (Misof & Meyer, 2011). Subsequently, a matrix reduction is possible after the
alignment evaluation. [5] The final alignment evaluation and processing is applied for each
gene with ALISCORE (Misof & Misof, 2009) to identify randomly similar aligned positions
and those positions are subsequently excluded (=masking) by ALICUT
(www.utilities.zfmk.de). Single, masked alignments are concatenated to the final alignment
or supermatrix. A matrix reduction for phylogenomic datasets is performed applying
MARE to enlarge the relative informativeness and to exclude genes that are uninformative
(Misof & Meyer, 2001; www.mare.zfmk.de). For most analyses it could be useful to compare
data structure before and after the alignment process in a network reconstruction or
unreduced matrix [4]. Information content in respect of signal that supports different splits
in the alignment can be visualized by SAMS (Wagele & Mayer, 2007). [6] After this the
phylogenetic tree reconstruction is performed with several software packages.

3.1 The processed sequences and their quality
Most phylogenetic studies use own and published sequences in their analyses. However, in
both cases a rigorous control of the quality of the sequence is crucial. This is conducted in
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the steps of sequence processing (see figure 4, [1]). Different software tools guarantee quality
by threshold value settings. A completely different aspect of quality is that the finally included
sequence is indeed linked to the supposed species. Either misidentification of the specimen
or the sequence can evoke serious bias in a subsequent analysis. If reaction in the laboratory
were contaminated, the sequence is linked to the wrong species depending on the source of
contamination. Both kinds of misidentification can be identified in general by careful BLAST
procedures (Altschul et al., 1997, Kuiken & Corber, 1998). Yet, they are time intensive and in
some cases difficult to interpret. For example, if you work with closely related species. In
this case, the misidentification or contamination is rather impossible to detect, in particular
if one species is unknown or only few or no sequences have been published. Other sources
of data (like morphology) can also help to identify contamination (Wiens, 2004).

Several studies report that possible contaminations of taxa played a veritable role in studies,
which proposed new evolutionary scenarios, but were actually based on contaminated
sequences (von Reumont, 2010; Waegele et al.,, 2009; Koenemann et al.,, 2010). A careful
control of sequence quality or a more critical interpretation of the reconstructed topologies
could have prevented the (eventually repeated) inclusion of the contaminated sequences
and subsequent publication of such suspicious phylogenetic trees. If contaminated sequences
of older studies from rarely sequenced species are tacitly included into new analyses,
this indeed can obscure phylogenetic implications. That is probably the case with the
Mystacocarida, a crustacaean group with an still unclear phylogenetic position. They are
rarely sequenced and the first and only published 18S rRNA sequence by Spears and Abele
(1998) is very likely a contamination (von Reumont, 2010; Koenemann et al., 2010), which
was impossible to identify for the authors in that study of 1998, which constituted the first
larger analysis of crustaceans at all. A new study with completely sequenced 185 rRNA
genes (von Reumont et al, 2009) including a new 185 rRNA gene sequence of the
Mystacocarida revealed the contamination of the published sequence (von Reumont, 2010).
The search for contamination reaches a new dimension in phylogenomic data. A recent
study (Longo et al., 2011) describes, that some non-primate genome databases, like the NCBI
trace archive, provide sequences with human DNA contaminations, which can be traced
back to pre-sequencing errors and/or low quality standards. Consequently, cross checking
with published data might not help to be 100 percent sure about your own sequences. If you
read the last sentence think about your own laboratory routines. Are they sufficient? If you
outsource EST sequencing to an external company, which quality standard do they have
and which risk management to handle possible contaminations?

This is respectively worrisome in cases of cross species analyses and genome analyses and
indicates, that a better screening is generally needed (Phillips, 2011). The response of NCBI
was, that trace archive data represents the raw data, which is not quality checked
(http:/ /www .ncbi.nlm.nih.gov/About/news/18feb2011.html). A careful processing of
these sequences is obligate before analyses, including the control for possible contamination.
An important conclusion is that every sequence from public databases should be treated
suspiciously and a careful processing procedure is necessary to prevent errors by
contamination. Do not trust your own data, but also do not trust public data.

3.2 Orthology prediction

Only homologous genes can be used in molecular phylogenetic studies. Homologous genes
are further distinguished in two different classes: i) ortholog genes which originate in a
single speciation event, and ii) paralog genes that originated from gene duplications
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independently of speciation events (Fitch, 1970; Sonnhammer & Koonin, 2002; see review:
Koonin, 2005). The prediction of ortholog genes in the era of large scale and next generation
sequencing is a very delicate and computationally intensive process. An overview of
commonly used methods for prediction of putative ortholog genes and their efficiency
assessment is given in Roth et al. (2008) and Altenhoff and Dessimoz (2009).

A difficulty for phylogenetic reconstructions within arthropods is that only few data bases
include sufficient numbers of complete arthropod genomes (Altenhoof & Dessimoz, 2009).
INPARANOID and OMA are the two leading projects concerning the number of included
arthropods. For that reason the orthology prediction for an arthropod dataset (Meusemann
et al., 2010; von Reumont, 2010) and a further pancrustacean dataset (von Reumont et al.,
2011) were based on INPARANOID 6 and 7 (Ostlund et al., 2010). Identified ortholog gene
sets were extended using the HaMStR approach (Ebersberger et al., 2009) relying on the
INPARANOID project. A set of orthologous genes was constructed using the InParanoid
transitive closure (TC) approach in HaMStR described by Ebersberger et al. (2009). This set
based on proteome data of so called “primer taxa’, which are completely sequenced genome
species. Sequences of primer taxa were aligned within the set of orthologs and used to infer
profile hidden Markov models (pHMMs). Subsequently, the pHMMs were used to search
for putative orthologs among the translated ESTs of all taxa in the data set.

For the pancrustacean dataset pre-analyses were performed to compare the influence of
using the OMA or INPARANOID projects with the same settings in HaMStR and the
previous processing pipeline. For both analyses the same five primer taxa (Aedes aegypti,
Apis mellifera, Daphnia pulex, Ixodes scapulatis, Capitella sp.) were used in HaMStR to train
hidden markov models to extent the putative orthologs for all included taxa. Relying on
OMA, 344 putative ortholog genes were identified in contrast to 1886 genes using
INPARANOID. The resulting, reduced topologies (RAXML, -f, a, PROTCATWAG, 1000 BS)
differ clearly in their resolution: the OMA based topology shows less resolution.

However, these results demonstrate the importance of further, more detailed studies on the
impact of ortholog gene prediction. The quality of the trees might be severely influenced in
this step of the analysis. A problem is the enormous computational power needed for
comparative analysis of phylogenomic datasets.

3.3 Evaluation of data structure and data quality

All steps described so far are important to obtain in a standardized, rigorous processing
high quality of the data and finally gene sequences, which are subsequently aligned and
used for phylogenetic analyses.

The term data quality, however, addresses a different level of quality. A given multiple
sequence alignment (MSA, synonymously often named data matrix) can include processed
genes that are finally (after the processing procedure) of high quality, but for the
phylogenetic goal to reconstruct a specific evolutionary history maybe not usable, if not
informative. Data quality indeed refers to the scale of information or signal within the
alignment. The term data structure is sometimes used synonymously to the term data quality.
Multiple substitution processes generally change sequences with time caused by random
substitution processes, however, the extent of substitutions differs for parts of the DNA. In
some parts of the DNA this substitution process erodes the former phylogenetic signal by
multiple exchanges of nucleotides. After a long time nucleotides that represented
synapomorphic characters to a sister taxon are by chance multiple substituted in the process
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of signal erosion (Wagele & Mayer, 2007). By this process a different, random signal (noise)
can arise, that in most cases is in conflict (and obscures) the historical, phylogenetic signal.
In contrast, other genes are extremely conservative and nucleotides barely change with time.
In this case a phylogenetic signal is hardly to detect either, caused by too few substitutions
or synapomorphic characters. The mathematical substitution models, which are applied to
reconstruct phylogenetic trees from multiple sequence alignments, try to implement several
aspects of the briefly described processes. However, they are always an approximation and
respectively are unable to differ between phylogenetic signal and noise. For further details
see (Felsenstein, 1988; Wagele, 2005; Wigele & Mayer, 2007).

A first and fast evaluation of the structure in a dataset is feasible with network
reconstructions, in which conflicts are visualized that are not illustrated by the (forced)
bifurcations in phylogenetic trees (Holland et al., 2004; Huson & Bryant, 2006). It was the
first time proposed by Bandelt and Dress (1992) to combine every phylogenetic analysis
with a non-approximative method, which allows not compatible, alternative groupings
contrary to bifurcting phylogenetic trees. One approach, the method of split decompositon,
was developed by Bandelt and Dress (Bandelt & Dress, 1992). Hendy, Penny and Steel
published a second method, the split analysis (Hendy & Penny, 1993; Hendy et al., 1994).
Both methods work with so called bifurcations or splits.

A split is a couple of two groups of taxa, which are distinct subsets of the whole taxaset.
Within the molecular phylogenetic context splits are distinguished by the occurence of
nucleotide bases within sites. For a set of n taxa, exist 2n1 possible bipartitions, in real
datasets occur normally fewer splits. If there is only split signal for one unique dichotomous
tree within a dataset, the number of splits is of the same value as the edges of a possible
phylogeny. Given a taxon quartet (A, B), (C, D) few synapomophies between B and C can
cause a split for second, alternatively supported topology (A, D) (B, C). This split migth not
be visualized in a reconstructed tree-topology. Software packages offering non-approximate
methods are SplitsTree (Huson & Bryant, 2006), Spectrum (Charleston, 1998), Spectronet
(Huber et al., 2002) and SAMS (Wagele & Mayer, 2007).

SAMS is a software approach that was developed by Wigele and Mayer (2007) to perform a
split analysis on the alignment. It accounts for all states of bases but analyses the columns of
an alignment for occurring splits in a efficient way. Hence you can generate a split spectrum
showing conflicting signal simultaneously obtaining a good overview on the data quality.
Real splits are additionally differentiated from the conflicting ones. The method is currently
under development, at the moment large datasets are difficult to analyze. Additionally, only
nucleotide data is possible as input format. Further development is necessary and in
progress to establish a new system, which evaluates all sites of an alignment and weights
them according to contrast and homogeneity aspects to address these aspects.

Yet, network reconstruction and split analysis is limited by the size of a dataset and with
larger or phylogenomic datasets still beyond abilities of available programs. Additionally,
networks give only a rough overview and illustrate the present data structure, answering
the question if a conflict or noise exists. More details are often not to analyze, for example
which single genes or partitions create a conflict within an alignment. This part becomes
additionally delicate handling ‘supermatrices’ that are composed of phylogenomic data.
Several strategies exist to handle ‘supermatrices’, which mostly are data sets with a large
number of taxa and genes, but also missing information or gaps. Often, concatenated
‘supermatrices’ are filtered and reduced using predefined thresholds of data availability
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(Dunn et al., 2008; Philippe et al., 2009) depending on the relational number of present genes
for a taxon. Taxa are excluded, if they are represented by less genes than accepted with the
defined threshold value. Software tools like MARE are a first step to evaluate the data more
detailed and enable an objective reduction of ‘supermatrices” (large MSA’s of phylogenomic
data), by selecting subsets of genes. MARE utilizes an alternative approach to data reduction
selecting a subset of genes and taxa from a supermatrix based on information content and
data availability (Meyer & Misof, 2010; http://mare.zfmk.de; Meusemann et al., 2010; von
Reumont et al., 2011). The approach yields a condensed data set of larger information content
by maximizing the ratio of signal to noise, and reducing uninformative genes or poorly
sampled taxa.

MARE evaluates in a first step the 'tree-likeness” of each single gene. Tree-likeness reflects
the relative number of resolved quartets for all possible (but not more than 20,000) quartets
of a given sequence alignment or alignment partitions. The process is based on geometry-
weighted quartet mapping (Nieselt-Struwe & von Haeseler, 2001), extended to amino acid
data. For each gene a value for the tree-likeness is calculated by summarizing the support
values for each of the three possible topologies during the quartet mapping procedure. After
this step the previous present/absent matrix is changed to a matrix that contains values of
tree-likeness for each gene per taxon. In the second step the matrix reduction is performed.
The connectivity of the matrix (the gene and taxa overlap) is monitored during this step: two
genes must have connection with at least three taxa. The matrix is reduced stepwise, with
each reduction a new matrix is generated. Within each reduction step the column or row
with the lowest information content (sum of values for tree-likeness) is excluded. The
procedure is guided by an optimality function, which represents a trade off between matrix
density and retained taxa and genes. For further details on the procedure and the algorithm,
see: (Meyer & Misof, 2011; http:/ /mare.zfmk.de).

4. Conclusions

When conducting or managing a project in molecular evolution use the available elements
of project managing to prevent mistakes at this basic level. Important are the time schedule
and milestones with sufficient backup time. A careful stakeholder analysis provides a
detailed risk analysis, which is important in general, respectively if many persons or
working groups are involved. Fieldtrips and appropriate preservation methods of the
collected species must be carefully planned either, to start the molecular analysis with
qualitative successful isolated material.

A process flow with a rigorous concept of quality control contributes to the quality of the
gained sequences or data. The final sequences should have been checked for contamination.
If techniques of next generation sequencing or expressed sequence tags are used, pay
sufficient attention to select the best strategy for the prediction of ortholog genes. The
aligned sequences should always be processed in the multiple sequence alignment for each
gene or partition. Software like ALISCORE identifies randomly aligned alignment positions.
Before the reconstruction of phylogenetic trees the data quality should be evaluated applying
software to visualize the data structure and potential conflicts. Software for a more specific
split analysis capable of larger data is e.g. SAMS, which is still under development.
Assessing the data structure and quality is an essential strategy to identify conflict in
phylogenetic trees or their eventual inability to reflect the ‘real” evolutionary history of a
species group.
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Large data matrices or MSAs should be reduced to subsets, which were selected by the tree-
likeness of each gene applying the software MARE. The software MARE is a first step to
utilize objective criteria to select informative subsets of genes from a partially ‘supermatrix’.
However, several aspects are still to address further in future. Procedures of orthology
prediction and matrix reduction need for example further investigation.
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1. Introduction

Populations of cells have unique characteristics and gene markers representative of each cell
type, and these features are useful for identifying cell characteristics. For example, the gene
expression profile of cells differs at each stage of development and differentiation. This
review focuses on gene expression in stem and cancer cells to investigate the possibility of
identifying cancer stem cells by such markers.

Cancer stem cells show similarities to normal stem cells in terms of self-renewal and
differentiation into multiple lineages. However, cancer stem cells have an indefinite
potential for self-renewal that leads to malignant tumorigenesis. The origins of cancer stem
cells are not completely clear but accumulation of gene mutations and cell niches are
involved in their development. This article describes the gene expression patterns of stem
and cancer cells with the aim of determining gene markers for diverse cell types and culture
stages for quality control in cellular therapeutics.

2. The microarray quality control (MAQC) projects

Stem cells have varied gene and protein expression profiles and it is important to identify
these profiles for quality control in disease treatment, as illnesses such as cancer may cause
cell feature changes. The differentiation capacity of stem cells might be altered upon
malignancy and there is the possibility that cancer comes from so-called cancer stem cells.
Several methods are available to detect cell marker expression, such as surface protein
marker detection, intracellular protein marker detection, and gene expression detection. The
MAQC project, which is a collaborative effort conducted as part of the US Food and Drug
Administration’s Clinical Path Initiative for medical product development is useful to detect
gene markers in cells (MAQC Consortium, 2006, 2010; Fan et al., 2010; Oberthuer et al., 2010;
Huan et al., 2010; Luo et al., 2008; Parry et al., 2010; Shi et al., 2010; Miclaus et al., 2010; Hong
et al., 2010; Tillinghast, 2010). It began in February 2005 and aims to describe the reliability
and evaluate the performance of microarrays on several platforms.

MAQC-I mainly focuses on the technical aspects of gene expression analysis, whereas
MAQCH-II focuses on developing accurate and reproducible multivariate gene expression-
based prediction models. Possible uses for gene expression data are vast, including
diagnosis, early detection (screening), monitoring of disease progression, risk assessment,
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prognosis, complex medical product characterisation and prediction of responses to
treatment (with regard to safety or efficacy) with a drug or device labelling intent.

The MAQC-II data model prediction is dependent upon endpoints, including preclinical
toxicity, breast cancer, multiple myeloma and neuroblastoma. Some endpoints are highly
predictive based on the nature of the data, and other endpoints are difficult to predict
regardless of the model development protocol. Clear differences in proficiency exist
between data analysis teams, and such differences are correlated with the level of team
experience. The internal validation performance from well-implemented, unbiased cross-
validation analyses shows a high degree of concordance with the external validation
performance in a strictly blinded process, and many models with similar performance can
be developed from a given data set (Table 1).

MAQC-I MAQC-II
To address the concerns To develop and evaluate accurate and
Aim about the reliability of reproducible multivariate gene
microarray techniques expression-based predictive model

1) Model prediction performance was
endpoint dependent.

2) There are clear differences in
proficiency between data analysis teams
(organisations).

3) The internal validation performance
from well-implemented, unbiased cross-
validation shows a high degree of
concordance with the external validation
performance in a strict blinding process.
4) Many models with similar
performance can be developed from a
given data set.

The technical performance of
microarrays as assessed in
the project supports their
continued use for gene
Summary expression profiling in basic
and applied research and
may lead to their use as a
clinical diagnostic tool as

well. 5) Application of good modelling
practices appeared to be more important
than the actual choice of a particular
algorithm over the others within the
same step in the modelling process.

MAQC Consortium (2006).

The MicroArray Quality .

Control (MAQC) project MAQC Consortium (2010). The

MicroArray Quality Control (MAQQC)-II
study of common practices for the
development and validation of
microarray-based predictive models,
Nature Biotechnology, Vol.28, No.8,
(August 2010), pp.827-838

shows inter- and
intraplatform reproducibility
of gene expression
measurements,

Nature Biotechnology,
Vol.24, No.9, (September
2006), pp-1151-1161

Table 1. The Microarray Quality Control (MAQC) projects

Reference
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Applying good modelling practice seems to be more important than the actual choice of a
particular algorithm over the others within the same step in the modelling process. The
order of the analysis process was as follows: design, pilot study or internal validation, and
pivotal study or external validation. Observations based on an analysis of the MAQC-II
dataset may be applicable to other diseases. (MAQC Consortium, 2010)

3. Gene markers for stem cells

3.1 Cell surface marker genes

The stem cell expression profile varies in differentiated cells. The expression pattern may
change depending on differentiation or malignancy of the disease. Endothelial cells in
glioblastomas have unique gene expression profiles, and the differences between
glioblastomas and lower grade gliomas suggest a more complex ontogeny of the
glioblastoma endothelium (Wang et al., 2010). Quantitative in situ hybridisation analyses
have revealed that fluorescence-activated cell-sorted CD105+ (one of the human endothelial
markers) cells with more than 3 copies of the epidermal growth factor receptor (EGFR)
amplicon or the centromeric portion of chromosome 7 are similar to the proportion of
tumour cells with similar aberrations. CD133 is a cell surface glycoprotein, which has been
used as a possible cancer stem cell marker. CD133 is also expressed in haematopoietic stem
cells.

3.2 Genes for mesenchymal stem cells

3.2.1 Genes expressed in mesenchymal stem cells

CD29, CD44, CD49a-f, CD51, CD54, CD71, CD73, CD90, CD105, CD106, CD166, Stro-1 and
MHC class I molecules are positively expressed in human bone marrow derived
mesenchymal stem cells (MSCs), whereas CD11b, CD14, CD18, CD19, CD31, CD34, CD40,
CD45, CD56, CD79q, CD80, CD86 and HLA-DR are not (Chamberlain et al., 2007; Kuroda et
al., 2010; Pittenger et al., 1999; Kumar et al., 2008; Tsai et al., 2007) (Table 2). Specific markers
for MSCs have not been identified. A combination of gene markers may be important to
characterise the features of MSCs.

3.2.2 Genes representing the mesenchymal stem cell culture stage

MSCs are often used for treating graft-versus-host disease (GVHD) (Weng et al., 2010; Le
Blanc et al., 2008), suggesting that an infusion of MSCs may be an effective therapy for
patients with steroid-resistant acute GVHD. The necdin homologue (mouse) (NDN), EPH
receptor A5 (EPHAS5), nephroblastoma overexpressed gene (NOV) and runt-related
transcription factor 2 (RUNX2) are possible markers to describe culture status, including
growth capacity and differentiation (Tanabe et al., 2008). EPHA5 and NOV are upregulated
in late culture stage of human MSCs, whereas NDN and RUNX2 are downregulated (GEO
series, Tanabe et al., 2008, accession GSE7637 and GSE7888).

NOV expression in prostate cancer tends to be involved in cancer conditions, based on
human prostate cancer gene expression data (Best et al, 2005). This expression is
upregulated in androgen-independent primary human prostate cancer compared to
untreated human prostate cancer (GEO series, Best, 2005, accession GSE2443). NOV might
be a candidate marker for identifying the cancer state.

Human MSCs have been reported to promote growth of osteosarcomas, a common primary
malignant bone tumour (Bian et al., 2010). In addition, interleukin-6 plays an important role
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in maintaining the ‘stemness’ of human MSCs and the proliferation of Saos-2. It is possible
that the secretion of interleukin-6 and interaction of human MSCs and Saos-2 through
interleukin-6 are essential for their proliferation; this suggests that humoural factors
participate in stem cell development.

positive negative
CD29, CD44, CD49a-f, CD11b, CD14, CD18,
Human CD51, CD54, CD71, CD73, CD19, CD31, CD34, CD40,
MSC CD90, CD105, CD106, CD45, CD56, CD79a,
CD166, Stro-1 and CD80, CD86, HLA-DR
MHC class I molecules

Table 2. Positive and negative human mesenchymal stem cell genes

3.3 Marker genes in neural stem cells

Glial fibrillary acidic protein (GFAP), Musashi, nestin, excitatory amino acid transporter 1
(GLAST), PDGFR-a and CD133 are known to be expressed in neural stem cells and are
generally used as their markers (Yadirgi & Marino, 2009; Jackson & Alvarez-Buylla, 2008;
Gage, F.H., 2000). The expression of nestin, DIx2, DVC, PSA-NCAM and BIII tubulin has
been reported to be altered during cell development. Another report has shown that Sox2,
which is believed to be a marker of the nervous system, is expressed in embryonic neural
stem cells and other multipotent cells, and that it plays an essential role in mouse brain
neurogenesis (Ferri et al., 2004).

Recently, it had been revealed that glia have the ability to act as stem cells (Robel et al.,
2011). In this study, GFAP, vimentin, nestin, tenascin-C (TNC) and brain lipid-binding
protein (BLBP) are described as immature markers; whereas, glycogen granules, glutamine
synthetase, S1008, GLAST and excitatory amino acid transporter 2 (GLT1), which is
involved in glutamate uptake and conversion to glutamine, are indicated to be common
glial markers. GLAST and GLT1 are shared markers in astrocytes, radial glial in the
developing central nervous system, and neural stem cells in the adult mammalian brain.
GFAP, S100B and aldehyde dehydrogenase 1 family, member L1 (ALDL1H1) are expressed
in both astrocytes and neural stem cells.

4. Genes for reprogramming stem cells

Recent findings have indicated that a set of 4 genes such as POU class 5 homeobox 1
(POUSF1, OCT3/4), sex-determining region Y-box 2 (SOX2), Kruppel-like factor 4 (gut)
(KLF4) and v-myc myelocytomatosis viral oncogene homologue (avian) (MYC, c-Myc)
induce fibroblast reprogramming into pluripotent stem cells (Takahashi et al., 2007; Park et
al., 2008; Lowry et al., 2008). After determining that reprogramming genes actually exist to
manipulate and modify human cells, these 4 genes, or some other set of genes such as
POUS5F1 (OCT4), SOX2 and KLF4 have been used globally to produce induced pluripotent
stem cells.

Recently, somatic cells have been suggested to be directly reprogrammed without an
induced pluripotent stem cell-mediated pathway but with culture condition modifications
(Han et al, 2011). In that study, fibroblasts were infected with retrovirus expressing Oct4,
Sox2, KIf4 and c-Myc, and directly induced into epiblast stem cells by adding basic fibroblast
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growth factor. The combination of gene expression and factors from outside the cells may
play important roles in reprogramming cells.

4.1 Genes for generation of induced pluripotent stem (iPS) cells

Recently, it had been reported that OCT4 is sufficient to induce alterations in the human
keratinocyte differentiation pathway (Racila et al., 2011). Transfection of OCT4, using a
plasmid, into human skin keratinocytes resulted in exhibited expression of endogenous
embryonic genes and reduced genomic methylation. These OCT4-transfected cells could
become neuronal and mesenchymal cell types. The cells have been shown to have
characteristics of cultured smooth muscle or myofibroblast cells from a mesenchymal stem
cell lineage. It is probable that partial reprogramming using several genes can induce
transitions in cell phenotypes and features; hence, complete reprogramming of somatic cells
into iPS cells would not always be required for the application of these cells in clinical
therapy.

The characterization of human iPS cells, with respect to pluripotency and the ability for
terminal differentiation, has been performed with 16 iPS cell lines (Boulting et al., 2011). This
study revealed that all iPS cell lines examined, reprogrammed with OCT4, SOX2 and KLF4,
or OCT4, SOX2, KLF4 and c-MYC showed the capacity to function as functional motor
neurons after differentiation, although there was some variation in the expression of early
pluripotency markers and the transgenes. iPS cell lines have been shown to express
pluripotency markers, such as NANOG, OCT4, SSEA3, SSEA4, TRA-1-60 and TRA-1-81.

4.2 Involvement of genome structure in reprogramming to iPS cells

Copy number variation has been reported to be involved in the reprogramming to
pluripotency (Hussein et al., 2011). The comparison of copy number variations of different
passages of human iPS cells with their fibroblast cell origins and with human embryonic
stem (ES) cells revealed high copy number variation levels in early-passage human iPS cells.
The number of copy number variations in human iPS cell lines decreases with an increase in
the number of passage. This decrease during culture passages could be due to DNA repair
mechanisms or mosaicism followed by selection. The authors proposed that de novo
generated copy number variations create mosaicism that is followed by selection of less
damaged cells during culturing, because DNA repair is not considered as a sufficient
explanation of the rapid decrease in copy number variation.

4.3 Involvement of epigenetic modification and methylation in iPS cells

EMT has been shown to be associated with a stem cell phenotype (Mani et al., 2008; Battula
et al., 2010; Polyak & Weinberg, 2009). The tumour suppressor p53 has been suggested to
regulate EMT and EMT-associated stem cell properties through transcriptional activation of
miRNA (Chang et al,, 2011). EMT and the reverse process, the mesenchymal-epithelial
transition, are believed to be key elements in the regulation of embryogenesis. It has also
been suggested that EMT activation is related to cancer progression and metastasis.
Recently, EMT has been shown to play a role in the acquisition of stem cell properties in
normal and neoplastic cell populations. miRNAs are small non-coding RNA molecules and
suppress gene expression by interacting with the 3’-untranslated regions (3" UTRs) of target
mRNAs. miRNAs are known to be related to EMT and cancer. The study revealed that p53
activates miR-200c, which is down-regulated in normal stem cell and neoplastic stem cell
populations, and suppresses the EMT phenotype and stem cell properties represented in
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CD24-CD44+ cell populations. The expression of mesenchymal stem cell markers, such as
N-cadherin and ZEB1, has been shown to be suppressed by p53. The mRNA levels of KLF4
and BMI1, which are known as stemness-associated genes and RNA targets of miR-200c and
miR-183, have been shown to be regulated by p53.

It has also been reported that the p53R175H mutant up-regulates Twistl expression and
promotes EMT in immortalized prostate cells (Kogan-Sakin et al., 2011). Inactivated or
mutated p53 may result in the up-regulation of cell cycle progression genes, such as Twist1,
which is a regulator of metastasis and EMT.

4.4 Epithelial-mesenchymal transition (EMT) and microRNAs (miRNAs)

iPS cells have been known to show reprogramming variability such as aberrant
reprogramming of DNA methylation (Lister et al., 2010). From whole-genome, single-base-
resolution DNA methylomic analyses of iPS cells and ES cells, the authors obtained new
evidence showing that iPS cells are methylated during reprogramming, and the methylome
of iPS cells generally resembles that of ES cells. In the study, a detailed interpretation of the
data indicated that there were many differences in DNA methylation between ES cells and
iPS cells. For example, many differentially methylated regions that were differentially
methylated in either the iPS cell line or the ES cell line existed in several iPS cell lines.

5. Gene markers for cancer cells

5.1 Regulated genes in renal cancer

NCBI's Gene Expression Omnibus (GEO) database is a useful tool to profile gene expression
and search for markers representing cell features (Edgar et al.,, 2002; Barrett, 2011). Renal
tumour samples have been analysed using microarray (Yusenko et al, 2009). It was
observed that loss of chromosomes 2, 10, 13, 17 and 21 discriminate chromophobe renal cell
carcinomas from renal oncocytomas. These authors suggested that detecting chromosomal
changes can be used for an accurate diagnosis in routine histology.

The gene expression profiles of the microarray data deposited in the GEO database (GEO
series, Szponar et al., 2009, accession GSE11151) were analysed and caveolin 2 (CAV2),
proteasome (prosome, macropain) subunit, beta type, 8 (large multifunctional peptidase 7)
(PSMBS8) major histocompatibility complexes, class I, F (HLA-F), major histocompatibility
complex, class I, B (HLA-B), apoptosis enhancing nuclease (AEN), major histocompatibility
complex, class I, G (HLA-G), and tumour necrosis factor receptor superfamily member 10b
(TNFRSF10B) are upregulated by more than three-fold in renal tumours (n = 62) compared
to normal kidney (n = 5) (Table 3).

The collaborative genome-wide study for renal cell carcinoma using SNP detection
techniques has revealed that genome loci on 2p21 and 11q13.3 are genomic regions
associated with renal cell carcinoma (Purdue et al., 2011). From this study, EPAS1, encoding
hypoxia-inducible-factor-2 alpha at 2p21 and SCARBI, the scavenger receptor class B,
member 1 at 12q24.31, were identified as feature genes that have single nucleotide
polymorphism mutations in renal cell carcinoma.

5.2 Genes expressed in leukaemia

A model in which human cancers are believed to be generated hierarchically from self-
renewing cancer stem cells has been reported. Human acute myeloid leukaemia (AML) is a
disease that relates to the model, and AML stem cell-targeting therapy has been developed



Gene Markers Representing Stem Cells and Cancer Cells for Quality Control 97

(Majeti, 2011; Jin et al., 2006). CD25, CD32, CD44, CD47, CD9%, CD123 and CLL-1 are
expressed on the surface of AML stem cells. Of these genes, CD44 is suggested to be a cancer
stem cell marker.

Gene Gene Title Chromo.somal Entrez Gene Function
Symbol location
Protein
CAV2 Caveolin-2 Chr7q31.1 858 homodimerisati
on activity
Proteasome (prosome,
macropain) subunit, ATP binding,
PSMB8 beta type, 8 (large Chr6p21.3 5696 MHC class I
multifunctional protein binding
peptidase 7)
Major MHC class I
HLA-F histocompatibility Chr6p21.3 3134 receptor
complex, class I, F activity
Major MHC class I
HLA-B histocompatibility Chr6p21.3 3106 receptor
complex, class I, B activity
AEN Apoptosis enhancing Chr15q26.1 64782 Exongc}ease
nuclease activity
Major MHC class I
HLA-G histocompatibility Chr6p21.3 3135 receptor
complex, class I, G activity
Tumour necrosis TRAIL binding,
TNFRSF10p | actor receptor Chr8p22-p21 8795 caspase
superfamily, activator
member 10b activity

Table 3. Upregulated genes in renal tumours (Ref. GSE11151)

The concept of cancer stem cell is important in explaining cancer development from the
viewpoint of stem cells (Clevers, 2011; Wang & Shen, 2011). The cancer stem cells for
leukaemia were identified from a study showing that CD34+CD38- fractions of cells
derived from acute myeloid leukaemia had the capacity to initiate engraftment in
immunodeficient mice (Lapidot et al., 1994; Bonnet & Dick, 1997). It is known that deletion
or mutation of IKZF1 (IKAROS), PAX5, EBF1 and CDKN2A/B are involved in BCR-ABL1
lymphoblastic leukaemia (Mullighan et al., 2008; Mullighan et al., 2009).

The function of human BCR-ABL1 lymphoblastic leukaemia-initiating cells in human
lymphoblastic leukaemia has been studied from the point of view of genome diversity
(Notta et al., 2011). Functional and genetic analysis of Philadelphia chromosome acute
lymphoblastic leukaemia (Philadelphia-positive [Ph+] ALL) revealed that the frequencies of
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genetic alterations in IKZF1 (84%), CDKN2A/B (50%) and PAX5 (50%) were consistent with
those reported in previous studies. Complete deletion of IKZF1 was observed in both
aggressive and non-aggressive groups; whereas, there were differences in the frequencies of
deletion of the CDKN2A/B and PAX5 genes, which may provide markers for malignancy.
On the other hand, CD44 has been identified as a key regulator of leukaemic stem cells in
AML (Jin et al., 2006). It was suggested that elimination of leukaemic stem cells, cells
capable of initiating and maintaining the leukaemic clonal hierarchy, was required for a
permanent cure of AML. Hence, stimulation with a CD44-specific antibody has been
reported to result in the elimination of leukaemic stem cells.

5.3 Genes expressed in glioblastomas

Wang et al. hypothesised that the CD133+ fraction is related to the endothelial differentiation
potential and analysed cells from a series of glioblastomas fractionated as follows:
(1) CD144+ (endothelial cadherin)/CD133-, (2) CD144+/CD133+, (3) CD133+/CD144-,
(4) CD133—/CD144~-. The results of quantitative PCR with a reverse transcription analysis
demonstrated that VEGFR2 and endothelial progenitor marker CD34 are enriched in the
CD144+/CD133- and in the CD144+/CD133+ populations. CD105 was negative in the
CD133+ and CD144+ fractions. It was also shown that mice who were administered an
injection of CD133+/CD144- or CD133+/CD144+ cells from a primary glioblastoma
revealed tumours.

A new mechanism was suggested in which tumour vascularisation occurs through
endothelial differentiation of glioblastoma stem-like cells (Ricci-Vitiani et al., 2010). The
differentiation of cancer stem-like cells may be involved in cancer malignancy, and it is
possible to predict or diagnose the malignant stage of cancer using stem cell markers for
quality control.

In a genome-wide association study (GWAS) of four case series on 2,251 test patients and
6,097 control patients of European ancestry, LIM domain only 1 (LMO1) at 11p15.4 was
found to be associated with neuroblastoma and malignancy (Wang et al, 2011). An
integrative genomics study to demonstrate that common genetic polymorphisms associated
with cancer tendencies are also related to genomic regions that have possibility of somatic
alterations which in turn influence tumour progression, revealed that mutation in LMO1
may also be a candidate indicator of a malignant phenotype.

5.4 Surface markers for cancer stem cells

Several markers have been reported for identification of cancer stem cells (Clevers, 2011).
CD19 as a surface marker for B cell malignancies, CD20 and ATP-binding cassette
transporter B5 (ABCB5) for melanoma, and the following molecules for cancer stem cells in
the respective cancer type have been reported: CD24 for pancreas/lung cancer, CD34 for
hematopoietic malignancies, CD44 for breast/liver/head and neck/pancreas cancer, CD90
for liver cancer, CD133 for brain/colorectal/lung/liver cancer and epithelial cell adhesion
molecule (EpCAM)/epithelial-specific antigen (ESA) for colorectal/pancreatic cancer
(Ebben et al., 2010).

5.5 Cancer stem cell hypothesis
Cancer stem cells have capacity for self-renewal, which is also the feature to normal stem
cells. Cancer stem cells are also capable of generating malignant tumours, and this property
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may differentiate them from normal stem cells. The origin of the cancer stem cells has not
been fully revealed, however, there is a model in which cancer stem cells occur by normal
stem cells or normal cells by the accumulation of gene mutations. The process of cancer stem
cell derivation is considered to be involved with niche which is microenvironment around
normal stem cells.

There are two models to explain tumourigenesis. The first model is stochastic model in
which all cells have capacity of tumourigenesis, but the probability to enter into
tumourigenesis cell cycle is relatively low. The second model is hierarchy theory in which
only small population of cells in cancer has capacity of tumourigenesis and generate tumour
with high probability, which lead to cancer stem cell hypothesis.

It is also notable that cancer stem cells are not necessarily related to the cell of origin in a
cancer (Visvader, 2011). Although the cell of origin for a particular tumour may have the
capacity to differentiate into a mature cell, cancer stem cells have the ability to maintain
tumourigenesis according to the cell-of-origin model.

6. Conclusion

The recent development in molecular biology and bioinformatics technology has revealed
stem cell features and their candidate marker genes. Gene expression profiles change widely
and dramatically with cell development, various culture conditions and disease status. The
each cell type has different gene expression profile after being differentiated, and it is
known that the expression pattern alters in each disease status. Even though it seems that
the stemness has distinct feature in gene expression, the cell population show various gene
expression patterns in each cell lineage or even in each subset of the cell.

Until recently, targeting cancer stem cells in cancer therapy was rare because the proportion
of these cells in cancer was considered very low and retaining the feature of cancer stem
cells in vitro was difficult. The stem cell-targeted therapy including cancer treatment will be
expected to progress further in the near future, and the role of markers would become much
greater. It is important to know the precise feature and gene expression pattern for quality
control in the cell-targeted therapy.
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1. Introduction

Recently, researchers have shown an increased interest in the investigations of drug stability
and degradation pathway. Baertschi (2006) and Alsante et al., (2007) described an overall
strategy for the prediction, identification and control of stability-related issues in active
pharmaceutical ingredients (APlIs) and drug products using stress testing. Forced
degradation studies are part of the drug development strategy being undertaken to
elucidate the intrinsic stability of the drug. Such studies are conducted under more severe
and exaggerated conditions than those usually used for long-term stability tests. These
studies are particularly useful to establish the drug degradation pathway and validate the
suitable analytical procedures (Joci¢ et al., 2009).

Technetium-99m ethyl cysteinate dimer (Tc-99m-ECD or bicisate) is one of the most
essential single-photon emission computed tomography (SPECT) imaging agents. In
according to the practice guidelines of the American College of Radiology (ACR) (Abdel-
Dayem, 2003) and the European Association of Nuclear Medicine Neuroimaging Committee
(ENC) (Kapucu et al., 2009), clinical indications of Tc-99m-ECD include in evaluating the
regional cerebral blood flow (rCBF) in patients with cerebrovascular diseases, transient
ischemic attack, various forms of dementia, symptomatic traumatic brain injury,
encephalitis, vascular spasm following subarachnoid hemorrhage, inflammation, epileptic
foci and lacunar infarctions.

More indications of Tc-99m-ECD in SPECT brain perfusion imaging of neuropsychiatric
disorders and chronic fatigue syndrome have not been fully characterized (Abdel-Dayem,
2003; Kapucu et al., 2009). However, investigations of the conversion in patients of mild
cognitive impairment to Alzheimer’s disease (AD) (Borroni et al., 2006), the functional
compensation mechanism in incipient AD (Caroli et al., 2010), the mechanism for
suppression of parkinsonian tremor by thalamic stimulation (Wielepp et al.,, 2001), the
mechanism by which thyroid hormone availability affects cerebral activity (Schraml et al.,
2006), brain glucose metabolism in hypothyroidism (Bauer et al.,, 2009), reduction in the
bifrontal regions and diffusion-weighted imaging of Creutzfeldt-Jacob disease (Sunada et
al., 2004; Ukisu et al., 2006), quantitation and differentiation in patients with Tourette’s
syndrome (Diler et al., 2002; Chen et al., 2003; Sun et al., 2001) and abnormal rCBF in
patients with Sjogren’s syndrome (Chang et al., 2002) were reported.
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Fig. 1. Chemical structures of ECD and its DPs
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For clinical implements, Tc-99m-ECD is obtained by radiolabeling of Tc-99m to its AP, i.e.
L-Cysteine, N,N’-1,2-ethanediylbis-, diethyl ester, dihydrochloride (ECD) (Fig. 1). Despite its
safety and efficacy, a major drawback for the application of Tc-99m-ECD is the stability of
ECD Kit in aqueous solution. For example, no more delay for patient injection that longer
than 30 minutes is recommended by ACR and EANM (Abdel-Dayem, 2003; Kapucu et al.,
2009).

So far, several studies investigating stability and degradation of ECD and Tc-99m-ECD have
been reported, but there is still insufficient data for the elucidation of degradation products
(DPs) structure and pathway. Mikiciuk-Olasik et al. (2000) demonstrated that ECD
decomposed as soon as it was dissolved in phosphate buffer solutions. However, they
offered no explanation for the structures of three decomposition products. Verduyckt et al.
(2003) investigated the identity of Tc-99m-ECD using radio-LC-MS and reported five DPs
for ECD including disulfide, monoacid monoester (ECM), diacid (EC) and Sn(IV) complexes
with ECD (Sn-ECD) and EC (Sn-EC) derivatives. However, no systematic degradation study
was reported to investigate the degradation mechanism or pathway on ECD Kit. The study
of Tsopelas et al. (2005) was mainly focused on the behavior of Tc-99m and its reactions with
components of ECD Kit.

Development and validation of HPLC method
for separation of AP] (ECD) and degradation products.

HCI, NaOH, H+0: and heat
A J L J

SnCls, EDTA, mannitol

Degradation studies:
drug substance (ECD)

Degradation studies:
drug product (ECD Kit)

l DP#1, 1, 2,23 l DP#3,4,5,6, T, 8

HPLC analysis

! !

HPLC analysis

Q1, MS/MS, TOF for m.w.&
CAD fragmentation pathway

Q1, MS/MS, TOF for m.w.&
CAD fragmentation pathway

!

!

Structure elucidation of DPs
(DP#1,1',2,2'.3)

Structure elucidation of DPs
(DP#3.4,5,6", 7, 8)

Establishment of ECD degradation pathways and mechanisms

Fig. 2. Overall scheme for the ECD and ECD Kit degradation studies
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Our preliminary observations showing that ECD Kit is highly unstable in (non)aqueous
solution and the composition of ECD Kit is the major obstacle to determine stability of ECD
(Chao et al., 2011). Therefore, the aim of this paper is to evaluate degradation kinetics and
mechanism of ECD Kit in aqueous solution. No previous reports were found in the
literature regarding the degradation behavior of ECD. The main issues addressed in this
study were modified according to the procedures outlined by Shah et al. (Shah & Singh,
2010; Shah, et al., 2010; Raijada et al., 2010). The overall scheme in this degradation
investigation (Fig. 2) includes: (i) development and validation of an HPLC method for
determination of ECD and DPs, (ii) implement of the degradation and stress studies on ECD
and ECD Kit, (iii) analysis of the DPs by HPLC, (iv) characterization of the molecular
weights and collision activated dissociation (CAD) fragmentation pathways of ECD and
DPs by Q1, MS/MS and TOF, (v) elucidation of the DPs’ structures and (vi) establishment of
the ECD degradation pathways and decomposition mechanisms.

2. Experimental

2.1 Materials and reagents

ECD (purity: 97.53%) was obtained from ABX (Radeberg, Germany). All chemicals and
reagents were of analytical grade and used as received without further purification.
Methanol (MeOH) (HPLC grade) was obtained from Merck (Darmstadt, Germany).
Deionized water was purified using a Smart DQ3 reverse osmosis reagent water system
(Millipore, MA, U.S.A.) with a 0.22-pm filter, TOC < 5 ppb, resistivity > 18.2 MQ-cm and
endotoxin < 0.001 EU/mL.

2.2 HPLC instrumentation

An Agilent 1100 series high performance liquid chromatography (HPLC) (Agilent, Palo
Alto, CA, US.A) was employed, consisting of an on-line degasser, binary pump,
autosampler, thermostated column oven and photodiodearray detector (PDA). Data were
acquired and processed with ChemStation (Agilent, Palo Alto, CA, U.S.A.). A C-18 reversed-
phase column (Zorbox Eclipse XDB-C18, 4.6 x 50 mm, 1.8 pm, Agilent) was used for the
separation of ECD and DPs. An isocratic elution was achieved using a mobile phase which
consisted of methanol and sodium acetate (pH 7.0, 50 mM; 60 : 40, v/v). The flow-rate was
0.5 mL/min and the injection volume was 2-5 pL. The absorbance detection wavelength was
210 nm. The column temperature was set at 25°C in all experiments performed.

2.3 LC-MS/MS and MS/TOF instrumentation

MS analysis was carried out on a 4000 QTrap LC-MS/MS system with API Analyst software
of version 1.4.1 or a QSTAR Elite Hybrid QTOF with API Analyst QS software of version 2.0
(MDS Sciex, Ontario, Canada). Samples were introduced by an HPLC system (Agilent 1100
series HPLC system, Agilent, CA, U.S.A.) or a syringe pump (Harvard, Harvard Apparatus
Inc., Holliston, MA, US.A.). The samples were ionized by a turbo spray ion source
(electrospray ionization) in the positive ion mode at 5500 V. Mass spectra were obtained
over the range of 50 or 100 to 2000 amu with unit resolution in Q1 and Q3. Other parameters
are shown in Table 1. In all cases of 4000 QTrap LC-MS/MS studies, nitrogen was used as
the nebulization, curtain and collision gas.
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2.4 HPLC method development and validation

The method was validated according to the International Conference on Harmonization
(ICH) guidelines for the validation of analytical methods, which includes specificity,
linearity, precision, accuracy, LOD/LOQ), solution stability, robustness and system suitability
and was achieved as the procedures described earlier (Liu et al., 2008; Yang et al., 2010).

2.4.1 Specificity (selectivity)

Forced degradation studies are used to evaluate the development of analytical methodology
(the specificity or selectivity of the purity assay method), to gain better understanding of the
stability of APIs and drug products and to provide information about degradation
pathways and DPs.

Parameter Q1 scan MS2 scan TOF MS
Source Type Turbo Spray Turbo Spray Turbo Spray
Source Temperature (°C) - - -
Scan Type Q1MS Product Ion (MS2) | Positive TOF
Scan Mode Profile Profile None
Polarity Positive Positive Positive
Resolution (Q1 & Q3) Unit Unit Unit
Nebulizer Gas (NEB) - - -
Curtain Gas (CUR) 10 10 20
IonSpray Voltage (IS, V) 5500 5500 5500
Collision Gas (CAD) - Medium -
Ion Source Gas 1 (GS1) 20 20 20
Ion Source Gas 2 (GS2) 0 0 0
Ion Energy 1 (IE1, V) 0.30 0.30 1.00
Ion Energy 3 (IE3, V) - -0.50 -
Detector Parameters Positive Positive -
Deflector (DF) - - -
Channel Electron Multiplier (CEM, V) 1950 1950 -

Table 1. Mass spectrometry working parameters for ECD and DPs analysis

Here, forced degradation studies of ECD were carried out under the conditions of acidic and
alkaline hydrolysis, oxidation and dry heat. Samples of ECD (2 mg) were dissolved in 0.34
mL of methanol and subjected to 0.33 mL of 1 M HCl and 0.33 mL of 1 M NaOH at ambient
temperature for 4 hrs and 1 hr, respectively. Acidic and alkaline hydrolysis samples were
neutralized using 1 M NaOH or 1 M HCI and diluted to 2 mg/mL with methanol before
HPLC analysis. Equivalent amounts (2 mg) of ECD that one portion was dissolved in 0.50
mL of methanol and subjected to 0.50 mL of 3% H>O, and the other portion of solid drug
was heated at 50°C (in oven over a period of 4 hrs) and were injected into the HPLC for
analysis.



110 Wide Spectra of Quality Control

2.4.2 Linearity

The calibration curves of five concentrations (1.6 to 2.4 mg/mL) were obtained by plotting
the respective peak areas against concentrations. The linearity was evaluated by the linear
least square regression method with three determinations at each concentration.

2.4.3 Precision

In relation to the precision of the method, repeatability (intra-day), intermediate (inter-day)
precision and reproducibility were investigated by performing assays of retention times,
peak widths at half height, number of theoretical plates, linear least squares regression
equations and correlation coefficients for the ECD standard at five concentrations and
purities for one quality control (QC) sample. The repeatability and intermediate precision
were evaluated by one analyst within one and two days, respectively, while the
reproducibility was achieved by two analysts (Kulikov & Zinchenko, 2007).

2.4.4 Accuracy (recovery)
The accuracy of the method was determined by the recovery test. QC samples of ECD of
concentration at 2.0 mg/mL (Chominal) Were analyzed by the proposed method. Experimental
values (Ceyp) were obtained by interpolation to the linear least square regression equation of
a fresh newly prepared calibration curve (1.6 to 2.4 mg/mL) and comparing with the
theoretical values (Crominal)-

Cexp (mg/mL)
Cnominal (mg / mL)

Recovery yield (%) = % 100%

2.4.5 Limit of detection (LOD) and limit of quantification (LOQ)
The LOD and LOQ of the method for impurities in ECD were determined at signal to noise
ratios of 3 and 10, respectively.

2.4.6 Stability of drug (API) solution

The stability of the API solution was examined using the QC sample (2.0 mg/mL) for bench-
top stability study. The QC samples were kept in the autosampler at ambient temperature
for HPLC analysis over three consecutive days. Experimental data were obtained by
interpolation to the linear least square regression equation of a calibration curve (1.6 to 2.4
mg/mL) newly prepared each day. Retention time, recovery yield and purity of ECD over
three consecutive days were analyzed.

2.4.7 Robustness

The robustness of an analytical method is a basic measurement of its capacity to remain
unaffected by small variations in method parameters. In this investigation, method
robustness was evaluated through the effects of different columns (same type and
manufacturer), column temperatures (+ 2°C), pH values (+ 0.1) and flow rates (+ 0.05
mL/min) of mobile phase.

2.4.8 System suitability
The system suitability was assessed by five triplicate analyses of the drug in a concentration
range of 1.6 to 2.4 mg/mL. The efficiency of the column was expressed in terms of the
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theoretical plates number (N), column capacity (k’), column selectivity (o) and tailing factor
(t). The acceptance criteria for the N, k', o, t and percentage relative standard deviation
(% R.S.D.) for the retention time of ECD were > 3000, 2-8, 1.05-2.00, 0.9-2.5 and * 2%,
respectively.

2.5 Forced degradation studies of ECD

Forced degradation studies of ECD were carried out according to the procedures described
above in Section 2.4.1 Specificity (selectivity). Moreover, samples of ECD (2 mg) were
dissolved in 0.50 mL of methanol and subjected to 0.25 mL of 1 M NaOH and 0.50 mL of 3%
H,O; at ambient temperature for kinetic studies. The structures and degradation of DPs
were further characterized by HPLC and LC-MS/MS for the molecular weights and the
CAD fragmentation pathways.

2.6 Degradation studies of ECD Kit

First, degradation studies of ECD Kit were carried out by subjecting samples of ECD to
various components of ECD Kit for determining the effect of SnCl,, mannitol and EDTA.
Second, ECD (1 mg/mL, 500 pL) and SnCl> (1 mg/mL) were mixed in ratio of 12.5:1, 8 : 1,
4:1,2:1and 1:1 (v/v) and diluted to total volume of 1000 uL with deionized water. The
mixtures were kept at ambient temperature in HPLC autosampler and in bench-top for
HPLC and MS analysis, respectively. All samples were diluted to 1 ppm with methanol for
MS analysis. Positive ESI-MS/MS scanning types, i.e. precursor ion scan, product ion scan
and neutral loss scan were performed. The structures of DPs were proposed based on the
molecular weights and the CAD fragmentation pathways.

3. Results and discussion

3.1 HPLC method development

A reversed-phase high performance liquid chromatography (RP-HPLC) method for the
determination of ECD and forced degradation DPs was developed and validated. A Zorbox
Eclipse XDB-C18 (4.6 x 50 mm, 1.8 pm, Agilent) reversed-phase column was selected for the
separation of ECD and DPs. ECD samples at concentrations of around 2 mg/mL and 100
ppb were used to optimize conditions for HPLC and LC-ESI-MS/MS, respectively.
Absorption spectra of ECD were recorded over the range of 200 to 300 nm by a post-column
photodiode-array detector (PDA). A wavelength of 210 nm was found to be optimal for the
detection and quantification of ECD.

Chromatographic separation of ECD was achieved using a mobile phase which consisted
of methanol and sodium acetate (pH?7.0, 50 mM; 60:40, v/v). The typical HPLC
chromatograms of ECD are shown in Fig. 3(a) and 4(a). The difference of retention time (tr)
of ECD chromatograms between degradation studies of API and drug product was due to
the gradual damage of column packing materials. However, no significant efficiency of the
column, such as the number of theoretical plates (N) and tailing factor (t) was found.

3.2 Mass spectrometric analysis of ECD

The proposed high-salt contained mobile phase of HPLC was not suitable for ESI-MS
studies. Therefore, a syringe pump was chosen for the sample introduction for Q1 and
MS/MS scan. Q1 full scans were achieved in a positive ion mode to optimize the
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Fig. 3. Typical HPLC chromatograms of degradation studies of ECD. Samples (2 mg of ECD)
were carried out under the conditions of (a) methanol (no degradation), (b) acidic hydrolysis
(0.5 M HCl at ambient temperature for 4 hrs), (c) alkaline hydrolysis (0.5 M NaOH at
ambient temperature for 1 hr), (d) oxidation (1.5% H>O,) and (e) dry heat (50°C for 4 hrs)
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electrospray ionization (ESI) conditions of ECD and (ECD), (Fig. 5(a)). The peaks at
retention time (tr) of 4.43 and 3.82 min were identified as a protonated ECD ion ([M+H]*) at
m/z 323.4 by ESI-MS (Fig. 5(b)). Moreover, a protonated molecular ion with m/z 645.4 at tr
of 6.17 and 5.27 min were identified as ECD dimer (DP#3), i.e. (ECD): (Fig. 5(g)).

Both product ion and precursor ion scans were then carried out at different collision-
activated dissociation (CAD) conditions to optimize the declustering potential (DP),
entrance potential (EP), collision energy (CE) and collision cell exit potential (CXP). The
MS/MS fragments of ECD, ECD and ECDs s are summarized in Table 2.

The linearities of multiple reaction monitoring (MRM) transitions of ECD (ECDss) were
studied. The linear least-square regression equations and correlation coefficients of MRM
transitions showed a good linearity over the calibration range. The correlation coefficients
(r) were all above 0.9980, indicating the stability of these fragmentations (data not shown).
Tandem mass spectrometry (MS/MS) experiments performed in a QTrap MS were used to
investigate the CAD fragmentation behavior of ECD (ECDss) (Fig. 6(a)).

Although precursor scan of m/z 323.50 can show its precursor ion at m/z 325.40 and 646.36,
we found that intra-molecular disulfide product (ECDss) is the prominent form in aqueous
solution than ECD. This is consistent with previous experiment by Verduyckt et al. (2003), in
which they pointed out the existence of disulfide and incomplete esterification of ethylene
dicysteine derivatives.
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Fig. 4. Typical HPLC chromatograms of degradation studies of ECD Kit. Samples were
carried out by subjecting ECD to SnCl, in ratio (v/v) of (a) 1: 0, (b) 12.5:1,(c) 8:1, (d) 4:1
and (e) 2 : 1. Duration time is 7-8 hrs
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Fig. 5. (a) Typical ESI-MS Q1 spectra of ECD, typical ESI-MS/MS product ion spectra of (b)
ECDss (m/z 323.4), (c) DP#1 (ECD-Et, m/z 297.5), (d) DP#1’ ((ECD)sano-Et, m/z 295.4), (e)

DP#2 (ECD-2Et, m/z 268.5), (f) DP#2' ((ECD)sax2-2Et, m/z 266.5), (g) DP#3 ((ECD), m/z

645.4), (h) DP#4 (Sn(ECD),, m/z 766.4), (i) DP#5 (Sn(ECD),-Et, m/z 738.0), (j) isotopic ESI-

TOF spectra of DP#4 (Sn(ECD),) and DP#5 (Sn(ECD)»-Et), (k) DP#6” (Sn(ECD)s2n2, m/z

442.0) and (I) DP#7’ (Sn(ECD)sno-Et, m/z 414.0)
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ECD and DPs Molecular Formula | ™ 2vs °F Major fragments
MW maxt (m/z)
175.72, 147.79, 132.53, 129.30,
ECD Ci2H2aN2045 32446 1119 47 10152, 86.53
323.33, 249.18, 215.27, 208.20,
ECDss C1oH»nN»>O4S, 32245 (19142, 174.15, 146.11, 130.24,
117.11, 102.28, 88.18, 73.96
DP#1 ECD-Et Ci10H20N204S; 296.41 27336’ 180.34, 148.35, 10244,
, 295.40, 313.30, 248.40, 219.20,
DP#1 ECDss-Et C10H18N»O4S; 294.39 139,50, 117.40
268.53, 289.50, 354.30, (322.40,
DP#2 ECD-2Et CsH16N»O4S, 268.36 |304.53), 247.40, 21552, 190.20,
169.20, 110.45
DP#2 ECDs.s-2Ft CsH14N,04S, 266.34 [266.52,114.30
389.74, 355.51, 321.57, 275.59,
DP#3 (ECD)2 CosHusN4OgS, 644.90 |215.3, 208.45, 19147, 17441,
130.33, 116.24, 102.46
DP#4 Sn(ECD)z C24H44N40854SI‘1 764.80t ;géié' 396'01, 367'20/ 321'40/
DP#5 | Sn(ECD)-Et CH40N4Og545n 736.741 ggigg’ 413.69, 378.20, 34670,
395.83, 367.77, 34947, 321.84
7 T 7 7 7 7
DP#6 SH(ECD)szNz C12H20N2045281’1 440.33 280.35, 268.20, 22237
385.30, 367.77, 339.79, 321.51,
DP#7" | Sn(ECD)sonz-Et | C1oH16N204S;:5n 412.28t |[311.55, 293.20, 279.52, 278.10,
252.03, 222.42, 205.38, 124.96

Table 2. Major MS/MS fragments of ECD and DPs. tmwmax: Theoretic molecular weight of
maximum isotopic composition

3.3 HPLC method validation

3.3.1 Specificity (selectivity)

ECD was firstly subjected to forced degradation under the conditions of hydrolysis (acid,
alkali and neutral), oxidation and thermal stress as requirements of ICH. Significant
degradations of 0.5 M NaOH and 1.5% hydrogen peroxide were noticed under stress
conditions. Several DPs in the chromatograms at the tr of 6.64, 2.99, 2.17 and 1.00-1.50 min
were detected as shown in Fig. 3(c) and 3(d). Fig. 3(b) and 3(e) represent the chromatograms
of a sample degraded at 0.5 M HCl and 50°C for 4 hrs, respectively. No significant
degradation was found in these cases. The resolutions between ECD and its degradation
peaks were greater than 4.4, indicating that the proposed method was sulfficiently selective
for its intended purpose.

3.3.2 Linearity

Standard curves were constructed by plotting peak area against concentration of ECD and
were linear over the concentration range of 1.6 to 2.4 mg/mL. The linear least squares
regression equation of the standard curve correlating the peak areas (PAs) to the drug
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concentration (X in mg/mL) in this range was Y = 832.03X - 148.88. The correlation
coefficient (r) was 0.9991.

3.3.3 Precision

The results of repeatability, intermediate precision and reproducibility were demonstrated
by analysing ECD at five concentrations and one QC sample (Table 3). Although the number
of theoretical plates were decreased for ~20%, no significant difference in the retention times,
peak widths at half height, linear least squares regression equations and correlation
coefficients were found. The difference of purities (P (%)) could be due to the stability
(equilibrium) and uniformity of QC samples, but also might indicate the sufficient resolution
of the proposed method.

Parameters | tg(min) (‘Inff;l)ff Nt L eq.t r P (%)t
[0 0D 7 VS o Lo
AT LRI [T 5 0 e
R [0 [ T1e 8000 4| S e

Table 3. Repeatability, intermediate precision and reproducibility of ECD analysis. tLinear
range: 1.6 to 2.4 mg/mL; Wha: Peak width at half height; N: Number of theoretical plates;
n =15. 1P (%): The purity of QC sample (n = 3)

3.3.4 Accuracy (recovery)

Recovery tests were achieved by comparing the concentration (Ce,p) obtained from injection
of QC samples to the nominal values (Chominal). The intra-day recovery of ECD at
concentration of 1.95 mg/mL was 99.68 + 0.48%. The recoveries, 99.14, 99.89 and 100.03%
were between 97 and 103%, indicating that there was sufficient accuracy in the proposed
method. The % R.S.D. for measurement of accuracy was 0.48%.

3.3.5 Limit of detection (LOD) and limit of quantification (LOQ)
The limits of detection (LOD, S/N = 3/1) and quantification (LOQ, S/N = 10/1) for the
major impurity (DP#3, average abundance in percentage of peak area = 1.32 + 0.07%) in
ECD were found to be 0.004 and 0.014 mg/mL (n = 3), respectively.

3.3.6 Stability of drug (API) solution

The stability of ECD solutions was examined by analyzing solutions over 3 days. The results
of these studies are shown in Table 4, where the tr of ECD and the recovery and purity of
QC samples were within the range of 97-103%. No significant degradation or reduction in
the absolute peak area was observed within three days, indicating that ECD standard
solution would be stable for at least three days when kept on a bench top.

3.3.7 Robustness
The robustness of an analytical procedure is a measurement of its capacity to remain
unaffected by small, but deliberate, variations in method parameters and provides an
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indication of its reliability during normal usage. In this case, robustness of the method was
investigated by making small changes of column parameters, column temperature, mobile
phase pH and flow rate. The results of the robustness studies were within acceptable range,
except that one theoretical plates number (N) was less than 3000, as indicated in Table 5.
However, no critical change in performance was found.

Day Calibration Leq. r tr (min)t P (%)t
range (mg/mL)
1 1.51-2.33 Y =859.35X-204.71 | 0.9998 | 4.42+0.00 (0.05%) | 100.30 £ 0.97 (0.97%)
2 1.58-2.44 Y =910.18X - 24425 | 0.9992 | 4.42+0.00 (0.06%) | 99.66 +1.07 (1.08%)
3 1.54-2.36 Y =834.02X - 114.17 | 0.9948 | 4.40+0.00 (0.04%) | 100.13 +1.14 (1.14%)

Table 4. Bench-top stability studies of ECD. tThe retention time and purity results of QC
samples (n = 3)

Parameters tr (min) | Whai (min) N Leq. R P (%)*
449+0.00 | 0.19+0.00 Y = 842.24X -
T #
Column #1170 0s%) (L46%) n.r. 138490 0.9984 |98.99 +0.12
4 442+0.00 | 0.15+£0.00 |5007+£129 | Y =859.35X - 0.9998 100.30 +
(0.05%) (1.27%) (2.58%) 204.71 : 0.97
441+0.00 | 016+£0.00 | 4174+£67 | Y =834.46X -
Temperature (°C) | 25 (0.05%) (081%) (161%) 12708 0.9990 [97.42+0.28
435+0.00 | 0.17+£0.00 |3698+138 | Y =849.90X -
271 0.07%) (1.83%) (3.74%) 154.71 09996 197.13£0.22
441+0.00 | 0.14+£0.00 | 541884 | Y =860.08X -
pH# 69 | " 0.08%) 075%) (1.55%) 22799 0.9983 |99.21 +0.87
70 442+0.00 | 0.15+£0.00 |5007+£129 | Y =859.35X - 0.9998 100.30 =
Yl (0.05%) (1.27%) (2.58%) 204.71 ' 0.97
440+0.00 | 0.15+0.01 |4777 £465 | Y =900.62X -
7V 000%) | 11wy | 073%) 27033 | 09968 |99.90£0.06
Flow rate 0.45 500+0.00 | 025+0.00 | 2249+43 | Y =986.87X - 0.9967 100.69 =
(mL/min) : (0.06%) (0.92%) (1.90%) 253.74 : 043
4.49+0.00 | 0.19+0.00 Y = 842.24X -
#
0.50 (0.05%) (146%) n.r. 13839 0.9984 |98.99 +0.12
4.08+0.00 | 0.18+0.00 Y = 808.35X -
#
0.55 (0.10%) (1.77%) n.r. 17783 0.9981 |98.75+0.18

Table 5. Robustness study of ECD calibration standard and QC samples analysis. tColumn
#1 and #2 refer to columns of same type, same manufacturer, but different batch. ¥The pH
value of the original aqueous component. ‘P (%): The purity of QC sample. #n. r.: No record

3.3.8 System suitability

The theoretical plates number (N), column capacity (k’), column selectivity (o) and tailing
factor (t) were 5007 + 129 (2.58%), 2.85 + 0.01 (0.18%), 1.31 + 0.00 (0.00%) and 1.19 + 0.01
(1.07%), respectively. The repeatabilities (% R.S.D.) of tr for triplicate analysis were within
the acceptance criterion range (+ 2%). These results were within acceptable range.

3.4 Forced degradation studies of ECD
ECD was subjected to forced degradation under the conditions of hydrolysis (acid, alkali
and neutral), oxidation and thermal stress as requirements of ICH. No significant
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degradation product under the stress conditions of neutral solvents, acidic hydrolysis and
dry heat was found (Fig. 3(a), 3(b) and 3(e)). On the contrary, the drug was demonstrated
to be liable to degradation under the alkaline hydrolysis and oxidation stress conditions.
The reaction in 0.5 M NaOH and 1.5% H>O; at ambient temperature was so fast that almost
100% of ECD was degraded within 1 hr and even immediately, respectively (Fig. 3(c) and
3(d)).

Several high polarity degradants of alkaline hydrolysis of esters in ECD, i.e. DP#1, DP#1’,
DP#2 and DP#2" were formed. The MS/MS spectra are presented in Fig. 5(c)-5(f) and the
major fragments are summarized in Table 2. DP#1 and DP#1” were shown to be monoacid
monoester degradants of ECD and ECDss, whereas DP#2 and DP#2 were diacid
degradants of ECD and ECDss. These results are consistent with previous study (Verduyckt
et al., 2003). The proposed structures of DP#1, DP#1’, DP#2 and DP#2" are shown in Fig. 1
Under oxidation condition of 1.5% H>O,, our results also demonstrated that: (i) MS/MS
fragments of DP#1, DP#1’, DP#2 and DP#2’ can be detected within duration time less than
0.5 hr, (ii) peak at tg of 0.97 min was a mixture of DP#1, DP#1’, DP#2 and DP#2’ and (iii)
MS/MS intensities of DP#2 and DP#2" were significantly weaker than those of DP#1 and
DP#1'.

Fragmentation ions at m/z 354.50, 322.40 and 304.53 (Table 2) can be detected in the
precursor scan of DP#2 (mwa,; = 268.36) when the duration time was increased to 1.0 hr,
indicating that further oxidation might result in dimer formation.

No protonated molecular ions of DP#1, DP#1’, DP#2 and DP#2" were detected when SnCl,
was added to the ECD aqueous solution, suggesting that concentrations of DP#1, DP#1’,
DP#2 and DP#2’ were negligible in ECD Kit.

Comparing to the degradation rate under oxidation condition, alkaline hydrolysis was
much more complicate, and several degradation intermediates were found before they were
degraded to DP#1, DP#1’, DP#2 and DP#2’ (Fig. 3(c)).

3.5 Degradation studies of ECD Kit

ECD was very stable in deionized water, methanol and DMSO. The purity of ECD was kept
in 95% for 45 hours, whereas ECD Kit was very unstable for quick deceasing to purity of
74.80% within 11 minutes.

ECD was subjected to various components of ECD Kit, such as SnCl,, mannitol and EDTA,
to investigate its degradation behavior. Bi-component mixtures of ECD and mannitol, EDTA
and SnCl; in variant of ratio and duration time were analyzed by HPLC, MS and MS/MS.
Our preliminary results showed that mannitol and EDTA had no significant degradation
effect in ECD and thus did not affect the purity of ECD. In contract to mannitol and EDTA, a
positive correlation between ECD degradation and stannous chloride (SnCl,) was found,
suggesting that ECD degradation is significantly correlative to the ratio of ECD to SnCl; and
duration time. These results demonstrated that SnCl, was the leading cause (key factor) for
ECD degradation in ECD Kit. Therefore we prepared mixtures of ECD (1 mg/mL, 500 pL)
and SnClz (1 mg/mL) in ratio of 12.5 : 1 (the ratio of ECD to SnCl, in ECD Kit), 8:1,4:1,2:
land1:1 (v/v) and diluted to total volume of 1000 uL with deionized water. The mixtures
were kept at ambient temperature in HPLC autosampler and in bench-top for HPLC and MS
analysis, respectively.

Six major DPs of ECD, i.e. DP#3 - DP#7 were numbered in sequence of the coordination
number of ECD with Sn and hydrolysis of ester group in ECD. Their MS/MS spectra are
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shown in Fig. 5(g)-5(1). These results did not quantify the effects on SnCl, on ECD
degradation in detail due to the fact that the liability of SnCl, for oxidation in aqueous from
Sn(II) to Sn(IV) make it difficult to exactly control the concentration of SnCl,.
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Fig. 6. Proposed CAD fragmentation pathways of the protonated molecules of (a) ECDss
(m/z = 323.4), (b) SN(ECD)son» (m/ z = 442.0), (c) (ECD), (m/z = 645.4), (d) Sn(ECD)»-Et
(m/z =738.0), (e) Sn(ECD), (m/z = 766.4) and (f) Sn(ECD)son2-Et (m/ z = 414.0)
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3.5.1 Degradation product, DP#3

Here, we have identified the degradation production with intermolecular disulfide bond as
(ECDy), i.e. DP#3. The structure of DP#3 is shown in Fig. 1. In the HPLC chromatograms,
DP#3 was found in the neutral solvents, acidic hydrolysis, oxidation, thermal degradation
(Fig. 3 and 4(a)) and solutions with low concentration of SnCl; (Fig. 4(b) and (c)).

The typical product ion (MS/MS) scan spectra of protonated molecular ion with m/z 645.4
were identified as DP#3 (Fig. 5(g)). The MS/MS fragments of DP#3 are summarized in
Table 2 and the linearities of MRM transitions were studied. The linear least-square
regression equations and correlation coefficients (r > 0.9990) of MRM transitions showed a
good linearity over the calibration range, indicating the stability of these fragmentations
(data not shown).

Proposed CAD fragmentation pathways of the protonated molecules of DP#3 at m/z =
645.4 is presented in Fig. 6(c).

No significant hydrolysis product of DP#3, i.e. (ECD)»-Et, (ECD),-2Et, (ECD),-3Et or (ECD),-
4Bt was detected in the MS scanning. Because species exchange reaction among ECD, ECDs.
s and (ECD),; was found in the HPLC chromatograms, we suggested that DP#3, (ECD); can
decompose reversibly into ECD or ECDssand degrade further.

3.5.2 Degradation products, DP#4 and DP#5

In the ECD to SnCl, ratio of 12.5:1,8:1and 4 : 1 (v/v), one more nonpolar product (DP#4,
tr = 6.04 min) when compared to ECD and its polar hydrolysis product (DP#5, tr = 1.68 min)
were formed as indicated in Fig. 4(a)-(d). For higher concentration of SnCl, (ratio =2 : 1 and
1 : 1), DP#4 was fast degraded and disappeared. The structures of DP#4 and DP#5 are
shown in Fig. 1. The typical product ion (MS/MS) scan spectra of protonated molecular ions
of DP#4 and DP#5 are shown in Fig. 5(h)-5(j). The MS/MS fragments of DP#4 and DP#5 are
summarized in Table 2. Proposed CAD fragmentation pathways of the protonated molecules
of DP#4 and DP#5 are shown in Fig. 6(e) and 6(d), respectively.

The peaks that appeared in the protonated molecular ions with the m/z range of 732 to 770
was further studied by TOF (Fig. 5(j)), the pattern was mainly due to the contribution of
stable isotopes of tin and sulfur. Simulation spectra of DP#4 (Sn(ECD);) and DP#5
(Sn(ECD)2-Et) are shown in the inset of Fig. 5(j). The isotopic distribution pattern and
isotopic abundances were similar and coincident with the simulation results calculated by
the software of API ‘Isotopic Distribution Calculation” (Analyst, version 1.4.1, MDS Sciex,
Ontario, Canada). This finding is in agreement with our earlier report which showed that
highest intensity peak was mainly contributed from the stable isotope Sn-120 (Yang et al.,
2010). However, in this case, isotopic composition of sulfur and tin were significantly
complicated the MS spectra of Sn(ECD),-Et and Sn(ECD), for determining of a
fragmentation ion’s molecular weight and m/z.

No significant DPs of Sn(ECD),-2Et was found in the MS spectra.

3.5.3 Degradation products, DP#6’ and DP#7’

In the ECD to SnCl2 ratio of 2 : 1 (v/v), only two high polarity products at tr of 0.93 and 1.14
min were left (Fig. 4(e)). It indicated that they might be partial degradation products of
DP#4 and DP#5 when compared to the spectra of lower SnCl, solution (Fig. 4(d)). The
typical product ion spectra and fragments of protonated molecular ions are shown in Fig.
5(k)-5(1) and summarized in Table 2. Three possible structures of Sn(ECD) (DP#6, DP#6” and
DP#6”) and Sn(ECD)-Et (DP#7, DP#7" and DP#7”) are proposed in Fig.1, of which
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Sn#*(ECD)sanz (DP#6') and Sn**(ECD)syno-Et (DP#7') were considered to be the prominent
ones.

The experimental values of protonated molecular ions at m/ze, = 442.11 and 414.30
supported this consideration. Moreover, there might be two possible explanations for this
result.

First, the proposed net reactions of Sn(Il) to Sn(IV) in the existence of dissolved oxygen or
H>0O, are spontaneous in the forward direction. The proposed net reactions are as follows:

1
> O, + 2H* +Sn2* > HyO + Sn4t  Enet = 1.090 volt

or
HyO, + 2H* + Sn2* & 2H,0 + Sn4* Enet = 1.625 volt

Second, both sulfur and nitrogen have lone pair electron can donate to the electrophile,
Sn(lV). Sulfur is more nucleophilic than nitrogen, therefore sulfur can bond to the
electrophile and react with it faster than the nitrogen does. For an irreversible reaction, the
molecules do not have a chance to find the most energetically stable formation, and so they
stay in whatever shape they form first and nucleophiles determine what the products are (A
Crystal Clear Chemistry Concepts Tutorial). Highest amounts of DP#6'was existed in the
ratio of ECD to SnCl, = 2 : 1 (v/v) and duration time of 4-7 hrs. Additionally, DP#7" was
existed only when the ratio of ECD to SnCl, (w/w) was greater than 2:1 and duration time
was longer than 2 hrs. These results indicated that DP#6" and DP#7’ were reversible
thermodynamic products. Proposed CAD fragmentation pathways of the protonated
molecules of DP#6” and DP#7” are shown in Fig. 6(b) and 6(f), respectively.

No significant DPs of Sn(ECD)sxn2-2Et was found.

3.5.4 Degradation product, DP#8

Surprisingly, m/z 872.1, 901.0 and 975.5 can be found in the precursor scan of m/z 441.0,
indicating that ECD trimer might be existed. Although no significant Sn(ECD)(ECD),
(MWavg = 1086.05) can be detected in the MS spectra, it is reasonable to suggest a feasible
structure and formation of DP#8 (trimer), i. e. Sn(ECD)(ECD), shown as in Fig. 7. It seems
that these results are due to labile and further decomposition of Sn(ECD)(ECD)..
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Fig. 7. Proposed formation mechanism of DP#8, Sn(ECD)(ECD),
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3.6 Postulated degradation pathway of ECD and ECD Kit

The degradation pathway of ECD (API) and ECD Kit is shown in Fig. 8. Under alkaline and
oxidation conditions, the drug can form DP#1, DP#1’, DP#2 and DP#2’ through ester
hydrolysis and intra-molecular disulfidation. Under oxidation conditions, inter-molecular
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Fig. 8. Degradation pathway of ECD (API) and ECD Kit (drug product)

disulfidation of ECD also resulted in the formation of DP#3, i.e. (ECD),. For ECD Kit, the
existence of SnCl, inhibited the formation of DP#1, DP#1’, DP#2 and DP#2’. In the
meantime, oxidation of Sn(Il) to Sn(IV) promoted the Sn(IV)-ECD complexation with
coordination number of 1 and 2 to DP#6" and DP#4, respectively. DP#6" and DP#4 was
further hydrolyzed to monoacid monoester derivatives, i.e. DP#7" and DP#5. Moreover, the
detection of Sn-trimer demonstrated the existence of DP#8, i.e. Sn(ECD)(ECD)s.

4, Conclusion

The present study was designed to determine the factors affecting on the stability of ECD
and ECD Kit and was given an account and the reasons for the use of Tc-99m-ECD which
are suggested in practice guideline of ACR and EANM. The most interesting results
emerging from the data are the degradation mechanisms and profiles of ECD. These
findings enhance our understanding of ECD Kit about its stability, degradation pathways
and structures of DPs. ECD is one of the diaminodithiol (DADT) derivatives to form stable
complexes with radiorhenium or radiotechnetium. Therefore, the present study makes
important implications for developing formulation of radiorhenium or radiotechnetium
labeling pharmaceuticals. Further study for designing a more stable ECD Kit, such as a new
reducing agent, reduction methodology or procedure is strongly recommended.
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1. Introduction

In contemporary radiology, the carrier of the diagnostic information is the image, obtained
as a result of an X-ray beam transmitted through the patient’s body, with modulation of
intensity of X-ry beam and processing of data collected by the image detectors. Depending
on the diagnostic method used for image acquisition, signals can be detected with analog
(x-ray film) or digital systems (CR, DR and DDR). The imaging systems based on digital
presentation of diagnostic image have a dominating advantage in contemporary
roentgenodiagnostics. Each of these methods of image acquisition due to its own technological
solutions, determines a different quality of imaging (diagnostic data). Owing to that fact,
quality control procedures, their scope (range), studied (evaluated) parameters as well as
the evaluation of detection efficiency in these diagnostic systems are so much different.

2. Systems of imaging in roentgenodiagnostics

Imaging in roentgenodiagnostics in based on three technological solutions of diagnostic data

acquisition:

e Analog systems: cassette with an intensifying screen, x-ray film, viewing box;

¢ (R systems (Computed Radiography) - cassettes with phosphor imaging plates, CD
reader, control station with monitors for description of diagnosed images;

e  Direct and indirect digital systems (DR and DDR):

- imaging panel coated with a layer of scintillation material (e.g. cesium iodide-Csl-
famous for being used in image intensifiers), with photodiodes (Si) and an active
matrix TFT (Thin Film Transistor- which is an electronically controlled switch) -
indirect digital detector,

- camera CCD - optical system coated with scintillation layer placed in front of CCD
camera (charge-coupled devices) - indirect digital detector

- imaging panel with a photoconductors - a layer of amorphous selenium (Se) with
an active matrix TFT - indirect digital detector.
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Each of above mentioned systems and technological solution is characterized by properties
influencing image parameters, both improving their quality, as well as causing the loss or
deterioration of the diagnostic information.

A. Analog systems

Analog image detector of an x-ray unit consists of three components: x-ray film, intensifying
screen and light-proof housing (cassette). An ancillary part of imaging system is a
developing device along with reagents for photochemical processing of x-ray films
(developer, fixing agent, water).

<« protective layer (gelatine)

e glue

< polymer layer

|
<——— emulsion (silver halide)

(according to: http:/ /astrophysics.fic.uni.lodz.pl/ medtech/)

Fig. 1. Scheme of cross-section through x-ray film

X-ray film is made of a thin, transparent, flexible polyester film (base material of x-ray) and
a thin layer of photographic emulsion (Fig.1). The emulsion is coated with protective
polymer layers and with a dulling agent. The photosensitive elements are silver halide
microcrystals. If quanta of x-rays or visible light radiation energy emitted by the intensifying
screens transfer their energy, as soon as they reach the silver halide crystals. If the energy is
sufficient then crystal electron can be transferred from valence band to the conduction band,
where it can move freely throughout the crystal. The electron moved until it reaches the
place of crystal structure distortion, where it is “trapped”. The presence of the “trapped”
electron with a negative electric charge causes the attraction of positively charged silver ions
which further leads to origin of a metallic silver atom in that particular place. This place
becomes a part of a latent image. As a result of described process, latent image sites may
occur on the crystal, large enough (a few up to several metalic silver atoms), large enough
for the developer to initiate the process of reduction of the whole crystal to metalic silver.
The amount of the developed metallic silver determines the level of optical density, creating
a real image on the film. ,Revealing” of the image on x-ray film proceeds in the course of
photochemical processing.

In order to increase the probability of x -ray photos detection the intensifying screens are
applied (Fig. 2). The intensifying screens are polymer, on one side coated with scintillation
powders (containing phosphor) which contain elements with high atomic number (e.g.
calcium tungstate CaWO4, gadolinium oxide sulphide Gd202S). In radiographic cassette we
may usually find two screens, (an exception make mammographic cassettes with a single
intensifying screen), whereas the scintillation layer is directed to inner side of the cassette,
where the x-ray film is placed. Applying scintillation materials enables the reduction of
radiation doses from 20 to 100 times, depending on type and screen sensitivity.
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The light, generated due to influencing of X radiation with a phosphor layer, is emitted in all
directions. Approximately 50% of this radiation does not reach x-ray film owing to its
absorption in intensifying screens. That is why in construction of intensifying screens two
solutions have been asummed (accepted)- the reflecting layer or absorbing transmitted light
in the structure of intensifying screen. The reflecting layer has a function of directing the
light radiation to x-ray film. It increases the sensitivity of the configuration: x-ray
film/intensifying screen, which results in reducing the radiation dose delivered to the
patient’s body. The drawback of this solution is deterioration of clarity of obtained images.
In case of applying absorbing layer the sensitivity of the configuration x-ray
film/intensifying screen decreases but the clarity of the image improves.

The polymer layer (base) of intensifying screen is responsible for mechanical parameters
(qualities) of the screen and other layers are applied on it. Scintillation material layer is
made of phosphor crystals and bonding material. Equal density of phosphor crystals is a
fundamental parameter determining homogeneity for the screen which should ensure the
equal exposure of z-ray film. Each of phosphor crystal is bounded with setting (bonding
material) and the rate of volume of phosphor crystals to total volume of the layer is
determined as coating weight. The layer with a higher value of this factor means higher
content of phosphor crystals per volume unit. This allows for applying thinner scintillation
layer, therefore obtaining images with higher clarity than in case of set x-ray
film/intensifying screen with the same sensitivity but lower value of coating weight factor.
The other factor determining the quality of the screen is specific gravity of phosphor -
theoretically higher value of specific gravity should provide thinner thickness of phosphoric
layer. The thicker phosphor layer improves the sensitivity of the set screen/ film resulting
from increased x radiation absorption, however, on the other hand the increased thickness
of the layer leads to deterioration of image clarity, mainly due to light diffusion in this layer.
Of no importance is also the phenomenon of light scattering in phosphor layer. And truly
saying, from the technological point of view and qualities of the imaging set, more
significant as determining the thickness of the screen is the relation between phosphor and a
setting (bonding) material. In case of universal screens this relations approximately means
nine phosphor units per one unit of bonding material.

absorbing phosphor protective
base layer base layer layer

V

(according to: http:/ /astrophysics.fic.uni.lodz.pl/medtech/)

Fig. 2. Detailed structure of the screen
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Polymer protective layer, protects the scintillation layer against mechanical damages (e.g.
during cleaning the screen) and at the same time prevents from collecting air between the
phosphor layer and x-ray film. In order to provide equal clamp of the x-ray film to the
intensifying screens, the magnetic plate in construction of cassettes is also applied (made on
base of rubber, placed at the bottom side of the cassette) and a steel film. (on the lamp side).
The materials used for construction of intensifying screens increase their efficiency due to
higher value of absorption coefficient (Fig. 3).

b Wspolczynnik absorpa
wartosc wzgledne

. linia k gadalinu
b — Gd,03
Gd,0.5
A R Cawo,
linia K wolframu

50 kel 75 ke JRY

(source: http:/ /astrophysics.fic.uni.lodz.pl/ medtech/)
Fig. 3. Absorption coefficient of the screens made on base of CaWO4 and Gd2025

The conversion efficiency determines the applying of intensifying screens in radiography in
particular kinds of research (examination). The efficiency of converting x radiation into light
emission is determined as conversion efficiency coefficient. It is a measurement of light
emission efficiency by phosphor layer in result of x radiation influence and efficiency of
x-ray film exposure. The conversion efficiency of calcium tungstate (CaWO4) is about 5 %,
while applying a pair of screens may account for, for system with low sensitivity up to 20 %,
and with high sensitivity up to 40 %. The screens are made on base of rare earth metals
characterize with sensitivity up to 60 %.

Summarizing, the factors determining the sensitivity of the set x-ray film/ intensifying
screen belong among others, type of phosphor (conversion efficiency), the thickness of its
layer, value of weight coating coefficient, presence of reflecting/absorption layer, the
presence of factor absorbing (crystals) (Fig. 4).

Use of x-ray films with both side emulsion allows to increase the sensitivity of imaging
systems. However, when the light emission is not completely absorbed in one layer of
emulsion then the image is produced in its second (other) layer, which may cause
deterioration of the image (Fig. 5, Fig. 7).

X-ray film has a certain performance characteristics, the parameters of which should be
taken into account when setting the exposure conditions and the proper degree of film
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(according to: http:/ /astrophysics.fic.uni.lodz.pl/medtech/)
Fig. 4. Influence of thickness of phosphor layer on the lighted emulsion area
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Fig. 5. Influence of phosphor layer thickness on the sharpness of image in the case of both
side emulsion film



138 Wide Spectra of Quality Control

utilization. Sensitometric properties of light -sensitive materials are determined by the
characteristic curve (Fig. 6), which is the graph of function of the optical density over the
logarithm of exposure. The exposure (E or H) is the product of illuminance (I) and exposure
time (t), and the optical density is the logarithm of the quotient of incident light intensity to
intensity transmitted through the exposed x-ray film. Photosensitive material does not react
in areas of low exposure, and obtained optical density results from optical density of a base
material coated with photosensitive layers (Dp) and from optical density of fog (Do), which
added all together, constitutes the minimum optical density (Dmin). With a certain value of
exposure, the value of optical density start increasing slowly and converts into the linear
dependency with a specific angle of inclination.
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Fig. 6. X-ray film optical density curve (response curve)

Then along with increasing of exposure, the increase of density is reduced and characteristic
curve reaches parallel line, parallel to the axis of exposure logarithm, at the constant
density- the maximum density (Dmax), when the level of reached exposure results in the
development of all crystals contained in the layer.

The basic sensitometric values determined by characteristic curve are the sensitivity
coefficient as well as contrast coefficient.

Sensitivity coefficient

The sensitivity of photographic material is defined as the smallest amount of light required
to produce a certain optical density. Its measure is the value of exposure logarithm essential
to obtain optical density, which is defined as Dkr = Dmin + 1,0 and for this value the
relevant to it, the value of exposure logarithm is read.
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Contrast coefficient

The contrast is defined as the measure of differences in optical density in the image and it be
calculated from the inclination of rectilinear part of characteristic curve. It is defined as slope
in the point (e.g. contrast coefficient a, as trigometric function of inclination angle of tangent
in the point of inflection of characteristic curve in closeness of the middle of rectilinear part)
or as the average gradient which is determined as trigometric function of inclination angle
of the part joining 2 critical points of optical density D1 = Dmin + 0,25 and D2 = Dmin + 2,00
(Fig. 6).
The basic values allowing for determining imaging parameters are optical density, contrast
and resolution, where:
1. Optical density is the opacity in image and is defined as the value of common logarithm
from converse of transmission coefficient. This coefficient can be recorded as the ratio of
light intensity transmitted through certain point to light intensity reaching this point.

I ..
D= log(lj = log[ﬂ]
T Iprzep.

2. Contrast is a measure of difference in optical density of particular image areas, relevant
to differences in density an thickness of tissues visible in the image. The image contrast
depends on: energy of radiation, structure of studies tissue or organ, sensitivity of the
film and the type of intensifying screen as well as the dose of scattering radiation and
optical density fog.

3. Image resolution is determined by the number of pairs of lines per 1 millimetre
(no/mm), which may be imaged and possible to recognize as separated structure.
Resolution determines the smallest object possible to imaging, at the same time
determines the smallest, possible to be recognized, distance between two objects.
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(according to: Andrew P. Smith, Fundamental Digital Mammography, Physics, Technology and
Practical Considerations)

Fig. 7. Intensifying screen performance - the influence of sensitivity and scattering of
imaging system
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x-ray film is the detector with limited capacity of data collection, for which significantly
important is the proper optimization of process of image development, starting with proper
device setting (exposure management) through the process of photographic proceeding
(system sensitivity, artefacts in image, level of noises), illumination conditions of dark room
to proper choice of parameters of the whole imaging system (intensifying screens in range of
length of emitted light, relevant to parameters of applied x-ray films). Properly setting of
elements of diagnostic data development reflects creating the most beneficial conditions for
proper image quality (optimization).

In analog systems quality and diagnostic evaluation takes place in descriptive rooms with
use of viewing box which should absolutely meet parameters values determining
respectively the illumination conditions (no more than 50 lx) as well as lumination of
emitted light (cd/m2).

B. Systems CR

An imaging detector in digitized computed radiography (CR) is phosphor imaging plate.
An essential detection component of its structure is a layer of luminophore (PSP-
photostimulable phosphor imaging system) (Fig. 8).

protective layer
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(source: http:/ /www. fujifilm.pl/page,168.html)
Fig. 8. Construction of CR imaging plate

The imaging plate is placed in the cassette similar to one used for analog radiography.
Geometry and imaging technique are similar as well.

In the system basing on phosphorous imaging plates, x-ray radiation quanta are absorbed
by a phosphor layer of the imaging plate (IP). Deposited energy of x-ray radiation in the
material of the imaging plates is stored in a portion of energy, located in metastable regions
called F-centres. During x-ray beam exposure, the latent image is formed in phosphor layer
by accumulation of energy in these centres. Reading of imaging information from CR plates
bases on the phenomenon of transmitting energy to the electrons located in metastable
states (F centres) and on moving them to energetic levels, causing introduction atoms of
phosphor plate material in the rough state. It results from returning of the atoms to the
ground state and generate photons emission from the spectrum the visible light range,
which is recorded by a photomultiplier. The photomultiplier converts the light image into
analog electric signal, which on the output is converted into a digital signal by an analog-
digital converter. Then the signal values are intensified and with a use of mathematical
algorithms are processed in segmentation, rescaling and filtering procedures.
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Scanning of the image and converting into diagnostic form is performed with reader
scanning imaging plates and the control computer at description unit. In case of point-scan
readout in scanner (Fig.9), the imaging plate is moved in one direction while the
concentrated laser beam (diameter of the beam 50um-100um) moves perpendicularly to that
direction, from one side of the imaging plate to the opposite one.
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Fig. 9. The process of image scanning from imaging plate - point scan system

The entire surface of the plate is scanned by the laser beam and the light generated in the
process of photostimulation and emitted by each point of the imaging plate, is collected by
the optical fibre. The time of scanning plates depends on the size of the detector and the
scanning capacity (speed) of the reader (the average time of scanning is about 60-70s). In
recent technology readers, the linear laser beam is used, which increases the speed of
scanning data (average scanning time is about 5-10s). In such scanners, reading imaging
plate is still and the source of linear laser beam moves above its surface (Fig. 10).

Reading of imaging information from CR plates bases on the phenomenon of transmitting
energy to the electrons located in metastable states (F centres) and on moving them to
energetic levels, causing introduction atoms of phosphor plate material in the rough state. It
result of returning of the atoms to the ground state, it leads to generating photons emission
from the spectrum the visible light range, which is recorded by a photomultiplier. The
amount of the recorded light from photostimulation stays in adequate proportion to the
number of F-centres and thus also to the amount of x-ray radiation absorber in that point.
Photomultiplier converts the light image into analog signal, which, on the output is
converted into a digital signal by an analog-digital converter. Before digitization, the PMT
signal is intensified, usually in non-linear manner. As the next step, ,raw” signal values are
processed in segmentation, rescaling and filtering procedures, using.
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In order to optimize the effectiveness of imaging plate utilization within range of exposure,
the digitized systems provide the pre-reading procedure, which allows for testing the
sensitivity of the signal reading. Initially, a weak beam laser is used for reading a ,raw”
image data, appropriate reading, sensitivity and exposure conditions are determined basing
on analyses of the data obtained, afterwards the proper reading proceeding takes place. The
method enables normalization of the luminescence, in which the x-ray mage appears, in
order to allow the conversion of digital signals, irrespectively of the object being tested and
the x-ray radiation dose.
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Fig. 10. The process of image scanning from imaging plate - line scan system

After scanning (reading) of imaging plate is completed, the imaging plate is exposed to a
visible light emitted, with a high insensitivity beam, by the erasing lamp that ,deletes” the
x-ray image and makes the imaging plate ready for reuse.

In digital radiography in CR systems, the disadvantageous for image acquisition, phenomenon
of fading is present i.e. fading of recorded signal, thus the time between exposure of
imaging plate and its reading with the reader (scanner) is significant. Typical image recorder
loses approximately 25% z of deposited signal in the period of time from 10 minutes to 8
hours after exposure.

C. Digital system: DR and DDR
Imaging system CCD

Detectors in CCD technology are the devices used for image recording, their performance in
based on recording the lights emitted from luminophor. Matrix CCD (Charge Coupled
Device - the device with coupling load) is made of series of electrodes (light-sensitive
components) based on semiconductors base and constituting matrix of capacitors (Fig. 6).
the number of components determines the resolution of obtained digital images.

The voltage is delivered separately (solely) to each of the electrodes, which enables
generating the image detector with particular positioning system. When the surface of CCD
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matrix is illuminated with light emitted from luminophor, the carriers are revealed. These
carriers are moved in regular electric impulses and are ,recalculate” by the circuit which
Jtraps” carriers from each light-sensitive element. Then transfers them to condensers,
measures, intensifies the voltage and erases condensers again. The number of carriers
gathered in this manner, within specific time depends on light intensification which is
adequate to the amount of ionizing radiation reacting with luminophor layer. In the result,
information on value of the voltage of light reaches each of light-sensitive components.

Phosphor screen Phosphor screen
Wasted light
Fibre
optic
taper
Lens
CCD CCD

(source: IPEM, report no 32 part 7)
Fig. 11. Image detector based on CCD technology

Each element of CCD (connector MIS) has layered structure (Fig. 12). component layers are
M - Metal, I - Insulator, S - Semiconductor. Electrode (M) constitutes upper layer of the MIS
connector and is made of non-transparent metal with doped silicon (Me+Si). The electrode
covers part of surface of the photo element reducing efficient apparatus, which determines
the percentage of participation of photo element active surface in relation to its total surface.

electrode (Me-Si)

photon
isolator (SiO2)
. T collective region
photoelectron semiconductors Si

(source: http:/ / www .fotospokojna.com/linki/ www_cyfra/matryce.pdf)

Fig. 12. Scheme of single element CCD construction
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The function of positive electrode is maintaining of generated during exposure electrons in
the region of the photo element (Fig. 12 - collective region). It prevents from arising of
phenomenon of blooming, which is blurring of the voltage on the adjoining elements. The
effect regards saturation state of detector cell which overload causes effluent of collected
voltage to the adjoining cells. Below the positive electrode, there is semitransparent layer of
isolator (I) made of silicon dioxide. (SiO2). The function of isolator is to prevent from
uncontrollable effluent of the voltage to the electrode. The light- sensitive element of MIS
connector is bottom layer of silicon semiconductor (Si). The number of current carrier, released
due to reacting of the light with semiconductor layer, is directly proportional to the amount
(voltage and time of duration) of falling light. Reading of collected in photo elements of the
matrix charges has a sequential character. Along each of matrix columns, the canal CCD is
placed, in which charges move in direction to reading recorders. The electrons from the first
row of sensors are transmitted to reading recorders and then signal intensifier and analog-
digital convertor, where the current signal is digitalized and saved on memory carrier.

Systems DR and DDR (image panels)

In case of radiography with digital image detectors, the most common solution iare panels
made of amorphous silicon or selenium (indirect digital systems) and panels based on a
matrix made of electrodes separated by a layer of insulator and the active components, such
as thin-film transistors. (Fig. 13, Fig. 14).
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Fig. 13. Structure of thin-film transistor
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Fig. 14. Detector of the direct digital system: (a) microphotograph, (b) structure of the single
pixel of the TFT matrix (c) schematic diagram of the structure of two pixels

The base for indirect digital systems with imaging panels are the detectors which consist of
photoconductors, such as amorphous silicon or selenium. Layer of silicon detector contains
a matrix of receptors, each equipped with its own control components (transistor or
diode)and corresponding to one pixel of the image. Regulating (control) systems are
responsible for the process of data reading: line after line, electrical signals are intensified
and converted into a digital form. Silicon itself is not sufficiently sensitive to energy of
x-rays radiation used in diagnostic imaging. Therefore, silicon layer is covered with a layer
of scintillation material such as cesium iodide (Csl), which is characterized by a needle-like
structure of a crystal, causing less side scattering of light and higher resolution of the
imaging system. The thickness of the CSI crystal with its needle-like structure can be
adjusted to the desired sensitivity of the system (ensuring proper level of absorbance of
x-ray radiation) with the maintenance of high spatial resolution at the same time.
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Photodiodes (Si:H), located under a layer of scintillation material, convert the optical signal
into an electrical signal (charge), which is accumulated in a capacitive element of a pixel.

In the direct digital imaging system, the detector is made of photoconductors characterized
with a high atomic number (e.g., Se or Pbly), which cover an active area of the matrix. That
kind of the structure forms a layer of photoconductor which directly converts x-ray
radiation into charge carriers, drifting to collecting electrodes. The main advantage of direct
digital systems, comparing to CR systems and indirect DR systems, in terms of image
quality, is the lack of effects from the light photons scattering at the detector material.
Electric charge, generated as the effect of x-rays radiation, is collected by a single electrode,
which makes the side-scatter (diffusion) effect not significant for the process of image
creation. Additionally, detector absorption efficiency can be maximized by an appropriate
selection of the material of photoconductors, calibration, and a proper thickness of the layer
of capacitive elements. An active matrix consists of M x N number of pixels. Each pixel has
three basic elements: the TFT switch, pixel electrode and capacitor. Active matrix is
determined by the pixel width, width of pixel collection and the distance between pixels
(pitch) (d) (Fig. 14).

TFT elements function as switches, for each pixel individually, and control the charge. Each
line of pixels is simultaneously electronically activated during the reading process.
Normally, all TFT elements are deactivated, allowing the accumulation of the charges on
pixels electrodes. Data can be obtained by external electronics and controlling of the TFT
status by software. Each TFT contains three electrical components: Gate controlling “on” or
“off” TFT status, Drain (D) connecting the pixel electrode and the pixel capacitor and Source
(S) connected to a collective data transmission line. When the gate line is activated, all the
elements of TFT in a particular row are ‘on” and the charge collected on the electrodes is
read from the data line. Parallel data are multiplexed into serial data, discretized and
transferred to a computer to create the image (Fig. 15).
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Fig. 15. The structure of the matrix of sensors of displays and the way of controlling the
reading structure of the matrix of sensors
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The undoubtful advantage of the image acquisition in the digital form is the possibility of
post processing of this image.

3. Image processing
Initial image processing (pre-processing)

Raw image generated by the digital system is the image that does not have any diagnostic

value. It is caused due to wide range of dynamic as well as presence of inhomogeneity of

particular detective components of the image recorder. That is why, initial processing of
the raw material in connected with compensation of artefacts coming from image
detector.

In digital systems (DR) detectors are not homogenous regarding performance of the

particular components, due to differences in intensification of recorded image (offset), the

presence of defected pixels. Inhomogeneity of the detector constitutes the source of the noise
in the image and is some cases geometrical uniformity.

Inhomogeneity in the image may be eliminated by applying proper correction processes:

- offset - ,dark current” - generated by electronical components as the additional charge
which without applying map of offset correction would add to the value of the charge,
formed as the result of reacting of x -ray radiation with the detector. Correction of
offset map is produced by signal recording for the image created without participation
(involvement) of x-ray radiation. (black/ dark image).

- intensification - the differences in intensification for particular components of the
detector result from the differences in thickness of phosphorous components, sensitivity
of these elements and the difference of the intensifiers. This effect should not be
reflecting the diagnostic image, therefore the gain map of intensification is applied. The
map of intensification corrections is obtained as the result of averaging of a few flat
images achieved in the result of detector exposure to homogenous beam of x-ray
radiation. In order to obtain homogenous signal from the surface of the whole detector,
recorded values of the signals for its particular components are divided into values
present on gain map of intensification.

- bad pixels - digital detector of the image may have damaged or faulty (broken) detector
components, both as a single as well as the whole lines of these components. The effect
of presence of irregularly working components requires correction and the gain map is
produced (,bad pixel map”). Then the dead regions of imaging may be deleted from
the diagnostic image and compensated by the assigning the pixel value as the average
or median of signal from adjoining pixels.

- geometrical uniformity - for the majority of digital systems, imaging systems are not
spatial uniformity in diagnostic images. However, in case of detectors based on CCD
technology, using during forming image, one or more lenses, the clinical image will
be distorted. During calibration of the device, the value of distortion caused by the
lenses, should be measured and should be implemented fixed correlation for each
image.

Diagnostic image processing (post-processing)

The process of initial image processing is used for correction of detectors characteristics.
Further image processing is applied for generating the image for presentation and with
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parameters allowing for conducting its clinical evaluation. It is connected with identification

of collimation as well as with process of processing special frequency and grey scale. The

process of processing in range of frequency (e.g., accumulation of noises, edges enforcement
and attaching the imaging net) is a common tool used for improving quality of the image.

During the process of processing of the diagnostic image also the transformation of pixel

values to new digital values is also performed- LUT (,a look-up table”). LUT is mainly

applied in two cases:

- digital detector usually has much wider dynamic range than the range obtained
intensifications in clinical image, therefore LUT is used for extraction of the range of
detector work to clinical signal and its adjustment to displayed grey scale,

- LUT is used for reinforcing the contrast of pixel values applied in clinical conditions. In
clinical application non-linear LUT function may be more useful- the most common is
correlation curve in shape of letter S (similar to response curve for imaging with
radiographic film - OD characteristic curve).

LUT also rescales the pixels vales to the values close to the referencing values, which may

sometimes cause data loss between obtained dose by the detector and the vales of grey

scale (therefore, the evaluation of this relations is conducted on the image after pre-
processing).

4. Factors determining image quality
Detection efficiency (DQE)

Quantitative detection efficiency (DQE) i the parameter describing image receptor
regarding its radiation detection efficiency, spatial resolution and the noise. DQE
describes relative efficiency of maintaining of SNR level (the ratio of the signal scale to the
noise), possibly obtained in imaging process and is defined as SNR2,,/SNR2y,, where
SNR?;, is SNR of exposure reaction on the receptor and quantitative equal to the input
stream. In this manner, DQE may be expressed as efficiency of transferring SNR through
the system and its efficiency reflects the detection quality and image acquisition. For
imaging system SF (screen film), CR (phosphor imaging plates) and DR (digital systems),
quantum efficiency is determined by the thickness, density and structure (content) of
absorber (image detector).

Signal transfer property (STP - signal transfer property)

Signal transfer property (STP), which determines the relations between initial parameters of
the detector(usually optical density or pixel value), which is non-changeable parameter) and
an air kerma, measured at the entrance of this detector, is a parameter allowing for objective
evaluation of image quality. Imaging system must retain linear response or at least possibly
linear in order to form proper results for quantitive analysis of the measurements, or it
regards simple measurement such as homogeneity or more complex as MTF measurements.
In the system is not linear (e.g. logarithmic, quadratic) the relevant inversion of STP function
should be applied, corresponding the type of relation of detectors response to obtained
radiation dose.

Dose indicator (DDI - Detector dose indicator)

DDI is the parameter characterizing digital form of imaging. The essential benefit of the
digital imaging is separation of acquisition from the image presentation. Most of the digital
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detectors have a wide dynamic range and wide exposure range, which ensure good image
quality. However, different exposures values may change in ambiguous way the sensitivity
of the system or cause the increase of the number of situations, in which the dose received
by the patient is not an optimal one. DI indicator is the parameter allowing for determining
the changes in sensitivity of imaging system as well as calibration and system testing AEC
(Automatic Exposure Control). Usually, there i s no linear relationship due to the dose and
for needs of quantitative evaluation requires its transmission to the linear function. DDI is
also the parameter depending on the radiation energy.

Dynamic range

In order to obtain the proper imaging quality in digital radiography, the image detector
must have good contrast resolution in wide range of exposure intensity to X radiation.
Dynamic range of the imaging system is the ratio of the largest and the smallest input
intensities, which can be visualized. The smallest useful value of intensity is limited by the
noise level of the system, while the highest value of intensity depends on detector saturation
level.

Spatial sampling

All digital detectors sample the permanently fluctuating stream of X-rays at the input, at
discrete locations, separated by gaps (pitch). In CR systems, the spacing between samples is
the distance between adjacent positions of the laser beam during reading process from the
imaging plate. In DR systems, pitch is the distance between centers of the spaces separating
each of detecting elements. The spatial frequency in sampling, determines the digital
system’s ability to display high-frequency fluctuations in X-ray stream. If the influence of
radiation stream with the receptor contains data of higher frequency than Nyquista
frequency and the modulation transfer function (MTF) before sampling is not evanescent for
these frequencies, then for low frequency, false noise may appear in the image.

MTF -Modulation Transfer Function

Modulation Transfer Function (MTF) is the response of the imaging system expressed
depending on spatial frequency- i.e. it is the relationship of contrast and spatial frequency to
the contrast for low frequencies (it means where the signal is not clear). Spatial frequency is
expressed in cycles per pixel or pair of lines per millimeter. High spatial frequencies
correspond to recognition of great number of details. MTF is determined with the pixel
value as well as the distance between the centers of adjoining pixels (, pixel pitch”)

MTE(u) - sinc(2nAxu)

where:

Ax - pixel pitch,

u - spatial frequency.

MTF allows to compare in an objective way the qualities of different imaging systems. In
order to perform the comparison, definition of signal transmission from communication
theory is quoted (Fig. 16). if on the input, the proper signal is provided, in case of imaging
the pattern object then on the output its image will be obtained. Comparing of the image, in
the proper manner, with object allows to determine the imaging system characteristics.
Therefore the object should be chosen in the way that the information about the system was
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as complete as possible. These object include among others: point image, linear image and
edge image. (these are analogical terms to Dirac's delta function - unit impulse signal used
in signal theory).In response to the object, the image is formed which is determined as point
spread function PSF. analogically, in case of the object in the line form, the image is
determined as the Line spread Function LSF (Line Spread Function). There is the
relationship between PSF and LSF as well as imaging system characteristics and function
MTF (Modulation Transfer Function). This function is defined on base of knowledge of
input and output signal in area of spatial frequencies.

input . output
Imaging
—_— —
system

input —— transmittance —— output
(source: http:/ /astrophysics.fic.uni.lodz.pl/medtech/)
Fig. 16. Method of characteristic of imaging system

Spatial resolution

Spatial resolution is the ability of imaging system to visualize two adjacent structures as
separate image elements, or a clear edge marking in the image (sharpness). This parameter
describes the capacity of the system to imaging small objects. However, this parameter does
not define how various frequencies are transmitted through detector system but this
evaluation is proceeded with MTF measurement. In order to obtain the initial shape of MTF
function for the system, the quadratic wavefunction transfer of contrast -SWCTE(f) may be
applied. In this method, the resolution test object is used as a measurement object (Ip/mm),
and SWCTE(f) calculates according to the formula :

SWCTE(f) = %
D S

where: f - spatial frequency, Mo(f) - standard deviation of a region covering several line
pairs, Mg - is the signal level of a region within a bar, and M is the signal level of a region in
the spacing between bar (Fig. 17).

Losses in the spatial resolution occur due to blurring caused by geometric factors (e.g., size
of a focus, scattering of light in the receptor), the effective area of the detector determined by
the size of aperture, patient’s movements in relation to the source of X-radiation, image
detector, the thickness of the detector elements, screen, CSI crystal thickness and density of
data reading.

In order to evaluate this parameter the resolution phantom is used (Fig. 17) not only the size
of the detector influences the resolution in case of digital system but also the algorithm of
processing of high contrast. Resolution for CR systems is also determined by the size of
section of laser beam, as well as, hesitation and focusing the laser.
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(source: IPEM report no 32 part 7)
Fig. 17. High contrast and spatial resolution test object

High contrast spatial resolution

High contrast resolution is determined in CR systems mainly by pixel distribution and value
of sampling of photomultipliers in the reader (the direction of the scanning). Standard
frequency of sampling in case of classic radiography is 5 - 12 pixels/mm, giving in the result
the distribution of pixels in range of 200-80 um and leading to obtaining theoretical
resolution limit 2.5-6 lines/mm. in case of mammographic systems the value of pixels
system is 40 um. Resolution limit should be close to the Nyquist frequency. For smaller
values of pixels distribution, the frequency is often below Nyquist frequency which implies
that there are also other factors determining this parameter, e.g.. screen parameters and
diagnostic workstation, processing process, section of laser beam, light scattering in
phosphor layer etc.. Finally obtained in measurement, value of resolution, should be
compared with Nyquist frequency limit, defined for 45 degrees by expression V2/2*Ap,
where Ap is pixels distribution.

Noise

Noise can be defined as fluctuations in the image, which do not correspond to differences in
X-radiation absorption by objects. A measure of noise may be determined by estimating the
noise power spectrum (NPS), which describes the correlation of spatial frequency and noise.
The noise in the image is dominated by quantum (shot) noise resulting from quantum
fluctuations in the X-ray and data digitization (in case of digital systems). However, all
image receptors contain internal sources of noise, such as noise coming from the film grain
and electronic noise in the CR and DR systems.
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Internal noise of the detector, which has agreed correlation depending on the place on the
receptor, is caused spatial difference in thickness of the intensifying screen in systems in SF,
the efficiency of light detection depending on position in cd readers and the differences in
intensification preintesifier in DR systems.

Deterioration of the image in radiography is also conditioned by the scattering of radiation,
which is another source of noise and contributes to decreasing of image contrast. The
solution to this problem is the use of anti-scatter grids placed in front of the image detector.
Utilization of the grip is particularly important in CR systems due to increase of sensitivity
to scattered radiation of barium halide (edge K approximately is 35 keV), in ratio to system
screens SF and contained in them gadolinium oxide sulphide (edge K approximately is 50
keV). However, in case of scanning systems (scanning with gap field), DR detectors have the
capacity of , deleting” from registration scattered radiation and therefore they do not require
the use of anti-scatter grid.

In most of detectors, the noise of the image is coherent with Poisson distribution (coefficient
b should be 1.0 for Poisson noise in the image):

v =o* Kb,

where: K=DAK (detector air kerma); v - variation, o i b - stable.

One of the essential parameters allowing to determine noise component in the image is
defining signal to noise ratio (SNR - signal to noise ratio).

Dark noise (noise characterizing only digital systems, because is connected with electronical
elements) may have a significant participation in image for regions with low level of useful
signal,in particular, that similar to usage signal in registration process is intensified. Image
correction for this parameter threshold contrast happens while adjusting look-up table.

One of advantages of digital imaging is the possibility of digital elimination of internal
noises of image detector in post-processing stage, (obtaining the image with diagnostic
values).

Contrast resolution

Contrast resolution refers to the value of the signal difference between the examined
structure and the surrounding. It is the result of differences in X-ray absorption in the
examined tissues. It is expressed as a relative difference in brightness between the relevant
areas in the digital image shown on the monitor. Radiographic contrast is determined by the
contrast of the object and receptor sensitivity. It is strongly depending on spectrum of x-ray
radiation energy and presence of scattered radiation. However, in digital imaging, contrast
in the image can be changed by setting the visualization parameters, independent of the
acquisition conditions.

Evaluation of the system in range of its capacity of imaging regions with small values of the
signal (small contrast) may be conducted on base of phantom image containing testing
components with different thicknesses and diameters. During tests the visuality of these
parameters in the image is determined and the diagram of detection coefficient id fixed.
High value of coefficients of threshold contrast (Hr(A) =1/ (Ci * VA), where: Cr -threshold
contrast; A - region of visible element) is the measurement of high visuality of low contrast
elements, depends on dose therefore imaging of testing object should be conducted for
exposure values from the range of clinically applied doses.
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Artefacts

Artefacts are all kinds of disorders appearing in diagnostic region. In case of SF systems
they may be such as all sorts of no homogeneities resulting from developing process or lack
of homogeneity of the film or intensifying screens, additional components in the image
resulting from pollution of the cassettes or defects of intensifying screen. In case of digital
systems apart from, origin of the artefacts in the image results from mainly from defective
work of detector (in case of CR systems additionally the reader), defective processing of the
signal or functioning of reconstruction algorithm.

For the imaging systems with imaging plate, the typical artefacts are ,Moire patterns” ones
- coming from anti-scatter grid; ghost image - resulting from unsuccessful delete of
previous image, uniformity of the image; artefacts resulting from faulty cd CR. In case of DR
systems, irregularity in the image may appear due to presence of faulty lines/pixels
(generally they are eliminated in diagnostic image) in the process of pre- processing). They
may also result from ,checker board” effect - digital detectors are made of isolate panels,
from which image date is connected in one entire part through electronic way. Each of
panels also has a few intensifiers coating separated regions of detectors. If the response of
any of these intensifiers or panels drifts then it may cause the change in the signal level and
creating darker and lighter regions in diagnostic or testing image. Whereas, from combining
image data from various detectors regions may result artefacts connected with accumulating
of the signals or too big their separation- ,stitching artefacts”- between plates of the detector
may be potential gaps which size should not be significant from the point of forming
diagnostic image (accepted for the general diagnostics is 100um). Artefacts appearing owing
to the process of image processing is delay of the image- if the detector was exposed to high
radiation exposure then initial image may be temporarily ,, burnt” in the detector. Repeated
calibration of the detector may cover it. However, after calibration process covered by this
process” burnt” region may be revealed in next image. In this situation the detector requires
performing another calibration Naturally, the artefacts in diagnostic image may also appear
in result of defects of detector components, e.g., damage of phosphor layer - if phosphor or
photoconductor disconnect from the TFT matrix or coupling of the light occurs then may
appear region with weak signal or blurring region. The only solution in this case id the
exchange of the detector.
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1. Introduction

The quality of pharmaceuticals cannot be compromised as these constitute a group of
products ingested into the human and animal systems by routes such as oral, parenteral,
topical etc. These groups of products therefore have direct bearings on our well being and
there is therefore an absolute need to guarantee their quality, safety and efficacy. Drugs
therefore have to be designed and produced such that when patients receive them for
management of their ailments, they do not produce any adverse side reactions on such
patients or their unborn babies.
The sub-Saharan Africa countries market are flooded with fake and adulterated drugs to
such an extent that only 30 % of drugs available in these countries can be said to be genuine
in terms of contents and efficacy. The side effect of fake and adulterated drugs is so serious
that therapeutically, if administered, can give rise to treatment failure which at times may be
serious enough to result to death. Assurance of the quality, safety and efficacy of
pharmaceutical products is a continuing concern of World Health Organization. It is now
recognized that stability of active components of preparations poses serious problems for
many manufactured products, especially those entering international commerce and/or
distributed in territories with harsh climatic conditions. These problems may arise as a
consequence of
a. Improper storage (in heat, moisture, sunlight). This might lead to degradation or loss in
potency. The manufacturer will always indicate the best possible storage conditions on
the product, but it has been found that retailers and wholesalers do not have required
facilities to achieve these conditions or some do not give regard to these warning
consequently this leads to product quality deterioration before expiry dates.
In most sub-saharan Africa countries, manufacturers, retailers, wholesalers and general public
persistently flout most storage instructions and thereby jeopardize the quality of the product.
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b. Poor quality assessment. Due to local sourcing of raw material in a developing nation,
lack of current high-tech analytical instrument or even unavailability of certain reagents
used in official procedure may force the quality control analyst to develop alternative
methods.

Despite efforts made around the world to ensure a supply of right quality and effective
drugs, substandard, spurious and counterfeit products still compromise health care delivery
in some countries especially in Sub-Saharan Africa.
Every government allocates a substantial proportion of its total health budget to drugs. This
proportion tends, to be greatest in developing countries, where it may exceed 40%.
Without assurance that these drugs are relevant to priority health needs and that they meet
acceptable standards of quality, safety and efficacy, any health service is evidently
compromised. In Sub-Saharan Africa, drug manufacturing faces various challenges in
assessment of quality of solid pharmaceuticals and intravenous fluid.
The first challenge is the deterioration of solid pharmaceuticals during distribution and
storage as a result of sunny and humid climate..
The second challenge is non-availability of equipments specified in official references books
(British Pharmacopeaia and United States Pharmacopeaia) in monographs for analysis of
drugs. The third challenge is insufficiency of personnel with adequate technical know-how
to man the quality control unit of the pharmaceutical company.
Intravenuos fluids, otherwise called infusions are fluids used in medical delivery by
intravenous administration.
The most challenging quality control aspect of infusion manufacturing are sterilty and
pyrogen level determination of the final product. Most intravenuous fluid product failures
in Nigeria involve sterility failures and high pyrogen contents. The challenges of quality
control of infusion manufacturing in Nigeria is compounded by lack of infrastructures
(epileptic electric power supply) and high cost of useful test kits for sterilty and pyrogen.
There is challenge of finding a more affordable and reliable test materials (kit) for pyrogen
test. Most companies use the rabbit test method for pyrogen tests which has limitations in
false results, delayed decision making. Since rabbit test for pyrogen is done after the
terminal sterilization of products, failed product cannot be re-processed. The Limulus
Amebocyte Lysate (LAL) test kits are expensive and not affordable though reliable. Nigerian
infusion manufacturers require a cheaper and locally sourced test kit for in-vitro
determination of pyrogen in addition to good infrastuctures for smooth operation.
It is therefore reasonable to assure that the analytical procedures involving the use of simple
instruments will find greater application in Sub-Saharan Africa. Taking into consideration
the aforementioned challenges, the main objectives of this paper is to carry out a review of
degradation studies of common antibiotics in Sub-Saharan Africa by investigating the effect
of heat, sunlight, moisture and U.V radiation on the potency of the drugs. The paper will
also review some of the alternative analytical methods developed for assessment of quality
of selected solid pharmaceuticals. A cheaper and locally sourced test kit for in-vitro
determinations of pyrogen in intravenous fluids will be described. The chapter will also
review some of the previous work done on this subject.

2. Degradation of drugs

Some of the drugs that are marketed in tropical countries are vulnerable subjected to
degradation processes that can result into loss in the active component of these drugs. These
problems may arise as a consequence of improper or inadequate storage and distribution of
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the products which can lead to physical deterioration and chemical decomposition resulting
in reduced bioactivity, formation of toxic degradation products or the formation of an
unstable product especially under tropical conditions of high ambient temperature and
humidity. Many pharmaceutical substances are known to deteriorate during distribution
and storage particularly in hot, sunny and humid climate. Tropical and subtropical climatic
conditions are therefore expected to pose serious problems with respect to stability of drug.
Many drugs are thermosensitive, when they are exposed to high temperature, degradation
tends to occur.Many workers have investigated the effect of heat on the degradation rate
profile of many pharmaceuticals.

In 1982, Kabela studied the influence of temperature on the stability of solid tetracycline
HC1 measured by High Performance Liquid Chromatography in pure drug and capsules.
The tetracycline hydrochloride were stored for about two years at temperature of 37°C,
50°C, and 70°C. It was found that at 37°C and 50°C, no decomposition was observed for
tetracycline nor for its related substance. At 70°C, a distinct decrease in tetracycline HC1
was observed as well as a small increase in degradation products (Anhydrotetracyclinavaie
HC1, 4-epitetracycline HC1 and 4-epianhydrotetracycline HC1). The degradation products
are shown in figure 1.

OH Q OH O OH, 0
CO“ OO“
CHs H N( CH3

4-epianhydrotetracycline Anhydrotetracycline

OH O OHO

O“‘

H3)2
4-epitetracycline

Fig. 1. Degradation products of tetracycline

Another work on influence of temperature on drugs was reported by Matsui ef al., (1978) . It
was observed that phenylbutazone (figure 3) formulations showed no evidence of chemical
instability when stored at ambient temperature of 37°C. At temperature above 37°C
measurable chemical degradation occurred with several formulations showing more than
50% degradation.

Even at temperature below 37°C, degradation can take place as shown by work carried out
by Kaplan et al, 1976. They reported that Amikacin exposed to 25°C for 24 months showed
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an average of 3.9% degradation. But when the drugs were subjected to 56°C for 4 month an
average of 7.2% degradation was observed. Owoyale and Elmarkby, (1989) found out that
proguanil (Figure 4) which appeared not to undergo photochemical reaction was thermally
degraded when subjected to heat at 45°C. The same drug when stored at room temperature
of 25°C for six years was found not to undergo any decomposition.
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Phenylbutazone

Fig. 2. Structure of Phenylbutazone

cl NHCNHCNHGCH(CHg),HCl
NH

Proguanil

Fig. 3. Structure of Proguanil

Low temperature can sometimes have a negative effect on the stability of some drugs, for
instance sulfacetamide sodium (Figure 3) in aqueous medium may be recystallized if stored
at low temperature.

@
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Sulphacetamide Sodium
Fig. 4. Structure of Sulfacetamide Sodium

Many drugs have been discovered to be photosensitive, hence they undergo photochemical
reactions when exposed to sunlight, due to absorption of U.V light (wavelength of 190 -
320mn). It is therefore not surprising to find many pharmaceutical preparation being
destroyed or degraded when exposed to sunlight.

Fadiran and Grudzinski, (1987) studied photostability of chloramphenicol using TLC to
detect the number of degradation products. It was shown that chloramphenicol in solid
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crystalline state (pure drug) and capsule on exposure to U.V light and sunlight developed a
yellow colour, the intensity of which increased with increasing exposure time. During
photolysis of chloramphenicol, the Beta-bond to the aromatic ring undergoes cleavage to
yield one aromatic and one alkyl radical. Irradiation of drugs in solution produces a reaction
that is faster than in solid state. Earlier worker preferred to study degradation of drugs in
solution.

Chloramphenicol was degraded by light in 0.25% w/v aqueous solution and the solution
became yellow and acid to form 2-amino-1 -(4-nitrophenyl) propane-1, 3-diol. and
dichloroacetic Acid. (Shih,1971). Similarly, Hvalka, (1989) reported that the potency of
tetracycline HC1 reduced to 50% when the solution was irradiated with U.V. light for 3
hours. The Degradation products are 4-epitetracycline, Anhydrotetracycline and 4-
epianhydrotetracycline.

Drugs which contain multiple unsaturation are particularly prone to photolysis. Drugs with
more double bonds are more susceptible to degradation. This assumption was proved by
Hamlin ef al. (1960), they investigated the photolytic degradation of alcoholic solution of
hydrocortisone, prednisolone, and methylprednisolone exposed to Ordinary Fluorescent
light. It was discovered that the degradation follows 1st order kinetics and that prednisolone
and methylprednisolone showed the same rate of degradation, whereas hydrocortisone
degrades 1/7th the rate of the two steroids. Hence the two double bonds present in
prednisolone and methylprednisolone make these steroids more susceptible to light
catalyzed degradation than the one double bond in the ring of hydrocortisone.

Solid pure drugs with ester, amide linkages deteriorate with moisture via hydrolysis
pathways. The effect of moisture on degradation of drugs, are many, when deposited on
drugs, especially the solid dosage forms, it provides a suitable medium for micro-organism
to thrive which may eventually lead to biological degradation of the drugs. Moisture may
also cause some physical changes such as swelling, dissolution, cracking and adhesion of
coated tablets. Ordinarily, one expects hydrolysis to occur frequently in drugs in aqueous
solution and suspension.

Leeson and Mattocks (1958) reported that a thin layer of moisture deposited on aspirin was
all it needed for hydrolytic degradation to commence.

There is no restriction to the use of additives and excipient but they should be chosen in a
way so as not to affect the stability of the drugs. Incompatibilities of active ingredient with
additives can lead to degradation. Kornblum and Zoglio, (1967) studied the potency
degradation of Aspirin suspension with lubricant-namely, Aluminum stearate, magnesium
stearate, calcium stearate. It was found out that the extent of degradation was more with
magnesium stearate.

From the review of the previous works done on degradation of drugs, it can be observed
that few works have been reported in degradation of antibiotics, especially in solid state.
The few reports that are available are not comprehensive enough especially exposure of the
drugs to environmental conditions. Hence there is need to investigate and carry out
extensive studies on the degradation of drugs.

Antibiotics like any other drugs show loss in potency when subjected to some
environmental conditions.

In continuation of an effort on stability studies of drug, effects of moisture, sunlight, heat
and UV radiation on the potency of some antibiotics (Ampicillin, Tetracycline and
Chloramphenicol) were investigated by our research group (Adediran and Tella, 2000;
Adediran et al, 2003; Tella et al, 2008). The pure drug of antibiotics and capsules were



160 Wide Spectra of Quality Control

exposed to moisture, sunlight, temperature (37°C), (70°C) and UV (254nm) for 60 days.
Percentage potency or Percentage residual amount of active ingredient were determined
before and after exposure.

The three drugs showed evidence of stability with no loss of potency at 37°C, but exhibited
loss in potency when exposed to moisture and heat at 70°C.

Exposure of the three drugs to sunlight and UV resulted in loss of potency except Ampicilin
which showed loss in potency only at UV radiation.

Peak (cm) Assignments

3789 Free OH

3475 N-H (str)

2920 C-H (Str)

1895 C=0 (str)

1684 C=C aromatic System
1352, 1527 NO; vibration

1569 C-N (str)

1069 C-O (str)

978 O-H (def)

701 Presence of free adjacent protons in aromatic

Table 1. Infrared spectrum of unirradiated Chloramphenicol pure drug and its assignment

Peak (cm) Assignment

3475 N-H (str)

1647 C=0 (str) or C=C (str)

1521 presence of NO, vibration

1418 C-H (def) in methyl)

1069, 1105 C-O (str)

972 OH (def)

701, 815 Presence of hydrogen or Proton in aromatic

Table 2. Infrared spectrum of sunlight irradiated Chloramphenicol pure drug

The infrared spectral assignments of samples of the Chloramphenicol exposed to sunlight
and unexposed chloramphenicol are shown in tables 1 and 2

Peaks such as 3789 cm due to free OH, 2920cm! for C-H (str) in unexposed pure drug
disappeared in the drug exposed to sunlight. This is in agreement with the finding of
Fadiran and Grudzinki(1987) who reported that B-bond to aromatic ring present in
Chloramphenicol molecule in solid state undergoes cleavage to form one aromatic and one
alkyl radical when the drug was exposed to sunlight.

Also 189%4cm! due to C=0 (str), 978cm! due to O-H (def) in pure drug shifted to 1647cm-!
and 972cm-! respectively in exposed drug. There is one C-O (str) peak at 1069cm-! in pure
drug whereas there are two in the exposed drug, one at 1069cm! and another 1105cm-. All
these changes arise from peak destruction and spectra shift are indications of drug
degradation.

Infra red spectroscopic analyses were carried out on ampicillin and Tetracycline before and
after exposure to heat and moisture (Tables 3, 4 , 5 and 6). Ampicillin drug was exposed to
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heat at 70°C and moisture for 60 days. Ampicillin pure drug exposed to temperature 70°C
exhibited loss in potency and degradation as evidenced by disappearance of absorption
band at 1785cm! of the C=O (Str) in the Beta-lactam ring. This led to the appearance of new
band at 2932cm-! due to C-H (str) and 2510cm-! due to S-H (str) and C=N (str) at 1563cm! in
Ampicillin exposed to 70°C to form pencillenic acid as shown in Figure 5.

Peak (cm) Assignment

3700 OH in carboxylic acid

3442 Free N-H (str)

1782 C=0 (str) in p-lactam ring

1697 C=0 (str) in the amide

1266 C-N (def)

1168 C-O (str)

651, 700,931 Presence of free adjacent protons in aromatics or C-S (str).

Table 3. Infrared spectrum of ampicillin pure drug (unexposed) and its assignment

Peak (cm) Assignment

3700 OH in carboxylic acid

3451 Free N-H (str)

2931 C-H (str)

2510 S-H (str)

1660 C=0 or C=C (str)

1576 C=N (str)

1508 Presence of aromatic system
1400 C-H deformation in CH3 or CH,
1243 C-O (str)

701 Presence of free adjacent protons in aromatics.

Table 4. Infra-red spectrum of ampicillin pure drug exposed to 70°C (assignments)

Peak (cm-1) Assignments

3500 N-H (str)

2360 H-X (str) in salt of hydrohalides)
1715 C=0 (str)

1636 C=0/CO-NHj (str)

1500, 1526 C=C Stretching in Aromatic system.
1236, 1183 Presence of C-O/C-N (str)

Table 5. Infrared spectrum of tetracycline pure drug unexposed (assignments)

It can be observed from Figure 5 that the peaks due to 1715cm! and one (2360) due to H-X
(str), in unexposed drug disappeared in spectrum of exposed drug. Also, new peaks at
2926cm-! due C-H (str) and 3700cm! due to free OH appeared in the exposed drug, which is
an indication that hydrolysis of tetracycline may have taken place.
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Penicillenic

Fig. 5. Rearrangement of Ampicillin after exposure to heat

Peak (cm) Assignments

3700 Free O-H

3500 N-H (str)/ OH in carboxylic acid.
2926 C-H (str)in Aromatic system
1623 C=0 (str)

1521 C=0 in aromatic system

1038, 1128, 1261 C-O/C-N (str)

Table 6. Infra-red spectrum of tetracycline capsule exposed to moisture

The infrared spectra of all the three drugs showed evidence of degradation when they are
exposed to different environmental conditions.

3. Development of alternative analytical procedure

The awareness of populace as regards drug toxicity and effectiveness in relation to drug
quality, requires stricter control of qualitative and quantitative nature of governmental
agencies. It is however not possible to enforce a quality standard when there is no analytical
method to determine the level of compliance with such standard.

New analytical procedure development is required due to advancement of pharmaceutical
practice but problems peculiar to an environment may bring about adaptation of even old
methods.

In any case, such new method has to be checked to be at least of equal performance, if not
superior, to an already accepted official compendia method.

The first scientist to develop analytical method for the assay of penicillin was Alicino? in
1946. He reported the first general iodometric method for the assay of most penicillin. He
discovered that most chemical methods of assay for the benzyl penicillin salts depend upon
hydrolytic cleavage of the Beta-lactam ring to give penicilloic Acid. The cleavage can be
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brought about either by alkali or by the enzyme penicillinase. If the cleavage is brought by
penicillase in a previously neutral and unbuffered solution the resulting acid may be titrated
with alkali to give a measure of the penicillin present. Alternatively, most commonly, the
liberated penicilloic acid is determined through the ability to take up iodine, a property not
possessed by the parent molecule. This method has undergone various modifications and
revisions from time to time.

The modification of Alicino was done by Beckett and Stenlake (1976) using benzyl penicillin
for the modification. After primary hydrolysis with sodium hydroxide solution to convert
the antibiotics to the corresponding penicilloic acid, treatment with acid yield D-penicillamine
(and benzylpenillic Acid) which is oxidized almost quantitatively by iodine to the
corresponding disulphide, excess iodine is back-titrated with 0.02M sodium thiosulfate
solution. The equation of reaction is shown figure 6.

H H

CeHstCOCNHj;’/S CHs
N CH
\'Zi 3

0]
COOH

[OH-]

HH g CHs

CoHsH,COCNH——Y~ “ech,
HOOC HN H

COOH

H* Penicilloic acid

(H3C)2/C—C\H.COOH
HS NH, Penicillamine

I

$ NH Disulphide
|
H3CC—CH.COOH
H NH,

Fig. 6. Back -titration of Ampicillin by iodiometry

Benzyl penicillin sodium is standardized against a chemical reference substance of known
potency.
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The above method has two principal advantages over spectrophotometric method. First, it
has a high degree specificity since non-penicillin impurities are to a large extent allowed for
in the blank determination and secondly the relatively large iodine absorption makes the
method highly sensitive.

Apart from the titrimetric methods of assay reported above, an attempt was made to assay
penicillin by spectrophotornetric method. Beckett and Stenlake, 1976 described the
spectrophotometric method by the use of imidazole mercury reagent. Mercuric chloride is
known to attack the sulphur atom of the penicillin leading to a rearrangement involving
penicillin side chain. The rearrangement is catalyzed by imidazole. The product III formed is
a penicillenic acid mercuric mercaptide which absorbs between 325 - 345nm. The equation
of reaction is shown in figure 7.

By using a reference and test samples, the absorbance given by the penicillenic acid mercuric
mercaptide formed from a known weight of the reference is compared with that of the test.
From the comparison of the absorbance given by a reference as compared to that of the test
sample, the actual penicillin content can be computed. The method is official in British
Pharmacopoeia (1993) and India Pharmacopoeia (1985) for assay of cloxacillin, fluocloxacilin
and ampicillin.

H H

ROCNH:i:+/S CHs |
N72<CH3
o H

HOOC Penicillin

0

HH § CHs
R-OCNH CHs |
0= HN——H

N COOCH
<
N Penicillenic Acid
Mercaptide

HgCl,

R\(, HsC s
_Z_W CH3 i
COOH

Penicillenic Mercuric
Mercaptide

Fig. 7. Spectrophotometric analysis of Penicillin
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The second instrumental method for the assay of penicillin was reported by Bungaard and
Larsen,(1983) . They made use of sorbitol reagent in the analysis of Ampicillin, Amoxycillin
and Cyclacillin. Sorbitol reagent is an hydroxyl compound, it was used to form a penicilloyl
ester intermediate II, which rearranges to a corresponding piperizinedione derivative III
Treatment of the derivative with 1M NaOH gives a highly absorbing product with
absorption maximum at 322nm. The equation of reaction is shown in figure 8.

The reaction is catalysed by the reaction in catalyzed by metal ions. Zinc ions were found to
be most effective catalyst. Aminopenicillin such as Ampicillin, Amoxycillin and Cyclacillin
can be determined quantitatively by this method.

Most official books such as, British Pharmacopoeia (1993), United states pharmacopoeia
(1990) and International Pharmacopoeia (1979) described the analysis of tetracycline HCI
using microbiological, non-aqueous and spectrophotometric methods.

H H H
Orlom S
CH
NH N 3
| ’ o'\ \gj
\ RO COOH
H HH < CH
S 3
! H—-con—— " cn,
=/ NH, OC HN—{H

I __70R COOH

Penicilloyl Ester Intermediate

<::>F_(J\NH S:f;gH
HN\”/‘_< H ’
N
§  COOH

o)

Piperizinedione derivative

Fig. 8. Spectrophotometric analysis of Ampicillin

As far back as 1956, Woolford and Chiccarelli proposed first spectrophotometric method of
analysis of tetracylines, which is based on the formation of yellow colour with an absorption
maximum at 320nm when tetracycline HCI is dissolved in 0.2M sodium hydroxide. The
disadvantage of the method is that it is not applicable to oxytetracycline and chlortetracycline.

Effort was made to develop analytical method that will be applicable to all three common
tetracyclines. Monastero et al. (1951) were able to come up with a method which applied to
all three tetracyclines. The method involves mixing of dilute hydrochloric acid solution with
ferric chloride solution to form orange-brown colour which gives maximum absorption at
490nm. This method has been adopted as official method for the analysis of oxytetracylines
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in Indian Pharmacopoeia., 1985). Phosphates, fluorides, thiocyanates and other substances
that combine with iron (III) interfere and therefore if present must be removed before
carrying out determination.

Yokohoma and Chatten, (1958) reported non-aqueous method for tetracycline. It was shown
that tetracycline hydrochloride may be titrated non-aqueously with perchloric acid in
dioxan by addition of mercuric acetate. Tetracycline which is halide salt is treated with
mercuric acetate to precipitate the halide ion as undissociated mercuric (II) halide and form
the acetate salts which reacts quantitatively with perchloric acid thus preventing
interferences of halogen.The methods are not selective for separation and determination of
tetracycline degradation products in tetracycline HC1 powder and capsules. In order to find
solution to this problem, Omer et al, (1958) used thin layer chromatography for the
separation and semiquantitative determination of tetracycline degradation products in
tetracycline Hydrochloride powders and capsules.

It failed in an attempt to fully quantify the degradation products and content of residual
drug. This led to the development of more sensitive technique that quantified and
differentiate between the degradation products and intact molecule of drug by Kabela in
1982 using HPLC. He was able to determine the amount of degradation products
(4-epianhydrotetracycline, Anhydrotetracyline and 4 - epitetracycline) present in tetracycline
Hydrochloride.

British Pharmacopoeia (1980) described a spectrophotornetric method to measure the total
absorbance of degradation products in tetracycline hydrochloride. The absorbance limit set
by the British Pharmacopoeia (1980) is twice that which has been set for tetracycline
hydrochloride capsules and powder. The samples of tetracycline hydrochloride capsules
and standard were examined at 430nm.

Some official books British Pharmacopoeia (1993), International Pharmacopoeia (1979)
described spectrophotometric method for the analysis of chloramphenicol, by taking the
absorbance of chloramphenicol solution at 278nm.

Chloramphenicol eye drops, ear - drops and capsules can also be determined by colorimetric
method based upon reduction of the nitro group with zinc, stannous chloride or better
sodium dithionate followed by diazotization and coupling with N-(-1-naphthyl) ethylene
diamine.

Most assay methods for the drug are based upon its functional groups and will not
differentiate between chloramphenicol and its degradation products. It is known that
chloramphenicol loses its antibiotic activity by the hydrolysis of the amide bond to give
2-amino-1-(4-nitrophenyl) propane-1,3-diol.

This latter compound commonly occur in pharmaceutical preparation and because of the
structural similarity of the chloramphenicol and 2-amino-1-(4-nitrophenyl) propane-1,3-diol,
the specific determination of chloramphenicol by spectrophotometer is unsuitable. The
absorption is due principally to the nitrophenyl functional group and hence degraded
chloramphenicol will also absorb at 278nm.

To ensure freedom from interference due to degradation of the chloramphenicol molecule,
the chromatographic separation procedure is suggested preliminary to all analyses. Higuchi
et al. (1954) developed a simple partition chromatographic procedure which separated
degradation products of chloramphenicol from chloramphenicol molecule. Many other
interferences are also removed, since partition method is extremely sensitive to differences
in molecular structure. The eluate obtained containing chloramphenicol is then determined
by spectrophotometer at 272nm.
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Piergiorgio, 1979 proposed the application of simplified TLC method for the simultaneous
determination of chloramphenicol and 2-amino-1-(4-nitrophenyl) propane-1,3-diol. The
principle of this method consists of spotting the solution on a Thin layer chromatography
plate together with standard solution and developing the plate with an ethyl acetate-formic
Acid - water (10:2:8, upper plate) solvent. The intensities of the various spots are then
measured by a densitometer and the peak height of the standards are used to calculate the
concentration of chloramphenicol and 2-amino-1-(4-nitrophenyl) propane-1,3-diol. in
unknown sample. This procedure is too laborious, not precise and tedious.

A more rapid, precise and accurate method was developed by Belle and Young,(1979). The
method was based on the use of High performance Liquid chromatography for determination
of chloramphenicol and 2-amino-1-(4-nitrophenyl) propane-1,3-diol. in Pharmaceutical
formulations.

The method possesses a distinct advantage because the method does not require extraction
nor derivatization for the determination of both chloramphenicol and 2-amino-1-(4-
nitrophenyl) propane-1,3-diol. in capsule, ophthalmic solution and ophthalmic ointment
formulation.

The solvent extraction method has been described in British Pharmacopoeia (1980) for the
determination of 2-amino-1-(4-nitrophenyl) propane-1,3-diol. Albendazole is a broad
anthelmintic (figure 9). It is used for the treatment of threadworm, hookworm and tapeworm.

H
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Fig. 9. Structure of Albendazole

Extensive literature survey reveals that the estimation of Albendazole in dosage and
suspension forms are not available in pharmacopoeia and therefore require much
investigation. The drug is readily available in Nigeria market in tablet, bolus (veterinary
preparartion) and suspensions. The need to come up with a simple and sensitive method of
analysis for the estimation of drug in pharmaceutical preparations therefore arises.
Spectrophotometric method for the estimation of Albendazole in both solid and liquid
preparation was developed (Tella et al,2010). Treatment of Albendazole with methanolic-
glacial acetic acid gives a highly absorbing product with absorption maximum at 235nm.
Beer law was obeyed in the concentration range 2.5-20pg/ml

Brands Forms Label claim(mg,mg/ml) | Found(mg,mg/ml)
A Tablet 200 194.24+0.553
B Bolus 250 243.07+0.512
C Bolus 500 497.6 £0.272
D Suspension 25 25.11+ 0.386
E Suspension 25 24.60+ 0.246

Table 7. Results of assay of Albendazole of different brands in solid dosage and suspension

form
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The results obtained from analysis of different brands of Albendazole tablets, bolus and
suspension were in good agreement with the the label claims as shown in Table 7.

The little difference might be due to batch variation of medicaments in tablets, bolus and
suspension, instrumental errors or degradation of active ingredients with time. The method
could be considered for the determination of Albendazole in quality control laboratories.
Another alternative method developed for estimation of sulphadimidine in tablets is simple
and rapid titrimetric method (Back titration). Sulphadimidine is bacteriostatic. It is an
antibacterial (intestinal drug) (Figure 10).

HoN

Fig. 10. Structure of Sulphadimidine

The drug is presented in tablets, injections, suspension and veterinary tablets.

Official methods for the analysis of the drug in pharmaceutical preparations are the
potentiometric and Nitrite Titrations. The end point of Nitrite titration method is detected
either electrometrically or by using an external indicator. By streaking a few drops of the
titrated solution upon starch iodide paper or paste, a dark blue colour is obtained. Excess
nitrous acid oxidizes the iodide in the indicator to give iodine which gives blue color with
starch. The disadvantage of this method is that the visual end point with external starch
iodide indicator may seem somewhat indefinite and difficult to determine. The great
disadvantage of the electrometric end point and the potentiometric titration is lack of
specificity. They also require expensive equipments, some level of expertise and are time -
consuming. The average time to complete the reaction requires about 2 hours. However , the
proposed method can be completed within 20minutes (Tella ef al, 2010). The reagents are
also available.

The procedure is described as follows: Standard drug solution was prepared by dissolving
250mg of Sulphadimidine B. P. in 30ml ethanol (96%) in a 250ml conical flask. 40ml of 0.1M
sodium hydroxide solution was then added.

The content of the flask was mixed well and warmed on water bath for 5 minutes. It was
allowed to cool. The excess alkali was then titrated with standardized 0.1M hydrochloric
acid using 3 drops of Phenolphthalein solution as indicator. The operation was repeated
without the substance being examined.

The difference between the titrations represents the amount of 0.1M sodium hydroxide
required by the Sulphadimidine. Each milliliter of 0.1M sodium hydroxide is equivalent to
0.02783g of C1oH14N4 O25S (Sulphadimidine)

Equation of the reaction is shown below (Figure 11)

The result obtained by the proposed and reported methods for the weighed Sulphadimidine
B. P. and commercial samples of Sulphadimidine tablets are given in Table 8. The
percentage recoveries show that the proposed method can be adopted for routine analysis of
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Sulphadimidine tablets. The results obtained by the proposed method were in good
agreement with the labeled amount.

Sulphanilic acid

Fig. 11. Titrimetric analysis of Sulphadimidine

Sulphadimidine

Alkaline hydrolysis

Titrimetric method (back titration) Reported method (nitrite titration)
Labeled | Quantity Recovery | Standard | Recovery | Recovery | Standard
Amount Found (%) Deviation (mg) (%) Deviation

(mg) (mg)

500 498.98 99.80 +0.06 496.24 99.25 +0.07
500 495.43 99.09 +0.09 490.83 98.17 £0.05
500 493.43 98.69 +0.10 500.00 100.00 +£0.06
500 500.18 100.04 +0.08 494.56 98.91 +£0.03
500 499.24 99.85 +0.03 492.48 98.50 +£0.02

(Average of 10 determinations)

Table 8. Average recoveries from the various commercial samples of Sulphadimidine

tablets.

4. Adsorption of drugs on pharmaceutical exicipents

It has been established that the presence of adsorbent, such as activated charcoal interferes
with the drug adsorption process resulting in a decrease bioavailability of some drugs. The
interference in the systematic availability of drug is brought about by its adsorption on the
activated surface of the solid adsorbent, thus preventing the adsorbed fraction of the drug

from permeating through the gastro- intestinal mucosa into the blood stream.

Some of these drugs may be lost when adsorbent are administered concomitantly with the

drugs.
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Furthermore, in sub-Saharan Africa, the abuse of various drugs has increased considerably
in the last decades. Many drugs used in treatment of tropical diseases have been implicated
in various intentional and accidental poisoning. Adsorption and interaction of
chlorapheneramine and chloroquine phosphate on pharmaceutical materials like magnesium
trisilicate, Activated charcoal, magnesium carbonate and magnesium stearate was investigated
by our research team. Freudlich Adsorption isotherm was adopted to evaluate adsorption
capacity of each adsorbent on chloroquine phosphate. The freudlich parameter kf which is
adsorption capacity obtained for the adsorbents are 0.053, 0.145, 0.131 and 0.173mg/g for
magnesium carbonate, magnesium stearate, magnesium trisilicate and activated charcoal
respectively showed that these adsorbents have ability to adsorb or remove chloroquine
phosphate molecules from solution at PH 5.0 (Adediran et a/,2006)

The extent of adsorption of chloroquine phosphate by the adsorbents followed the sequence;
Activated charcoal > magnesium trisilicate > magnesium stearate > magnesium carbonate.
Differences in surface characteristics and chemical structure of adsorbent may be
responsible for the trend observed above.

Activated charcoal has the highest adsorption capacity which may be due to its organic
nature and presence of phenolics and carboxyl moieties.

Magnesium trisilicate (Antacid) adsorbed Chloroquine better than magnesium stearate,
because there is chemisorptions interaction between the negative charge of the adsorbent
and positive charge of the drug molecule. The presence of small amount of oleate molecules
in magnesium stearate enhances adsorption over magnesium carbonate. The findings are in
agreement with the work of Mcginity and Lach, 1976, Cooney 1977 and Guay et al, 1984.
Our investigation revealed that concurrent administration of these pharmaceutical adsorbents
and chloroquine drug might interfere with chloroquine adsorption. Furthermore, these
adsorbents can serve as alternative antidote for chloroquine poisoning. We also investigated
the in-vitro absorption of chlor pheniramine maleate on these adsorbents. Chlorapheniramine
maleate is an antihistamine which reliefs red, itchy and watery running nose. The study was
carried out at PH = 5.0 and 37°C using Batch method. Freudlich parameters were determined
for each adsorbents as shown in Table 9). The freudlich parameter (kf) are 4.68, 4.47, 4.80
and 1.91 for activated charcoal, magnesium trisilicate, magnesium stearate and talcum
powder (Tella and Owalude, 2007). The adsorbents have ability to adsorb or remove
chlorapheniramine maleate from solution at 3.0 - 5.0mg/1 adsorbate. The drug was mostly
adsorbed by the activated charcoal and least absorbed by talcum powder.

We concluded that concurrent administration of these pharmaceutical adsorbents and
chlorapheniramine maleate might induce interference between them thereby affecting the
bioavailability of the drug to the system. There is possibility of using these adsorbents as
antidote in case of Chlorapheniramine maleate over dose or poisoning.

Absorption 1/n Kg x 103mg/g
Activated charcoal 0.65 4.68
Mg Si Os. 0.66 4.47
Magnesium stearate 0.77 3.80
Talcum powder 0.99 1.91

Table 9. Freudlich adsorption parameters of CPM on Adsorbents
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5. Intravenous fluids

An intravenous fluid is a sterile, pyrogen-free, particle-free solution used for therapeutic

purposes by infusion through the veins.

Intravenous fluids (L.V. Fluids) are solutions sometimes containing electrolytes such as

sodium chloride, potassium chloride and calcium chloride; energy-giving compounds like

dextrose and other ion-balancing solutions such as compound of sodium lactate (Hartman's

and Ringer Lactate Solutions).

Examples of 1.V. Fluids are:

- Normal Saline (0.9%"/, Sodium Chloride in water)

- Dextrose 5% v/, Saline (containing g/Litre Sodium Chloride and 50g/Litre dextrose
anhydrous).

- Dextrose 5% v/ (containing 50g/litre dextrose anhydrous).

- Dextrose 4.3% v/, + 0.18% Saline (containing 43g/ Litre dextrose anhydrous + 18g/Litre
Sodium Chloride).

- Dextrose 50% w/ Solution (containing 50g/100ml Dextrose anhydrous)

- Dextrose 10% v/ Solution (containing 100g/ Litre dextrose anhydrous).

- Metronidazole Injection - 0.5% v/ (containing 0.5g metronidazole / 100ml).

- Hartman’s Solution

- Darrow’s Solution - Full strength and 2 Strength.

- Plasma expanders such as 4% polyvinyl pyrollidone (povidone k30 - in water).

5.1 Uses / functions of LV. Fluids
LV. Fluids are normally infused into ambulatory patients - usually very weak, unable to eat
or drink, or totally of unconscious, in shock or acetate coma. I.V. Fluids are therefore, a life
saving device for critical care of patients. 1.V. Fluids have constituents that are used
selectively to correct certain imbalances in the body fluids of patients and to supply, the
required energy by directly infusing the metabolisable carbohydrate monomer - D-glucose
in the various concentrations, depending on the specific requirement of the patient.

L.V. Fluids essentially do the following;:

a. Rehydrate patients

b. Replace lost ions such as sodium ion, chloride ion from normal saline (0.9% sodium
chloride LV. Solution). potassium, calcium and chloride ions from Darrow’s solutions
full strength and half strength. Calcium, sodium, potassium and chloride ions. Lactates
from ringers (Hartman’s solution).

c. Increase total blood volume in short time (in cases of server blood loss) for accident
victims. Plasma expanders such as Isoplasma (4%w/ polyvinyl pyrollidone in 0.78%w/,
saline) he as to replace blood volume without affecting ion - balance in the patients.

d. Supply energy in the form of dextrose anhydrous. All dextrose containing I.V. Solutions
are energy sources for ambulatory patients. The specific need of each patient must be
ascertained to determine what to give him/her.

e. Lactate - containing products help to correct low pH in the blood by metabolizing
lactate to release bicarbonate ions (HCOs) into the blood and hence neutralize the
excess hydrogen ions in the blood.

f.  Amino Acid, fatty acids, mineral and vitamin nutritional supplements are nowadays
available as intravenous infusions

Intravenous fluids belong to a group of pharmaceuticals called parenterals. i.e. medications

that are administered by other routes than through the intestinal absorption into the blood.
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Other parenteral preparations include irrigation solutions, Peritoneal Dialysis Solution,
Heamodialysis Concentrates e.t.c.

5.2 Quality of intravenous fluids

Intravenous fluids are administered directly into the blood stream through the veins. The
veins empty it through the heart, which pumps it round the body. Hence it is very easy to
deliver proper medication and hence therapy through L V. Fluids or poison contaminations
or germs through the same route if the 1.V. Fluid is not of the right quality. L.V. Fluids must
be sterile, pyrogen-free, particle - free and contain the right quantity of constituents as per
the labelled amount of the product. The acceptable limit of the constituent throughout the
shelf life of the product must remain between 95% and 105% of the label claim and in some
case 90% to 110% at most.

5.3 Critical quality of L.V. Fluids
Sterility

LV. Fluids must be free of viable organisms be it bacteria, fungi, algae or any microbe. If the
LV Fluid is not sterile after preparation it may remain clear for a while and later turn cloudy
or show massive macroscopic growth. A seemingly clean pouch may actually not be sterile.
But such contaminated pouch will later turn cloudy. A non-sterile material when infused
poses dangers of sepsis (heavy blood contamination by germs) to the patient and resultant
adverse reaction and death. Therefore, sterility is a critical quality of 1.V. Fluids.

Pyrogen - Free status

Pyrogen simply means a substance which when injected elicits adverse reactions such as
fever, rigours, palpitations and restlessness in the patients that receive it. Pyrogens are
endotoxin produced by Gram negative bacteria. The bacteria may be killed (destroyed) by
sterilization but the endotoxin present in them is released into the fluid medium. The
pyrogenic solution when injected cause adverse reactions in the patient. Therefore,
pyrogen-free status is a critical, acceptable quality of 1.V. Fluids. 1.V. Fluids must be free of
solid or suspended particles 1.V. Fluids packaged must remain intact. A broken package that
lets in air becomes contaminated and loses its sterile status.

Bacterial endotoxin as impurity in sterile pharmaceuticals

Gram negative bacteria produce bacterial endotoxin. They are made up of the
lipopolysaccharide (LPS) that constitute the cell walls of Gram negative bacteria. They are
called endotoxin because they are not released to the outside environment of the bacteria
until the cells die. They are released after cells disruption. Bacterial endotoxin abounds
everywhere. The Gram negative bacteria exist in particulate matter, in air, water and soil
(Schaumann, et al., 2008).

Endotoxin is detectable in ambient aerosols and it is an important component of tobacco
smoke. (Larson et al., 2004) It has been reported that early life exposure to endotoxin protects
against the development of allergies. (Braun-Farhlander, et al., 2002). Exposure to household
endotoxin is a significant risk factor for increased asthma prevalence in adults. Higher levels
of exposure to endotoxin were significantly associated with asthma diagnosis (Schaumann,
et al., 2008). It is a known fact that in asthma patients’ inhalation of endotoxin causes a
significant decrease in lung functions with enhanced airway hyperactivity (AHR).
(Schaumann et al,. 2008). Endotoxin is also an impurity in sterile pharmaceuticals especially
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Large Volume Parenterals (LVPs) and it has to be tested for in the products meant for
intravenous administration (Radhakrishnan, 2010).

6. Current methods and manufacturers (users) experience

The test for pyrogens in LVPs was recognized during the 1940’s in the US when the Food
and Drug Administration, the National Institutes of Health and fourteen pharmaceutical
manufacturers, undertook a collaborated study. This study led to the adoption of the
procedure, which first appeared in the XII Edition of The United States Pharmacopoeia and
was the only official test for the detection of bacterial endotoxin until the discovery of LAL.

6.1 Limitations to the rabbit test of pyrogen (bacterial endotoxin)

Rabbit test is limited by the elaborate nature of the test. It is expensive, time-consuming and
subject to the variability of animal test. Rabbit test can detect endotoxin but cannot
determine the actual concentration or endotoxin present in a solution. The Limulus
Amebocyte Lysate (LAL) test had been described in literature as the most sensitive
convenient method currently available for detecting bacterial endotoxin. (Bergheim, 1978)
LAL being an in vitro test is useful in In-process detection, an important practice in In-
process quality control. This is a quantitative determination of the negative side or the limit.
In-process material cannot be injected into rabbits since final sterilization had not been done
on the product. An un-sterilized product portends greater risks to the animals. Hence, LAL
has an edge over the Rabbit test of pyrogen in this regard.

In 1973, Travenol laboratory developed its own in-house LAL test which measured the
activated amounts of protein precipitated. In the LAL gelation reaction, samples were tested
for the presence of protein using the Lowry protein assay and resulting differentials were
read on spectrophotometer. This eliminates the problem of subjective reading the gel-clot
endpoint (Bergheim, 1978).

6.2 The Nigerian experience

LAL in this part of the world (Nigeria) is not readily in use because the kits have to be
imported. In the US, a laboratory will charge up to $140 per sample to run LAL test.

There are about six LVP - manufacturing plants in Nigeria as at 2010. None of the plants
used LAL to test for pyrogen, perhaps due to non-availability of the material locally. There
is need to develop other in-vitro tests similar to LAL, but using extracts from animals
readily available in the tropics.

In an on-going research, Salawu et al., (2010) have demonstrated that delay in sterilization of
parenteral solutions of up to 48 hrs could lead to production of highly pyrogenic solutions,
provided the solution had been contaminated with Gram negative organism like Escherichia
coli before the delayed sterilization. In their report the resultant increase in the population of
the contaminating bacteria before sterilization caused an intolerable rise in pyrogen level
even after sterilization. Such a product in real production must be discarded after the
production cycle had been completed. This was because only sterilzed product can be
admisnistered to rabbit for pyrogen tests.

6.3 Investigation of endotoxin-induced protein coagulation in Archachatina marginata
Archachating marginata is a gasropod, found in the forest and savannah zones of West Africa.
In Nigeria, it is a source of dietary protein, eaten in stews and soups. In traditional practice,
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the haemolymph of the snail is applied as disinfectants to baldes and fresh cuts of
circumscicion. This was believed to prevent sepsis of the wound and speed of healing of the
fresh cuts of circumscision. Endotoxin-binding properties of the snail’'s haemolymph
fraction was first reported by Salawwu et al. (2011).

Fig. 12. Archachatina marginata (Source: Salawu, 2011)

In the research, the haemolymphs of the snails were collected by the apical cracking method
(Ogunsanmi et al., 2003). The haemolymph was mixed with anticoagulant and plasma was
obtained by centrifugation. The pellets was washed with anticoagulant, followed by 0.1 M
CaCl, and the pellet containing the hemocytes (amebocytes) were homogenised and
suspended in buffer. Exposure of the fractions from the hemocytes: hemocyte lysate (HL),
hemocyte lysate supernatant (HLS) and hemocyte lysate debris (HLD) and the plasma were
respectively incubated at 37°C for 1 h with endotoxin (1IEU/ml) and calcium ions. Controls
were set up with the fractions exposed to endotoxin-free water (<0.025 EU/ml) and calcium
ions. The fraction exposed to endotoxin produced coagulates which had higher protein
content than those exposed to endotoxin-free water. Further investigation reveaealed that
combination of plasma and HL of the snail in various ratios produced optimal protein
coagulation at a plasma: HL ratio of 1:1. Exposure of the mixture producing the optimal
coagulation to varied concentrations of endotoxin ranging from 1 to 5.0 EU/ml, followed by
incubation at 37 °C for 1h produced protein coagulation in the mixture which was linear up
to a concentration of 1IEU/ml. Further increase in endotoxin did not elicit icrease in protein
coagulation. There was a drop in coagulation at endotoxin concentrations above 1EU/ml.
From this study, it was concluded that the haemolymph of A. marginata contained
endotoxin-binding proteins. It was suggested that the haemolymph may serve as a souce of
endotoxin detection and quantification kit for testing parenteral solutions in the future
(Salawu et al., 2011).

The choice of Archachatina marginata was inspired by the traditional medicine practice which
had no scientific backing. A. marginata moves by creeping on soil, wood and rock surfaces
and produces slime from its foot which binds dirt and possibly entraps microbes found
along its path. Such an immunological adaptation suggests a very strong defence againt
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pathogens which was thought to be worthy of study in respect of endotoxin. This effort has
opened more investigation and a possibility for development of ‘Archachatina Amebocyte
Lysate’ (AAL) kit for testing endotoxin.

This on-going research in the University of Ilorin, Nigeria, is promising in terms of having a
tropical source of test kit for pyrogen status of parenterals and hence more affordable and
safer, locally produced intravenuous fluids in Nigeria. A success of this research will be a
great contributon to delivery of critical care in the developing countries, especially Nigeria.

7. Conclusion

Emphasis should be placed on degradation/stability studies of drugs because improper
storage and distribution of pharmaceuticals can lead to their physical deterioration and
chemical decomposition resulting in reduced activity and occasionally, in the formation of
toxic degradation products.

The increasing rate of introduction of fake and adulterated drugs into sub-saharan Africa
countries markets makes development of alternative analytical methods a necessity due to
lack of reagent and unavailability of equipments required in official books

Studies of Adsorption of pharmaceuticals to excipients and additives are needed in order to
investigate their interaction which may affect bioavailaibility of the drug. The clinical
usefulness of these additives and excipients in the management of acute toxicity in drug
overdose patients can be discovered from in-vitro adsorption study.
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Need for Quality Assurance
Program of Donor Screening Tests

Young Joo Cha
Chung-Ang University College of Medicine
Republic of Korea

1. Introduction

Transfusion of blood and blood preparations is indispensible in modern medicine, and the
processes of delivering a transfusion to a patient provide additional opportunity for risk,
despite the remarkable progress. A spectrum of blood-borne infectious agents is transmitted
through transfusion of infected blood donated by apparently healthy and asymptomatic
blood donors. The diversity of infectious agents includes hepatitis B virus (HBV), hepatitis C
virus (HCV), human immunodeficiency viruses (HIV-1/2), human T-cell lymphotropic
viruses (HTLV-I/1II), Cytomegalovirus (CMV), Parvovirus B19, West Nile Virus (WNV),
Dengue virus, trypanosomiasis, malaria, and variant CJDI. Post-transfusion hepatitis
caused by HBV or HCV make up the major problems of blood-transmitted infections.
Clinical characteristics, such as pathophysiology and clinical progress, of post-transfusion
hepatitis are the same as those of hepatitis by other causes, except of transmission route.

HBV presents a higher residual risk of transmission by transfusion than HCV or HIV. While
most infectious blood units are removed by new testing methods such as chemiluminescent
serologic assays for hepatitis B surface antigen (HBsAg), there is clear evidence that
transmission by HBsAg-negative components occurs, in part, during the serologically
negative window period, but more so during the late stages of chronic infection that HBV
DNA could be detected despite HBsAg seronegativity defined as occult HBV infection
(OBI). OBl is a challenging clinical entity, recognized by two main characteristics: absence of
HBsAg, and low viral replication. The frequency of OBI depends on the relative sensitivity
of both HBsAg and HBV DNA assays. It also depends on the prevalence of HBV infection in
the population. OBI may follow recovery from infection, displaying antibody to hepatitis B
surface antigen (anti-HBs) and persistent low-level viraemia, escape mutants undetected by
currently available HBsAg assays, or healthy carriage with antibodies to hepatitis B e
antigen (anti-HBe) and to hepatitis B core antigen (anti-HBc)[2l. Over time, in the latter
situation, anti-HBe and, later, anti-HBc may become undetectable. Blood donated in the
stage of so-called 'window period' after exposure is more infectious than that of OBL It is
reported that blood from donors in window period can infect, even if there might be only 10
virus particles because of its high infectivity. On the other hand, in case of chronic HBV
infections in which HBsAg is negative or carriers lasting proliferation of HBV, Dane
particles have been developing immune complexes with antibodies like anti-HBs, so
infectivity is weaker than acute window period. By look-back studyl®l reported in Japan,
serological responses showing acute infection have been observed in 12 (19%) among 158
patients transfused with HBV-infected blood. Among them, serological responses showing
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acute infection have been observed in 11 (50%) among 22 patients transfused with blood
donated from HBV-infected window period, on the other hands, observed in only 1 (3%)
among 33 patients transfused with blood donated from OBI. However, all forms have been
shown to be infectious in immunocompromised individuals, such as organ- or bone
marrow-transplant recipients.

HBsAg become positive 50-60 days after infection, preceded by a prolonged phase (up to 40
days) of low-level viraemia. NAT pooling will only detect a small proportion of this pre-
HBsAg window period (Fig. 1). Unlike HBV, the risk of HCV transmission by transfusion
reduced by introducing HCV nucleic acid testing (NAT) and that of HIV transmission by
transfusion also reduced by usage of HIV combined antibody-antigen tests and of HIV
NAT. Window period of 16 days (p24 antigen) may be reduced to 11 days by NAT (Fig. 2)
and HCV NAT theoretically reduce the window period by 41-60 days (Fig. 3).
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The risk of transfusion-transmitted infection (or "residual risk") refers to the chance that an
infected donation escapes detection because of a laboratory test's window period (i.e., the
time between infection and detection of the virus by that test). The residual risk depends on
the prevalence of viremia in the population, especially in blood donors and the sensitivity of
the donor screening tests. Prevalence of viremia in blood donors is much less than that of
general population. The window period risk can be estimated using the incidence of
infection in donors and the length of the window period for tests in use, with an adjustment
for atypical inter-donation intervals in seroconverting donors.
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Fig. 3. Estimated window period of each HCV test

Following the introduction of NAT for HIV and HCV, the American Red Cross estimatesl4!
the risk of transfusion-transmitted human immunodeficiency virus to be 1:1,215,000 (per
unit transfused) and 1:1,935,000 for transfusion-transmitted hepatitis C virus. Hepatitis B
virus nucleic acid testing has not been implemented, and the risk of transfusion-transmitted
hepatitis B virus in the United States remains relatively high at an estimated 1:205,000. The
risk of transfusion-transmitted human T-cell leukemia virus I/1I is 1:2,993,000, based on Red
Cross estimates. The residual risk per million donations was 0.10 for HIV, 0.35 for HCV,
13.88 for HBV and 0.95 for HTLV reported by the the Canadian Red Cross Society and
Canadian Blood Services in 2003[5l. The estimated frequency of infectious donations entering
the blood supply during 1996-2003 was 1.66, 0.80 and 0.14 per million for HBV, HCV and
HIV respectively, in the United Kingdoml.

Risk of transfusion-transmitted infection

Virus per 1,000,000 donations

USA Canada UK
HBV 4.88 13.88 1.66
HCV 0.52 0.35 0.80
HIV 0.82 0.10 0.14
HTLV 0.33 0.95

Table 1. Incidence and estimated rates of residual risk for HIV, HCV, HBV and HTLV in
blood donors
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2. Donor screening tests

Donor screening tests to prevent blood-borne virus infections include tests for HBV, HCV,
HIV, and HTLV. Accurate detection of HBsAg is an important aid in successful screening
blood donors infected with the HBV. Prevention of transfusion-transmitted HBV has
historically relied on serological screening of blood donors using progressively more
sensitive HBsAg assays; in some countries anti-HBc assays have also been employed to
detect chronic carriers with low-level viremia who lack detectable HBsAg. According to the
study conducted by the International Consortium for Blood Safety (ICBS) to identify high-
quality test kits for detection of HBsAg, seventeen HBsAg enzyme immunoassay (EIA) kits
among the 70 HBsAg test kits from around the world had high analytical sensitivity <0.13
IU/ml, showed 100% diagnostic sensitivity, and were even sensitive for the various HBV
variants testedl”l. An additional six test kits had high sensitivity (<0.13 IU/ml) but missed
HBsAg mutants and/or showed reduced sensitivity to certain HBV genotypes. As regards
the sensitivity of HBsAg assays, diagnostic efficacy of the evaluated HBsAg test kits differed
substantially, and the analytical sensitivity of HBsAg assays may be dependent on the
genetic variability of HBV. Laboratories should therefore be aware of the analytical
sensitivity for HBsAg and check for the relevant HBV variants circulating in the relevant
populationl®l. HBV mutants are stable over time and can be transmitted horizontally or
vertically. The sensitivity of HBsAg assays for mutant detection is continuously improved.
Immunoassays based on polyclonal capture antibody show the highest sensitivity for the
recognition of recombinant mutants or serum samples harboring mutant forms of HBsAg.
However, they do not guarantee full sensitivity. Detection of HBsAg needs to be improved
by the introduction of new HBsAg assays able to recognize so far described S-gene mutants
and with a lower detection threshold than current immunoassays in order to detect smallest
amounts of HBsAg in low level carriers. There is also a need for more complete
epidemiological data on the prevalence of HBsAg mutants and strategies for the
(differential) screening of mutants need to be developed and evaluated®l.

NAT for HCV and HIV has been successfully introduced to screen donors in many
developed countries over the past several years. HCV/HIV NAT screening has been applied
to mini-pools (MP) of eight to 96 donor specimens, with only minimal impact of MP
dilutions on clinical sensitivity for interdiction of window period donations. HBV NAT was
only recently introduced in several countries (e.g., Japan and Germany), to detect HBsAg-
negative, anti-HBc-negative blood units donated during early acute infection or from OBII0],
although many countries including England and France are still difficult to introduce HBV
NAT because of the cost. HBV NAT in donor screening has been introduced in the Finland
and Netherland since 2009 and in Korea since 2011.

Although theoretical benefits of HBV NAT relative to HBsAg has been proven through
comparison data on seroconversion panels as been using HBsAg assays of varying
sensitivities, benefit of pooled-sample NAT is relatively small in areas of low endemicity,
with greater yields in areas highly endemic for HBVI. Japan is the first country
introducing HBV NAT as a donor screening test in 1999, now using 20-MP since 2004. In
Japan, frequency of OBI from donors was 1 in 107,000 donations, on the other hands,
frequency of OBI from donors in Europe was 1 in 7500~63,000, because of using 6~8 MP.
Frequency of OBI is differ from country to country, depending on the prevalence and the
number of MP. Frequency of OBI detection in Japan is lower than Europe, so the number of
MP should be reduced to increase efficiency of OBI detection.
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Single-sample NAT would offer more significant early window period closure and could
prevent a moderate number of residual HBV transmissions not detected by HBsAg assays.
Although the major vendors of NAT systems (Roche and Chiron/Gen-Probe) have been
developing triplex assays that include HBV DNA detection capacity without compromising
HIV or HCV detection, there is controversy over the magnitude of the incremental yield and
clinical benefit of HBV MP-NAT over serological screening strategies, as well as the impact
of implementation of HBV NAT on need for retention of HBsAg and anti-HBc screening.
Fully automated, high through-put single-sample HBV NAT systems are needed for blood
donor screening, now being developed in Korea.

Each country will need to develop its blood screening strategy based on HBV endemicity,
yields of infectious units detected by different serologic/NAT screening methods, and cost
effectiveness of test methods in ensuring blood safety.

3. Need for quality assurance program of donor screening tests

Serological tests and NAT implemented as donor screening tests for transfusion-transmitted
viruses should be most accurately performed, because their false positive results might
hinder the effective use of blood and their false negative results might cause the risk of
blood-transmitted infectionsl213l. Therefore, systematic quality assurance program is
required to minimize false positive or false negative results, keeping the accuracy of donor
screening tests strictly.

Quality Assurance program for donor screening tests is composed of 4 steps. The first step
for quality assurance is in registration/licensing step of in vitro diagnostic reagents for
donor screening tests. In the US or Europe, special licensing is required after validating
safety and clinical effectiveness in order to be used as donor screening tests, even if it might
be the same virus markers as those for diagnostic purpose. The second step for quality
assurance is in production/distribution process of in vitro diagnostics for donor screening
tests. There is a system verifying each lot of products for donor screening tests in the US or
Europe. The third step for quality assurance is to monitor the quality of carrying out donor
screening tests. For this, each process should be performed according to standard operating
procedures (SOP) and accredited by inspecting institution or society. The last step for
quality assurance is to conduct the external proficiency program verifying the accuracy of
results of donor screening tests.

The external proficiency program for donor screening tests should be operated to verify the
ability detecting low level of viral antibodies or antigens including genetic variability. To do
this, wide range of the quality control specimens, including standard serum panels or low
titer panels made from patients' sera, should be used for the external proficiency program.
Ability for detecting low titer of antibodies or mutant viral antigens should be also
confirmed, because blood transfusion by low titer or variant virus has been reported1415] all
over the world. Two blood donors with mutant HBsAg have been also reported in Korea.
World Health Organization recommends each country to develop national standard
materials for donor screening tests for its people and make use of them for quality
evaluation, if possible. In England and Australia, national standard materials of biological
medicines have been established at national level, being used for the external proficiency
program. These standard materials can be also provided to other countries asking for.
Singapore enforces outside and inside quality assurance by using national standard
materials made by National Standard Reference Laboratories in Australia. Each country
should develop its quality assurance program for donor screening tests.
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Quality Control in Pharmaceuticals:
Residual Solvents Testing and Analysis
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1. Introduction

Organic solvents are constantly present in the pharmaceutical production processes. They
are usually used at any step of the synthesis pathway during the drug product formulation
process. Organic solvents play an important role in the pharmaceutical industry, and
appropriate selection of the solvents for the synthesis of drug substance may enhance the
yield, or determine characteristics such as crystal form, purity, and solubility. Because of
some physical and chemical property, the solvents are not completely removed by practical
manufacturing techniques. Usually some small amounts of solvents may remain in the final
drug product. They are called as residual solvents. Thus, residual solvents in
pharmaceuticals are defined as organic volatile chemicals that are used or produced in the
manufacture of drug substances or excipients, or in the preparation of drug products
(International Conference on Harmonisation of Technical Requirement for Registration of
Pharmaceuticals for Human Use [ICH], 2009). Since there is no therapeutic benefit from
residual solvents, all residual solvents should be removed to the extent possible to meet
product specifications, good manufacturing practices, or other quality-based requirements.
If the presence of residual solvents in pharmaceuticals exceeds tolerance limits as suggested
by safety data, they may be harmful to the human health and to the environment. That’s the
reason that residual solvents testing become one of the important parts of quality control in
pharmaceuticals. This chapter will review the regulation of residual solvents and methods
for residual solvents testing and analysis. Special emphasis will be given to the recent
progress of residual solvents analysis and systematic study on residual solvents analysis in
pharmaceuticals.

2. Regulation of residual solvents testing

The toxicity of residual solvents was recognized by the regulatory agency in the world in
90’s. The United States Pharmacopeia was the first one that adopted residual solvent testing
in 22 th edition 3 rd supplement in 1990 (The United States Pharmacopoeia [USP], 1990)
British Pharmacopeia (1993 edition supplement) (British Pharmacopoeia [BP], 1996), European
Pharmacopeia (3 rd edition) (European Pharmacopoeia [EP], 1997) and Chinese Pharmacopeia
(1995 edition) (Pharmacopoeia of the People’s Republic of China [ChP], 1995) subsequently
adopted residual solvent testing, but only 6-8 residual solvents were controlled at that time.
(Table 1)
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Limit (ppm)
Organic volatile USP 22 edition
impurities 3rd BP(1993) EP 3rd ChP
supplement 1995 edition
supplement

Benzene 100 100 100 100

Chloroform 50 50 50 50
1,4-Dioxane 100 100 100 100

Ethylene oxide 10 - - 10
Dichloromethane 100 100 100 100
Trichloroethene 100 100 100 100

Acetonitrile - 50 50 -
Pyridine - 100 100 100
Toluene - - - 100

Table 1. Categories and limits of residual solvents initially controlled in each pharmacopoeia

At that time, each pharmacopeia used various guidelines for residual solvents control in
pharmaceutical products with different categories and acceptance limits. Moreover, only 6-8
residual solvents were controlled, which was far behind from the categories that were really
used in pharmaceutical industry. Internationally, a standard guideline for control of
residual solvents is needed to be established. Efforts were made to harmonize the guideline
for residual solvents by ICH. On 17 July 1997, the Q3C parent guideline on residual solvent
guidelines and limits was approved by the Steering Committee under Step 4 and
recommended for adoption the three ICH regulatory bodies. 69 organic solvents that are
commonly used in pharmaceutical industry were classified in 4 categories by ICH guideline
(Table 2). Solvents in Class 1 are known carcinogens and should not be employed in the
manufacture of drug substances, excipients, and drug products because of their
unacceptable toxicity or their deleterious environmental effect. However, if their use is
unavoidable in order to produce a drug product with a significant therapeutic advance, then
their levels should be restricted as shown in Table 2, unless otherwise justified. The limits of
Class 1 solvents are usually between 2-8 ppm except 1,1,1-trichloroethane is 1500 ppm,
which is an environmental hazard. Class 2 solvents are nongenotoxic animal carcinogens.
Solvents of this class should be limited in pharmaceutical products because of their inherent
toxicity. The concentration limits of these solvents are in the range of 50 ~ 3880 ppm. Class 3
solvents have less toxic and lower risk to human health. Class 3 includes no solvent known
as a human health hazard at levels normally accepted in pharmaceuticals. However, there
are no long-term toxicity or carcinogenicity studies for many of the solvents in Class 3. They
are less toxic in acute or short-term studies and negative in genotoxicity studies. The
concentration limits of these solvents are 5000 ppm. Class 4 solvents are the solvents that
may also be of interest to manufacturers of excipients, drug substances, or drug products.
However, no adequate toxicological data was found. Manufacturers should supply
justification for residual levels of these solvents in pharmaceutical products.
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Solvent

Concentration limit (ppm)

Class 1 solvents (solvents to be avoided)

Benzene 2
Carbon tetrachloride 4
1,2-Dicloroethane 5
1,1-Dichloroethene 8
1,1,1-Trichloroethane 1500
Class 2 solvents (solvents to be limited)

Acetonitrile 410
Chlorobenzene 360
Chloroform 60
Cyclohexane 3880
1,2-Dichloroethene 1870
Dichloromethane 600
1,2-Dimethoxyethane 100
N,N-Dimethylacetamide 1090
N,N-Dimethylformamide 880
1,4-Dioxane 380
2-Ethoxyethanol 160
Ethyleneglycol 62
Formamide 220
Hexane 290
Methanol 3000
2-Methoxyethanol 50
Methylbutyl ketone 50
Methylcyclohexane 1180
N-Methylpyrrolidone 4840
Nitromethane 50
Pyridine 200
Sulfolane 160
Tetralin 100
Toluene 890
1,1,2-Trichloroethene 80
Xylene 2170
Class 3 solvents (solvents which should be limited by GMP or other qualitybased
requirements)

Acetic acid 5000
Acetone 5000
Anisole 5000
1-Butanol 5000
2-Butanol 5000
Butyl acetate 5000
tert-Butylmethyl ether 5000
Cumene 5000
Dimethyl sulfoxide 5000
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Solvent Concentration limit (ppm)
Ethanol 5000

Ethyl acetate 5000

Ethyl ether 5000

Ethyl formate 5000

Formic acid 5000

Heptane 5000

Isobutyl acetate 5000
Isopropyl acetate 5000

Methyl acetate 5000
3-Methyl-1-butanol 5000
Methylethyl ketone 5000
Methylisobutyl ketone 5000
2-Methyl-1-propanol 5000

Pentane 5000
1-Pentanol 5000
1-Propanol 5000
2-Propanol 5000

Propyl acetate 5000
Tetrahydrofuran 5000

Class 4 solvents (solvents for which no adequate toxicological data was found)
1,1-Diethoxypropane Methylisopropyl ketone
1,1-Dimethoxymethane Methyltetrahydrofuran
2,2-Dimethoxypropane Petroleum ether
Isooctane Trichloroacetic acid
Isopropyl ether Trifluoroacetic acid

Table 2. List of solvents included in the guideline of ICH

After the ICH guideline regarding residual solvents in pharmaceuticals became official in
1997, consequently, pharmacopeias of different countries have adopted it and have
revised their general methods to reflect it. EP (34 edition) was the first one that accepted
ICH guideline with the same categories and limits of residual solvents. In general chapter:
Identification and control of residual solvents, general methods for residual solvent
determination were described. Gas chromatography (GC) with headspace injection is
proposed in both systems. Two procedures (systems), A and B, are presented, and System
A is preferred whilst System B is employed normally for confirmation of identity (EP,
1999). Japanese Pharmacopoeia accepted ICH guideline in 14th edition (Japanese
Pharmacopoeia [JP], 2001). ICH guideline was accepted by Chp in 2005 edition (Chp,
2005). Three methods were used to screening and analysis residual solvents in
pharmaceuticals: Isothermal temperature H5-GC method, Programmed temperature HS-
GC method, and direct injection method. Until USP 28, residual solvents testing was
finally updated to comply with ICH guideline. Current official methods for residual
solvent determination are described in <467> chapter Organic Volatile Impurities. Three
procedures (A, B, C) for water-soluble and water-insoluble articles, are available.
Procedures A and B are useful to identify and quantify residual solvents, when the
information regarding which solvents are likely to be present in the material is not
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available. In cases when we have information about residues of solvents that may be
expected in the tested material, only procedure C is needed for quantification of the
amount of residual solvents (USP, 2005).

3. Methods for residual solvents analysis

In the early stage, one of the simplest methods for determining the content of volatile
residues consists in measuring the weight loss of a sample during heating. However, this
method suffers the great disadvantages of being totally non-specific (multicomponent
solvent blends cannot be analysed and there will always be a doubt on humidity
contamination) and of needing several grams of product to achieve a detection limit of
about 0.1% (Benoit, 1986; Dubernet, 1990; Guimbard, 1991). Nevertheless, when carried out
by thermogravimetry, the limit can be lowered to 100 ppm using only a few milligrams of
substance (Guimbard, 1991). Infrared spectroscopy (IR) (Osawa & Aiba, 1982) and Fourier
Transform Infrared Spectrometry (FTIR) (Vachon & Nairn, 1995) were used to determine
residual Tetrahydrofuran (THF), dichloroethane and methylene chloride in polymer
samples by measuring the characteristic solvent bands in the spectra. The most common
limiting factors in these methods are possible interferences of solvent and matrix peaks and,
in the case of IR, the high detection limit (above 100 ppm) and a lack of accuracy at low
concentrations (Weitkamp & Barth, 1976). Avdovich et al. determined benzene, toluene,
acetone, methyl ethyl ketone and ethyl ether (in a few samples also methylene chloride and
ethyl acetate) in cocaine samples by NMR, which allowed a quantification down to 100 ppm,
with possibly detection or identification problems in the case of ethyl ether and methyl ethyl
ketone at these low levels (Avdovich, 1991). However, these detection limits are too high to
satisfy the requirements relating to residual solvents determination, especially for the most
toxic solvents.

The methods mentioned above were replaced by GC. GC is the natural choice for residual
solvent analysis. Firstly, because of its excellent separation ability, according to the
chromatographic conditions and the column and, secondly, because of its low detection
limits and the possibility of analysing liquid or solid samples of a complex nature. Modern
capillary-column GC can separate a large number of volatile components, permitting
identification through retention characteristics and detection at ppm levels using a broad
range of detectors. The most popular detectors are: the flame ionization detector (FID),
which is a rather universal detector for organic volatile compounds; and, the electron
capture detector (ECD), which is especially suited to detection of halogenated compounds.
However, FID is by far the most preferred for release-related tasks because of its low
detection limits, wide linear dynamic range, robustness, ease of operation, and general
reliability and utility, especially for trace organic compounds. There are three type of GC
classed by different sample preparation procedures: direct-injection GC, headspace (HS) GC
and solid-phase microextraction (SPME) GC. Application of these three GCs in residual
solvent analysis will be reviewed below.

3.1 Direct-injection GC

Residual solvent determination using direct-injection sample preparation is the oldest
technique, and, historically, it was preferred because of its simplicity, reliability, ease of
operation and throughput (Witschi & Doelker, 1997). The drug substance or the formulation
is dissolved in or extracted with a high-boiling-point solvent, such as water,
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dimethylsulfoxide (DMSO), dimethylformamide (DMF), dimethylacetamide (DMA), benzyl
alcohol (BA) or ethylene glycol. Using high-boiling-point solvents has the advantage that the
diluent solvent peak will elute later, thus not interfering with the earlier eluting analyte
peaks. However, it has the big disadvantage that non-volatile components, such as the drug
substance or the formulation components, are also injected, and that leads to injector
contamination, column contamination and deterioration, together with unavoidable matrix
effects. Furthermore, as the matrix is also injected onto the column, this must be eluted prior
to beginning the next injection, and that has the effect of prolonging the analytical run. From
Witschi and Doelker (Witschi & Doelker, 1997) and Hymer’s (Hymer, 2003) reviews, the
data in the literature on direct injection applications was summarized up to 2003. It was
evident from the trend that, in more recent times, based on the number of publications, the
interest of industry-research groups has shifted to other sample-preparation techniques,
such as static headspace and sorbent-based approaches.

3.2 Headspace GC

Two types of HS sampling are available: dynamic HS analysis (also called purge-and-trap);
and static HS analysis. The theory of static headspace is thoroughly described in three books,
by Hachenberg and Schmidt (Hachenberg & Schmidt, 1977), Loffe and Vitenberg (Loffe &
Vitenberg, 1984), and Kolb and Ettre (Kolb & Ettre, 2006). It was summarized by Snow and
Bullock as below (Snow & Bullock, 2010). In HS extraction, the vapor phase directly above
and in contact with a liquid or solid sample in a sealed container is sampled and an aliquot is
transferred to a GC for separation on a column, detection and quantitation. The ability to
determine the amount of a substance within a liquid or solid sample by analyzing the
headspace vapor above it in a closed vessel derives from three critical fundamental
principles: Dalton’s Law, Raoult’s Law and Henry’s Law. Generally, static HS sampling is the
most widely used technique for residual solvent determination in pharmaceuticals. This fact
comes from some of the advantages of this technique, mainly that only volatile substances
and dissolution medium can be injected onto the column. Also HS systems are fully
automated, in addition, a sample preparation is easy, and the sensitivity of analysis is
sufficient for the majority of solvents mentioned in ICH guidelines. Static HS sampling is
based on thermostatic partitioning of volatile compounds in a sealed vial between the sample
diluent and the gas phase. Sample diluent is a critical factor affecting HS-GC method sample
load, sensitivity, equilibration temperature and time. A good sample diluent for analyzing
residual solvents in pharmaceutical products should have a high capability for dissolving a
large amount of samples, a high boiling point and a good stability. There are a number of
commonly used sample diluents for HS analysis, such as water, DMSO, DMF, DMA, BA, 1,3-
dimethyl-2-imidazolidinone (DMI), and mixtures of water-DMF or water-DMSO. For water-
soluble samples, water is the choice of diluent. The influence of the matrix medium used for
the determination of residual solvents in pharmaceuticals was investigated by Urakami et al
(Urakami et al, 2004). A guide for the choice of a matrix medium suitable for the
determination of residual solvents was proposed. Water, DMSO, DMF, DMA, BA, DMI were
studied as matrix media, and seventeen solvents were used as target analytes. The peak
shapes of each analytes were not affected by the matrix medium, whereas the peak intensities
for all solvents were strongly affected by the matrix medium. Otero et al established a static
HS GC method for quantitative determination of residual solvents in a drug substance
according to European Pharmacopoeia general procedure. A water-dimethylformamide
mixture is proposed as sample solvent to obtain good sensitivity and recovery (Otero et al,
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2004). Recently, ion liquid was used as matrix medium in HS analysis in residual solvent
analysis. Liu et al used a new solvent room temperature ionic liquid (1-butyl-3-
methylimidazolium teterafluoroborate) as matrix medium in static HS to determine residual
solvents in pharmaceutical. Six residual solvents were analyzed and better sensitivities were
gained with it as diluent comparing with DMSO (Liu & Jiang, 2007). Laus et al reported that
1-n-Butyl-3-methylimidazolium dimethyl phosphate (BMIM DMP) was identified as the most
suitable ionic liquid as solvent for the HS-GC analysis of solvents with very low vapor
pressure such as dimethylsulfoxide, N-methylpyrrolidone, sulfolane, tetralin, and ethylene
glycol (Laus et al, 2009). The main drawback of static HS is the lower detection limit
compared to dynamic HS. Partition Coefficient (K) is the key factor that affects the sensitivity
of HS analysis, which represented the concentration ratio of a volatile in the liquid and gas
phase at a defined temperature and pressure at equilibrium stage. Substance with low
partition coefficient (K < 10-100) is easier to go to the gas phase, and is considered to suitable
for HS analysis. Several methods are available for reducing the partition coefficient of
volatiles, in particular in aqueous systems, and thus to improve the HS sensitivity, such as
salting-out, pH adjustment or increasing the equilibration temperature of the sample.
Dynamic headspace sampling technique involves the passing of carrier gas through a liquid
sample, followed by trapping of the volatile analytes on a sorbent and desorption onto a GC.
A major advantage of this technique is that a thermodynamic equilibrium is not necessarily
needed, and the sensitivity of the method is increased by enrichment of the anlaytes on the
trap. Consequently, limit of detection reported for dynamic headspace are lower (pg/ml)
than those obtained with static headspace (ng/ml) (Arthur & Pawliszyn, 1990). Therefore, the
automation of the instrument and reproducibility of the results are not as good as static
headspace, so the application of purge and trap in residual solvent analysis was not popular.
Dynamic headspace analysis is particular suited for the determination of volatile residual
solvents at very low concentrations. Recently, Lakatos reported that four Class 1 solvents
were analyzed in a water-soluble drug using dynamic headspace technique. The results
show that the Purge and trap technique is more sensitive than the static headspace.
Repeatability, accuracy and the linearity were examined, and these characteristics of the
method were proved to be suitable for residual solvent analysis. It was found that the Purge
and trap could be an alternative sample preparation method besides the static headspace
method (Lakatos, 2008).

3.3 Solid-phase microextraction GC

SPME, in which a small amount of extracting phase, a stationary phase is coated on a
support. Commonly, a fused silica fiber is used. The extracting phase is placed in contact
with the sample matrix for a predetermined amount of time. If the time is long enough, a
concentration equilibrium of the volatile analyte is established between the sample matrix
and the extraction phase, then the analytes adsorbed on the fiber are thermally desorbed in
the injector of the GC. In general, two types of SPME extractions can be performed. The first
type, “Direct extraction” or “immersion” involves bringing the SPME fiber in contact with
the sample matrix. The second type of SPME is headspace SPME, in which, the volatile
analytes need to be transported through the barrier of air above the sample before they can
reach the SPME extracting phase. It helps to protect the fiber coating from damage by high
molecular-mass and other non-volatile interferers present in the sample matrix. Since the
headspace SPME was developed in 1993 and has experienced the strongest growth in
research interest over the past decade. Advantages of SPME include simplicity of execution,
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low cost of the instrument and less solvent consume. Headspace SPME attracted more
attention in residual solvent testing area due to it can avoid the interference from the non-
volatile pharmaceuticals. Camarasu et al used two types of SPME methods to determine
residual solvents in pharmaceuticals. Three fibers with different polymer films were
compared and the polydimethylsiloxane/divinylbenzene coated fiber was found to be the
most sensitive one for the analyzed analytes. Bewteen the investigated sample preparation
techniques, gastight-SPME proved to be the most sensitive one. Headspace SPME is more
precise. Compared with the static headspace technique, SPME method showed superior
results (Camarasu et al, 1998). Another paper from Camarasu reported that an SPME
method has been developed and optimized for the polar residual solvents determination in
pharmaceutical products. The headspace SPME from aqueous solutions was found to be ten
times more sensitive than Immersion SPME and Headspace SPME from organic solutions
(Camarasu, 2000)

3.4 Recent progress

A new method for direct determination of residual solvents in solid drug product using
multiple headspace sing-drop microextraction (MHS-SDME) was reported by Yu et al. The
MHS-SDME technique is based on extrapolation to an exhaustive extraction of consecutive
extractions from the same sample which eliminates the matrix effect on the quantitative
analysis of solid samples. Factors affecting the performance of MHS-SDME including
extraction solvent, microdrop volume, extraction time, sample amount, thermostatting
temperature and incubation time were studied. Experimentally, a model drug powder was
chosen and the amounts of residues of two solvents, methanol and ethanol were investigated.
Quantitative results of the proposed method showed good agreement with the traditional
dissolution method. Compared with the conventional method for determination of residual
solvents, the MHS-SDME technique can eliminate possible memory effects with less organic
solvents. The results also indicated that MHS-SDME had a great potential for the quantitative
determination of residual solvents directly from the solid drug products due to its low cost,
ease of operation, sensitivity, reliability and environmental protection (Yu et al, 2010).

A novel on-line solvent drying technique has been described that is capable of simultaneously
measuring the solvent end point in vapor phase and maintaining high accuracy with
precision. The technique used non-contact infrared sensor for monitoring the solvent vapors
during the pharmaceutical solvent drying process. The data presented demonstrated that
on-line combined with non-contact sensor method had high degree of precision and
accuracy for monitoring the end point of the solvent drying (Tewari et al, 2010).

4. Systematic study of analysis residual solvents in pharmaceuticals-
database

Analysis of residual solvent is known to be one of the most challenging analytical tasks in
pharmaceutical analysis and control. The challenge is due to the different manufacturer
produce the same pharmaceutical products using different manufacturing processes.
Unknown peaks are often detected during routine quality control testing using GC. When
this happened, the only thing we can do is to try different solvent standards to find out
which has the same retention time with the unknown peak. It is a time consuming work,
sometimes the unknown peak is not a residual solvent, but an interference peak. To address
this problem, a systematic study was conducted by our laboratory; three databases were
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established for fast screening, confirmation and method optimization in the analysis of
residual solvents in pharmaceuticals. These three databases were published separately (Liu
& Hu, 2006, 2007, 2009) and were combined here for a better understanding purpose since
they are three parts of the intact database for residual solvent analysis.

4.1 Screening database

4.1.1 Establishment of screening database

When analysis residual solvent using GC, unknown peaks often show up. It is hard to tell
the unknown peak is another residual solvent or interference peak. Moreover, some organic
solvents controlled by ICH have the same retention time on a GC column. To solve these
problems, a database for preliminary screening of residual solvents in pharmaceuticals has
been established using the parallel dual-column system. The basic principle is that different
compounds may have the same retention times on one column, but it is highly unlikely that
different compounds will have the same retention times on another column with opposite
polarities. So if an organic solvent is present in both columns in the screening procedure,
then it is a suspect residual solvent in pharmaceutical. The establishment and application of
the screening database were described in one of article published by our lab (Liu & Hu,
2007). Two columns with different polarities, SPB-1 and HP-INNOWAX, connected with a
Y’ splitter, constituted the dual pathways system. Fifty-two solvents that suitable for static
headspace analysis were studied according to the guidelines for residual solvents regulated
by ICH on this system. The retention times of 52 organic solvents in both systems were
recorded under the above conditions. The dead time was determined using methane, and
the adjusted retention times of each solvent were calculated. The relative retention times
(RRTs) of each solvent in both systems were then calculated as follows, using methyl ethyl
ketone (MEK) as the reference standard.

RRT= [tr(compound)-to] / [tr(MEK)-to] 1)

Where tg is the retention time of the compound, and ty is the retention time of methane. The
RRT was selected as the basis of identification. The RRTs of the 52 organic solvents in both
systems constituted the database (Table 3).
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Fig. 1. Schematic diagram of parallel-column system and two chromatograms of all of 52
organic solvents obtained from the system in a single run
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Non-polar system SPB - 1 Polar system HP - INNOWAX
Order Organic solvent tr(min) RRT Order Organic solvent tr(min) RRT
1 methanol 1.872  0.135 1 pentane 2432 0.038
2 ethanol 2155 0.274 2 hexane 2.607 0.081
3 acetonitrile 2237 0315 3 ethyl ether 2.675 0.098
4 acetone 2345 0.368 4 isooctane 2.848 0.141
5 2-propanol 2447 0419 5 isopropyl ether 2.850 0.141
6 pentane 2.557 0473 6 tert-butyl methyl ether 2928 0.161
7 ethyl ether 2.568 0479 7 heptane 2.987 0175
8 ethyl formate 2.600 0.495 8 cyclohexane 3.232  0.236
9 1,1-dimethoxymethane  2.672  0.530 9 1,1-dichloroethene 3.277 0.247
10 1,1-dichloroethene 2.687 0.538 10 1, 1,1-dimethoxymethane =~ 3.348 0.264
11 methyl acetate 2730 0559 | 11 methylcyclohexane 3.652  0.339
12 dichloromethane 2733 0.560 | 12 acetone 4378 0.518
13 nitromethane 2903 0.644 | 13 ethyl formate 4492 0.547
14 1-propanol 3135 0759 | 14 methyl acetate 4562 0.564
15 1,2-dichloroethene 3.222  0.802 15 1,2-dichloroethene 5.190 0.719
16 tert-butyl methyl ether ~ 3.407 0.894 | 16 tetrahydrofuran 5217 0.725
17 methyl ethyl ketone 3.622  1.000 | 17 methyl tetrahydrofuran 5378 0.765
18 2-butanol 3.892 1134 | 18 1,1,1-trichloroethane 5.692 0.843
19 hexane 4072 1223 | 19 carbon tetrachloride 5.693 0.843
20 isopropyl ether 4103 1.238 | 20 ethyl acetate 5.893 0.892
21 ethyl acetate 4122 1247 | 21 isopropyl acetate 6.250  0.980
22 chloroform 4127 1250 | 22 methyl ethyl ketone 6.330 1.000
23 tetrahydrofuran 4537 1453 | 23 methanol 6.358 1.007
24 2-methyl-1-propanol 4560 1464 | 24 1,2-dimethoxyethane 7270 1.232
25 1,2-dichloroethane 4788 1577 | 25 2-propanol 7.390 1.262
26 1,1,1-trichloroethane 5047 1705 | 26 methyl isopropyl ketone ~ 7.400 1.264
27  methyl isopropyl ketone 5310 1.835 | 27 dichloromethane 7470 1.281
28 1,2-dimethoxyethane 5348 1.854 | 28 ethanol 7.802 1.363
29 benzene 5563 1.960 | 29 benzene 7.827 1.369
30 isopropyl acetate 5.652 2.004 | 30 propyl acetate 9.355 1.746
31 1-butanol 5.718 2.037 31 1,1,2-trichloroethene 9.937 1.890
32 carbon tetrachloride 5743 2.049 | 32 methyl isobutyl ketone ~ 10.495 2.028
33 cyclohexane 5903 2128 | 33 acetonitrile 10.503 2.030
34 methyl tetrahydrofuran 5997 2175 | 34 isobutyl acetate 10.655 2.067
35 1,1,2-trichloroethene 7143 2741 35 chloroform 10.980 2.147
36 isooctane 7278 2808 | 36 2-butanol 11182 2.197
37 1,4-dioxane 7337 2837 | 37 toluene 11568 2.292
38 heptane 7.883 3.107 | 38 1-propanol 11.610 2.303
39 propyl acetate 7997 3164 | 39 1,4-dioxane 12.258 2.463
40 methylcyclohexane 8.933 3.627 | 40 1,2-dichloroethane 12.463 2513
41 methyl isobutyl ketone ~ 9.177 3.747 | 41 butyl acetate 12.540 2.532
42 3-methyl-1-butanol 9270 3.793 | 42 methyl butyl ketone 12.800 2.596
43 pyridine 9.652 3.982 | 43 2-methyl-1-propanol 13.170 2.688
44 toluene 10.548 4.425 | 44 1-butanol 14.355 2.980
45 1-pentanol 10.737 4519 | 45 cumene 15.030 3.147
46 isobutyl acetate 10932 4.615 | 46 nitromethane 15.065 3.155
47 methyl butyl ketone 11278 4.786 | 47 pyridine 15357 3.227
48 butyl acetate 12428 5355 | 48 3-methyl-1-butanol 15.747 3.323
49 chlorobenzene 13375 5.823 | 49 chlorobenzene 16.015 3.390
50 anisole 15443 6.846 | 50 1-pentanol 16.618 3.538
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Non-polar system SPB - 1 Polar system HP - INNOWAX
Order Organic solvent tr(min) RRT Order Organic solvent tr(min) RRT
51 cumene 15.887 7.066 | 51 anisole 18.523 4.008
52 tetralin 22.778 10474| 52 tetralin 23.303 5.188
methane 1.600 methane 2.277

Table 3. The relative retention times of 52 organic solvents on non-polar system and polar
system

4.1.2 Applications of the database
4.1.2.1 Screening the residual solvents in parmacuticals in a single run

Amoxicillin sodium and clavulanate potassium (5:1), an antibacterial drug registered by a
foreign company in China, was analyzed. The preliminary screening results (Table 4) were
obtained simultaneously in a single run. According to Table 4, the solvents that appeared on
both column systems simultaneously may be the residual solvents in the pharmaceuticals.
The possible residual solvents were acetone, methyl acetate, ethyl acetate and 2-propanol in
this case. All of these solvents were mentioned by the manufacturer, except for methyl
acetate. It was confirmed by the reference standard. The confirmation database was used to
give further identification of this peak, and the results indicated that the peak was indeed
methyl acetate (4.2.3.1). Finally, the manufacturer admitted that methyl acetate was actually
used in the manufacturing process, but for some reason it was not disclosed in the
manufacturer’s product information sheet. In addition, although only 4 out of the 8
impurities detected in Table 4 could be identified as residual solvents, it showed that the
database could eliminate the interference of thermal degradation products or other volatile
impurities (which were not the 52 residual solvents we concerned), which was one of the
advantages of the database.

4.1.2.2 Eliminating the interference of co-elution

Potassium clavulanate and cellulose microcrystallistate (1:1), an enzyme inhibitor of p-
lactamase, was registered by a foreign company in China. The content of methanol was
reported much higher than the limit specified by the ICH in the routine residual solvent test.
The database was used to check this result. The preliminary screening results are given in
Table 5.

According to Table 5, the solvents that appeared on both column systems simultaneously
may be the residual solvents in the pharmaceutical product. The possible residual solvents
in the drugs were acetone and 2-propanol without methanol. If the peak whose RRT was
0.129 was judged only according to the results of SPB-1, it would definitely be identified as
methanol, but on the HP-INNOWAX there was no peak with the RRT of methanol.
Therefore, this peak was not methanol and was not included in the 52 residual solvents; it
might be a degradation product from the headspace process. The database can eliminate the
interference of co-elution and avoid false positive result.

4.2 Confirmation database

Mass spectrometry (MS) and FTIR are powerful tools for identification of organic
compounds. GC is the most common technique for separation of volatile and semi-volatile
mixtures. It is well accepted that when GC is coupled with spectral detection methods, such
as FTIR or MS that the resulting combination is a powerful tool for the separation and
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Column Number tg(min) RRT  Datain database Possible residual
solvents
1 2.352 0.369  0.368 acetone*
2 2.445 0416 0.419 2-propanol*
3 2.727 0.556 0.538 1,1-dichloroethene
0.559 methyl acetate®
0.560 dichloromethane
3.807 1.092 1134 2-butanol
SPB-1
5 4135 1.255 1.223 hexane
1.238 isopropyl ether
1.247 ethyl acetate*
1.250 chloroform
6 5.863 2113 2037 1-butanol
2.049 carbon tetrachloride
2.128 cyclohexane
2.175 methyl
tetrahydrofuran
7 8.697 3.520 3.627 methylcyclohexane
8 17.988 8.133  no corresponding data
1 3.080 0.197  no corresponding data
2 4.347 0.510 0.518 acetone*
3 4.563 0.563  0.547 ethyl formate
0.564 methyl acetate®
HP-INN 5.913 0.897  0.892 ethyl acetate*
OWAX
5 6.308 0.995 0.980 isopropyl acetate
1.000 methyl ethyl ketone
1.007 methanol
6 7.425 1271 1.232 1,2-dimethoxyethane
1.262 2-propanol*
1.264 methyl isopropyl
ketone
7 7.702 1.339 1.363 ethanol
1.369 benzene
8 16.808 5.590 no corresponding data

Note: The organic solvents appeared in both columns were marked with *.

Table 4. The preliminary screening results of the SPB-1 column and the HP-INNOWAX
column
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Column Number tr RRT Data in database Possible residual solvents
(min)
1 1.878 0.129 0.135 methanol
SPB-1 2 2.363 0.368 0.368 acetone*
3 2.458 0415 0.419 2-propanol*
4 4.832 1.588 1.577 1,2-dichloroethane
1 3.037 0.194 no corresponding data
2 4287 0.505 0.518 acetone*
HP-IN 3 7.310 1.258 1.232 1,2-dimethoxyethane
NOWAX 1.262 2-propanol*
1.264 methyl isopropyl ketone
4 11.543 2311 2.292 toluene
2.303 1-propanol

Note: The organic solvents appeared in both columns were marked with *.

Table 5. The preliminary screening results of the SPB-1 column and the HP-INNOWAX
column

identification of components in complex mixtures. Gas chromatography-mass spectrometry
(GC-MS) has superior detection limits and is widely used in qualitation of volatile organic
compound. Gas chromatography-fourier transform infrared spectrometry (GC-FTIR) also
has applications in the identification for compound. The combination application of mass
spectra and FTIR spectra is a very powerful coupling because of the complementary nature
of the data acquired, which will make the confirmation more confident. Another problem is
that the residual solvents testing is trace analysis, usually the concentration of residual
solvent in the drugs is very low. So it was hard to get good results using the commercial MS
spectra library when the analytes at low concentration. To address this issue, 60 organic
solvents introduced by ICH were studied using GC-MS and GC-FTIR. The standard mass
spectra library, limit of detection (LOD) mass spectra library, standard vapor-phase infrared
spectra library and limit of detection (LOD) vapor-phase infrared spectra library were
obtained to establish a confirmation database for determining residual solvents in
pharmaceuticals. The confirmation database can be used to identify the unknown residual
solvents without using reference organic solvents.

4.2.1 Establishment of the confirmation database

One microliter of each stock standard solution was injected into the GC-MS system and the
mass spectra and the retention time of the organic solvents were recorded. The limit of
detection was considered as the quantity of analyte that generated a response three times
greater than the noise level at the retention time by diluting the stock standard solutions as
required, and the mass spectra of organic solvents were recorded. The mass spectra library
was established with Xcalibur software by exporting to the Library Brower a spectrum that
had background subtracted and then attaching the chemical structure, compound name,
molecular weight and molecular formula among other standard characteristics.

One microliter of each stock standard solution was injected into the GC-FTIR system and the
vapor-phase infrared spectra and the retention time of organic solvents were recorded. The
limit of detection was considered as the quantity of analyte that generated a response ten
times greater than the noise lever at the retention time in the Gram-Schmidt chromatogram.
This limit was achieved by diluting the stock standard solutions as required, and the vapor-
phase infrared spectra of organic solvents were recorded. The vapor-phase infrared spectra
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library was established with OPUS software by exporting to the library a spectrum that had
background subtracted and attaching an information mask that included compound name,
molecular weight, molecular formula, melting point, boiling point and other standard
characteristics.

4.2.2 Mass spectra library and vapor-phase infrared spectra library can verify and
complement each other

The advantages of mass spectra in compound identification include the ability to give the
molecular weight of compound, the ability to distinguish homologues, and superior
detection limits. The LODs of organic solvents are usually in the picogram range. The main
limitations of mass spectra include the inability to give the intact information of compound
and the inability to distinguish closely related isomers. The advantages of FTIR spectra in
compound identification are that it can give information about the intact molecule, and
similar structures such as isomers can be distinguished. The main limitation of infrared is
lower sensitivity. Obviously, the combination application of mass spectra and FTIR spectra
is a very powerful coupling because of the complementary nature of the data acquired. If
mass spectra and infrared spectra give the same result, then the result can be considered
accurate with greater confidence.
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Fig. 2. (a) Mass spectra of (1)1,1-Dichloroethene and (2)1,2-Dichloroethene. (b) Vapor-phase
infrared spectra of (1)1,1-Dichloroethene and (2)1,2-Dichloroethene

Of the 60 organic solvents were determined, 1,1-Dichloroethene and 1,2-Dichloroethene
were isomers. They had very similar mass spectra (Fig.2.a), and they were difficult to
distinguish in the mass spectra library search. But their vapor-phase infrared spectra
showed a significant difference (Fig. 2.b).

Isomers that had very similar mass spectra were suited for determination by a vapor-phase
infrared spectra library; the normal alkanes(homologs) which had simple vapor-phase
infrared spectra (Fig. 3.a) were suited for determination by mass spectra library (Fig. 3.b).

4.2.3 Applications of the confirmation database

4.2.3.1 Confirmation for the residual solvents that were preliminarily identified in
pharmaceuticals

Amoxicillin sodium and clavulanate potassium (5:1), an antibacterial medicine registered by
a foreign company, was analyzed by the screening database. According to the screening
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results, acetone, isopropanol and methyl acetate were found in the product. Besides acetone
and isopropanol were used in the synthesis, methyl acetate was not included. The
confirmation database was used to confirm the screening results. According to the result
from GC-MS, Ethyl acetate was the rank 1 compound according to the standard mass
spectra library, and the similarity value was 913 (Fig. 4.a). The sample was analyzed by GC-
FTIR using the standard vapor-phase infrared spectra library. Methyl acetate was also the
rank 1 compound, and the similarity value was 983 (Fig. 4.b). The screening result was
confirmed by the confirmation database, and methyl acetate was confirmed in the product.

4.3 Method optimization database

After the databases for screening and confirmation of residual solvents in pharmaceuticals
were established, our next challenge is to focus on systematic method development and
optimization, such as the fast selection of appropriate columns and optimization of
chromatographic conditions. The solvation parameter model was applied in the
development of a method for the analysis of residual solvents in pharmaceuticals. The
interactions between organic solvents and six different stationary phases were studied using
gas chromatography. The retention times of the organic solvents on these columns could be
predicted under isothermal or temperature-programmed conditions using the established
solvation parameter models. The predicted retention times helped in column selection and
in optimizing chromatographic conditions during method development, and will form the
basis for the development of a computer-aided method.

The solvation parameter model, first introduced by Abraham (Abraham, 1994a, 1994b,
1997), is a useful tool for delineating the contribution of defined intermolecular interactions
to the retention of neutral molecules in separation systems based on a solute equilibrium
between a gas mobile phase and a liquid stationary phase. The solvation parameter model in
a form suitable for characterizing the retention properties of stationary phases in gas-liquid
chromatography is shown below (Abraham, 2004):

SP =c+eE +sS +aA +bB +IL )

Where SP, is the gas chromatography retention data for a series of solutes. ¢ is the model
intercept, the lower case letters (¢, s, 4, b, I) are the system constants representing the
stationary phase contribution to intermolecular interactions. I, for the contribution from
cavity formation and solute-stationary phase dispersion interactions; e, for the capacity of the
phase to interact with n- and m-electrons present in the solute; s, for the ability to interact with
dipoles of the solute; a and b for the facility to interact with basic or acid solutes through
hydrogen-bond forces, respectively.

The capital letters (E, S, A, B, L) are the solute descriptors for the complementary
interactions with the system constants of the stationary phase. L being the gas-hexadecane
partition coefficient; E, the molar refraction excess; S, the effective dipolarity/polarizability
of the solute; A, the hydrogen-bond effective acidity of the solute; B, the hydrogen-bond
effective basicity of the solute.

4.3.1 Prediction of retention time under isothermal conditions

The chromatographic columns used in this work were: SPB-1 (100% dimethyl siloxane,
30.0 mx0.32 mmx1 pm ); HP-5 (5% diphenyl, 95% dimethyl siloxane, 30.0 mx0.53 mmx1.5
pm, used in Table 2); HP-5 (5% diphenyl, 95% dimethyl siloxane, 30.0 m*0.32 mmx0.25 pm);
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HP-35  (35% diphenyl, 65% dimethyl siloxane, 30.0 mx0.53 mmx1 pm); DB-624
(6% cyanopropylphenyl,  94% dimethyl siloxane, 30.0 m»0.53 mmx3 pm);  AT-225
(50% cyanopropylphenyl, 50% dimethyl siloxane, 30.0 mx0.32 mmx0.25 pm); ZB-WAX
(100% polyethylene glycol, 30.0 mx0.32 mmx1 pm). The retention times of 39 organic
solvents were determined on six columns at 40°C, 60°C, 80°C and 100°C. The dead time was
determined using methane, and the RRTs of each organic solvent on each column were
calculated using Eq. (1).

The system constants of these columns were obtained using Eq.(2) by multiple linear
regression analysis. SP in this case was RART. The solute descriptors were taken from the
literature (Kiridena, 2001, Abraham, 1993; Poole, 2002)], and are listed in Table 6. Multiple
linear regression and statistical calculations were performed using SPSS software.
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Fig. 4. Search result from (a) the standard mass spectra library and (b) the standard vapor-
phase infrared spectra library (1) Spectrum of methyl acetate in the standard vapor-phase
infrared spectra library (2) Spectrum of the residual solvent to be determined

The procedure for predicting retention time under isothermal conditions included the

following steps:

i.  The column #jis determined using methane, and ¢z is measured for the standard (MEK).

ii. The value of LogRRT is calculated using the solvation parameter model and the known
system constants and solute descriptors (Abraham, 1999).

iii. The retention time of the residual solvent is calculated from Eq. (1).

4.3.2 Prediction of retention time under temperature-programmed conditions
According to Cavalli’s theory (Cavalli & Guinchard, 1995, 1996), retention time under
temperature-programmed conditions can be calculated using only a few sets of isothermal
experiments. The hypothesis is that, in temperature-programmed gas chromatography, the
column acts as a series of short elements undergoing a succession of isothermal stages. The
retention factor of the solute (k) decreases with increased column temperature and the
logarithm of retention factor (In k) has a linear correlation with the reciprocal of column
temperature (T). A and B can easily be determined experimentally from the linear regression
using the following formula:

f A
Ink=In(® 1y=2 5 3
nk=inG =7 )

where T is the oven temperature, A and B are fitting coefficients.
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Solute descriptors

Organic solvents E S A L B
1 1,1,1-Trichloroethane 0.369 0.41 0 2.733 0.09
2 1,1,2-Trichloroethene 0.524 0.4 0.08 2.997 0.03
3 1,1-Dichloroethene 0.362 0.34 0 211 0.05
4 1,1-Dimethoxymethane ~ 0.099 046 0 1.894  0.52
5 1,2-Dichloroethene 0.425 0.41 0.09 2.278 0.05
6 1,2-Dimethoxyethane 0116 067 0 2.654  0.68
7 1-Butanol 0224 042 037 2601 048
8 1-Propanol 0236 042 037 2031 048
9 2-Butanol 0217 036 033 2338 056
10 2-Methyl-1-propanol 0217 039 037 2413 048
11  2-Propanol 0.212 036 033 1.764 0.56
12 Acetone 0179 07 0.04 1.6% 049
13 Acetonitrile 0237 09 0.07 1739  0.32
14  Benzene 0.61 052 0 2786  0.14
15  Carbon tetrachloride 0.458 038 0 2.823 0
16  Chloroform 0425 049 015 248 0.02
17 Cyclohexane 0305 0.1 0 2964 0
18  Dichloromethane 0387 057 01 2019  0.05
19  Ethanol 0246 042 037 148 048
20  Ethyl acetate 0106 062 0 2314 045
21  Ethyl ether 0.041 025 0 2015 045
22 Ethyl formate 0146 066 0 1.845  0.38
23  Heptane 0 0 0 3.173 0
24  Hexane 0 0 0 2.668 0
25  Isooctane 0 0 0 3.106 0
26 Isopropyl acetate 0.055 057 0 2.546 0.47
27  Isopropyl ether 0 019 0 2482 045
28 Methanol 0278 044 043 097 0.47
29 Methyl acetate 0142 064 O 1.911 0.45
30  Methyl ethyl ketone 0166 0.7 0 2287  0.51
31  Methyl isobutyl ketone 0111 065 O 3.089 051
32 Methylisopropyl ketone 0134 065 0 2692 051
33  Methyl tetrahydrofuran  0.241 048 0 2.82 0.53
34  Methylcyclohexane 0244 01 0 3323 0
35  Nitromethane 0313 095 006 1892 031
36  Pentane 0 0 0 2.162 0
37  Propyl acetate 0.092 0.6 0 2.819 0.45
38  Tetrahydrofuran 0289 052 0 2636 048
39  Toluene 0.601 052 0 3325 014

Table 6. Solute descriptors of organic solvents
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The prediction of the retention times of residual solvents under temperature-programmed

conditions involves three steps:

i.  The retention times of four different temperatures within the range of the temperature-
programmed conditions, such as 40°C, 60°C, 80°C and 100°C is predicted using the
solvation parameter model.

ii. The values of A and B is calculated using Eq.(3) and the retention times obtained from
step (i).

iii. The retention time of residual solvent under temperature-programmed conditions is
calculated according to Cavelli’s theory.

T (°C) System constant ( b=0 in all cases) Statistics
Column r s a l c p SE F
SPB-1 40 -0.162 0297 0355 0766 -1916 0992 0.050 511
60 -0.108 0.254 0270 0.692 -1.730 0993 0.043 582
80 -0.065 0.223 0210 0.628 -1.570 0.994 0.036 685
100 -0.024 0190 0162 0569 -1.425 0994 0.032 759
HP-5 40 -0.155 0435 0385 0769 -2.021 0993 0.045 602
60 -0.094 0373 0301 0.69% -1.825 0994 0.039 695
80 -0.045 0324 0235 0629 -1.649 0995 0.033 785
100 -0.009 0276 0185 0572  -1.493 0995 0.029 858
HP-35 40 -0.057 0926 0544 0760 -2359 0993 0.045 600
60 0.009 0.809 0487 0.690 -2134 0994 0.038 678
80 0.067 0710 0376 0.618 -1.912 0995 0.032 810
100 0108 0.627 0313 0560 -1.713 0995 0.029 849
DB-624 40 -0.245 0.689 0815 0765 -2193 0993 0.041 637
60 -0173 0.601  0.653  0.687  -1.967 0.994 0.035 710
80 -0114 0529 0531 0621 -1.777 0995 0.031 773
100 -0.068 0471 0433 0563 -1.611 0994 0.029 758
AT-225 40 -0178 1.680 1.878 0707 -2.803 0.994 0.047 682
60 -0.098 1530 1.627 0.630 -2.533 0994 0.044 657
80 -0.040 1397 1415 0564 -2299 0993 0.041 615
100 0.009 1293 1254 0512 -2115 0992 0.041 534
ZB-WAX 40 0401 2007 3.045 0575 -2.712 0991 0.080 448
60 0388 1.801 2.698 0517 -2.448 0992 0.068 504
80 0384 1.617 2378 0463 -2205 0992 0.058 542

100 0373 1467 2126 0421 -2.011 0.992 0.052 558

p= Overall multiple linear regression correlation coefficient; SE= standard error in the estimate;
F = Fischer statistic; n = 39 in all cases.

Table 7. System constants for six columns at different temperatures
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4.3.3 Prediction of system constants at different temperatures

The system constants (Eq. (2)) were summarized in Table 7. The overall multiple linear
regression coefficients (p) of the solvation parameter models were all above 0.990 which
indicated that the solvation parameter models could predict the retention times of the
organic solvents.

The relationship between system constant and temperature was also studied. The system
constants were reversely correlated with temperatures as indicated in the following
equation:

y:%ﬂi 4)

where y is a system constant, T is the column temperature, and m and n are coefficient
obtained by linear regression (Table 8).

Column System constant m n r?
r -267.12 0.6928 0.9996
s 205.75 -0.3614 0.9985
SPB-1 a 374.78 -0.8481 0.9938
l 382.6 -0.4565 1.0000
c -954.11 1.1333 1.0000
r -323.08 0.852 0.9981
s 320.86 -0.5702 0.9995
HP-5 a 4552 -1.0223 0.9935
l 389.59 -0.4709 0.9999
c -1044.4 1.2913 0.9998
r -323.84 0.9799 0.9973
s 582.54 -0.9376 0.9994
HP-35 a 452.13 -0.9015 0.9994
l 392.27 -0.4915 0.9992
c -1260.1 1.6599 0.9992
r -345.47 0.8615 0.9979
s 42498 -0.6718 0.9984
DB-624 a 743.05 -1.5676 0.9963
I 392.84 -0.4912 0.9998
c -1131.9 1.4272 0.9997
r -362.72 0.9853 0.9961
s 756.94 -0.7413 0.9991
AT-225 a 1220.1 -2.029 0.9980
l 380.94 -0.5121 0.9988
c -1344.5 1.4992 0.9990
r 53.664 0.2285 0.9892
s 1054.7 -1.3651 0.9996
ZB-WAX a 1798.9 -2.7054 0.9995
I 301.68 -0.3893 0.9994
c -1371.4 1.6713 0.9996

Table 8. Fitted regression coefficients for Eq. (4)
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These coefficients were used to further predict the retention at any temperature in the
studied range.

For instance, the system constants of SPB-1 column were predicted at 50°C using Eq. (4) as
follows: r = -0.134, s = 0.276, a = 0.312, | = 0.728, and ¢ = -1.821. Meanwhile the system
constants of this column were determined under 50°C and r = -0.145, s = 0.282, a = 0.326, [ =
0.734, and ¢ = -1.837. The results showed that the differences between predicted and
experimental values were very small, and the system constants can be well predicted at any
temperature within the ranges of 40°C to 100°C.

4.3.4 Application in the process of method development

The control of 8 residual solvents (methanol, ethanol, dichloromethane, chloroform, hexane,
benzene, methyl isobutyl ketone and toluene) was evaluated in rabeprazole sodium
formulations. Methyl ethyl ketone was used as internal standard (IS). The solvation
parameter models were used to select columns under isothermal conditions and to optimize
chromatographic conditions under temperature-programmed conditions in the analysis of
residual solvents in rabeprazole sodium.

4.3.4.1 Column selection under isothermal conditions

The retention times of these solvents were predicted on SPB-1 (non polar), ZB-WAX (polar)
and DB-624 (moderately polar) columns at 40°C using the solvation parameter model. The
optimum column was selected according to the results shown in Table 9. Hexane and
chloroform could not be separated on the SPB-1 column. On the HP-INNOWAX column, the
predicted retention time of methanol was close to that of methyl ethyl ketone, as were
ethanol and benzene. On the DB-624 column, all the residual solvents could be separated
according to the predicted retention times, therefore the DB-624 column was selected in this
experiment. The residual solvents were determined on the DB-624 column, and the results
were compared with the predicted results shown in Table 10. These findings indicated that
the predicted results were consistent with the experimental results, and that the 8 residual
solvents could be separated on this column.

Predicted ¢ (min)

Organic solvent

SPB-1 ZB-WAX DB-624
Methanol 1.838 5.098 2.551
Ethanol 2.157 5.320 3.606
Dichloromethane 2.800 4.398 5.179
Methyl ethyl ketone (IS) 3.704 5.142 8.172
Chloroform 4.228 6.832 9.167
Hexane 4315 1.766 6.271
Benzene 5.398 5.336 10.836

Methyl isobutyl ketone 10.130 8.016 25.493
Toluene 11.457 9.161 27114

Table 9. Predicted retention times of residual solvents in rabeprazole sodium on 3 different
columns at 40°C using Egs. (1) and (2)
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fr (min)

Organic solvent Predicted Experimental Atg
Methanol 2.551 2.606 0.055
Ethanol 3.606 3.539 -0.067
Dichloromethane 5179 4928 -0.251
Hexane 6.271 6.296 0.025
Methyl ethyl ketone (IS) 8.172 8.199 0.027
Chloroform 9.167 9.190 0.023
Benzene 10.836 10.833 -0.003
Methyl isobutyl ketone 25.493 25.016 -0.477
Toluene 27.114 27.409 0.295

Table 10. Comparison between the predicted and experimental retention time of residual
solvents in rabeprazole sodium on DB-624 column at 40°C using Egs. (1) and (2)
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1-Methanol; 2-Ethanol; 3-Dichloromethane; 4-Hexane; 5-Methyl ethyl ketone (IS); 6-Chloroform;

7-Benzene; 8-Methyl isobutyl ketone; 9-Toluene;

Note: Predicted retention times of each organic compound were indicated by the vertical bars inserted
in the chromatogram

Fig. 5. Chromatogram of 8 organic solvents under temperature-programmed conditions on
DB-624 column

4.3.4.2 Optimization of chromatographic conditions under temperature-programmed
conditions

From Table 10, it can be seen that the separation of these 8 residual solvents on the DB-624
column at 40°C took approximately 30 min, and no peak was eluted between 10 and 25 min,
therefore temperature-programmed conditions can be used to shorten the analysis time. The
method for predicting retention time under temperature-programmed conditions can be
used to optimize the chromatographic conditions. The retention times of the solvents under
designated temperature-programmed conditions were first calculated, and according to the
predicted retention times, separations among the solvents were evaluated. If some of the
solvents could not be separated under that condition, the temperature program was revised
and the retention times were recalculated. This process was repeated until optimal
chromatographic conditions were found under which all the solvents could be separated. In
this case, the temperature-programmed conditions were as follows: oven temperature was
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maintained at 40°C for 10 min, and then raised to 120°C by a rate of 20°C/min for 2 min.
These 8 residual solvents were determined under the optimized conditions, and the results
were compared with the predicted results (Fig.5). These findings indicated that the
predicted results were consistent with the experimental results, and that the 8 residual
solvents were separated within 15 min. The analysis time was decreased by 15 min
compared to the analysis time under isothermal conditions. Therefore workload and time
were dramatically decreased following the process of method optimization using the
proposed approach.

5. Conclusion

Residual solvents from the processes in the manufacture of pharmaceuticals are a problem
and must be removed. The ICH guideline is already accepted by different pharmacopeias.
GC analysis is the ideal methodology for residual solvent analysis. Now the official method
for sample preparation is still static headspace analysis, which gives a high level of
automation from the instrumentation currently available and has a low impact on GC
column life. Other methods such as SPME, MHS-SDME are useful alternative methods for
residual solvents testing.

From the regulatory perspective, each pharmacopoeia focused on comprehensive analysis of
residual solvents in pharmaceuticals. The official methods in USP and EP use two system
and all the organic solvent reference standards to screening residual solvents. The
established database for residual solvents analysis was adopted by ChP. Different from USP
and EP, reference standards were not required for all organic solvents. Organic solvents
having the same or similar retention times on one column usually have quite different
retention times on the column with opposite polarity. The nature of the organic solvents can
be identified using the two columns. The screening database was used to make a full-scale
screening of the residual solvents in the pharmaceuticals. Only a few organic solvent
reference standards were needed to confirm the screening result. If there are residual
solvents that were not mentioned in the specification or production process, first class
solvents or unknown solvents were found, that can be analyzed by GC-MS and GC-FTIR,
using the confirmation database to make a confirmation. The dababase system can solve the
difficult problem of unknown residual solvents determination, making it a powerful tool for
determining residual solvents in pharmaceuticals.
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