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Preface

Highly sensitive measurements are almost inevitable in the modern science and technology,
particularly in the optical domain. There are numerous research applications involving opti-
cal imaging and optical spectroscopy, which deal with extremely low-photon fluxes. These
applications are astronomical measurements, interferometry, fluorescence, medical imaging,
and tomography, among them. For all of these applications, statistical detection of a single-
photon arrival represents an important event.

Photon counting is a unified name for the techniques, which use single-photon detection for
accumulative measurements of the light flux, normally occurring under extremely low-light
conditions. Various types of single-photon detectors along with the corresponding electrical
circuits are used in parallel in order to achieve this goal. Nowadays, photon counting can be
applied to the wide variety of radiation wavelengths, starting from X-ray and deep ultravio-
let transitions and ending with far-infrared part of the spectrum.

As a special tribute to the photon counting, we have to note that several important scientific
advances, including the studies of cosmic microwave background radiation in astronomy,
the experiments with muon detection, and the large-scale fundamental experiments on the
nature of matter, are hardly imaginable without this technique.

Under the fast development of modern science and corresponding technological solutions,
an extended overview combining the basic knowledge with the recent advances of a certain
technique is always of a great interest. Thus, the goal of the book is to provide readers with
an overview on the fundamentals of photon counting and to describe some state-of-the-art
applications of this technique in the applied science and everyday life. The historical back-
grounds and the important technical solutions, such as the development of key light-sensi-
tive photodetectors, are among the main subjects.

The book consists of 12 chapters ranging from historical development of the fast photon detec-
tors to the LIDAR and tomography applications with single-photon detection capability. It is
subdivided into three main sections covering (I) the historical aspects of the low-light detec-
tion, (II) the fundamental aspects and applications of photon counting, and finally, (III) the
additional technical applications of this technique, which may be demanded in the modern life.

We hope that the contributions from this book may serve as handbook materials not only for
the experienced researchers but also for students and experimentalists in the areas of low-
light detection and optical spectroscopy. We also hope that the described progress in the
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field should inspire some scientists with fruitful ideas in order to define new potential direc-
tions in the domain of single-photon and low-light detections. The editors would like to ac-
knowledge their host institutions and the contributing authors for the support and fruitful
interactivity during the preparation of this book.

Dr. Nikolay Britun
Plasma-Surface Interactions Chemistry Laboratory
University of Mons, Belgium

Dr. Anton Nikiforov
Research Unit of Plasma Technology
Ghent University, Belgium
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Chapter 1

Principles and Early Historical Development of Silicon
Avalanche and Geiger-Mode Photodiodes

Edward M.D. Fisher

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.72148

Abstract

The historical development of technology can inform future innovation, and while theses
and review articles attempt to set technologies and methods in context, few can discuss the
historical background of a scientific paradigm. In this chapter, the nature of the photon is
discussed along with what physical mechanisms allow detection of single-photons using
solid-state semiconductor-based technologies. By restricting the scope of this chapter to
near-infrared, visible and near-ultraviolet detection we can focus upon the internal photo-
electric effect. Likewise, by concentrating on single-photon semiconductor detectors, we
can focus upon the carrier-multiplication gain that has allowed sensitivity to approach the
single-photon level. This chapter and the references herein aim to provide a historical
account and full literature review of key, early developments in the history of photodiodes
(PDs), avalanche photodiodes (APDs), single-photon avalanche diodes (SPADs), other
Geiger-mode avalanche photodiodes (GM-APDs) and silicon photo-multipliers (Si-PMs).
As there are overlaps with the historical development of the transistor (1940s), we find that
development of the p-n junction and the observation of noise from distinct crystal lattice or
doping imperfections — called “microplasmas” — were catalysts for innovation. The study of
microplasmas, and later dedicated structures acting as known-area, uniform-breakdown
artificial microplasmas, allowed the avalanche gain mechanism to be observed, studied
and utilised.

Keywords: single-photon avalanche diodes, SPAD, p-n junctions, photodiodes,
avalanche, multiplication, internal photoelectric effect, photon counting, history,
Geiger-mode, gain

1. Introduction

Optics has seen significant progress in the last 100 years. We now take as routine that we can
detect single-photons, count them and time them in such an accurate manner that we can study
phenomena that would have been treated as science fiction in the days of quantum pioneers such
as Max Planck, Albert Einstein and Werner Heisenberg. We are able to use time of flight, at the

I m EC H © 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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single-photon level, to image objects in three-dimensions, provide laser ranging for autonomous
car applications, and monitor the timing of a few scattered photons to observe objects blocked
from view. In biomedicine, we detect single-photons from fluorescing biological samples, com-
puting the fluorescence lifetime and using it as a window into reactions. Quite routinely we use
photon counters in the form of photomultiplier tubes (PMTs) to detect the co-incidence of
gamma radiation, using scintillators for positron emission tomography (PET) and charge
counting detectors for accurate X-ray computed tomography (CT). Newer techniques such as
Raman spectroscopy require sensitive instrumentation, and increasingly spectroscopy is being
used to illuminate biological phenomena. In physics, photon counting is crucial in high-energy
physics (e.g. ATLAS and CMS at CERN)' with many experiments testing quantum theory only
becoming possible with technological progress in these technologies. In communications, quan-
tum key distribution (QKD) and few-photon communication links have been achieved.

Despite this, to study and discuss photon counting, it is also crucial to understand the histor-
ical underpinnings of the technologies in use today. Surely, we must not take technologies for
granted, but understand where such innovation came from? If we wish to progress forward,
surely, we must know, acknowledge and expand upon what has been tried, tested and shown
to be successful, (or not), in the past?

This chapter will focus on detection of light using semiconductors such as Silicon and Germa-
nium. We will discuss the nature of the photon and the mechanisms whereby light can interact
with matter for that detection. We are fortunate that light detection, especially in the visible
spectrum utilising the internal photoelectric effect, is a mature technology. But how did we
progress towards the ability to detect, count and time single-photons, the solitary quanta of
electromagnetic radiation? We will focus on a phenomenon known as photo-carrier multiplica-
tion or avalanche, which can provide either linear gain or run-away generation that increases the
sensitivity of an optical detector beyond that we could achieve with amplifiers and other gain
mechanisms. There are numerous technical review articles on single-photon detectors [1, 2],
avalanche diodes [3] and single-photon avalanche diodes (SPADs) [4, 5]. However, these take
the typical technical view and rarely — and if at all, poorly — discuss the historical development of
these scientific and engineering breakthroughs. This chapter will therefore provide a literature
review of early historical development of Silicon and Germanium solid-state semiconductor
detectors, the use of p-n junctions, the noise sources that were observed within Shockley’s first
transistor devices, and how this lead to the discovery and utilisation of avalanche gain.

2. The photon: philosophy, nature and theory for engineers

Before discussing the history of semiconductor photon counters, the question arises of: What is
a photon? As there are numerous philosophical interpretations as to the nature of the photon,
these will be briefly covered. As scientists, we must not forget questions of interpretation as it

"The acronyms: (i) CERN, (ii) ATLAS and (iii) CMS refer to (i) The Conseil Européen pour la Recherche Nucléaire, (Geneva in
Switzerland), and the high-energy particle physics experiments (ii) The A-Toroidal Large Hadron Collider Apparatu$ and (iii)
The Compact Muon Solenoid respectively.
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is easy to view theories as gospel and particles as real physical entities. We can easily forget the
assumptions, inferences and observations by proxy that have led to the current shared scien-
tific view. This section will also cover several fundamental theories before we can discuss
detection and the properties we now exploit in many applications.

There are two major schools of thought when it comes to evidence interpretation. We can view
observations of light’s effects from either a wave or particle viewpoint, the so-called wave-
particle duality problem. However, when it comes to existence and knowledge, we can take
either a ‘realist’ or “anti-realist’ viewpoint [6].

®  Realists hold that objects, conditions and processes, if described by correct, fully-evidenced
theories, are indeed real. The photon is a real particle, or a physical wave, or its wave packet
is an entity. Realists seek the truth of nature using scientific methods and treat a robust
theory also as the real and correct representation of how nature operates. Realism is divided
into those that are (i) realists regarding theories but not objects, (ii) realists concerning
objects but not theories, and (iii) realists about both.

*  Anti-Realists state there is no real object, condition or process. They hold theoretical entities
and the theory itself as purely ways to visualise a phenomenon, aiding understanding or a
method only of prediction. They state that, linguistically, we need a shared nomenclature
and conceptual model to think about complex notions.

Both have their merits, and the reader must decide where they sit on this spectrum. There are
several issues that prompt further thought. If a theory is shown to be accurate, thus implying
an entity, if that theory is later shown to be incorrect by new evidence, then the original logical
construction for that entity requires a new theory. We might incorporate entities of similar type
and therefore share the nomenclature in our new conceptual model, however the original
entity has now been replaced. The theory of Phlogiston is a useful case, where once the theory
was falsified, science propagated the oxidisation theory of combustion. The entity Phlogiston,
despite having been the ‘embodiment of truth’, was no longer logically founded [6].

Wave-particle duality opens a further issue, in that we can interpret observations from both
viewpoints. With both being theories that accurately fit experiment, provide prediction and aid
understanding, the theory to use depends on the phenomena being considered. If both theories
are robust, is it the particle that is real or the wave? Steven Hawking [7] formed a third interpre-
tation known as “‘model-dependent realism’. This states that reality should be understood using
our models and theories, but that it is not possible to prevent a theory being falsified by future
experimental findings. At best, a theory can only be true with respect to current observations. This
is related to Kuhn's idea of theory choice [8] and the concept of theory falsifiability [6]. A theory
should be evaluated by how accurately it describes observation and if it can make predictions of
hitherto unseen phenomena. If there are several logical, tested theories that overlap, such as wave-
particle duality, then model-dependent realism holds that multiple equally valid realities exist.
This does not sit well with many; therefore, a pseudo-realist view can be taken where we choose
which model we need. This dichotomy and choice of theory, shows that we are never truly realist
with respect to these theoretical entities. Put simply, the photon is nothing more than a useful
‘aide-memoire’ when we choose to use Maxwell’s equations for wave motion.

5
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2.1. Photon or anti-photon: an elusive concept

In Loudon’s treatise on the quantum theory of light [9], it is made clear from the outset that the
word photon is somewhat of a vague, theory-loaded term [6] that can lead to confusion. The
word was coined by G. Lewis in a 1926 Nature paper. This is surprising as many would cite
Einstein’s 1905 paper on the photoelectric effect [10] as a suitable definition of a “photon’ i.e. a
single quantum of electromagnetic radiation [11]. The history of quantized optics is described by
Lamb [12] and Loudon [9], with much modern theory and philosophical questions discussed in
[13]. However, Lamb was highly critical of the term suggesting it should be used only by
“properly qualified people”. Indeed, Einstein famously stated, “All the fifty years of conscious brooding
have brought me no closer to answering the question, “What are light quanta?” Of course, today every
rascal thinks he knows the answet, but he is deluding himself.”

One may ask where Lamb’s criticism of the word photon comes from. Firstly, Lewis when
coining the term, suggested it as a real, physical particle (i.e. realism), as a method of
explaining chemical valence. Specifically, he hypothesised the photon as a mediator of radia-
tion from one atom to another, helping to explain how a molecule such as Hydrogen gas can be
stabilised by two electrons that sometimes can have a strong attractive rather than repulsive
force. However, he explicitly [12] denied it related to the quantum of light discussed by Planck
and Einstein. Secondly, Lamb expounds the view that all uses of the term ‘photon’ can be more
accurately thought of using quantization of wave interpretations, explicitly he states: “With
more complicated states, it is terribly difficult to talk meaningfully about ‘photons’ at all”. He cites the
work of Wentzel and Beck (1926) as they show that the photoelectric effect can be described by
quantum theory, without the use of light quanta [12].

2.2. Photons: energy and statistics

As Loudon suggests, the impression the word gives is of an indistinct, fuzzily-bound globule of
light that travels from point A to B through optical equipment or free space. Many would
conceive photons as bullets travelling as a stream making up distinct rays. Despite that view, a
photon can be more correctly thought of as an electromagnetic field within a cavity of length L.
As with sound waves, there are an infinite set of spatial-modes discretized into integer divisions
of the cavity spacing, i.e. L/2 etc. Extension to open cavities can be achieved by, considering an
experiment of finite size but with no identifiable cavity or viewing the system as discrete
travelling-wave modes [9]. This scenario can be described by a quantized harmonic-oscillator of
angular frequency, w. If we take a single spatial-mode, we can write its Hamiltonian in the form
of Eq. (1) [9, 12]. This relates to a pseudo particle with an effective mass, |, an angular frequency,
w, a position, x and a momentum, p. This a wave-mechanical description of a particle, where
matrix mechanics (Heisenberg 1925-1926) can be used to form an analogy with the 4-dimen-
sional (X, y, z, t) electric and magnetic fields within a cavity.

1 P 2.2
H_§<F+ywx (1)

2.2.1. Energy

As Lamb suggests, rather than using x, y, z as spatial coordinate labels for a spatial-mode, the
vector k can be used which is called the wave-vector. For a simple 1-D case, k = |k| = 1 for the
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fundamental, i.e. a single wave period within the cavity, k = 2 for the second harmonic and
k = n for n periods of the wave in the cavity. To come back to ‘photons’ and their definition, if
we assume we have a single mode, which has an associated ‘number state’, n or |n), we can
give the energy of that state in the form of Eq. (2) [9, 12]. The state |0) is called the ground or
vacuum state and still represents a finite energy level, although this cannot be detected
without specialist experimentation and does not contribute to photon counting [9].

1
B (nk ; 5) hox @

The spatial-mode, k, therefore contains 1 “photons’, and the angular frequency is, @ = ck. As
we can consider photon “creation” as being the increase in electromagnetic energy in a mode,
while a decrease in energy represents photon ‘destruction’, the state can only be excited by
integer multiples of 4w, where 1 is the reduced Planck constant, #/2m . The energy of a photon
is defined using Eq. (3) [9], where c is the speed of light and A is the wavelength.

Ep:ha):hv=% ©)

2.2.2. Statistics

One particular reason why the single packet of energy has become useful as a conceptual
framework, is that the single-photon state can produce a single current-pulse in a photodetec-
tor that uses ionisation ([9] p2). This significant point allows us to use the word ‘photon’ from a
detection viewpoint, removing some wave and probability distribution details. If we try to
measure the number of photons within a mode, we would find a probability, P(n), of finding a
given number. This we will see leads to Poisson statistics. Photon creation, destruction and
thermal variation will contribute to the fluctuation in photon number. In Eq. (4), (1) denotes
the mean number of thermally excited photons in a field-mode at temperature, T, with
Boltzmann constant kg [9]. This is called the Planck thermal excitation function ([9] p10) and
represents the probability that the mode is excited to (n) photons at thermal equilibrium.

1

() = —
exp (k’;—“%) -1

@)

If we think of an ensemble of measurements (over time or separate identical systems), the
probability, P(n), of finding exactly n photons within an optical cavity with a mean photon
number, (1), is given by the Geometric distribution of Eq. (5). This holds only if we consider a
period, t, greater than the characteristic time scale of any fluctuations ([9] p14).

oy
P = ®

Lasers and the radiative transitions of excited atoms are often treated as ideal. Despite this,
there are processes such as collision, power and Doppler broadening that modify the shape of
a spectral emission line [9]. These allow the electric field and amplitude of a light beam to vary
in a time dependent manner. The time scales of these fluctuations are inversely proportional to

7
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the differences in optical frequencies produced by line-broadening processes. Hence a fine line-
width laser is more coherent than a chaotic source such as an incandescent lamp. If we
consider a continuous wave emitted by an atom of a gas, a collision with another atom will
present a random, abrupt change in the phase of the wave ([9] p84). The mean time between
such events is called the coherence time, 7., and is expressed by Eq. (6), where A is the center
wavelength, AA is the spread of the line due to broadening and c is the speed of light. For an
example 650 nm laser, a spectrum of 1 nm width yields a coherence time of 1.41 ps. For a LED,
the spectrum may be wider with a FWHM of 20 nm, giving a coherence time of 0.07 ps.
AZ
e ©

Expanding this to many atoms, we can write the total electric field amplitude, E(t), as Eq. (7),
where a(t) represents the amplitude variation and ¢(t) represents the phase variation with
time, ¢, of the phasor addition of all constituent radiating atoms ([9] p84).

E(t) = Eg exp (—iwot)a(t)exp (ip(t)) )

Detection can be viewed using semi-classical theory [9]. This is the combination of a classical
(i.e. wave) treatment of incident radiation with a quantum (i.e. particle) treatment for the
atomic detector. If we call m the number of photon counts produced in an experimental
integration time, T,, and repeat the experiment multiple times, we can define a probability of
finding m photodetections, P,,(T,). The mean number of photodetections, (m), can be calcu-
lated from (m) = &IT,, where & models the detector’s finite efficiency and I is a cycle averaged
incident intensity. Loudon ([9] p121) derives P,,(T.), Eq. (8), which has the same form as the
Poisson distribution, with the rate parameter, A,, being equal to ().
<m>m —(m)

Pm(Te) = W@ (8)

This applies to light from stimulated emission, i.e. coherent light, but also for chaotic light
when the integration time of the measurement is much longer than the coherence time, such that
fluctuations in intensity are averaged. There is therefore a continuum between the Geometric
and Poisson distributions depending on the integration time and coherence time ([9] p122).
Normally we consider the variance of the Poisson distribution to be equal to the mean, i.e.

02 = var(x) = (m), however fluctuations in light produces a departure from this assumption.

The variance of the distribution is given by Eq. (9), where I(t, T,) is the mean intensity that falls
on the photodetector during the period from ¢ to t + T, ([9] p122].

0 = (Am)> = (m) + T [<T(t, Te)2> - 72] )

The first term is photon shot noise and is the primary assumption used for the statistics of
coherent light. The second term represents an excess noise linked to “wave fluctuations” of both
coherent and incoherent sources. The variance simplifies to Eq. (10) ([9] p122). If the measure-
ment time is longer than the coherence time, then the second term is negligible and we can
assume that 62 = (m), i.e. pure Poisson statistics. If the measurement time is equal to or less
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than the coherence time, then the second term increases leading to super-Poisson statistics.
Sub-Poisson statistics, i.e. squeezed light states are also valid, however this requires a quantum
treatment of the electromagnetic field ([9] p201).

(10)

However, for chaotic light, such as a thermal source or a LED, the variance of Eq. (10) sim-
plifies into a different, more Geometric form, given by Eq. (11) ([9] p122 and p199). Here we see
that such sources follow super-Poisson statistics. It is now understandable why lasers with fine
line widths are used for (i) physical experiments requiring photon counting and (ii) high speed
(100 Gb/s) optical communication links where noise about mean signal amplitudes represents
a significant contribution to errors.

o* = (m) + (m)* (11)
3. High-sensitivity optical to electrical conversion

There are three processes that lead to photon interaction, and thus detection [14]. These are the
(i) photoelectric effect [11, 15], (ii) Compton scattering and (iii) pair production, with the final
two phenomena only occurring at high photon energies.

* A photon can be scattered by an atomic electron, a process called Compton scattering. It
imparts some energy to the electron, meaning that the photon energy is decreased, and
thus the wavelength becomes longer. Compton scattering therefore does not destroy the
photon. As noted in [14], this effect is small for energies “below tens of KeV,” i.e. 10KeV is
0.124 nm and 1KeV is 1.24 nm.

¢ In pair-production, the photon energy is enough to result in the creation of an electron-
positron pair, i.e. the anti-matter counterpart of the electron. The energy must be higher
than E,= 2m,c%, where m, is the electron rest-mass. As this is 1.02 MeV, i.e. 0.0012 nm, this
process occurs only for X-ray and Gamma-ray interactions [15].

*  Both processes can thus be discounted from many photon counting applications operating
in the UV, visible and near-IR [14, 15].

This elimination leaves the photoelectric effect - which is subdivided into the external and internal
photoelectric effects [11, 14-16]. We also have further subdivision into the photoconductive effect
and photovoltaic effect. Due to the prevalence of these key words in peer-reviewed literature [17,
18], legal patents, company white papers and graduate and undergraduate textbooks, they
represent the time and geography independent nomenclature for the field. The internal photo-
electric effect is certainly not “irrelevant” for solid-state photonic technologies [11, 15, 18].

3.1. The internal and external photoelectric effect

In the internal and external photoelectric processes, a photon is absorbed, thus destroying the
photon. If the photon energy, E,, is sufficient to overcome the surface work function, g¢,, of

9
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the material (Eq. (12)), a bound-free transition takes place whereby an electron is promoted
from an outer electron orbital and is expelled from the surface into an external vacuum (of
permittivity, &) [13, 14, 17]. The remaining energy is accounted for by the kinetic energy of the
electron as a free particle [13], whereby it can be accelerated and cause secondary electron
emission. This “external photoelectric effect” is utilised within photomultiplier tubes for primary
photoelectron generation. The work function, ¢,,, of Silicon is ~4.6 eV (requiring photons of
wavelength shorter than 260 nm, i.e. UV). This prompted PMTs to use metals with lower work
functions such as Caesium, Rubidium and Antimony with work functions of 1.95, 2.26, 4.55 eV
for wavelengths of 635, 548 and 272 nm respectively. The Schottky effect, whereby an electric
field, & can lower the potential barrier between the material and vacuum, A¢, is also key in
PMTs [19] allowing a reduced ‘effective’ work function and thus a longer wavelength detection

threshold.
Ep = thq% = ‘1((17141 - A¢) - q<¢m B \/%) (12)

In contrast, semiconductors have a band-gap, E,, between the valence, E, (i.e. outer-orbital
bound electrons) and conduction electrons, E. (i.e. a cloud of delocalized electrons) [17, 18]. A
photon with energy greater than this band-gap (E,>E,) can promote an electron from the
valence to the conduction band [16, 17]. As the absence of an electron in a valence state is
described as a hole, the “internal photoelectric effect” produces an electron-hole pair [16-20].
This is a bound-bound or intrinsic transition [13, 15]. The electron is still ejected from the atom;
however, it is not ejected from the surface [16]. If two electrodes are placed on the material
with a slight potential gradient, or if that potential exists due to a p-n doped junction within
the material [20], the electron-hole pair are separated and drift apart due to their relative
charges. With many photo-generated carriers within the material due to numerous incident
photons, the bulk conductivity of the material increases [16, 17], allowing a photocurrent to
flow through an external circuit. This is the photoconductive mode. Photons of high energy are
highly likely to cause band to band transitions, however as the wavelength increases towards a
photon energy close to the band-gap, the likelihood of transition decreases, given by the
absorption coefficient, a [20]. This leads to a long-wavelength cut off, A, given by Eq. (13)
[19]. For Silicon, this is 1.1 um, where the absorption coefficient is 1x10" cm ™', whereas at
400 nm it is 1x10° cm ™.
1.24

Ac = E, (13)

As materials have various band-gap energies, diverse materials can be used to detect different
wavelengths (e.g. Silicon 350 nm to 900 nm and Germanium 750 nm to 1.6 pm). Typically, one
electron-hole pair is produced per absorbed photon, limiting the quantum efficiency (typically <1),
and the spectral responsivity. The optically-induced current, I, can be calculated using Eq. (14)
[19], assuming a detector thickness much larger than the light penetration depth, (1/a). Popr is the
incident optical power, i, is the electron mobility, 17 is the quantum efficiency, L is the distance
between the contacts, and 7 is the carrier lifetime.
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_ Popr (1,7€
te=a(n ) (45) 04

As the average depth of absorption changes with wavelength, the depth of a photodiode p-n
junction is chosen to maximise the received photocurrent. The width of the junction is critical
in this; however, it also has implications for bandwidth, which is restricted by three phenom-
ena, (i) the capacitance of the junction, (ii) the time delay of carriers generated outside of the
junction, diffusing into that junction, and (iii) the drift or transit time, 7,, of the carriers within
the junction (Eq. (15)) [19].

LS (15)

4. Avalanche multiplication gain: high-sensitivity detection

A challenge central to photon counting, is how to apply enough gain such that a single
electron-hole pair can produce an appreciable signal for detection. As all electrical readout
schemes include thermal noise [19], the signal, Sph(t), we obtain from the detection of a single-
photon can easily be hidden by thermal noise, ny,(t). The signal-to-noise ratio (SNR), would be
given by: SNR = [Syy()|/[nu(t)|. If we were to use a traditional amplifier to provide a gain,
g = 1000, the amplifier would also amplify the input noise and would likely contribute further
noise terms, 1, (t,g). This would give an amplified output with a SNR given by Eq. (16), i.e.
the SNR would not benefit from amplification.

SNR — 8|S (t)|
glnm(t)| + }”amp(tag”

(16)

To provide single photon sensitivity, an ideal amplifier would need to (a) minimally amplify
noise, (b) provide a gain to separate the signal from noise sources, (c) have a high bandwidth
allowing fast temporal resolution of an event, (d) contribute little extra noise and (e) for many
applications would need to be both small and low power. This is where avalanche gain or
carrier multiplication becomes critical for modern photon counting applications.

4.1. The avalanche upshot

For a p-n junction, there exists a small built-in potential, V;;, which separates photo-generated
electron-hole pairs. The avalanche multiplication process occurs at an increased reverse bias
voltage, V,, in comparison to standard photodiodes ([19] p317). At this bias, the total energy
difference between the p- and n-type regions becomes: q(Vj; + V,). The resultant increase in
the electric field, ¢, accelerates a free carrier, labelled 1 in Figure 1, to a kinetic energy, E,
sufficient to overcome the ionisation energy (band-gap), E,, of the material ([19] p79) (Eq. (17),
where m; is the effective carrier mass and v; is the saturation velocity). The actual values are
larger than this minimum at 3.6 eV for electrons and 5.0 eV for holes. Upon a collision between
a carrier such as a photoelectron and the Silicon crystal lattice, the accelerated carrier ionises
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Figure 1. Energy band diagram showing avalanche multiplication. The electric field accelerates an electron (1) to a kinetic
energy of E;. Upon collision with the lattice, this energy is sufficient to ionise a bound electron, promoting it to the
conduction band (2 and 2'). Adapted from [19] p79.

another carrier. An electron-hole pair, labelled 2 and 2/, is generated with those carriers then
accelerated by the electric field, causing further ionisation [3, 4]. This process continues expo-
nentially creating an avalanche of carriers within the p-n junction.

1
Ex> Emlvg = (15)E, (17)

The generation rate, G, of electron-hole pairs through impact ionisation can be calculated
using Eq. (18) [19]. Here ], and ], are the electron and hole current densities, while a,, and a,
are the electron and hole jonisation rates, i.e. the number of carriers generated by an ionising
carrier per unit distance. The ionisation rates vary for different materials and with the electric
field strength. We can view the generation rate as being time varying. At time t = —6t, both |,
and ], are zero, i.e. before a photon liberates a carrier. At t = 0, there is a photon absorption
giving an electron-hole pair. Att = +0t, ionisation has increased |, and J,, giving more carriers

at t = 4+206t, and therefore a consequent increase in generation rate.

Geo = (a1 (19)

4.2. Avalanche photodiodes (APDs)

A class of detector called an avalanche photodiode (APD) [1-3], biases the p-n junction such
that carrier multiplication achieves a constraint generation rate, and thus a constant gain.
Careful biasing and device design is needed to ensure the process does not lead to run-away
avalanche and catastrophic junction breakdown. The diode therefore produces a photocurrent
dependant on the photon flux, with the avalanche gain, M, and the width of the p-n junction,
W;, being highly dependent on the applied bias. The width also dictates the proportion of the
electron-hole pairs that are captured with varying depth into the surface.

There are two main noise sources. The thermal noise, <it2>, is given by Eq. (19), where k3 is the
Boltzmann constant, T is the temperature, B is the bandwidth of the system and R, is the
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parallel combination of the load, series, junction and amplifier input resistances. As avalanche
multiplication is inherently random, there is an associated multiplication of the shot noise, (i),
Eq. (20), where F(M) is a noise factor associated with the multiplication, M and Ipy and Ip are
the photo- and dark- currents respectively. The multiplication excess noise factor is highly
dependent on the ratio of the electron and hole ionisation rates (Eq. (21)) ([19] p317), where
ideally, we should have more electron than hole multiplication. For Silicon, the ratio of &, /a;,
may be low at 0.04. For a gain of M = 10, this gives an excess noise factor of 2.22.

(i) = 4kBT<R%q)B (19)
(i2) = 2q(Ipy + Ip)M*F(M)B (20)

a-s(2) (-3)(-2)

Luckily, the avalanche multiplication also multiplies the current caused by the internal photo-
electric effect, Ipy. This is given by Eq. (22), where Popr is the incident optical power in watts
and 7 is the quantum efficiency of the photodiode [19]. Avalanche gain can therefore be a
highly effective technique for high-sensitivity detector technologies.

_ qnPorrM

I
PH ho

(22)

4.3. Single-photon avalanche diodes (SPADs) and other technologies

Several dedicated photodiode structures can be biased further into reverse bias, giving higher
gains and therefore greater sensitivities. In some cases, run-away multiplication can be used to
create specialised diodes called single-photon avalanche diodes (SPADs) or Geiger-mode
avalanche photodiodes (GM-APDs) [4, 5]. The Geiger region lies beyond the avalanche photo-
diode region but before the breakdown of a guard ring that surrounds the device. It is called
this because run-away avalanche, with gain factors in the region of M = 1x10°, leads to a
current pulse behaviour similar to Geiger-Muller tubes. In modern SPADs, a single photon,
yielding a single electron-hole pair can produce a sizable avalanche photocurrent, and in well-
designed circuits can produce a voltage pulse suitable for standard complementary metal-
oxide-semiconductor (CMOS) logic [4] with both high temporal accuracy (low jitter) and a
short duration (5-20 ns).

Several other photon counting technologies utilise the avalanche breakdown multiplication of
carriers. SPADs have been fabricated into large arrays in modern CMOS processes, allowing
the advantages of high-speed dedicated on-chip logic and complex signal processing. Silicon
photo-multipliers (Si-PMs) can also be made by the parallel combination of avalanche currents
across a shared load resistance. Si-PMs employ less complex circuitry, reducing the prospects
for single-photon imaging, but often allow higher optical fill-factors for physical experimenta-
tion. Both APDs and Geiger-mode devices can be manufactured using III-V materials such as
InGaAs/InP for single-photon detection over many wavelengths. Other highly sensitive detec-
tors include electron-multiplying charge-coupled-devices (EM-CCDs) which use avalanche
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multiplication and micro-channel plate (MCP) detectors which use impact ionisation and the
release of secondary electrons.

While the historical literature review of this chapter will centre upon semiconductor sensors,
photon detection has a long history of using the traditional photomultiplier tube (PMT). Being
vacuum tubes, they are large and require high voltages. However, they are renowned for high
temporal resolution and can present a large area detector with low noise and high gain. When
the noise is normalised against optically active area, PMTs are often a preferred detector in
comparison to solid-state solutions. The choice between detectors is of course a product of the
applications, with PMTs being unsuitable for high-speed simultaneous rather than raster-
scanned single-photon imaging. The history of these devices is covered well in [21], however
three principal references from the 1930s collectively cover the operation principles and early
development of the PMT [22-24]. Upon a photon absorption, electrons are emitted from a
photo-cathode via the external photoelectric effect. A potential between the cathode and an
initial dynode accelerates the electrons. Upon hitting the dynode, secondary electron emission
acts to increase the number of electrons that are accelerated to an iteratively-biased set of
subsequent dynodes. Thus, at the final anode an initial photo-electron can produce an appre-
ciable anode current.

5. Single-photon avalanche diodes: principles and early history

The bulk of this chapter and its references provide a full, robust literature review dedicated to the
early history of semiconductor photon counting. As p-n junctions and the avalanche process are
utilised in avalanche photodiodes, single-photon avalanche diodes and silicon-photomultipliers,
the sections below will track the development of such devices. Starting from initial physical
studies on carrier multiplication and avalanche, development of p-n junction transistors and
investigation of noise sources within these early transistors, we ultimately end at the use of
artificial structures. These man-made structures allowed the study of multiplication in a more
deterministic manner, eventually becoming used for the detection of ionising radiation and light.
For the most part, primary sources will be referenced, with others provided in parentheses, to
provide the de-facto literature review for this field, particularly for early historical developments.
It must be noted that the explosion in literature from the 1970s to present, naturally restricts the
scope of history that can be covered.

5.1. Early history: 1900 to 1939

During the early 20th century, the predominant electrical technology was the vacuum tube.
With the rapid expansion of radio technologies there was a demand for electronic amplifiers
that were capable of high-gain, high-frequency received signal amplification or the output of
high power signals to increase transmission distances. Much work also centred on power
rectifiers and tube-diodes, predominantly for power supplies, where demand pushed these
towards higher rectification voltages and the handling of increased electrical power through-
put. Three developments impacted the field, the first being the discovery of unilateral conduc-
tion of crystals (Braun in 1874) contributing to the development of crystal detectors and point-
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contact diodes. The second was the 1930s advancement of solid-state power rectifiers and
diodes formed from Copper Oxide or Selenium. The third, was the use of trace gases within
evacuated tubes, modifying the electrical properties of the device.

It is here with trace gas evacuated tubes that the story of electron multiplication and avalanche
can be traced back to. In 1901 John Townsend, then at Oxford University, showed that initial
ionisation of the gas between the cathode and anode of a vacuum tube via X-rays, lead to an
increase in current as the electrode potential difference increased. The hypothesis being that an
initial ionisation event lead to the exponential collision ionisation of gas atoms [25]. The
experimental setup used by Townsend is shown in Figure 2, with a schematic of avalanche
multiplication shown on the right. While he derived a theory for ionisation based upon the
free-path between atoms and eventually the ionisation energy of the molecule, he also made
use of earlier experiments (Stoletow, 1890), whereby ionisation was triggered by ultraviolet
(UV) excitation of electrons from Zinc (i.e. electrons provided via the external photoelectric
effect). Townsend also hypothesised, fitting against experiment, that at low potentials gas
ionisation would occur only in favourable occasions, i.e. low probability, but that at high
potentials the probability of ionisation increased. Townsend demonstrated differences in con-
ductivity based upon the polarity of the potential and the shape of the electrodes, finding
diode behaviour he called “unipolar conduction’.

In 1903 Townsend extended this analysis to include positive and negative ions and the break-
down or ‘sparking’ potential of gases. Experimentally, UV light was used to initiate ionisation
and liberation of electrons from an electrode plate. Townsend showed modification of the
breakdown voltage by collision ionisation showing exceptional agreement with his theory
[26]. The theory developed here was later used for both DC and AC gain analysis of p-n
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Figure 2. Left: Townsend's trace gas experimental apparatus producing impact ionisation and avalanche between an
adjustable gap within an evacuated bell jar. Right: A schematic of avalanche breakdown in the presence of an accelerating
electrical field.
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junction avalanche behaviour and breakdown voltages. The rapid ionisation, prior to pure gas
sparking potential, was to become known as a “Townsend discharge”.

This lead directly to the 1913 development of the Thyratron by Langmuir and Meikle. This was
an early tube-based run-away avalanche gas tube used for high-voltage power regulation and
fast-switching relays [27, 28]. Both a transition from a sharp concentrated breakdown arc into a
blue/purple diffuse glow, and a self-maintaining arc suitable for low-frequency rectification
were shown. Langmuir developed a theory of electrical conduction in a hard vacuum, without
previously assumed positive trace ions, showing a space charge effect that could be reduced in
the presence of positive ions from trace gases (e.g. Nitrogen). Langmuir also observed an effect
later called ‘bifurcation” where the I-V curve splits into two traces and can switch between two
conductive states. He writes that, “... the current rose steadily, until a potential of about 130 volts
was reached. With potentials higher than this, the current would rise to a high value, 0.013 amp. per sq.
cm or more, immediately on lighting the filament, and the discharge was accompanied by a strong
purple glow. Suddenly, the current fell to 0.005 amp. per sq. cm or less, and at the same time the purple
glow the purple glow vanished”.

Rapid gas ionisation, through Townsend discharges, also prompted the 1908 investigations at
Manchester University, into the Geiger-Miiller tube for the detection of ionising radiation such as
alpha particles [29], eventually becoming a matured tube concept in 1926, although suitable
references are in German. Interestingly, Miiller was not involved in the initial concept. A number
of phenomena were observed that would later become key issues in photon detection. These were,
(i) variation of the number of pulses matching previously established probability laws (i.e. Poisson
variation), (ii) variation in the pulse height resulting from particle path differences and thus changes
in the degree of ionisation multiplication (i.e. avalanche multiplication noise), and (iii) low pulse
rate ‘natural disturbances” in the presence of no alpha-particles (i.e. the dark count rate (DCR) and
background radiation). The interesting point here is that both linear-gain and run-away multiplica-
tion leading to breakdown were observed experimentally in gases and explained by theory by the
late 1920s. This provided a platform for later solid-state semiconductor investigations.

As shown by Nix [16], multiple researchers had observed external and internal photoelec-
tric effects in several materials during the 1870s to the early-1930s. In combination with con-
temporary ideas of using such materials as detectors similar to gas discharge tubes but in a
robust, solid-state form, Nix noted that Adams and Day found photocurrents when Platinum-
Selenium contacts were illuminated (1876), following on from W. Smith’s findings that Selenium
was photo-resistive in 1873 [10]. Other materials were tested, such as Diamond, Silver Sulphide
and Lead Sulphide, however Copper Oxide was observed to be photovoltaic in 1927 by Grondahl
and Geiger. Copper oxide photoconductivity was then highly studied by multiple authors includ-
ing Walter Schottky in the early 1930s [16]. The history of other photovoltaic and photoconductive
studies during this period is given in the 1967 NASA report by Crossley et al. [30].

During the 1930s, the use of crystals and point-contact diodes increased, although their use
was hindered by the mechanical, electrical and thermal variability of the contact formed by an
“active rectifying region” and the “cat’s whisker.” Clarence Zener, then at Bristol University,
theorised a form of dielectric voltage breakdown in semiconductor solids in which electrons
can be excited by an electric field and may tunnel to a higher energy band, thus increasing
conductivity [31]. This was based on experimental work by Von. Hippel in 1931. By deriving
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the rate at which this transition occurs, it was clear the rate was dependent on the energy gap
of the material and the applied electric field. Zener and his theory explained both the magni-
tude of the field as per breakdown observations, and the rapid increase in breakdown. He
stated that “Further, the breakdown will occur suddenly as F* (potential) is increased, y (transition
rate) being increased by a factor of 100 (in our example) when F* changes from 1.0x10° to 1.1x10°”
[31]. It became clear that this ‘Zener effect’ predominated when a diode’s reverse breakdown
was of low order, but that diodes with higher breakdown voltages were often attributable to
an avalanche effect similar to Townsend gas discharges. This was key to later findings in the
1950s with respect to noise sources and breakdown effects in early transistors.

5.2. Early solid-state history: 1940 to 1949

During the period of 1940 to 1949, there were two parallel research themes that became critical
to both modern technology, and the historical development of photon counting technologies.
These were: (i) the progression in rectification diodes and the p-n junction that lead to the
invention of the transistor and (ii) the discovery of photo-effects in Silicon and Germanium, the
study of these effects and their utilisation for optical applications. In this section, we will begin
with diodes and rectifiers as many of the innovations in optical detectors utilised the pure
grown ingots, the theory and the progress in solid-state diodes.

5.2.1. Rectification and the p-n junction

The second world war was a direct driver of solid-state point-contact rectifiers by the Allied
forces. As noted by Scaff and Ohl in 1947 [32], then at Bell Telephone Laboratories, there was a
renaissance in point-contact diodes both from a mechanical robustness and a frequency perspec-
tive. As military applications expanded to include radio-frequency (RF) to intermediate-frequency
(IF) super-heterodyne detectors (e.g. 3-24 GHz) for Radar and RF to direct-current (DC) rectifica-
tion, vacuum tubes became limited by the transit time of electrons and the anode-cathode capac-
itance. Hundreds of materials were tested in the late 1930s and early 1940s, including zinc-oxide,
molybdenum-disulphide and iron-sulphide. However, Silicon was found to have the best overall
RF characteristics. In perhaps the first use of Silicon wafers cut from pure ingots that used Bell
Labs’ early impurity doping processes (e.g. Boron), it was found that electrical performance was
directly related to the processing of the Silicon (grinding, polishing and etching), the doping
profile and the mechanical construction of the point-contact diode housing. Military, commercial
and academic standardisation enabled significant progress to be made in operating frequencies,
power handling, SNR and operational lifetimes in harsh military applications.

While point-contact diodes were being improved, researchers such as Russel Ohl noticed
impurities within the crystals could modify its electrical characteristics. In the early 1940s,
positive (p-type) and negative (n-type) dopants were explored in samples of Germanium and
Silicon [33]. The work undertaken at Bell Telephone Laboratories led directly to advances with
p-n junctions and culminated with the patenting of both the point-contact transistor in 1947
(Bardeen and Brattain) and the p-n junction transistor in 1948 (Shockley). The theory, and
indeed the history of this development is covered extensively elsewhere in the literature,
however much of the theoretical research in the 1940s is discussed in a review article by
William Shockley in 1949 [34]. Here concepts such as the structure of the material’s band-gap,
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trapping of charge carriers, p-n and n-p-n transistor theory and indeed “patch effects” due to
cracks and discontinuities due to dust and impurities were discussed. The developments since
the mid-1940s — which has led to modern integrated circuits, CMOS processes and indeed
integrated sensors (e.g. modern photodiodes) — are well covered in the book “Crystal Fire” by
Riordan and Hoddeson [35].

5.2.2. The p-n junction and Si/Ge photoeffects

While Nix in 1932 [16] had shown that photoconductivity effects had been observed in many
semiconductor and insulating materials (also see [30]), photoeffects in Silicon are often noted
as being first observed by Russel Ohl at Bell Labs in the February of 1940. In Ohl’s 1941 patent
[36], a block of Silicon cut from a small, solidified melt was shown to increase in conductivity
when a strong light source was incident upon its surface (Figure 3 left). P-N junctions were
present in this sample, prompting Ohl to suggest that: “Ingots which are suitable for the produc-
tion of photo EMF cells, possess a characteristic structure which is visible when the surface is suitably
prepared in vertical section”. As he noted striations in the cut Silicon sample, he named these
striations “barriers”, suggesting that these are critical to operation of the photo-cell.

At the same time as Ohl’s work, many authors started to observe photoelectric effects, both
photo-conductive and photo-voltaic, within p-n junctions and pure Silicon or Germanium [34].
The earliest of these observations and diode structures are noted by Torrey and Whitmer ([33]
p392) as being unpublished datasets from research on crystal rectifiers at the Massachusetts
Institute of Technology (MIT) Radiation Laboratory [37] or military records (Miller and
Greenblatt, 1945, US National Defence Research Committee) [38]. However, 1946 saw assessment
of carrier velocity using modulated light [39], (effectively the carrier transit time), new bridge
photodiodes with similar sensitivity as Selenium diodes but with far better stability and temporal
response [40] and observations of reverse saturation currents that varied in proportion to optical
intensity [41]. Likewise, in 1947 Bray and Lark-Horovitz [42] continued the paradigm that light
quanta matching the material could lift electrons from full energy bands to the conductive band,
while Benzer [43] showed linear with intensity, photoelectric effects in a diode with both a p-n
junction and a metal-semiconductor Schottky barrier. In fact, Benzer demonstrated that the
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Figure 3. Left: Russel Ohl’s 1941 patent for a “light sensitive device”, showing n- and n- type regions and an early p-n
junction illuminated with light [36]. Right: John Shive’s 1949 germanium “photo-resistance cell”, using light as an emitter in
a geometry similar to his double-surface transistor [44].
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overall diode I-V characteristic could be explained by the series combination of the separate
junction I-V characteristics [43]. While difficult to verify, the way Shive [44] utilised quotation
marks when noting that Benzer observed a “photo-diode” effect [43] and the quotation marks used
by Benzer himself may indicate the coining of the term as a replacement to “photo-cell” or, as used
by [42], simply Silicon or Germanium rectifiers that happen to show a photo-effect.

In 1949, authors such as Fan and Becker were exploring the theoretical basis of both the
photoconductive and photovoltaic phenomena. They noted that by considering the concentra-
tions of conductive electrons and holes, (i) liberated by thermal excitation, (ii) liberated by the
internal photoelectric effect and (iii) the probability that carriers recombine, a suitable model
could be derived [45]. This model, shown in Eq. (23), uses H as the rate of transition of
electrons from valence to conduction band due to thermal generation and L as the rate of
transition under optical excitation. This was shown to fit to experimental values for the open-
circuit voltage, Vopen [46].

Voren = (KT/e)log(H + L/H) 23)

By August 1949, John Shive at Bell Telephone Laboratories proposed a variant of the photo-
resistive cell, calling it a “photo-transistor” [44] (Figure 3 right). This portmanteau was likely
through Benzer’s use of ‘photo-diode’ to describe optically sensitive p-n junctions [43] and the
contraction of ‘transresistance’ into ‘transistor” at Bell Labs at the time [34]. Using perhaps the
first dedicated photo-sensitive structure to explicitly use back-side illumination, Shive showed
electrical gain of the optical signal at a reverse biased base—collector junction. This gain term was
similar in magnitude to that observed between the emitter and collector in bipolar-junction
transistors (BJTs), but with the emitter in this case being charges produced and injected photo-
electrically [44].

6. Early transistor and microplasma history (1950-1959)

In 1950, two parallel strands of research were underway. Firstly, the growth of high-purity
Silicon and Germanium ingots [47] using the lifetime of carriers as a guide to high “crystal
lattice perfection”. This allowed the reduction of recombination centres [20], which were hinder-
ing both diode performance and theoretical studies. To achieve this, Bell Labs improved upon
the existing Czochralski method of crystal growth [47], principally due to commercial expan-
sion of solid-state rectification diodes [32]. This was continued by McAfee and Pearson [48] for
transistor optimization. The second strand of the research centred on the continued optical and
electrical investigation of p-n junctions formed in Silicon and Germanium. For example,
Goucher [49] measured, using a pulsed light technique, the photon quantum yield of elec-
tron-hole pairs. A departure from unary quantum efficiency at short wavelengths lead
Goucher to conclude that there was a thin surface region of recombination centres [20].
Elsewhere in the US, in recognition of future infrared sensors, absorption experiments were
being carried out by Fan and Becker at Purdue University [50]. Likewise, singular p-n junc-
tions, rather than structures that included Schottky and p-n junctions in series [43], were being
tested at Purdue. These experiments indicated that the junction capacitance, the input
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resistance of the measurement amplifier and the internal resistance of the unilluminated
portions of the diode, were key to maximising photovoltaic voltages [51].

In 1951, Pietenpol used p-n junctions for both rectification (showing a reverse I-V breakdown
characteristic) and optical detection [52]. Along with a unity quantum efficiency, he attributed
agreement of experiment and theory as indicative of the “diffusion of current carriers to and from the
junction”. For rectification, a high reverse breakdown voltage (1200 V) and bandwidth (200 kHz),
demonstrated competitiveness with existing tube-based rectifiers and Bell Lab’s existing point-
contact diodes, hence their commercialization and continued research and development. In July
1951, Shockley, Sparks and Teal [53] presented work on n-p-n and p-n-p junction transistors,
including phototransistors. This combined experimental results, furthering junction theories
presented in [20, 34]. There are several interesting points from this and Shive’s earlier ‘photo-
transistor” [44]. Firstly, trapping of carriers may fall off as carrier injection increases through a
saturation effect, directly impacting the carrier lifetime. Secondly, a p-n hook region discussed by
Shive could be utilised to obtain n-p-n photo-transistors that were extremely responsive to light,
with quantum efficiencies of 100-200 electron-hole pairs per absorbed quanta [53]. The bi-polar
junction transistor became the basis for transistor-based analogue and digital circuitry prior to
the routine use of CMOS and field-effect transistor (FET) technologies. Despite the success of bi-
polar transistors, phototransistors have remained secondary to photodiodes and avalanche
photodiodes due to longer response times and appropriate biasing requirements.

Of course, due to early crystal processing techniques, no junction used in experiments was
entirely perfect. As such, research on the variety of breakdown effects began in earnest. McAfee
and others at Bell Labs [54] started by investigating the Zener breakdown of the junctions,
extending Zener’s earlier theory to include larger energy gaps. In perhaps the first mention of
later avalanche studies, an alternative breakdown mode whereby secondary electrons are pro-
duced when the electric field reaches a “critical” value was discussed. This was discounted
through experimentation, however “patch effects”, i.e. a prelude to defects yielding avalanche gain,
were directly mentioned for future investigations [54]. Complementing this, the magnitude of
breakdown was shown to be sharp, with McAfee noting that, “a change of voltage of one-half percent
is sufficient to cause the current to change by two orders of magnitude” [48]. The measured slope of the
I-V curves however did not fit Zener-Shockley theory suggesting a further multiplication phe-
nomena. Further, the voltage noise was found to significantly exceed thermal noise [48]. The
prevalence of recombination to explain optical and electrical behaviours, lead to Shockley and
Read’s paper on the statistics of electron and hole recombination [55], Hall's paper on the same
topic in Germanium [56], (including carrier lifetime against temperature measurement to evaluate
the “activation energy” of in-band trapping centres) and a method of experimentally probing the p-
n junction [57] to obtain capacitance, junction width and voltage dependencies to inform theory.
As breakdown, Zener or due to patch effects, restricted the effectiveness of solid-state diodes,
Pearson and Sawyer [58] continued investigation using the Silicon crystals grown at Bell Labs.
Several important issues became elucidated including that a built-in potential, V};, must be
incorporated into breakdown theory, and that the I-V curve gradient in the Zener region was
larger than theory, which while not yet understood, required investigation. The most important
issues however were that ‘noise’” was observed at the Zener knee and that a “softness” of the
reverse characteristic was also observed [58] (Figure 4C). The softness of the knee, defined as an
unusual increase in current before true Zener breakdown, was improved by annealing. “Crystal
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lattice defects”, i.e. patch effects, were cited as a possible cause for this behaviour. The noise at the
Zener knee (i.e. bifurcation of the I-V characteristic), showed clipped voltage pulses as high as 3 V.
The noise was also temperature dependent, with pulses which were uniformly random. The noise
behaviour varied greatly between units and was cited as being caused by mechanical issues
within the junctions. This, along with the patch effects noted by McAfee [54], is the origin of later
‘Microplasma’ nomenclature for localised breakdown defects within such junctions.

The study of p-n junctions for optical detection continued with Shive [59] forming n-p-n photo-
transistors whereby “the photoelectric absorption-activation process” generates holes that diffuse
into the p-type region, and if trapped by the potential barriers, act to lower the barrier
prompting the increased passage of emitter to collector current. Effective quantum efficiencies
of 1000 were achieved with the efficiency,Y, being given by Eq. (24) [53], where 0, and ¢, are
the n- and p- section conductivities, Ly, is the diffusion distance of holes in the n-type region
and w is the width of the p-type sandwich layer.

L
Y=1+ (”) 24)
Up(l)

However, once multiplication i.e. e-h pair production greater than the Zener emission of carriers
had been found, many authors begun investigations into the effect using light, alpha-particles and
thermal liberation for generation of initial carriers. The reason being that multiplication of photo-
currents only, could remove the need for the photo-transistor’s continuous, optically modulated,
emitter-collector current. The paper by McKay and McAfee in 1953 [60] is key as multiplication in
slightly wider p-n junctions than previously studied [54], is attributed to an avalanche ionisation
effect similar to Townsend avalanche [19, 20]. Indeed in 1967, Emmons [61] noted that this was the
first time that Townsend’s avalanche theory was applied to the direct-current (DC) analysis of p-n
junction multiplication behaviour. McKay and McAfee used avalanche multiplication to apply a
gain to a photo-generated current, demonstrating increased quantum efficiency as the voltage
approached breakdown, i.e. the avalanche photodiode, although the first such device is attributed
to Nishizawa in 1952 (patent JP1955-8969A [62]). Linking back to Pearson and Sawyer [58],
McKay and McAfee attributed the softness at the Zener knee to multiplication, within the junc-
tion, of the thermally generated dark-current, while pulsed experiments using alpha-particles
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Figure 4. Current-voltage characteristics with; (A) good breakdown, (B) noise at the Zener knee and (C) softness prior to
breakdown, adapted from [58], (D) activation of multiple microplasmas with a saw-tooth reverse bias sweep, adapted
from [73], (E) cross-section of a uniform n+/p junction diode, and (F) experimental setup for optically-induced carrier
multiplication studies, both adapted from [72].
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showed that avalanche occurred on time scales less than 2x10~® s. Crucially, even in 1953 McKay
and McAfee noted that “For wider junctions, the multiplication factor, M may become infinite for fields
below those required for field emission” [60]. This paper therefore not only indicates the origins of the
avalanche photodiode, but also alludes to junctions for Geiger-mode avalanche devices such as
SPADs. The pivotal work undertaken in McKay and McAfee’s 1953 paper prompted more
theoretical treatment by McKay [63] and Wolff [64] in 1954. Likewise, as p-n junctions as transis-
tors were beginning to be used as fast switches, Kingston [65] theoretically investigated the
switching time, showing dependence on the structure and the minority carrier lifetime. The
minority carrier is the opposite to the dominant carrier within a doped region. For an n-type
region, the dominant carrier is the electron, hence holes are classified as minority carriers.

In 1955, Miller [66] showed that avalanche breakdown also occurred in Germanium. Through
investigation of the carrier ionisation rates, he presented agreement with Wolff’s theory. Inter-
estingly, it was noted that while breakdown voltages should be static, the multiplication factor
could be different depending on if an electron or hole initiated the avalanche. Crucially,
Newman [67] discovered reproducible, defect-correlated light spots of approx. 10um diameter
within an avalanching junction. Soft breakdown was hypothesised to be due to breakdown of
small patches at a spectrum of voltage levels below the Zener breakdown voltage, with the
light being due to radiative relaxation of high-energy carriers produced during avalanche.
Chynoweth and McKay confirmed this at Bell Labs finding further “localised light-emitting
spots”, which were correlated to scratches, defects and the spatial location of the main p-n
junction. They called these “Microplasmas” [62, 63], which was to become the de-facto nomen-
clature during the late 1950s and 1960s.

Herein, researchers began investigation of Microplasma defects as noise sources within the
wider p-n junction [63, 64]. The pulse behaviour was studied by Rose [69] finding long
quiescent periods at which the device could be held at a voltage above the breakdown voltage,
“but awaits the entry of a chance carrier into the region”. He also found that (a) microplasmas were
much smaller than the 10um observed in [67], (b) that current pulses could equate to a local
heating effect, (c) that current pulse duration varied exponentially, (d) that random fluctuation
to zero carriers could explain the “turn-off” behaviour, and (e) that an equivalent circuit was an
unreliable tool due to variation in the microplasma dimensions. The initiation of avalanche
was also of interest, with Chynoweth and McKay investigating the kinetic energy required for
impact ionisation in Silicon [71]. There was significant debate and variation in results for this
kinetic energy in the literature. While 2.3 eV was speculated by Wolff [64], Chynoweth and
McKay showed that the energy was 2.25 eV for electrons and the lower hole ionisation rates
could be explained by an estimated threshold energy of 2.8 eV for holes [71]. Values of 1.5 eV
for electrons and 3.5 eV for holes were also proposed (Miller, 1957). In contrast, modern texts
point to a minimum theoretical value given by Eq. (17), i.e. 1.65 eV, and measured values of
3.6 eVand 5.0 eV for electrons and holes respectively ([19] p79).

Between 1958 and 1959, studies split into two domains. The first was the study of single
microplasmas, in comparison to uniform junctions that exhibited many such defects. Senitzkey
and Moll [72] achieved this using small area diodes (~ 200um), with a sharp characteristic rather
than the softness observed in some diode I-V characteristics and by initiating a defect by introduc-
ing an Aluminium impurity at a known position. The link between dislocations and breakdown
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was confirmed definitively by Chynoweth and Pearson [70], although at the time it was not
possible to confirm if avalanche at the location was due to increased electric field due to dopant
non-uniformity, carrier tunnelling due to traps in the energy bands, band-gap narrowing due to
lattice distortion or indeed large crystal misalignments. The microplasmas, bi-stable turn-on turn-
off bifurcation noise in the pre-breakdown region and noise pulses from multiple microplasmas
found in [68, 71], were then verified by I-V and light emission studies in 1959 [73] (Figure 4D).

The second domain was transient studies, both of microplasma turn-on, turn-off and the AC
behaviour of diodes using avalanche. In 1958 Read [74] devised a high-frequency (5 GHz) micro-
wave oscillator, utilising avalanche multiplication during the positive portion of a sinusoidal input
signal. In doing so, he investigated the transit time, build-up and signal frequency response
utilising Townsend’s 1901/1903 theory of impact ionisation for AC analysis. As noted in 1967
[61], Read hypothesised that avalanche build-up time constants will limit the AC bandwidth of
such diodes. Avalanche transistors, and their transient behaviour ([75, 76], and references therein)
contributed to noise performance investigations of the avalanche process, while Champlin [77]
continued the microplasma bi-stable noise studies of Rose and McKay. He demonstrated that both
current and voltage pulses could be modelled in an analytical manner. Under low series imped-
ance conditions (5 Q), many quantities of his model (probability rate for non-conducting to
conducting transitions etc.) could be assumed to be time-independent allowing a Markov model
to be used. In high series impedance cases (10 k(2), time and voltage independence could not be
assumed, producing a non-Markovian process, which Champlin noted as departing from previ-
ous models by Rose, although for many situations close agreement was found.

The 1950s were a period of significant progress in device design and fundamental research into
breakdown behaviour. Inherent in this experimentation was the use of what would now be
regarded as passive quench passive reset (PQPR) circuits [4], or rather, circuits that used a series
resistance either as a current sense resistance (low-impedance), or in order to develop an appre-
ciable voltage pulse suitable for counting (high-impedance). Initially, series resistances of 1 Q)
were used [65, 67] however the general use of a load resistance to make measurements was quite
standard [30, 38, 47]. Depending on the experiment, this resistance increased [59, 66] sometimes
to values as high as 10 kQ [77] while 50 () was used to match the 50 Q) input of test equipment
[72]. By the end of the 1950s, artificial, single-microplasma diodes had been used for study of
avalanche multiplication and microplasmas as unwanted noise sources in p-n junction transis-
tors. Models had also been proposed for microplasma bi-stability and the avalanche mechanism
in semiconductors (e.g. the McKay, Wolff, Rose and Champlin models), and the link between
lattice dislocations, doping imperfections and microplasmas had been definitively proven. Light
and ionising-radiation applications had been explored, initially as methods of injecting carriers,
but studies of photo-transistor and photo-carrier avalanche multiplication showed that such
diodes could be important for the optical detection challenges at the time.

7. Artificial microplasmas and early applications: 1960 to 1969

Deep physical investigation of microplasma physics and of course the theory to explain their
behaviour continued to be researched as intensely as the previous decade. However, the 1960s
can effectively be characterised as the starting period for both applications of the avalanche
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mechanism and the increased investigation of diode structures. As the number of researchers
and open topics increased dramatically in this period, the discussion below will be split into
two chronologically-ordered sections. The first will discuss the progression of microplasma
modelling and experimental observations, while the second will discuss the evolution of the
physical device and the applications to which it was applied.

7.1. Microplasma experimental observations and theories

Based upon earlier experiments [52, 57] and models [69], McIntyre proposed an extended
microplasma model [78]. This was tailored to linear and step junctions upon which most
observations had been made, in comparison to the p-i-n junction [69]. Deriving the turn-off
probability, McIntyre conjectured that turn-off is due to the chance fluctuation to zero of
carrier-pairs, thus preventing ionisation. Investigating turn-on mechanisms, he proceeded
with a photomultiplier analogy yielding Binomial and Poisson theories, and an election candi-
date ballot box analogy. Despite some correlation, each departed from experiment.

While optical emission investigations continued, it was suggested in [79] that there were four
classifications depending on if microplasma pulses, light and multiplication were observed.
However, at least one classification was in doubt. This was the combination of microplasma
pulses without multiplication, however this may have been due to measurement methodology
issues [80], as carrier multiplication was suggested elsewhere [62, 63]. Two categories were
suggested by Goetzberger and Stephens [81], those with (i) bright light emission but low break-
down voltage and (ii) dim light output and high breakdown voltage. Disagreement with results
in [79] were attributed to non-observable light emission due to the depth of some junction
defects. Goetzberger and Stephens concluded that microplasmas were preferentially located at
lattice dislocations, but this may not be the causal factor. They also concluded that microplasmas
are, “caused by some kind of imperfection that itself has a statistical distribution of its properties” [81].

Haitz and Goetzberger [80] proposed an improved method of investigating multiplication
within microplasmas, refining experiments in [79]. Indeed, multiplication can occur within
microplasmas (up to an observed ratio of 1x10°), refuting the classifications in [79]. To continue
efforts in classification, two kinds of avalanche were noted, the first through microplasma
action, and the second through entire-area avalanche breakdown observed in custom fabri-
cated “guard-ring” diodes by Batdorf et al. [82]. Proposing a theory for multiplication, Haitz
and Goetzberger note that rather than continuous multiplication, photon arrivals cause a
microplasma to turn on again, thus multiplication is by virtue of an increased time in which
the microplasma is conducting. They thus relate microplasma photocurrent multiplication to
an ionisation counter, re-affirming Ruge and Keil's 1963 link between avalanche gain, current
pulses and existing Geiger-Muller detectors [83] (see later).

Exploring avalanche breakdown with a microplasma-free junction [84], three interesting phe-
nomena were discovered. Firstly, a theory in which statistical variation of donors and acceptors
in the junction (Shockley, 1961) leads to non-uniformity in breakdown voltage and thus the
avalanche breakdown of the whole area, was supported by experiment. Secondly, striations were
observed through light emission which correlated to distinct annular non-uniformities in grown
wafers. Thus, the diodes were not truly “uniform”, prompting further work on crystal growth
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and general p-n junction regularity. And thirdly, the pulse multiplication model in [80] was
verified for high (>500) avalanche multiplication factors.

In 1964 and 1965, Haitz published two influential papers on the electrical behaviour and noise
contributions of microplasmas and the avalanche mechanism [79, 80]. By proposing an equiv-
alent circuit, Haitz modelled the phenomenological rather than actual nature of the
microplasma (Figure 5A) [85]. This uses an internal resistance, R;, in series with a bi-stable
microplasma switch, S, and a breakdown voltage extrapolated from the common multiplica-
tion vs. voltage curve, V,, (Figure 5B). Haitz derived the current and voltage forms for on-off
transients, giving the now standard view of the breakdown-quench-recharge cycle (Figure 5C).
To quote [85], “As long as the microplasma is nonconducting, the diode capacity, C, is charged to the
applied voltage, V,. As soon as a carrier triggers an avalanche, the microplasma switches on to a
current, I, = (V, — V) /R, This turn-on is very fast and is estimated by Senitzky and Moll [72] to be
of the order of 10! sec. Due to the voltage drop across Ry, the capacity is discharged and voltage and
current drop simultaneously fo the operating point given by the intersection of the V-1 characteristic and
Ry load line”. In [86], Haitz discusses four principal noise contributions, (i) thermal carrier
generation, which is now known as dark count rate (DCR) noise, (ii) re-emission of carriers
trapped during previous avalanches, i.e. after-pulsing, (iii) Zener/Shockley band-to-band
tunnelling and (iv) minority carrier diffusion from elsewhere in the substrate, triggering an
avalanche (see also Tager, 1964). Continuing his studies on noise, Haitz investigated an optical
cross-talk mechanism [81, 82], although the re-absorption of light emitted by radiative recom-
bination during avalanche had been discussed by Newman in 1955 [67] and Champlin in 1959
[77]. This supplemented the coupling experiments conducted by Ruge and Keil in 1963 [89],
along with Conradi (1963), where the distances between and non-clustering of triggered
microplasmas precluded thermal phenomena, thereby giving credence to Haitz’s 1962 hypoth-
esis of optical coupling. Haitz [88] fabricated a wafer of over 100 artificial microplasmas
(discussed later), using a diode with a background count rate of approx. 1 pulse/sec (at
Vi 4+ 200mV). Through experiment, minority carrier and lattice phonon [19] mechanisms were
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Figure 5. Top row: The Haitz [85] 1964 model of microplasma behaviour showing the voltage discharge (6,) and charge
(6.) waveforms (A), the equivalent circuit model (B) and the I-V curve, load-line and breakdown-quench-recharge cycle
(C). Bottom row: The Batdorf et al. 1960 [82] diode with a m-doped guard ring and mesa structure (D) and the Anderson
et al. 1965 [105] planar structure (E).
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discounted for distances of >100um, as the coupling was still present between separate Silicon
slices. Interestingly, an analysis by Ashkin and Gershenzon in 1963, of the refractive index of
the space charge layer in a p-n junction in comparison to the bulk Silicon suggested a light
waveguide which was denoted as a “pipe” [87]. For closer distances, minority carriers were
proposed as a mechanism whereby the avalanche spread laterally [88].

While the pulsed mechanism was of interest for light and gamma detection [88], continuous
time gain used in APDs still required examination. In 1964 Lee, Logan et al. [90] reinvestigated
the kinetic energy ionisation rates for electrons and holes as there had been several inconsis-
tences shown between previous work and more recent analysis by Baraff in 1962. In particular, a
simplified analysis was combined with a refinement in the cleanliness of test diode growth and
the use of a local multiplication uniformity rather than uniformity of emitted light approach.
They noted that better agreement to an ionisation energy in the range E, <E;>1.5 E,, could be
due to microplasma-free junctions and a method that allows purer injected hole currents.
Analysis of avalanche as applied to APDs continued in 1966 with several critical papers.
McIntyre [91] concentrated on inferring the SNR that could be obtained for applications requir-
ing high photodiode gain. The noise of the process was shown to increase with the cube of the
multiplication factor, M, however McIntyre noted that if most of the carriers entering the high-
field region have a high ionisation rate, the noise factor decreases. Melchior and Lynch [92]
commented that multiplication in the diode is limited by its noise in comparison to receiver
noise. Baertsch [93], showed discrepancies with McIntyre’s noise theory, particularly (a) reduc-
tion of noise if the primary photocurrent in a Silicon APD was due to holes, and (b) increase in
noise greater than McIntyre’s theory at high multiplication values. This departure was blamed
on electronic noise or the differing ratio of electron and hole ionisation rates. One of the
complications in all experimental studies within the 1960s, was the handling of diode structure,
doping or bulk-material induced changes in characteristics, and the associated departures from
theory. Indeed, with a different diode structure Baertsch [94] presented significantly better
agreement to Mclntyre’s theory, highlighting the difficulties in obtaining reproducible results.
Sze and Gibbons [95] re-calculated the ideal (microplasma-free) breakdown voltages for both
abrupt and linearly graded junctions for several bulk materials including Silicon, Germanium
and alternative III-V alloy diodes. This allowed other researchers to estimate the departure of
their devices from the ideal, entirely uniform breakdown characteristics. This was used as a
baseline for investigation into junction curvature in fabricated planar diodes [96], continuing the
work by Gibbons and Kocsis in 1965. The results showed that for abrupt junctions, the radius of
curvature, significantly impacted the breakdown voltage through the modification of the elec-
tric field intensity. If the curvature was equal to the junction depth, this produced a more
marked dependence. The breakdown in this region was always lower than that in the planar
region, producing edge breakdown effects and structural dependence on results. In compari-
son, linearly graded junctions had only a small dependence on curvature.

Towards the end of the 1960s, theoretical work returned to the question of the avalanche mecha-
nism [97], noise [98], transient and frequency behaviour [61] and the avalanche turn-on mecha-
nism [100]. In [97] the existing models of avalanche breakdown were extended. The variation in
multiplication was stated to be due to differences in the electron and hole ionisation rates, and not
spatial non-uniformity of the electric field within the junction. In 1967, Haitz [98] provided
extension and experimental verification of an avalanche noise theory by Hines [99]. Here, (i)
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assumption that the avalanche region is small in comparison to the total drift region, (ii) an
assumed power law for the ionisation rate voltage dependence and most importantly, (iii)
neglection of the spreading and thermal resistance of the bulk material, were each accounted for
via correction factors. Haitz observed peaks in the noise spectrum with avalanche current, attrib-
uting these to variation in doping [84] as per Shockley (1961) and not microplasma action.
Consequently, he updated the noise model to include noise generated by a Poisson spatial distri-
bution of dopant impurities within the diode, and reiterated the lateral spreading mechanism [88].

By the middle of 1967, Emmons noted [61] that depending on the ratio of electron and hole
ionisation rates, there need not be a reduction in the bandwidth of a diode due to avalanche
multiplication, (as proposed by Read [74] in 1958 and Lee and Batdorf in 1964). These earlier
works assumed that: (i) the electron, a, and hole a, ionisation rates were equal, (ii) the
velocities were also equal and (iii) that Maxwell’s time-varying electric field, polarisation
“displacement current” could be neglected. Through analysis, Emmons showed, (using equa-
tions for DC [60] and AC [74] cases of Townsend gas discharge [25]), that if the avalanche
multiplication was kept below the ratio of the ionisation rates, i.e. that My < a,/a,, then
bandwidth was not dependent on avalanche multiplication and indeed that noise was
minimised. His application at the time was to find the conditions that would “produce the
closest solid-state approximation to the vacuum-tube photomultiplier”.

In 1968, Nishizawa already credited with the invention of the APD in 1952 [62], was working
with Kimura on microplasma turn-on mechanisms [100]. Treating turn-on as a stochastic
phenomenon, they modelled it using a 2-state Markov process, concluding that the turn-on
probability was a strong function of field intensity in the p-n junction and the rate at which
carriers are generated near the junction. This turn-on probability was then utilised by Melchior
and Goetzberger in 1969 to form a “gating” or “quenching” technique using a sinusoidal excess
bias waveform [101]. Thus, by the end of the 1960s, many facets of the theory of microplasmas
in Silicon and Germanium, and the avalanche multiplication process had been confirmed and
informed by experimental observation.

7.2. Junction and artificial microplasma structures and applications

To support both theoretical and experimental work (previous sub-section), and to investigate
applications for such high-sensitivity photodiodes, significant effort was made in the 1960s to
remove microplasmas from p-n junctions. This required innovation in planar technologies
(dopant implantation and diffusion, masking and etching etc.), and investigation of diode
structures (topologies, guard-rings and substrates etc.). Eventually, applications emerged
using true microplasma-free uniform avalanche multiplication, and the technologies sur-
rounding APDs and GM-APDs became more mature.

In July of 1960, Batforf and Chynoweth et al. [82] proposed the use of a planar “guard ring” that
surrounds the active area (also see [102]). The reasoning being that if there were no dislocations
within the junction, and if doping was uniform, then the periphery of the junction would be
the next preferred breakdown site [70]. Their diode, shown in Figure 5D, used a lightly doped
p-type region () around a known diameter circular n-type area diffused into a p-substrate.
While the nomenclature did not spread, they called this ~ 250 um diameter deterministic test
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structure, a “Macroplasma.” This was a step towards planar technology although it incorpo-
rated some surface etching similar to previous mesa (i.e. table) structures (~ 200 um diameter)
[72]. Goetzberger and Stephens [81] note the use of open tube systems for diffusion, a multiple
predeposit-wash technique and guard rings for uniform doping and minimal surface defects.
It is difficult to ascribe guard rings to particular authors as Senitzky and Moll [72] used an
effective virtual guard ring formed by removal of surrounding Silicon (forming their mesa
structure), but inducing surface issues. Modern processing often forces device designers down
either a planar or mesa structural path.

At this point, many structures were fabricated to study uniform breakdown, however in 1963,
Ruge and Keil [83] set about using microplasmas and avalanche gain for gamma radiation
detection. They compared the voltage-pulse output and the linearity with incident radiation as
equivalent to Geiger-Muller radiation detectors (re-iterated in [80]). Despite their application, at
this point (a) gamma detection in Silicon had been proposed albeit with low signal amplitudes
that necessitated high-gain, low-noise amplifiers, and (b) alpha-particle radiation had already
been used for the study of ionisation rates in the avalanche process [60]. Also in 1963,
Goetzberger et al. [84] noted several technical processing advances that were required for
minimal- or zero- microplasma densities in fabricated diodes. Finding that their process lead
to microplasmas originating at surface effects, electrolytic polishing was utilised in the reverse
process of common electroplating. The material deposition technique was also refined using
Helium as a carrier gas as more reactive gases lead to the formation of undesirable precipitates
and a phenomenon called surface pitting. The multiple pre-deposit and washing technique was
again suggested as depositing phosphorus lead to a glass being formed (SiO, and phosphorus
pentoxide), which hindered diffusion into the substrate and promoted non-uniform doping.

Between 1964 and 1965, significant device and application progress was made on avalanche
photodiodes. In [103], Johnson noted significant SNR and signal amplitude enhancement in
uniform breakdown APDs. This was then extended by Johnson in 1965 [104] noting that at
high multiplication factors (high-M) and light levels, the SNR became dominated by shot
noise, while thermal noise dominated the low-light, low-M case. Johnson therefore suggested
that for modulated optical signals, the modulation depth must be large to maximise receiver
SNR. While Johnson was at Texas Instruments Inc., researchers including Anderson and
McMullin (under the supervision of Goetzberger) continued work at Bell Labs on
microplasma-free APDs at microwave frequencies [105]. Testing custom n"-n-p diodes (which
incorporated n-type guard rings, (see [84]), at frequencies up to 10GHz they noted that, (a)
electrons have an advantage in terms of ionisation coefficient, although the bandwidth
becomes limited by the electron diffusion time, and (b) the SNR becomes limited by photon
shot noise. Their tested diode structure is shown in Figure 5E with an n" to p-type junction.
Melchior and Anderson [106] then noted that an optimum SNR could be obtained if the
“multiplication is such that the multiplied shot noise is just equal to the sum of the series resistance
and receiver noise”. They warned that M-factors greater than this may improve optical sensitiv-
ity, but the SNR remains dependent on receiver noise.

As previously mentioned, Haitz fabricated an array of over 100 diodes [88], using a 10um n*-p
active junction and a wide radius n~ to p-substrate guard ring. Firstly, this came at a time
when arrays of diodes were being investigated for solid-state imaging by Schuster and Strull
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(October 1965) [107]. This is often cited as the first photodiode array, however the Haitz array,
(which did not include readout circuitry suitable for imaging), was published in the April of
that year. Secondly, Haitz used avalanche and microplasma pulses as a direct equivalent of
modern SPAD arrays and Si-PMs, whereas Schuster and Strull utilised photo-transistors
equivalent to modern CMOS image sensors with in-pixel electrical amplification. Thirdly, the
depth of the guard ring diffusion used by Haitz, allowed a deep region under the junction
where any minority carriers would be quickly absorbed in the n™ regions, thus reducing the
diode background pulse rate.

In January of 1966, Lee and Batdorf [108] presented an overview of research on avalanche
multiplication, the time dependence of AC-signals and the recent technological developments
for applications such as high-speed APDs and the Read microwave oscillator [74]. They also
noted that efforts to remove the guard ring, but to still constrain avalanche using oxidisation
and surface treatment techniques, had proved fruitless. To this day, guard rings are still a
requirement but can present a fill factor issue, thereby limiting optical sensitivity. Respectively
in February and June, Huth at General Electric [109] and Haitz and Smits at Texas Instruments
in collaboration with Bell Labs [110], published results, noise analysis and application discus-
sions for Germanium APDs for x-ray, alpha-particle and IR-optical detection. In Europe, Keil
and Bernt [111] were investigating microplasmas in Silicon for infrared detection, building
upon previous infrared absorption experiments [50]. In the December of 1966, Melchior and
Lynch [112] again addressed signal and noise responses in APDs at modulated speeds up to
10GHz, building upon [106]. As light detection using the increased pulse rate of a microplasma
includes turn-on turn-off noise, Melchior and Anderson suggested large area, uniform ava-
lanche detectors as of primary interest for high (but not single-photon) sensitivity. As such,
they proposed an amalgamation of the mesa structure and the planar guard ring in an attempt
to reduce the reverse current and device noise, while promoting uniform multiplication across
a 40um diameter optically active area. They thus reduced the curvature of the junction,
minimising edge breakdown [96], while protecting the junction from edge/surface effects [72].

A highly pertinent question for applications research at the time was how to optimise these
avalanche photodiodes. Ruegg at Stanford Electric Laboratories [113] proposed design
parameters, a diode structure and manufacturing processes for an optimised device. This
was an initial “reach-through” APD. While presenting the structure, he stated that an
optimised diode can be formed by using a depletion layer that reaches through the device
to the illuminated surface, and with a depletion layer width that is approximately equal to
the penetration depth. Such devices are still used and have been further refined [3-5]. While
investigation and improvement of manufacturing processes was continuing to remove
microplasmas, it was clear that to improve both performance and yield, circuit and electrical
innovation was also needed. In 1967, a bias voltage mechanism called “AC-pumping” was
proposed [114]. This was in fact the first use of a “gating” signal, whereby microplasmas and
avalanche are suppressed electrically. When the gating signal is high, the bias is above
breakdown allowing avalanche gain upon the reception of a minority carrier. When the
gating signal is low, the diode does not exhibit microplasma pulses. When gating at high-
speed (=100MHz), the diodes can be significantly improved, including diodes which previ-
ously showed correct microplasma-free uniform avalanche behaviour. This effect was stud-
ied in greater depth in 1969 [115], where the nomenclature of a “quenching technique” was
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possibly coined for the first time with respect to man-made avalanching junctions. The
square- and sinusoidal-wave gating techniques are still utilised, often in quantum key distri-
bution systems where noise can be suppressed and performance can be increased [3].

Following from Sze and Gibbons’ work on junction curvature [96], Kao and Wolley [116], and
separately, Sigmund [117] proposed structures optimising the junction for spherical or circular
edges. In [116] Y. Kao and E. Wolley investigated guard rings with both (i) different spacing
between the active junction edge and guard ring, and (ii) multiple concentric guard rings.
Finding that this reduced surface breakdown, they also found that it improved junction
curvature. In [117], Sigmund used an alloying technique to back-fill mechanical depressions
in a n-type Silicon wafer. The annealed, alloyed structure formed was a back-side illuminated
cone on p-type Silicon within the n-type wafer. The tip of this cone, orientated towards the
illuminated side, formed a spherical junction, with a radius of curvature of 2um, with a depth
from the illuminated side of 2um and an active region diameter of approx. 3um. While this was
a novel diode structure, Sigmund also proposed a capacitive readout, passing only higher
frequencies to a buffer that separated the diode circuit from the impedance of testing equip-
ment. While not covered here due to the explosion in publications per annum in this field, the
1960s represented the drive of physicists and engineers in the 1970s and 80s to explore device
structures for high-performance optical detection applications. Many of the authors above
were supported through companies such as Bell Labs, Texas Instruments (TI), General Electric
(GE), International Business Machines (IBM) and Shockley Transistor. This highlights the
commercial drives for solid-state, high-gain, high-bandwidth photodiodes.

8. Conclusions

This chapter has introduced photon detection and some background into the nature of the
‘wave’ or ‘particle’ we wish to detect. Discussing three viewpoints for the question of: “What is
a photon?” we have linked this with phenomena that allow the detection of photons: the
internal/external photoelectric effect, Compton scattering and pair-production.

This chapter has also discussed the historical development of avalanche multiplication, with a
focus on solid-state semiconductors detectors. Two classes of photon-counting detectors have
resulted, (i) linear gain devices such as APDs and EMCCDs, and (ii) Geiger-mode devices such
as SPADs and Si-PMs. The impact ionisation mechanism allows an initial electron-hole pair,
generated via internal photoelectric effects, to be multiplied into many current carriers. We
have seen that acceleration by an electric field imparts kinetic energy onto an initial carrier,
where, upon a collision with the semiconductor lattice, the energy is sufficient to promote an
electron from the valence to conduction band. John Townsend hypothesised (1901) that break-
down in a vacuum tube containing trace gases, could be explained by the exponential
ionisation of the molecules. Developments in solid-state rectifiers later lead to the photodiode
(1940), the p-n junction and the transistor (1947). Naturally, there were a variety of non-ideal
behaviours to investigate, with junction breakdown being found to sometimes be localised at
crystal defects or regions with different doping levels. These “Microplasma” defects, were
hypothesised to involve impact ionisation prompting both (i) methods to remove them and
(ii) direct utilisation of the mechanism to provide electrical gain (1960s).



Principles and Early Historical Development of Silicon Avalanche and Geiger-Mode Photodiodes
http://dx.doi.org/10.5772/intechopen.72148

History illuminates the path of science and engineering allowing us to see what has been
attempted by previous researchers. By citing primary sources, this chapter aims to provide a
literature review for the period of 1900 to 1969, i.e. the early history of modern photon counting
technologies such as single-photon avalanche diodes and silicon photo-multipliers. As the field
has grown exponentially, and has widened with respect to technologies, modern developments
(1970 to present) and other gain mechanisms require similar historical studies. However, we
have included several recent review articles and texts that point to modern trends and perfor-
mances [1-5, 17, 19]. To finalise this chapter and allow the reader to follow the literature into the
1970s to 2000s period, (i) a reference from 2003 showing the beginnings of integration of SPADs
with planar integrated circuits in CMOS technologies [118], and (ii) a 2007 two-part technical
review of operation principles, features and electronics for SPAD arrays [119, 120], are provided.
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Abstract

In the last years, there has been a large development of low-light applications, and many
of them are based on photon counting using single-photon detectors (SPDs). These are
very sensitive detectors typically with an internal gain. The first candidate SPD was
the photomultiplier tube (PMT), reaching a very high gain (~10°), but there have been
a large development of many other solutions, like solid-state solutions. Among them,
single-photon avalanche diodes (SPADs) have been used in spectroscopy, florescence
imaging, etc., particularly for their good detection efficiency and time resolution (tens
of picoseconds). SPADs have been developed in silicon and III-V materials, for the NIR
wavelength range. SPADs can be used as single high-performance pixels, or in arrays.
SPAD arrays have imaging capabilities, with high sensitivity. Another kind of array is
the silicon photomultiplier (SiPM), where all the pixels are connected to a common anode
and a common cathode. SiPMs are used in nuclear medicine, physics experiments, quan-
tum-physics experiments, light detection and ranging (LIDAR), etc., due to their high
detection efficiency combined with large sensitive areas, and high dynamic range. SiPMs
with many small cells present several advantages and nowadays the SPAD pitch can be
reduced down to 5 um.

Keywords: photon counting, single-photon, dynamic range, photodetector, high
sensitivity, imaging

1. Introduction

In the last years, there has been a large development and an increasing interest in photode-
tectors for low-light applications. Single-pixel detectors, like photomultiplier tube (PMT)
[1, 2], and single-photon avalanche diode (SPAD) [3], can be extended to the more complex
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single-photon imagers [4]. These technologies enabled several new applications, physical
experiment, and techniques. They also significantly increased the image quality and the sen-
sitivity in biomedical and medical imaging techniques [5, 6].

Photon counting is a statistically accurate technique to measure faint light signals, based
on the measurement of a random sequence of pulses generated by detection of single pho-
tons. In analog “linear” detection technique, the incoming light is composed by many pho-
tons and the output of the photodetector is typically continuous and proportional to the
intensity of the light signal. In photon counting, the intensity of the light is so low that
the output signal from the photodetector is composed by separated pulses (see Figure 1).
Photon counting can give a better signal-to-noise ratio [1]. The baseline fluctuation and
the electronic noise in the front-end are no more relevant, since the detection is based on
a thresholding on the photo-generated pulses, resulting in a more “digital” approach.
Photodetectors are single-photon detectors (SPDs); they have particular characteristics like
a high internal gain. They produce a prompt and strong signal in response to a small photo-
generated charge like the one from a single photon. This gives them the potentiality for a
very good time resolution, which is exploited, for example, in time-correlated single photon
counting (TCSPC) technique.

1.1. Time-correlated single photon counting

TCSPC is a technique to reconstruct the temporal shape of faint light signal. It is based on
the detection of single photons of periodical light signal and on the measurements of their
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Figure 1. Representation of photon flux and detector output in case of high light intensity (a) and of low light intensity
(b) and representation of the time-correlated single photon counting (TCSPC) technique (c) for the reconstruction of low
light level periodic light signals.
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detection times. For each photon, the detection time is measured, building a histogram.
After many detections, the histogram will represent the waveforms of the detected optical
signal. The TCSPC principle is represented in Figure 1, showing example of detection cycles
and the resulting histogram. The assumption is that the light signal intensity is low enough
so that the probability of having one photon at the detector in each cycle is much less than
one; thus, the probability to have more than one photon is negligible. This is to avoid dis-
tortion because the TCSPC system can detect only one event per cycle. Each measurement
starts with the arrival of a pulse from the reference signal (START) and stops with the arrival
of the signal related to the photon detection (STOP).

2. Single-photon detectors

Photon counting requires a very-high-sensitivity detector (down to single photon level),
thus single-photon detector (SPD). Moreover, the signal produced from the detector has
to have an amplitude high enough (i.e., higher than the electronic noise) to be “sensed” by
the front-end electronics. In a semiconductor-based detector, for example, the absorption of
a photon produces a single electron-hole pair, which is typically too low compared to the
sensitivity of a front-end circuit. An internal charge multiplication mechanism is needed
inside the detector. This can be obtained, for example, by secondary electron emission or
by avalanche multiplication. Single-photon detectors can be divided into the following
groups:

* Vacuum based: photomultiplier tubes (PMTs), micro-channel plates (MCPs), etc.

* Solid-state: electron-multiplying CCD (EMCCDs), single photon avalanche diodes (SPADs),
SPAD array, silicon photomultipliers (5iPMs), quanta-imagers (QIS), etc.

* Cryogenic-temperature based: superconducting nanowire single-photon detectors (SNSPDs),
transition-edge sensors (TESs), etc.

Vacuum-based detectors are mature technologies with big active areas and low noise, but they
can be bulky, they require high biases, and are sensitive to magnetic fields [7]. Cryogenic-based
detectors have good performance: low noise and high detection efficiency; thus, they are often
used for quantum-physics experiments [8, 9]. They require typically a multi-stage cryostat,
which can be bulky. Solid-state solution are compact and requires low biases (<100 V). They
have a good detection efficiency and time resolution, but usually a higher noise. In the follow-
ing, some of the main SPDs are better described.

The photomultiplier tubes are one of the first photodetector used for photon counting [1].
It can reach gains up to 10° or 10°. The PMT has more than 50 years of history and has been
used in a variety of applications due to its great versatility. A PMT is a vacuum tube that
consists of an input window, a photocathode, focusing electrodes, an electron multiplier
section (dynodes), and an anode. Incoming photons can be absorbed in the photocathode
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material and an electron-hole pair is generated. The electron can escape the material due
to photoelectric effect, being then focused on the primary dynode and accelerated by the
electric field. The impact creates several other secondary electrons, which are then all
accelerated toward the successive dynode, and so on, until all the generated electrons are
collected by the anode. Different version have been developed during the years: PMT-MCP
(microchannel plate) exploits microchannels to obtain the electron multiplication instead
of the dynodes. Electron, extracted from the photocathode “bounces” in this microchan-
nel and produces secondary electrons. MCP-PMTs are among the fastest photon count-
ing detectors [2]. Moreover, MCP can be used to build position-sensitive detectors, when
coupled with a multianode structure or it can be used to create image intensifiers, typically
used in front of a CCD imager (charge-coupled device) for night-vision or to build very
sensitive imagers.

Among cryogenic-based SPD, superconducting nanowire single-photon detectors (SnSPDs)
[10, 11] and transition edge sensors (TESs) [12] are the most used. SNSPDs are nanostructured
devices based on long stripes of an ultrathin superconducting film, operated well below the
critical temperature (TC), and biased with a subcritical current. The absorption of a photon
produces a hot-spot region, in which the superconductivity is suppressed. The hot spot grows
in size until electrons diffuse out of the spot. The current locally exceeds the critical limit, thus
generating secondary hot spots. The superconductivity is destroyed and a resistive barrier
is formed; thus, a voltage pulse can be detected. After a certain delay, superconductivity is
restored. Recently, the performance of SNSPD improved significantly, also due to better cryo-
stat solutions. Cryogenic-based single-photon detectors demonstrate high quantum efficiency
(QE) at visible and near-infrared (NIR) wavelengths [10], low dark count rate, picosecond
pulse-to-pulse timing jitter, and a gigahertz counting rate. SnSPDs are also recently being used
with “imaging” capabilities [13].

Solid-state detectors are typically the preferable choice in applications like consumer
electronics, in portable instrumentation or to build imagers. Most of solid-state SPDs
are based on avalanche multiplication process, like in single-photon avalanche diodes
(SPADs). The single pixel of an array of SPAD or, in general one single SPAD, can have a
sensitive area between tens and hundreds of micrometers. This is significantly low com-
pared to PMTs, but comparable with cryogenic-based detectors. To extend the sensitive
area, an array of pixels can be realized, creating a bigger detector. All these pixels can be
connected together, like in silicon photomultipliers (5iPMs) or each pixel can be read-out
separately, creating an imager.

3. Single-photon avalanche diode

SPADs are photodetectors essentially based on a p-n junction, designed to be biased
above the breakdown voltage [3]. In such conditions, the electric field is so high (typically
>10° V/cm) that a single carrier injected or generated into the depletion layer can trigger
a self-sustaining avalanche multiplication process. As represented in Figure 2, when the
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Figure 2. Schematic representation of a SPAD cross-section, in custom technology (a) and in CMOS technology, exploiting
well and deep-well implants (b). The typical reverse I-V curve of a SPAD, with the metastable behavior is represented (c)
along with the typical SPAD biasing, quenching and front-end circuit (d) and the resulting output digitalized signal (e).

(e)

avalanche is triggered, the current rises swiftly (nanoseconds or sub-nanosecond rise time)
to a macroscopic level (milliampere range). If the primary carrier is photo-generated, the
leading edge of the avalanche pulse marks (with good time resolution) the arrival time
of the detected photon. The current continues to flow until the avalanche is quenched by
lowering the bias voltage down to or below the breakdown voltage (“quenching”) [3]: this
lower electric field is no more able to accelerate the carriers at a sufficient energy. After
the avalanche quenching, the bias voltage must be restored in order to be able to detect
another photon (reset phase). All these operations require a suitable electronics: this cir-
cuit is usually referred to as quenching circuit.

The simpler quenching circuit is just a series resistor, with a relatively high resistance
value. With this resistor, when the current in the SPAD increases, due to avalanche buildup,
the voltage drop at the quenching resistor rises, and thus the voltage at the SPAD conse-
quently decreases, reaching values close to V, eventually quenching the avalanche. Then
the SPAD is reset through the same resistor, restoring the bias to V_ , . value, with a time
constant:

BIAS

Treset = RQ : CSPAD = Rq : (CD + CtatCuthade) (1)
On the other SPAD terminal, there is the avalanche-sensing part. The front-end circuit has to
sense the avalanche and to provide an output pulse per each detection. This can be done with
a sensing resistor, a transistor or a trans-impedance amplifier, followed by a voltage discrimi-
nator, to obtain a digital pulse.
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Alternatively to passive quenching, active quenching or mixed active/passive quenching solu-
tions can be used [3]. With active solutions, a transistor is used to force the bias of one of the
SPAD node to either quench or reset the bias at the SPAD terminals [14]. In such way, the
recharge is faster and the dead-time (i.e., the time when the SPAD is not sensitive) can be set
and it is well-defined.

3.1. SPAD parameters

The active area of silicon SPAD is generally circular, to have uniform electric fields, with a
diameter between 10 pm and 500 pum [15]. With SPADs and with other photon-counting detec-
tors, due to the “digital” operation mode (different from “linear” mode), there are specific
parameters identifying the performance:

* Photon detection efficiency (PDE), i.e., the ability to detect photons. This is the ratio between
the number of detected photons and the photons arriving at the detector. PDE is calculated
as the product of: (i) the quantum efficiency (QE) and (ii) the avalanche triggering probabil-
ity (P,). The latter is the probability that photo-generated carriers can reach the high-field
region and trigger a self-sustaining detectable avalanche.

¢ The noise is typically divided into “primary” noise and correlated noise. The primary noise
represents all the avalanche pulses due to thermally generated carriers (or generated by
tunneling or field-assisted thermal generation). The dark count rate (DCR) is typically in the
order of 10-1000 counts per second.

* The correlated noise for a SPAD is represented by the afterpulsing. During the avalanche, a
large amount of carriers flows through the depleted region and some of them can be trapped
in deep-levels (traps), being subsequently released with a delay, causing retriggering of an-
other spurious avalanche, not related to photon absorption but to a previous avalanche,
thus “correlated noise.” The time distribution of carrier release follows normally an expo-
nential (or multiexponential) distribution. Its time constant depends on temperature, being
slower at low temperatures. The afterpulsing probability depends on the SPAD itself, on the
quenching circuit, and on the dead-time.

e The dead-time is the time interval after an avalanche, where the SPAD is not sensitive to an-
other photon. This interval is necessary to recharge the SPAD and to let the traps to release
the carriers without triggering a spurious avalanche. This is typically in the order of tens of
nanosecond. Differently from active quenching, with passive quenching, the recharge is ex-
ponential, and thus it is not easy to identify a precise dead-time. The recharge time-constant
can be used as a parameter.

* The time resolution of the SPAD, i.e., the ability of precise time-tag the photon arrival time,
is another important parameter. The “timing jitter” or “single-photon time resolution” (SPTR)
quantifies the time spread between the photon arrival and the pulse detection by the front-
end electronics. This spread is due to the different absorption position and the statistical
avalanche buildup time. It is in the order of a few tens of picoseconds [15]. To measure the
timing jitter, it can be used a pulsed laser, attenuated to single-photon level. Using TCSPC
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technique, the resulting time-resolution histogram shape is generally Gaussian, with an
exponential tail, as shown in Figure 3. The tail is due to photons absorbed in the neutral
region: once photo-generated the carriers diffuse randomly and can reach the depleted
region but with a certain delay. The tail in the timing jitter histogram is particularly detri-

mental in some applications [16].

3.2. SPAD for the near-infrared range

Some applications require detecting single photons with a wavelength in the near-infrared
(NIR) range, above 1000 nm, for example when using laser emitting in the telecom wave-
lengths, at 1310 nm and 1550 nm. There are SPADs made by semiconductor materials differ-
ent from silicon. In particular, there has been recently a development of SPADs made with
III/V materials like InGaAs/InP [17, 18] or InGaAs/InAlAs [19] or InGaAsP/InP [20]. InGaAs/
InP SPADs are used to detect photons at 1550 nm. They are based on a separate absorp-
tion, grading, charge and multiplication (SAGCM) heterostructure as shown in Figure 4. The
absorption layer is made of InGaAs and the multiplication layer is of InP. Between them, there
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Figure 3. Representation of two photon absorption cases in the depleted region and in the neutral region beneath it (a)
and examples of the relative timing histograms (b). At A =400 nm, all the photons are absorbed in the depleted region,
whereas at 850 nm, they are absorbed mostly in the neutral region, creating the tail.
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Figure 4. Schematic cross-section of an InGaAs/InP SPAD, with different layers (a). Comparison of photon detection
efficiency (PDE) of some silicon SPADs and InGaAs SPADs (b): “thin” silicon SPAD [23], “thick” silicon SPAD [23], the
FBK RGB technology (SiPM PDE divided by the FF) [25] and the typical state-of-the-art InGaAs/InP SPADs [24].
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is one or more layers of InGaAsP, called “grading layer.” This is needed to smooth the hetero-
barrier in the valence band between the InGaAs and the InP layers. On the top of it, there is a
“charge layer” that shapes the electric field profile.

InGaAs has an energy gap of about 0.75 eV [17]. The PDE of InGaAs/InP SPAD is typically
around 40% between 1000 nm and 1550 nm (see Figure 4(b)), being limited by the thickness
of the absorption layer. This cannot be too high in order to limit the noise. The primary noise
is typically higher in InGaAs/InP SPADs compared to silicon ones. The technology of the
III/V material is commonly less mature. The main noise source is thermal generation in the
InGaAs layer down to about 225 K, whereas at lower temperatures, it is trap-assisted-tun-
neling in the multiplication layer. The afterpulsing probability is also higher in InGaAs/InP
SPADs, compared to silicon. The typical dead-time can be in the order of few microseconds.
However, despite these limitations, InGaAs/InP SPADs have been used in several applica-
tions. Advantages such as good PDE, compactness, and low power consumption make this a
competitive solution for NIR single-photon counting. They are typically used inside compact
modules and cooled at 230 K (or lower) to decrease the primary noise [24].

The high afterpulsing probability can be a limiting factor in several applications. Some solu-
tions have been proposed that aim to reduce the amount of charge flowing per each ava-
lanche. The first is based on very fast quenching circuit, reducing the bias at the SPAD quickly
once an avalanche is detected [21]. Another solution is based on fast gating the detector, for
example, using sinusoidal signals with a frequency of few gigahertz: the bias at the SPAD is
modulated and, once an avalanche is triggered, it can last at maximum for the duration of
half a gating period [18]. This technique is called sinusoidal gating. Another approach is based
on the integration of a quenching resistor directly on the SPAD, very close to the active area.
This approach limits the overall capacitance at the node between the SPAD and the quenching
resistor, thus the avalanche charge. Some implementations of this kind of detector are called
negative-feedback avalanche diode (NFAD) [18].

4. SPAD array and low-light imagers

SPADs can be arranged in arrays, 1D or 2D, manufactured in custom process or CMOS pro-
cess. SPAD array in CMOS process has the advantage of having all the quenching, control and
read-out electronics in each pixel. Unfortunately, usually with the CMOS process, the SPAD
performance is not as good as with a custom process, due to the non-optimized implants and
electric fields. In particular, they have a higher DCR.

SPAD arrays are one of the solutions for low-light-level imaging [4, 5]. With such technol-
ogy, it is possible to have a sensitivity down to the single-photon level, working in photon-
counting mode. With the proper in-pixel circuitry, each pixel counts the number of photons
detected in the integrating period. This information is stored and then downloaded, to
build an image. Scientific imaging applications often require such low level of sensitivity,
typically with the addition of time-resolving capabilities. As few examples: fluorescence
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lifetime imaging microscopy (FLIM), Raman spectroscopy, time-resolved near-infrared
spectroscopy, and consumer applications like three-dimensional (3-D) imaging based on
time-of-flight [26]. In particular, fluorescence microscopy is an established technique for the
analysis of biological processes and relies on the measurement of the fluorescence inten-
sity upon an excitation [22] at different wavelengths. Fluorescent light emission can occur
in a variety of temporal scales, from nanoseconds upward. Its lifetime measurements add
valuable information and require a specific kind of detectors, like a SPAD array with time-
tagging circuitry per pixel. In the same way, 3D imaging, based on time-of-flight (TOF),
is an application that is rapidly emerging in many fields [26], to have a three-dimensional
image of the scene or to measure the distance from the objects. 3D imaging can be obtained
by means of direct TOF or indirect TOF. The first one is based on the direct detection of the
time-of-arrival of the reflected light pulse.

The first approach to have SPAD pixels with time-tagging capabilities is the addition of a
time-to-digital converter (TDC) in each pixel [27]. The SPAD array will have in each pixel the
photon-number information as well as the time-of arrival information (typically of the first
photon), as shown, for example, in Figure 5(a). Devices realized with this approach, showed
good performance in many biological and 3D-ranging applications. However, the TDC gener-
ally occupies a significant part of the pixel area, reducing the fill factor (FF). There are also spe-
cial implementations without the TDC, but performing distance measurements with indirect
time-of-flight (iToF) method, by using three different counters per pixel [4].

In general, to improve the FF in a CMOS implementation, it is necessary to reduce the read-out
circuitry occupation and complexity. The SPAD structure has to be placed very close to the read-
out electronics, but being electrically isolated with proper implants, as shown in Figure 5(b). To
minimize the pixel circuitry, it is possible to implement just the time-to-amplitude conversion
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Figure 5. Example of 32 x 32 SPAD array, where each pixel contains a SPAD, the quenching circuitry, counters, and the
time-to-digital converter (TDC) [27] (a). Example of possible SPAD CMOS implementation with read-out electronics
isolated inside the deep p-well (b) [28]. Example of analog time-gated SPAD pixel, with a reduced electronics-complexity
to obtain a higher FF (c) [5].
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(TAC) in pixel [29, 30], or using an all-analog approach [5, 28], by means just of few transistors
and capacitances. Figure 5(c) shows an example of analog time-gated SPAD pixel, based on
analog time-gating and analog counter [5].

An alternative implementation of low-level imager is the so-called “quanta image sensor” (QIS)
[31]. This is based on the concept of extending the sensitivity of a “classical” image sensor,
which is not based on avalanche multiplication process. The pixel is composed of a pinned
photodiode (PPD), collecting the photo-generated charge, which then is transferred to a small
floating diffusion (FD). FD has a small dimension and its capacitance is very small, thus the
conversion gain between charge and voltage amplitude is very high, enough to measure a
single photo-electron. In a single-bit QIS, the output after each acquisition is a binary bit plane,
where each bit represents the presence or absence of at least one photoelectron. A series of bit
planes has to be generated, with a high-speed readout, eventually being able to create an image.

5. Silicon photomultiplier

Silicon photomultipliers (SiPMs) are arrays of many single-photon avalanche diodes (SPADs),
all connected in parallel [25, 32, 43]. Each SPAD is called microcell (or cell) and has a square
area with a side between 10 um and 100 um, whereas the overall SiPM active area can be typi-
cally between 1 x 1 mm? and 10 x 10 mm?. This is one of the main advantages of SiPM over
other SPDs: they can have big active area, but preserving the good performance of the single
SPAD, with the additional advantage of being photon-number resolved (i.e., being able to
count the number of photons arriving at the detector simultaneously, with a high dynamic
range). These characteristics are becoming more and more important in a large number of
applications [33-37] (Figure 6).

The silicon photomultipliers can be divided into: (i) analog SiPM [25] (see (Figure 6a),
(Figure 6b), and (Figure 6c¢)) and (ii) digital SiPM [37, 38] (see (Figure 6d) and (Figure 6e)).
In analog SiPM (aSiPM), the microcell, composing the array, is just made of a SPAD and
a quenching resistor. The output current is the sum of the currents from the triggered
cells in the array; thus, the output (amplitude or charge) is proportional to the number
of detected photons (see (Figure 6b)). In digital SiPM (dSiPM), each microcell is typically
composed by a SPAD and a more-complex quenching circuit (see (Figure 6d)). The cell
provides a digital output to the internal dSiPM circuitry, which eventually digitally sum-
up the signals from the microcells and can contain a time-to-digital converter (TDC) (see
(Figure 6e)) to time-stamp the photons arrival times [37, 38]. In dSiPM, the signals are digi-
tal starting from the single microcell, thus less affected by the front-end noise. However,
due to the more complex quenching and due to the presence of the control circuitry, the
fill factor is lower as well as the photon detection efficiency.

5.1. SiPM applications

SiPMs have obtained a growing attention as alternative to the traditional photomultiplier tubes
in the detection of low photon fluxes due to a number of advantages typical of solid-state
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detectors, such as compactness, ruggedness, ease of use, low operational voltage, and insensi-
tivity to magnetic fields [32]. One of the most common applications is the detection of fast scin-
tillation light in particle detectors that are used in nuclear medicine [32, 38] and in high-energy
physics experiments [33, 34]. In these applications, SiPMs are coupled with scintillator crystals,
which convert high-energy particle, X or gamma ray into visible or NUV light, being detected
by the SiPM. An example of 4 x 4 mm? SiPM with some scintillator crystals (with different
heights) is shown in Figure 7a. SiPMs allowed significant advancements in positron-emission
tomography (PET) [35] and other medical applications, especially due to their excellent time
resolution [37]. This made possible to develop PET scanners with improved performance as

digital SIPM

Figure 6. Example of silicon photomultiplier chip (SiPM), with back contact and common top PAD (a). Example of
SiPM signal, acquired with oscilloscope in persistence mode (b). Typical circuit for the readout of a SiPM, with trans-
impedance amplifier (c) with the SiPM equivalent circuit, composed by quenching resistor (R), quenching capacitance
(Cy), ie., parasitic capacitance of the quenching resistor through the SPAD, and the metal grid equivalent capacitance
(Cpp)- Example of digital SiPM with TDC per each subpixel [38] (d) and schematic of dSiPM with one global TDC (e).

GRID:

Figure 7. Picture of a test SiPM with several scintillator crystals (to be mounted on the top of it) (a). Example of setup for
the measurement of coincidence resolving time (CRT), with two SiPMs with crystals detecting two coincident gamma
rays (b). Example of a SiPM TILE with 6 x 6 element of 4 x 4 mm? SiPMs (c).
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regards the time-of-flight (TOF) technique, which significantly improves image quality. In
these applications, SiPMs are typically grouped in TILEs, to cover areas of few centimeters
squared. An example is shown in Figure 7c.

SiPMs are also becoming an interesting choice in other applications based on single-photon
or few-photon detection. For example: (i) light detection and ranging (LIDAR) [39], where
many cells with good detection efficiency are highly desirable, (ii) optical spectroscopy
[40], where high detection efficiency and big sensitive areas are very useful, (iii) fluores-
cence detection, (iv) flow cytometry, (v) Cherenkov detection for physics experiments [36],
etc.

5.2. From SPAD to SiPM

Moving from a single SPAD to a silicon photomultiplier, there are some additional param-
eters and other noise sources that have to be considered.

* The fill factor of the cell has to be included in the photon detection efficiency (PDE) calcula-
tion. The cell FF is the ratio between the sensitive area and the total area of the cell. Nowa-
days, typical FF for analog SiPMs are between 40 and 80%.

* Optical crosstalk between the cells is an additional source of correlated noise [43]. During the
avalanche in one cell, not only the carriers can be trapped but also the secondary photons
are produced [3]. Being emitted isotopically, some can reach the neighboring cells, trig-
gering another spurious avalanche. They can be absorbed in the depleted region or in the
neutral region. In the former case, there is a direct crosstalk (DiCT) (see Figure 8), giving an
instantaneous triggering of the neighboring cell. In the latter case, the crosstalk event hap-
pen delayed in time (typically few nanoseconds or tens of nanoseconds), creating a delayed
crosstalk (DeCT). The direct crosstalk produces a current pulse that has twice the amplitude
of a single-cell event.

* Another source of correlated noise is the diffused afterpulsing, as shown in Figure 8. The
secondary photon can be reabsorbed in the same cell, and the photo-generated carrier can
diffuse and reach the depleted region with a certain delay, producing an afterpulsing.

* An important parameter for SiPMs is the gain of the cell, i.e., the number of carriers pro-
duced in response to a single photo-generated carrier. The presence of an integrated resis-
tor right above each cell reduces the amount of carriers flowing per each avalanche and
reduces the amount of carriers flowing per each avalanche and makes this quantity well
defined. The gain is typically between few 10° and 10°, similarly to a photomultiplier tubes.

¢ Finally, the single-photon time resolution (SPTR) [42] is important for SiPMs. Differently from
SPAD, SPTR of analog SiPM is mainly limited by the effect of electronic noise from the
front-end circuit and by the transit-time spread. The former is the effect of the baseline
fluctuation due to the noise: given a limited signal slope, the baseline variation induces a
threshold crossing time variation, thus worsening the time resolution. The latter is the effect
of different lengths of the path connecting the cells to the common PAD.
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Figure 8. Representation of SiPM cross-section and of correlated noise source (a) [43] and typical oscilloscope persistence
trace showing the direct and delayed crosstalk and afterpulsing events (b).

The integrated quenching resistor also reduces the amplitude of the single-cell signal.
Considering the SiPM equivalent circuit, when the avalanche switch is closed, the bias at the
internal node (between SPAD and quenching resistor) is lowered, discharging C, and C,
Then, it is recharged through R ,. However, the detectable signal is only the current that flows
through the anode and cathode pins of the SiPM. The SiPM signal is composed by a fast peak
(capacitive coupling through C,) and a slower component, due to the recharge current through
R, Both are “filtered” by the presence of C . The bigger the SiPM the larger is C_ ., thus the
higher is the filtering effect on the signal [42].

GRID/

PDE is one of the most important parameter for a SiPM. It has been significantly improved
over the last years. One possible improvement is having the PDE spectrally peaked in the
region of interest of the specific application, for example, in the blue or in the green wave-
length region. An Examples are the RGB [25] and NUV [43] technologies from FBK, made
with p-on-n junction or n-on-p junction type. Another improvement is the increment of the
cell FF, which can be obtained reducing the border region, i.e., the not-sensitive region between
one cell and the neighboring one.

5.3. Front-end and read-out

The signal coming out from the SiPM is the superposition of many pulses, either in light or
in dark. Depending on the application, it is possible to measure directly the current level pro-
duced by the SiPM, or count the avalanche pulses (photon-counting mode). If the count rate
is low, the pulses are clearly distinguishable, but increasing the count rate, they start to over-
lap, making the counting more difficult. To avoid this situation, some techniques have been
developed:

* High-pass filtering or pole-zero cancellation. At the front-end level, it is possible to filter the
signal to remove the slow tails of the signals.

* DLED (delayed leading-edge discrimination) method [44]. This method consists of subtracting
from the signal its delayed replica, creating some sort of high-pass filtering.
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¢ At the device level, one producer added a third output, called fast-output [45]. In the SiPM,
there is a capacitive pick-up in each microcell, connected between the internal nodes and a
common output. This produces a faster signal which is used for timing purpose.

Another problem is how to distinguish the primary events from the correlated noise. Direct
crosstalk events are easily distinguishable: they produce pulses with higher amplitudes,
but afterpulsing and delayed crosstalk events are mixed within the primary ones. One effi-
cient way is to evaluate the inter-time between the events, with a method described in Ref.
[46], and used in Ref. [47]. This method is based on the collection of a train of many events,
filtering and peak-detection. For each event, the inter-time and the amplitude (normal-
ized to single-cell amplitude) are extracted. Plotting the amplitude vs. inter-time and the
histogram of the inter-times, it creates a plot like in Figure 9(a). By fitting the events with
high inter-times, with an exponential function, it is possible to identify and distinguish the
primary events.

5.4. SiPM performance

The performance of SiPMs has been significantly improved over the last years [48-52].
Producers pushed the technology limits to obtain a higher PDE, now at levels of 50-60%
(peak), with FF around 70-80%. In particular, some examples are: PDE of 34% at 400 nm,
with 15 pum cell pitch [48], PDE of 49% at 420 nm, with cell size of 35 um [51], PDE of 43% at
400 nm, with cell pitch of 25 um [50], and PDE of 33% at 520 nm, with a cell pitch of 50 um
[52]. The primary noise has been reduced, being now at the level of 50-100 kcps/mm? [48-52]
at T =20°C (see Figure 9b). The correlated noise has also been reduced due to: (i) an improve-
ment in the silicon materials [43] and (ii) a better cell-to-cell isolation with trenches [46, 49, 53].
In particular, some examples are: CT probability of 10%, at 8 V of excess bias, with 15 um cell
pitch [48], which increases to 35%, with 7 V of excess bias when the cell pitch is 30 um, or CT
probability of just 3% in a 50 um cell, with 3 V of excess bias, due to better cell isolation [49].
The reduction of the correlated noise and the uniformity of gain between cells give the SiPMs
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Figure 9. Example of amplitude vs. inter-time plot (a) and of inter-time histogram (b) [46]. Typical primary dark count
rate of a SiPM, at different temperatures (c) [43] and charge spectrum (d).
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a good photon-number resolution. Figure 9c shows a typical charge spectrum obtained with
a 40-pm cell-pitch SiPM [43].

5.5. SiPM with small cells

The recent efforts to increase the PDE lead to an enhanced FF [48, 49, 54], meaning a smaller
border region between cells. This gives a higher optical crosstalk. One efficient way to limit
the correlated noise is to reduce the cell gain, giving a smaller amount of carriers flowing, thus
smaller probability of trapping and emitting secondary photons. A lower gain can be obtained
by means of small cells [54]. However, reducing the cell pitch normally means smaller FF,
thus lower PDE. To have both smaller cells and a good PDE, the border structure of the cell
has to be redesigned [48].

SiPM with small cells also have other advantages: a higher cell density and a shorter recovery
time due to the smaller diode capacitance. Both these features increase the dynamic range of
the SiPM, which for some applications is very important. Few examples are: (i) for calorimetry
in high-energy physics experiments with high luminosity, (ii) in LIDAR and (iii) for prompt
gamma imaging in proton therapy [55]. Short recovery time means reduced pile-up of the
avalanche pulses, thus higher maximum count rate. Another interesting feature of SiPMs with
small cell is their improved radiation hardness. The smaller is the cell size the lower is the
performance degradation caused by the effects of radiations. Indeed, with a lower gain there
is a smaller correlated noise, thus the noisy cells that have an increased primary dark count
rate (DCR) due to radiation damage produce a lower number of correlated pulses, reducing
the total overall DCR of the SiPM. With a lower total DCR and reduced gain, the SiPM has
a smaller power consumption, even when damaged by radiation. Furthermore, due to the
higher number of cells with a lower correlated noise, even after radiation damages there are
a larger number of cells ready to be triggered by a light signal, thus a smaller PDE reduction.

5.5.1. High density silicon photomultipliers

One interesting example of SiPM with small cells is the so-called “high density” (HD) SiPM
technology, developed in FBK [48, 54]. In HD technology, there are deep trenches (few
micrometers deep), with high aspect ratio between the cells to electrically isolate them (as
shown in Figure 10). The border region at the edge of each active area in the cells have been
reduced to less than 2 um, making possible to have a high FF of about 80% for a 30-um cell-
pitch SiPM and more than 50% for a 12-um cell-pitch SiPM. For the FBK previous non-HD
technology, the FF was about 60% for a 40-pum pitch SiPM [41]. The gain decreases as the cell
pitch reduces: it is about 2.4 x 10° for the 30-pum pitch SiPM and 3 x 10° for the 12-pum pitch
SiPM, at 5 V of excess bias. Due to the small active area and the trench isolation, the direct
crosstalk probability is around 9% for 15 um cell-pitch SiPM, which have a FF of 62%, whereas
it was about 35% for non-HD SiPM with 40 pm cell-pitch (FF of 60%). The PDE, in HD tech-
nology, with n-on-p junction is peaked at 550 nm, reaching values of ~40% at 4 V of excess
bias, and ~50% at 10 V of excess bias, for the 30 um pitch SiPM-HD, and 25% for the 12 pm
pitch SiPM-HD (see Figure 10).
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Figure 10. Schematic representation of RGB-HD SiPM structure (a). SEM image of a 12-um cell pitch SiPM with details
of the single microcell (b). Measured performance of high density SiPMs: gain (c), direct crosstalk probability (d), and
PDE vs. wavelength (e) of RGB-HD and one NUV-HD (e).

5.5.2. Ultra-high density silicon photomultipliers

The HD technology has been further improved developing the “ultra-high density”
(UHD) technology [56]. UHD SiPMs have very small cells and high cell density. All the
feature size of the manufacturing process have been reduced (e.g., contact dimension,
resistor width, etc.). The cells have a circular active area, to avoid corners with smaller
electric field, and they are arranged in a honeycomb configuration (see Figure 11). The
border region is now less than 1 um. UHD SiPMs have been produced with cell pitch
between 5 um and 12.5 um. With a pitch of 5 um, the FF is about 40%, and it is higher than
70% for the 12.5-pum cell-pitch SiPM. The cell density is between 7400 cell/mm? and 46,190
cells/mm? Moreover, very small cells mean low gain, low correlated noise, and very fast
recovery time.

The realization of very small cell sizes poses different challenges not only in the design
and in the microfabrication process, but also due to intrinsic problems. The “border
region” at the edge of the high-field region is no longer negligible but starts to play a
very important role. Figure 12 shows the TCAD simulation of electric field inside a 10 pm
SiPM cell. The effective region, where the electric field is high, is smaller than the nominal
one (defined by layout). Moreover, the depleted region close to the trench extends later-
ally toward the center of the cell. This makes the carriers photo-generated in that region
to drift laterally toward the peripheral region, instead of drifting vertically, thus they are
not detected. These effects are collectively called “border effect.” This issue worsens the
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Figure 11. SEM image of 10-pm cell ultra-high density SIPM (a), showing active areas, metal and polysilicon resistors.
Nominal FF of UHD, HD and non-HD technologies from FBK (b). Typical single-cell signals of UHD SiPMs (c).

performance of small cells, and it is more and more important as the cell pitch decreases.
To reduce this issue, a new version of the cell has been designed, with modified doping
profile. The new version has a wider high-field region and a reduced lateral depletion
underneath the junction.

UHD SiPM with new structure have a higher PDE: an UHD SiPM with 7.5 um pitch reaches
a PDE of about 30% in the peak, with 6 V of excess bias at a wavelength of 470 nm, whereas
a 10-pum pitch SiPM have a PDE peak of ~40% in the same conditions. SiPM with 5 um cell
pitch reaches a PDE higher than 15%. Due to the small cell capacitance, the signals from
UHD SiPMs are very fast, in the order of few nanoseconds FWHM, as shown in Figure 11.
The noise of UHD SiPM is generally in the order of 100 kcps/mm?, but in the new struc-
ture, it is higher. This is probably due to an increased electric field; but, this technology is
relatively new and there is room for improvement. The gain of the cells, thus the crosstalk
probability, is low (even without absorbing material in the trenches). In a 7.5 um cell, the
gain is about 2 x 10°, at 6 V of excess bias, and the direct crosstalk probability is smaller
than 5%.

TCAD simulation: Electric field 10um cell Tbgimisel
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Figure 12. TCAD simulations of electric fields inside a 10-um pitch and a 7.5-um pitch microcells of the ultra-high
density SiPMs, with depleted region highlighted.
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6. Conclusions

We have reviewed some of the most interesting photodetectors technologies for photon
counting. Solid-state solution, like single-photon avalanche diodes (SPADs), is able to
reach high detection efficiencies and good time resolution, in the order of few tens of
picoseconds. SPAD can be made in silicon or III/V materials, for the detection in the NIR
wavelength range. Building a silicon SPAD in CMOS technology, it is possible to integrate
some electronics into each pixel, to count the photons and to time-tag them. An array of
such kind of SPAD pixels can be exploited to create low-light imagers. SPAD imagers are
nowadays used in several biomedical applications (e.g., FLIM, Raman spectroscopy, etc.)
and in 3D ranging. This technology is continuously evolving with a pixel density getting
higher due to the CMOS technology development. Another interesting detector based on
SPAD arrays is the silicon photomultiplier (5iPM). Here, all the SPADs are connected in
parallel, in analog or digital way. It has single-photon sensitivity but, differently from
single-SPADs, it is able to reach big active areas (few millimeters squared) and it is able to
count the number of photons arriving simultaneously with good photon-number resolu-
tion. SiPM performance has been significantly improved over the last years, reaching a
high FF and a high detection efficiency. This promising technology is now starting to be
used not only in the typical applications (e.g., nuclear medicine and physics experiments)
but also in biomedical and 3D ranging applications. SiPM technologies are evolving in the
direction of smaller cells (SPADs), which is advantageous for SiPM performance, but it
requires improvements in the manufacturing processes. For example, there are new tech-
nologies for SiPMs with cell-pitches smaller than 10 um, down to 5 um. This provides a
higher cell density and a larger dynamic range. Some mixed solutions are also emerging,
with imagers made by an array of many mini-SiPMs. This allows to have imaging capa-
bilities but with a high dynamic range per pixel.
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Abstract

According to Heisenberg’s uncertainty principle, measurement of a quantum observable
introduces noise to this observable and thus limits the available precision of measure-
ment. Quantum non-demolition measurements are designed to circumvent this limita-
tion and have been demonstrated in detecting the photon flux of classical light beam.
Quantum non-demolition measurement of a single photon is the ultimate goal because it
is of great interest in fundamental physics and also a powerful tool for applications in
quantum information processing. This chapter presents a brief introduction of the his-
tory and a review of the progress in quantum non-demolition measurement of light. In
particular, a detailed description is presented for two works toward cavity-free schemes
of quantum non-demolition measurement of single photons. Afterward, an outlook of
the future in this direction is given.

Keywords: QND measurement, single photon, four-wave mixing, Rabi oscillation

1. What is quantum non-demolition measurement?

Measurement of observables is at the very heart of quantum measurement. In the classical
macroscopic world, measurement of a classical object can be conducted without introducing
perturbation to the detected object. Repeating measurement of a classical object can improve the
precision to arbitrarily accurate. Counterintuitively, the measurement of an observable of a quan-
tum object cannot be arbitrarily precise in the microscopic world according to the well-known
Heisenberg’s uncertainty principle [1], which roots in the wave nature of quantum mechanics. For
non-commuting operators, A and B, described as physical quantities in the quantum formalism, a
very precise measurement of A, resulting in a very small uncertainty A4, will be associated with a
large value of uncertainty, AB, in B. Measuring a quantum object will inevitably cause perturba-
tion in the measured object. This perturbation due to measurement is called as the “measurement
back action.” This quantum back action, in turn, enlarges uncertainty of the observables. As a
result, it limits the available precision in a series of repeated measurements. Then a natural
question is what is the limitation of sensitivity in measurement set by quantum mechanics.

I m EC H © 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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In response to this question, Braginsky and Vorontsov introduced in the 1970s the concept of
“quantum non-demolition measurement” (QND) to evade the unwanted quantum back action
in measurement [2]. Through studying the detectable minimum force on a quantum oscillator,
they concluded that “Nondestructive recording of the n-quantum state of an oscillator is
possible in principle.” Their measurement strategy opened a door for circumventing the issue
of back action in quantum measurement. Thorne, Drever, Caves, Zimmermann, Sandberg,
Unruh, and others developed the concept of QND measurement further [3-5]. The key point
in the QND measurement is to keep the back-action noise confined to the unwanted observ-
able quadrature, without being coupled back onto the quantity to be measured.

Although a great number of efforts have been made in various systems, quantum optics is
particularly well suited for implementing QND measurement. The reason is threefold: (1) there
are optical sources with very good quality; (2) photon detectors can be extremely sensitive,
even being able to detect a single photon; and (3) a quantum system can be initialized with
very high accuracy. The photon number and phase are two complementary observables of
quantum light. They are associated with non-commuting operators. It means that QND mea-
surement of photon number of a quantum field will inevitably add quantum noise to the phase
quadrature. If only, in principle, the photon number of field remains unchanged during
measurement, the measurement is QND. Of course, the real implementation of experiment
may be imperfect, and this imperfection can cause noise to the variable of interest.

Throughout this chapter, we focus on the measurement of light according to the principle of
quantum optics. In particular, we introduce the measurement of photon number of a light
beam. In the conventional “direct” measurement, the light is absorbed. Therefore, the mea-
surement completely changes the observable of photon number and causes a very large back
action onto the light beam. In a QND measurement of photon number, it is required that the
amount of photon number is measured without changing. Of course, the measurement still adds
perturbation to the light. However, the perturbation is only confined to the phase of the photon
but is not added to the photon flux of interest in measurement. In a restricted mathematical
language, the condition for QND measurement is that (A,); = (As);; and (AA,); = (AA)
for two successive detections of observable A;.

i+1

2. Classical measurement by absorbing photons

In the classical world, measurement of light always absorbs photons and then gets energy
from them. In this way, the photon carried by a light beam disappears and is destroyed
completely. This type of photon detector includes eyes, photoelectric converter, semiconductor
photon detector, superconducting photon detector, and so on.

Eyes are photon detectors we use most often (Figure 1). It converts the energy of light into
electric current and stimulates the nerve. Photons of light enter the eye through the cornea, that
is the clear front “window” of the eye. Then light is bent by the cornea, passes freely through
the pupil, the opening in the center of the iris, the eye’s natural crystalline lens, and then is
focused into a sharp point on the retina. The retina is responsible for capturing all of the light
rays, processing them into light impulses through millions of tiny eye nerve endings, and then
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Figure 1. Sketch for seeing photons with eyes (from www.nkcf.org).

converting these light impulses to signals which can be recognized by the optic nerve. In doing
so, eyes convert light into bioelectric signals.

Semiconductor photon detector is a sensitive man-made photodetector, which is made by
using semiconductor materials. Two principal classes of semiconductor photodetectors are in
common use: thermal detectors and photoelectric detectors. Thermal detectors convert photon
energy into heat. Most thermal detectors are rather inefficient and relatively slow. Therefore,
photoelectric detectors are widely used for optics. The operation of photoelectric detectors is
based on the photoeffect. Similar to eyes, the detector absorbs photons from light, generating
electronic current pulse which can be measured. The semiconductor photon detector is the
most used photodetector in industry. The most common semiconductor-based devices are
single-photon avalanche diode (SPAD) detectors and can reach sensitivity at the single photon
level. The SPAD detector is reversely biased above the avalanche breakdown voltage in the
Geiger mode. When a photon is captured by this SPAD detector, the absorbed photon gener-
ates an electron-hole pair which causes a self-sustaining avalanche, rapidly generating a
measurable current pulse (Figure 2).

Conduction Band

Detectable
Current Pulse

Vakence Band

Photon

Figure 2. Schematic diagram for semiconductor photon detectors (from www.single-photon.com).
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Superconducting nanowires have been used to detect single photons. It exploits a different
principle in comparison with eyes and semiconductor photon detectors. It is designed in this
way [6, 7]: a patterned superconducting nanowire is cooled below the transition temperature of
the superconducting material. The superconducting nanowire is biased by an external current
slightly smaller than the critical current at the operating temperature. When a single photon hits
the nanowire, it creates a transient normal spot in the resistive state. As a result of loss of
superconductivity, a nonzero voltage is induced between two terminals of the nanowire. Mea-
suring this induced voltage can tell the arrival of the single photon. To date, superconducting
single photon detectors have achieved a detection efficiency of more than 90% [8, 9].

The abovementioned are three representatives of photon detectors. All of them destroy pho-
tons in signals.

3. Measuring light intensity without absorption

QND measurement of light needs to keep the quantum average of the observable and its
uncertainty unchanged after detection. In general quantum measurement, the observable of a
signal system, A, is measured by detecting the change of observable, A, of a “meter” system.
The concept can be explained by describing the measurement as a joint Hamiltonian [10]

H=Hs;+Hpm+Hj, 1)
where H; is the unperturbed Hamiltonian of the signal system to be measured, Hy, is that of

the meter system, and H; describes the way in which the meter measures the signal. The
motion for A; and A under measurement is

dA
—in s = [Hy A + [Hy, A, @)
L dA
_lhd—t]w = [Hs;AM} + [HI>AM] (3)

QND measurement requires (i) [Hs, As] = 0, which is normally satisfied; (ii) [Hj, As] = 0; and
(iii) [H, Am] # 0. The second condition guarantees that the back action is isolated from A;. The
third one implies that a measurement can induce change in the meter system.

It is quite straightforward to get the cross-Kerr effect in mind for QND measurement of photon
flux, ns = A:AS, of light beam [10, 11]. The Hamiltonian describing the cross-Kerr interaction is
as follows:

Hj = YAl AAL Aw, )

where y is the strength of nonlinear interaction. Obviously, [H;, A;] = 0 is met.

The condition [H;, Ap] # 0 holds if the phase of probe field is measured. The intuitive picture
of QND measurement of photon flux, n;, with the cross-Kerr effect can be well explained in
Figure 3. The signal and probe laser fields co-propagate in a Kerr nonlinear medium with
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length L. Due to the cross-Kerr optical nonlinearity, the refractive index of medium is depen-
dent on the intensity, I; x;,, of the signal field. Its change is proportional to n; and subse-
quently causes a phase shift, Ay = @), — Py, to the probe field. Obviously, this phase shift
Ay, is proportional to the photon number of signal field. Measuring A¢,, can determine the
intensity of the signal field without absorbing its photon.

The concept of QND measurement based on the cross-Kerr effect has been demonstrated in
experiments for classical light including many photons [12]. However, QND measurement at
the single photon level is still a challenging problem. The difficulty is twofold. Technically, the
nonlinearity of normal materials is too weak to induce a large phase shift per photon.
Although the cross-Kerr nonlinearity can be improved by orders by using atom system,
typically, a single photon can only cause an mrad scale phase shift [13]. It is worth noting two
recent experiments in cross-phase modulation [14, 15], which demonstrated the pi phase shift
at the single photon level via the cross-Kerr nonlinearity of atoms. At first sight, the methods
may be able to apply to QND measurement of single photons. Actually, they are yet to meet
the criteria of QND measurement.

In the first work [14], by storing a single photon in a cloud of Rydberg atoms, Tiarks et al.
achieved a 7 phase shift imprinted onto a probe field including only 0.9 photon. However, the
efficiency of storing and retrieving signal photon is very low, that is only 0.2. The signal photon
suffers a big loss and has a small possibility to survive after inducing the phase shift. In this,
this scheme cannot be used for QND measurement of single photons.

Alternatively, Liu et al. used a double-/1 system to induce a giant cross-Kerr nonlinearity to
achieve the 7 phase shift per photon [15]. In their configuration, the signal and the probe fields,
each including eight photons, share a common ground state, while they couple to their
individual dark states created by other two control fields. As a result, a giant cross-Kerr
nonlinearity between them is created. A m cross-phase shift is induced at the single photon
level. However, the reported scheme is still classical but has yet to reach the quantum regime

Optical Kerr medium ,
Signal Mg, Ps Vi N\ s ths
field 5

z=10 z=L

Mo P Mg, 'P;\r

Detector 1

Probe
field d \ .

Beam
Detector 2 . + >

splitter

Figure 3. Configuration for the QND measurement of the signal photon number via cross-Kerr nonlinearity [10].
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for detecting a single photon in a QND way. There are two prerequisites in this scheme. First,
to ensure the atoms are transparent, the probe field needs to be known. Other than the optimal
phase, the absorption is considerable. But this phase is unknown for a signal photon to be
detected. It means a large loss for the signal photon to be detected. Second, the phase shift is
obtained in the steady state where the probe field is classically treated as a constant field. This
is not the case for a single photon as it is a quantum field. Therefore, it is hard to do genuine
QND measurement at the single photon level.

At the fundamental level, the cross-Kerr-based QND measurement is found invalid when a
continuous spatiotemporal multimode model [16] or a finite response time [17-19] is consid-
ered. In this sense, although many important progresses have been achieved, QND detection
of a moving single photon still needs proposals.

4. Non-demolition measurement of photons with cavities

With the progress of cavity electrodynamics, in particular the ultrastrong coupling between a
microwave cavity and an artificial atom, QND measurement of single mw photons have been
realized via qubit-photon CNOT gate [20], ac Stark effect [21-23], and the intrinsic phase shift
in Rabi oscillation [24]. Photon blockade has been demonstrated as a new effect to implement
QND measurement of a single optical photon trapped in a high-quality optical cavity [25].

The first breakthrough of QND measurement of single photons was accomplished by Haroche
et al. exploiting the intrinsic 7 phase shift after a full Rabi oscillation of an atom [24]. The
principle can be understood using the schematic diagram as shown in Figure 4. The atom is
first prepared in Rydberg state with the ground state |g), the excited state |e), and an auxiliary
state |7) by B. R1 and R2 conduct the Ramsey interferometer measurement. R1 drives the
Rydberg atom into a superposition state of C,|g) + Ci|i). The mw cavity C induces a phase
shift dependent on the photon number in it. It is off resonance with |g) < [i), but on resonance

.’bﬁy
» W

o I,

Figure 4. Schematic diagram for QND measurement of a single microwave photon via the intrinsic phase shift of a full
Rabi oscillation [24].
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with |g) < |e). It is designed to cause a full Rabi oscillation if the cavity includes one photon
and results in a 77 phase shift to |g) yielding —C,|g) + C;|i). While in the empty-cavity case, the
atomic state is unchanged. In short, the atomic coherent changes its phase by 7 if there is one
photon in C. R2 mixes the atomic state again, probing after C the superposition phase shift.
The final atomic population can be detected with a state-selective detector. The probability of
finding the atom in |g) is a cosine function of the phase shift and thus gives information about
the phase shift. In this way, Haroche et al. implemented the QND measurement of a single mw
photon.

5. Cavity-free schemes for non-demolition measurement of single photons

The concept of QND measurement and its realization in measuring classical light intensity
have been introduced earlier. QND measurement of single photons is the ultimate goal. Single
“static” photon in cavity has been detected nondestructively. Measuring “moving” single
photons without destroying it is still far to be achieved. Two important progresses toward this
direction are presented in the following.

5.1. QND measurement via Rabi-type photon-photon interaction

As mentioned earlier, although the optical cross-Kerr effect has been proposed for implementing
intensity QND measurement of light, detection of light at the single photon level in a QND way
is still a challenging task. In the cross-Kerr-based proposals [10], the signal photon changes the
refractive index #n; of medium. The change of n; causes a phase shift of the co-propagating probe
photon. The interaction between the signal and probe photons is “Ising” type. Its application for
single-photon QND measurement is questionable at the fundamental level [16-19]. A “Rabi”
type photon-photon interaction created from four-wave mixing (FWM) was proposed for a
photon-photon controlled quantum phase gate [24]. The proposal treated the moving fields as a
single mode and suggested equal group velocity for both the signal and probe pulses. The work
did not circumvent the issues raised in [16-19]. Instead, Xia and his coworker studied this type of
photon-photon interaction for QND measurement of a single photon taking into account the
quantum nonlocality [26]. In the proposal, the four-wave mixing occurs in an optical nonlinear
medium. One of the light modes in four-wave mixing is a strong coherent laser. This coherent
laser is used to coherent pump the nonlinear process and perform an effective three-wave mixing
process involving the signal mode, 4,5, the probe mode, a,, and an auxiliary mode, a,. The
Hamiltonian describing the interaction among these three modes takes the form

, 8B

g(Ec)
> ! @)

> a, 8,0,

tot
a0, +

where ¢(E.) indicates the nonlinear coupling strength that can be tuned by the intensity of the
pump field E,.

To induce a Rabi-type interaction, the auxiliary mode is initially in a vacuum state. The signal
field has at most one photon. The probe field is assumed to be weak that, to a good approxi-
mation, it can be considered as the superposition state of |a,)=0,) + a,|1,) with a, v <1.
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Here, the probe field is truncated up to |1,). Focusing on the space spanned by the associated
state of the probe and auxiliary modes, as shown in Figure 5(a), these two modes form a ladder-
type quantum system. The ground state is |0,,0,), and the first and second excited states are
|1,,0,) and [0,,1,), respectively. The incoming signal photon will drive the transition between
|1,,0,) and [0,,1,). This photon-driven transition between photonic states is a photonic coun-
terpart of atomic Rabi oscillation. For a weak probe field |a,), the initial state is
|O,,, Oa> +ap | 1p, 0a>. Similar to the Rabi oscillation in atoms, the state |1p, 0a> will suffer a 7t phase
shift after a full Rabi oscillation. As a result, the probe field passing through the medium
becomes |0,) — ay|1,) = |—a ). Effectively, the probe field is shifted by phase of 7. The concept
is depicted in Figure 5(b). Such full Rabi oscillation can be conducted by controlling the pump
field intensity or the length of nonlinear medium.

To determine the phase shift of the probe field, a strong local bias is overlapped on the
transmitted probe field via a highly reflective beam splitter. By properly choosing the bias
field, the transmitted probe field presented to the detector is displaced by |-a,), yielding
|-2a,) in the presence of a single signal photon or |0) in the absence of signal field. Simply
observing the photon “click” on the single-photon detector can determine whether a single
signal photon passes through the medium without destroying it. This accomplishes the QND
measurement of a single signal photon. Of course, this measurement will cause disturbance in
the phase of signal field. However, the photon flux is concerned, and the noise added to the
phase quadrature is not unwanted.

To evaluate the performance of the QND measurement, only one investigates the response of
ap).
Numerical simulation of corresponding quantum Langevin equation shows the transmitted
signal and probe fields, and the displaced field presented to the detector for the input |15) and

system to the initial case of a single signal photon input, |1;), and a weak probe field,

|a,), as shown in Figure 6. It is found that the transmitted signal field keeps its initial state
with a very high fidelity, while the transmitted probe field on the detector, shifted by a phase of
7 due to the presence of signal photon, can be well distinguished from the transmission
without phase shift in the absence of signal photon.

D 0,,14)
(a) (b)
lasr |-a,) W'BS s
P
—— |~£a)
(3)
i S
o
Pump T :

Figure 5. Schematic for detection of a single moving photon. (a) Configuration for QND detection of a single moving
photon via four-wave mixing in a nonlinear medium. (b) Level diagram describing the interaction between the signal,
auxiliary, and probe photons [26].
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Figure 6. Wigner functions of the transmitted and detected states for a probe field with |ap |2 = 0.6.In (a) [(b)] transmitted
signal (probe) state after interacting (a Full Rabi oscillation) for the length of the media; (c) detected state of probe field
presented to detector. The concentric circles show the Wigner function contours of the detection field in the absence of

signal input [26].

In the presence of a single signal photon, the field presented to the detector is |—2a,). In this
case, even an ideal photon detector can have a “dark count,” that is, no detection, because the
state |—2ap> includes a small occupation in vacuum state |0). This dark count causes error in

detection of signal photon. The resulted error probability is given by Pe, (a,) ~e ol 1t
decreases exponentially as the intensity of probe field increases. However, the fidelity of
transmitted signal field decreases as well. Therefore, a weak probe field is preferable for
achieving a high fidelity, while a relative strong probe field is required to reduce the detection

error. An optimal trade-off is |, |* = 0.6, yielding P,,, = 0.09 and a fidelity of 0.9 (Figure 7). To
reduce the error probability and improve the fidelity, a cascade configuration is needed. In
such configuration, the transmitted signal field of the former QND measurement is fed into the
latter. The transmitted probe field is detected in each measurement. For an N-cascade config-
uration, the error probability decreases exponentially as a function of N, but the fidelity

1
& _|up|?=n_2
Eu.a ,
(47
o ff=0.4
5 0
2
> 1 _loff=0.6
[ \
2 i _|np|?=u£
0.5 : |
0 10 20

gz

Figure 7. Evolution of the occupation (a), the fidelity (b) and the detection error probability (c) for different probe field,
|ay|*. The black dashed lines at gz = 27t are the guides to eye [26].
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decreases linearly. A four-cascade detection unit can already achieve PFT4 > 23.75 for a very

err

weak probe field of |acp]2 =02

The measured photon and the probe photon are “moving” pulse-shaped wavefunctions. The
quantum Langevin equation describes the motion of system in the single mode regime, in
which both the signal and the probe photons are treated as a single mode. In the real experi-
ment, they are moving pulse including continuous spatiotemporal modes and can be confined
in a one-dimensional (1D) waveguide. Therefore, a model accounting for the interaction of
continuous spatiotemporal modes is required. The method developed by Fan et al. can model
the interaction of the signal and probe photons in 1D real space [27]. In the Fan’s method, the
photons are the wavefunctions of quantum fields propagating in 1D real space. The probabil-
ity density of photon appearing at certain time (position) is the squared absolute value of
wavefunctions. For the purpose of single-photon QND measurement, only one needs the
fidelity and phase shift of a photon-pair input state |1,, 15) after propagating a certain distance.
Starting from the vacuum auxiliary field, it can be excited during the propagation of the probe
and signal fields. One can define an associate wavefunction @, (t; zp,zs) for the state |1p7 1s>,
and the wavefunction @,(;z,) for the state |1,). These wavefunctions imply that the photons

|1,) and |15) (|14)) appear(s) at z, and z, (z,) at time t with probability density of |@ys (; 2y, ) ]2
(I@4(t; 22)*). The nonlinear medium can be assumed to possess a spatial nonlocal response

2
distribution with an interaction length of o that f, (za,2p,25) = \/%67 [Gma)’ /2] o llaamz?i2e?],

Following Fan’s treatment, the evolution of the photonic wavefunctions is governed by the
partial differential equations [27, 28]

o) 0o 0Bps  ig, (¢
6:5 -0 GZZS oo bz]:s a TOJofg (20 2p:25) @adlza, (6)
0D, oo, g, -
o - o, TOJOf g (2,2 25) Dpszpilzs, @

where g is the coupling amplitude, v,(vp, vs) is the group velocity of the auxiliary (probe,
signal) field in the 1D waveguide. g, is not important because the coupling strength in exper-
iment can be tuned via the pump laser intensity. The photon pulses are assumed to be long
enough that the group velocity of each mode is constant in time, and the perfect phase and
energy matching are satisfied.

Solving Egs. (2) and (3)) can simulate the evolution of the fields in medium. Without loss of
generality, a Gaussian input is applied. For a single-photon pulse which is a quantum field, the
photon can appear everywhere within the pulse with a probability density determined by the
wave packet. This is the nonlocal nature of a single photon pulse. When the probe and signal
fields propagate at the same group velocity in the medium as previous schemes, they have no
necessity to interact with each other. Actually, with a large probability, they propagate indepen-
dently as they never meet each other. The signal photon couples the probe photon only if they
appear at the same position. As a result, only the central part of @, reverses its sign, implying a
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pi phase shift, see Figure 8(a). To circumvent this issue raised by the nonlocality of single photon
pulse, the probe field pulse is delayed with respect to the signal field pulse but propagates at a
higher velocity. To do so, the signal mode can be slowed down via the electromagnetically
induced transparency (EIT) technique. In such an arrangement, the probe field pulse scans over
the signal field pulse. No matter where the probe and signal photons appear within the pulses,
they will interact with each other once. It can be seen from Figure 8(b) that a 7t phase shift can be
clearly induced after the probe pulse passes through the entire signal pulse. The fidelity is very
high about unity. Another advantage of this arrangement over the former is that the phase shift
will not change once the probe field passes the signal field, see Figure 8(b).

By comparing two models, it can be seen that when the probe field has at most one photon, a
unit fidelity for the transmitted signal mode is achieved. If the probe contains higher Fock
states, then interaction with these high Fock states of probe mode prevents to achieve perfect
non-demolition of the signal mode.

Rubidium vapor embedded in a hollow-core photonic crystal fiber [12] or a hollow antiresonant
reflecting optical waveguide [29] can be a good experimental implementation for this QND
measurement scheme. This setup, to a good approximation, can be modeled as a 1D nonlinear
medium. The four-wave mixing can be effectively conducted using a diamond-level configura-
tion as shown in Figure 9. The signal field can be slowed via EIT with the fifth level, 4d;,.

10 fi | v
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Figure 8. Evolution of the wave function @, for (a) the same propagating speeds v, = v; = 1 and delay and (b) different
speeds v, > v; and different delays [26].
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Figure 9. Configuration for four-wave mixing realized in Rb atomic vapor in hollow waveguides. The signal field is
slowed via EIT by a strong coupling between levels of 5Py, and 4ds ;.
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5.2. QND measurement with single emitters

Alternatively, Witthaut et al. proposed another scheme for QND measurement of single pho-
tons by using a single V-type emitter coupling to a 1D waveguide [30]. The configuration is
depicted in Figure 10.

A V-type three-level emitter strongly couples to one end of semi-infinite waveguide. The signal
photon drives the transition between |g) and |e). The coupling to the waveguide causes an
external decay rate, I, of state |¢). The metastable state |s) is decoupled from the waveguide.
The emitter is initially prepared in a superposition state of a|g) + ple) with f = V1 — a2. The
reflection amplitude of a single-photon input is given by

A4y —T) ®)
AT Aty + 1)
with A is the detuning between the carrier frequency and the transition frequency between |g)
and |e).

A passing resonant photon then introduces a phase shift if and only if the emitter is in state |g).
The transmission amplitude is given by ¢4, = (y —I')/(y +T) for this on resonance input.
When I'>y, a m phase shift is imprinted on the photon. Then another classical control pulse
is applied to invert the state to —f|g) + ale). The complete procedure thus realizes the mapping

1 signal photon : |g) — (B* + taa?)|g) + ap(1 — ta)[s), )

0 signal photon : |g) — |g)- (10)

Measuring the phase shift imprinted on an incident classical laser pulse can measure the state
of emitter. The emitter in |s) unambiguously reveals the presence of a signal single photon.
This scheme is very unclear. They did not discuss how the phase of classical laser field can be
shifted by an observable amount. It is also unclear how the single photon changes the state of
emitter to be measured.

Single- le)
photon Out Is}
rotator
Z : 0
&
lg}
Emitter

Figure 10. (a) Sketch of potential experimental setup for QND measurement of a single photon. The single-photon
circulator is used to separate the input and output. (b) Level diagram of the emitter [30].
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For simplicity, set v, = v, = 1. Without loss of generality, a Gaussian input, @ (t = 0;z,,z5) =
2 2
(1 /A /nTst)e*(ZP*Z”'O) 1250 (5s20) /228 g applied, where z, o and z, ¢ are the group delays of

the probe and signal wavefunctions, respectively.

6. A possible bright future

QND measurement opens a door for precise measurement and versatile applications in photon-
based quantum information processing. In principle, QND measurement enables repeated mea-
surement of photon number, n, of a light beam. Because QND measurement does not disturb the
photon number of light, it allows one to measure the photon number many times. This can
surpass the standard quantum limit bounded by the “shot-noise” and allows to measure light
with ultrahigh sensitivity. QND measurement down to the single photon level further enables
potential application in quantum information processing. Remarkably, when a single signal
photon can induce a 7 phase shift to another probe photon, the scheme for QND measurement
essentially has the potential to implement a quantum controlled-phase gate between these two
photonic modes. This kind of gate is a universal quantum gate for quantum computation.
Another important application is to squeeze light via QND measurement. Although QND
measurement has been well studied theoretically and has been realized in experiments, it is still
questioned in its interpretation [31]. Monroe comments that photons can be independently
generated once a signal photon is detected via absorption. He claims that the concept of QND
measurement is confusing and should be demolished. However, his comments are also ques-
tionable. Squeezing light through QND measurement cannot be realized by simply generating
photons according to the detection events. In summary, the concept of QND measurement
applied to photons promises of great applications in quantum measurement. The progress
approaching the single photon level may provide a simple router for implementing quantum
information processing [32] or even quantum telescope [33].
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Abstract

Although physics of neutron stars as pulsars together with their emission mechanisms
leave discussions open, such objects represent the best targets to be deeply investigated
by photon counting through the high-speed photometry technique. In this scenario, the
capability of devices based on the silicon photomultiplier technology allows detecting
single photons with remarkable time resolutions (few tens of nanoseconds). Whenever
performing (optical) ground-based observations of variable sources, time of arrivals of
incoming photons must be corrected because Earth’s reference frame system is not
inertial. Time corrections provide time of arrivals to be moved to the Solar System
Barycentre inertial reference frame. If the pulsar belongs to a binary system, further
corrective terms, due to the orbital motion of the companion star, have to be taken into
account. In this chapter, we report experimental results obtained from observations
performed on two different variable sources, the isolated Crab pulsar and Hz Her/Her
X-1 binary system, with a very fast custom astronomical photometer.

Keywords: optical fast photometry, time of arrivals, variable astronomical sources,
SiPM technology, data analysis

1. Introduction

Pulsars are highly magnetised, rotating neutron stars (NSs) (i.e. stars at the final state of their
evolution) with an associated typical mass of about 1.4 M, (solar masses) as stated by the
Chandrasekhar limit'. These objects emit electromagnetic radiation, detected as periodic

'In 1930, Chandrasekhar demonstrated that it was impossible for a white dwarf star (a stellar core remnant composed
mostly of electron-degenerate matter) to be stable if its mass is greater than 1.4 M, If such a star does not completely burn
its thermonuclear fuel, then this limiting mass may be slightly larger. A star that ends its nuclear-burning lifetime with a
mass greater than the Chandrasekhar limit must become either a neutron star or a black hole.

I m EC H © 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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signals (i.e. pulses), preferentially in radio band (especially if they are isolated). In some cases,
energies associated to these pulsations are spread all over the electromagnetic spectrum. Being
possible to find them either isolated or bounded in binary systems, different emission mecha-
nisms take place. In this chapter, we only focus on optical ground-based observations performed
on such sources.

Since the Earth’s reference frame system is not inertial, the clock does not tick at a constant
rate. It is a differential quantity due to both the Earth’s rotation and revolution around the Sun.
Hence, timing of periodic signals constitutes a fundamental problem that must be taken into
account when performing data analysis in order to obtain corrected measurements (i.e. spin
periods, orbital parameters, rotational light curves). For this reason, the Solar System
Barycentre (S5B) is chosen as the origin of a new reference frame system considered as inertial
in a very good approximation. Several corrective timing factors have to be included to perform
a complete analysis of isolated pulsars. The equation converting photon ToAs from the terres-
trial system to the SSB can be written as follows:

tssp = fops + tax + AR + AEg — ASg — ADM 1)

where t,, is the observed ToAs of photons, f. is the set of clock corrections through which
universal time coordinated (UTC) is converted to Barycentric Dynamical Time (BDT) passing
through terrestrial time (TT), AR is the Remer delay, AE is the Einstein delay, ASg is the
Shapiro delay, and ADM is the delay due to the dispersion measure [1]. All these corrective
terms are presented and explained in Section 2.

Pulsars can be also found to be bounded in binary systems, either low-mass X-ray binary (LMXB)
or high mass X-ray binary (HMXB) depending on the mass of the companion star. In the first case,
the mass of the latter does not exceed 1 M, while in the second case masses involved are larger
than 5 Mg, [2]. One more class has been recently introduced for such systems called intermediate
mass X-ray binary (IMXB), in which range of masses varies within the range (2 — 3) M.

The equation that permits to compute the true emission time must be completed with the
following term:
d Z(tem)

tem = tobs — E - T (2)

where t,;,; is ToAs of observed photons, d is the distance to the system, c is the speed of light,
and Z(t,,,) is the distance between the so-called line of nodes and the pulsar itself (see Section 2
for details). The term d/c can be neglected being a constant.

In this scenario, a high-speed photometer working in optical band (ranged from 320 nm up to
900 nm), called silicon fast astronomical photometer (SiFAP) [3, 4, 5] was conceived and realised
at ‘Sapienza University of Rome’. It is comprised of two channels: the first one is dedicated to
study the science target, while the second one is devoted to monitor a reference star in the field of
view (FoV). For both the two channels, a custom electronic chain capable to integrate the signal
coming from the source in time windows down to 20 us has been developed. Concerning the
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channel observing the target, an independent electronic system was added in order to tag the
ToA of each single incoming photon with a time resolution of 25 ns.

A global positioning system (GPS) unit provides a reference time marker through the 1 pulse
per second (1 PPS) signal, linked to UTC, with 25 ns resolution at 50% of the rising edge of the
pulse itself. This signal drives two light-emitting diodes (LEDs) to have two optical markers
superimposed on the data; the first one is at the beginning and the second one is at the end of
the acquisition.

SiFAP was successfully mounted at 3.58 m Telescopio Nazionale Galileo (TNG) and 1.52 m
Cassini telescope. Exciting results were obtained for the isolated Crab pulsar at TNG and Hz
Her/Her X-1 binary system using Cassini telescope, respectively. By using two different data
analysis approaches, Fourier and epoch folding search (EES), a very good agreement between
the observed spin period of the Crab pulsar and the one expected from ephemeris provided by
Jodrell Bank Observatory (JBO) was obtained. The rotational light curve, showing the expected
shape, was reconstructed for the Crab pulsar. Concerning Hz Her/Her X-1 system, its orbital
period was found to be compatible with that extrapolated from the available literature, and the
associated (simplified) orbital light curve was also successfully reconstructed.

2. The timing problem for isolated pulsars

2.1. Clock corrections

As stated earlier, the clock does not tick at a constant rate in the Earth’s reference frame system
suffering from the effects due to both the Earth’s rotation and its revolution around the Sun.
Time reference system is thus required to be constant. This can be achieved by considering
some time conversions.

The first one is used to convert UTC into International Atomic Time (TAI). In this time domain,
1 s is defined as the time required for a '*>Cs atom at the ground state to complete exactly
9192 631 770 oscillations [6]. It is given by:

TAI = UTC + N +10s (3)
where N is the number of leap seconds. If the difference between UTC and UT1 (Universal
Time, also known as astronomical time or solar time, referred to the Earth’s rotation) reaches
0.6 s, leap seconds are added in order to maintain this difference below 0.9 s. Until now

(August, 2017), the number of leap seconds is 27, although 10 s more have to be considered
because of historical reasons [7].

The second one in turn converts TAI into geocentric TT, using the following equation:

TT = TAI +32.184 5 @)

where 32.184 s is an offset arising from historical issues.
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The last time conversion term consists and allows TT to be converted into BDT (i.e. the time
one would have when photons are collected from the SSB). An approximate formula, com-
posed of 791 coefficients, developed by Fairhead and Breatagnon in 1990 [8], permits to
convert TT into BDT taking into account the effects due to the time dilation. Such a formula
can be expressed as:

478 205
BDT=TT + ZAi sin (a)A,.T + ¢>Ai> + TZBi sin (Q)BiT + ¢B,)+
-1 i=1

1 1 (5)
85 20 3
+123 " Gisin (wc,.T + %) +1° " Dysin (wDIT + qu,_) +T*3 " E;sin <wE,,T + %-)

i=1 i=1 i=1

where A;, B;, C;, D;, and E; are coefficients expressed in microsecond, w,, wp, wc, wp, and wg,
are angular velocities expressed in rad/10° years. ¢4, ¢, ¢c, ¢p, and ¢, are angular phases
expressed in radians, and T is the number of Julian centuries since January 1, 2000 (i.e. the
beginning of the J2000 epoch). T can be written as:

_ JD —2451545 ©)
- 36525

where |D (in TT scale) is the time expressed in Julian Date? [8]. An accuracy of ~1 ns is achieved
computing BDT through Eq. (5). More details describing the computation of the 791 coeffi-
cients can be found in Ref. [8].

2.2. The Romer delay: A geometrical correction

The Danish astronomer Remer was the first to study the geometrical correction caused by the
variation of the path between the telescope collecting data and the SSB because of the Earth’s
rotation and movement around the Sun. Taking into account these two effects, the classical
light-travel time is affected by a delay, called Remer delay.

According to Figure 1, it is possible to compute the vector rg _ o pointing from the SSB towards
the observatory site as the difference 15 _ o=r¢_ o — g _g [9] if the vector rg_ g pointing from
the SSB towards the Geocentre and the vector r¢_ o pointing from Geocentre towards obser-
vatory site are known. In addition to the geometrical correction, parallax effects should be
included whenever observing targets close to the solar system. In our case, paths of incoming
photons can be considered as parallel (i.e. not affected by the parallax) in the whole solar
system in a good approximation because we are studying point sources located at infinity.
Hence, considering such an approximation, the equation for the geometric time correction (i.e.
the Remer delay, AR) can be expressed as:

“Julian dates are simply a continuous count of days and fractions since noon Universal Time on January 1, 4713 BC (on the
Julian calendar). In order to increase the number of decimal digits modified Julian date (MJD) is often used.MJD
corresponds to JD: 2400000.5.
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Figure 1. Schematic representation of the Remer delay.

~

ARy = o1 7)
c
where 7 is the unitary vector for the incoming photons and c¢ is the speed of light.

2.3. The Einstein and Shapiro delays: Relativistic corrections

The time-varying gravitational potential and the Doppler shifts experienced by the observa-
tory clock cause the so-called Einstein delay (AEg). This delay is the combined effect of two
different terms: the gravitational redshift’ and the time dilation due to motions of the Earth
and other bodies.

The first effect can be corrected through Eq. (5), considering the clock to tick at the SSB. The
second effect can be computed and corrected by using ephemeris (position and velocity) of the
observatory site. The analytic equation describing the Einstein delay is given by:

AEg = rE—O(;ZvEurth ®)

where vg,, is the Earth’s velocity with respect to the SSB.

When the light coming from a distant source travels close to massive objects, its path is not
straight anymore but curved because of their gravitational fields. Because a curved line is
longer than a straight path, the light will need more time to complete its travelling. The
Shapiro delay (ASy) caused by the space-time curvature around massive objects can be thus
written as:

*The gravitational redshift (or the Einstein shift) is the process by which electromagnetic radiation originating from a
source that is in a gravitational field is reduced in frequency (or redshifted) when observed in a region at a larger
gravitational potential [10].
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2GMBody

AS@ = — C3

In(1+ cosB) 9)

where G is the gravitational constant, Mp,, is the mass of the current object of which the
gravitational field is considered, and 6 is the angle between the pulsar and the Earth as seen
from the Sun [11].

2.4. The dispersion measure delay

The time delay due to the propagation of a radiation with a given frequency with respect to
one of infinite frequencies along a path of length d from the pulsar to the Earth is called
Dispersion Measure (ADM) delay. The Dispersion Measure is expressed as follows:

YA i _DM
ADM_EL <1+2fz>dl—c_@f2 (10)

where f, is the frequency of a partially ionised plasma crossed by a signal with a given
frequency f, and ® is the Dispersion Constant. The Dispersion Constant is defined as:

82

= 11
2nm,c ()
where e is the fundamental charge, and 1, is mass of the electron.
DM is the so-called Dispersion Measure, computed through the following integral:
d
DM = J 1.dl (12)
0

where 1, is the Galactic electron density distribution.

According to Eq. (10), DM is equal to zero in X-ray band being proportional to the inverse of
the square of the signal’s frequency. Moreover, it can be neglected for observations performed
in optical band, while it must be taken into account for those in radio band [1].

3. Pulsars in binary systems

As a pulsar is not isolated but bounded to a companion star in a binary system, further corrective
terms must be considered together with those explained in Section 2. The time related to the
emission of radiation towards the observer varies cyclically depending on the orbital phase in
which the pulsar is. It is immediately clear that for binary systems Doppler effect (concerning
only the motion of the pulsar along the line of sight) must be considered. Starting from the
Kepler’s laws, a binary orbit can be fully described by seven parameters, five of which provide to
define both the shape and orientation of the orbit, and the remaining two determine how the
considered body moves along its orbit.
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According to Figure 2, for data analysis of binary systems, it is sufficient to consider the
following;:

* the semi-major axis (), defined as a=[q/(1 +q)las.,, where q=M,/M; which is the masses of
the companion star and compact object, respectively, and a,,, is their orbital separation;

e the eccentricity (e) of the orbit;
¢ the inclination angle (i) as the angle between the orbit plane and the plane of the sky;

* the argument of periastron (w) orienting the ellipse in the orbital plane. It is defined as the
angle measured from the ascending node to the periastron;

*  the epoch (T,) at which the object is passing on the ascending node of the orbit. Some-
times this parameter is replaced by the epoch (Tg) of the passage at the superior conjunc-

tion (shifted by an angle of 90" with respect to the ascending node);

¢ the mean anomaly (m) specifies the current position of the body at a given time ¢. It is
expressed as m =2m(t — Tys)/Pors, where P, is the orbital period of the binary system.

Neutron Star

i I Periast
Descending Node erastron

— — — —

/ Plane of the sky Mass A\ f',

e TE=FFr

s | 1B
"\
i

Observer

Figure 2. Orbital elements for a binary system. The line of nodes is the intersection between the orbital and sky planes.
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The distance Z(t) between the so-called line of nodes and the body (see Figure 2), when
projecting the orbit onto the plane of the sky, can be expressed with a first-order approxima-
tion as:

1
Z(t) = a sini| sin (m + w) +Eesin(2m + w) —%esina) (13)

As stated earlier, Z(t) is measured starting from the line of nodes, and it is considered as
positive when the pulsar is farther than the line of nodes considering observer’s reference
direction. In this scenario, ToAs of observed photons are delayed with respect to emitted ones.
Time of true emission can be computed through Eq. (2).

When a binary system is observed, the Doppler shift affecting the observed spin frequency

(Vops) Of the pulsar must be considered. Being the projected velocity of the pulsar Z(t), such an
effect can be quantified as:

Vops — V(t) = V(1) @ =u 27;1/215) [ cos (m + w) — ecos (2m + w)] (14)

where u=asini/c. Hence, if the orbital Doppler shift is not accounted for, it greatly limits
the total amount of time over which pulsars can be observed and affects the data obtaining
then a distorted folded pulse profile. Moreover, a maximum exposure time such that even
a frequency residual ov does not distort the folded pulse profile can be defined. For a given
time bin At, the Doppler effect causes a variation on the frequency that can be evaluated
as:

. 211\ 2

OVDopp = VDopp At uv < > (15)
p orb

In order to satisfy this condition, we must have that:

6VDopp < 6Vmin (16)

where 6v,,i,, = 1/(nT.p), with n the number of phase bins which the folded spin period has been
divided into, and T, is the total exposure time. In this way, Eq. (15) can be rewritten as:

1
1 \2P,
Atmlzx < <—) o (17)

nuv) 2m

The knowledge of the relevant orbital parameters is surely needed to reconstruct corrected
light curves. Starting from Eq. (2), and considering circular orbits (i.e. e=0), the delay due to
the Doppler effect on the true emission time of photons can be thus computed as:
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- [ 2n 1. (bops — Tase)?]
tem = tobs — U sim {Porb [(tobs - Tusc) - Eporb (ObporhaSC)- } (18)
T ]
27 1. (tobs - ﬂ)
tem = tobs — U COS % (tobs - T%) - Eporb sz (19)

where both t,,; and T, (T%> must be in the same clock reference system (e.g. either UTC or
BDT).

Orbital parameters that are mandatory to correct ToAs of photons coming from binary systems
can be obtained in two ways. The first one consists in retrieving already existing ephemeris
available in the literature. Unfortunately, problems could occur if tabulated parameters are too
old and thus are needed to be updated.

In particular, in order to have more reasonable values of both epoch of ascending node and
orbital period with its time derivative, if these two parameters are known at a specific refer-
ence time, they can be propagated [12] at the epoch of observation as:

1 )
Tasc = Tgsc + Npgrb + ENZPBerSrb (20)
0 0 1 2p0 PO
T% = T% + NPorb + EN Porbparb (21)
Pop = P((J)rb + PgrbAt (22)

where T% (Tg), P%,, and P, are the epoch of ascending node (superior conjunction), the
orbital period, and its first time derivative tabulated at a given reference time. At is the time

interval spanning from TY,. (Tg) up to the observation date, and N is the nearest integer of the

ratio between At and P?, [13]. The second way to get ephemeris is performing several obser-
vations in order to have many spin frequencies as a function of time.

Relativistic corrections (i.e. Einstein and Shapiro delays) due to the gravitational field of the
pulsar’s companion can be neglected for optical observations, not affecting the results. In
particular, the Einstein delay is proportional to the eccentricity of the system and thus close to
zero for small values of the eccentricity.

Although the Shapiro delay can contribute for tens of microseconds in the worst cases, it is not
always possible to estimate its direct contribution. First, its contribution can be separated from
that of the orbital motion only for nearly edge-on systems (70 <i<90') being dependent on the
inclination angle.
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Second, since the knowledge of both the mass of the companion star and that of the pulsar are
sometimes unknown or known with a large relative error, time distortions could be even
introduced when applying such a correction. Moreover, astrometric effects like parallax and
proper motion (taken into account when considering coordinates of the object) can be also
neglected because their contribution is much smaller than the effect caused by geometric issues
(i.e. the Doppler shift).

4. SiFAP: high-speed photometry of variable sources

As already mentioned in Section 1, SiIFAP was developed at the Department of Physics of
‘Sapienza University of Rome’ to study variable sources since 2009. During subsequent years,
the instrument was improved to achieve both better photometric sensitivity and time resolu-
tion. The present version of SiFAP is comprised of two channels, Channel 0 observing the
science target and Channel 2 monitoring a reference star in the FoV by using their own
dedicated sensor. The sky background signal is acquired by the same sensors moving the
telescope away from the two objects.

The top-level diagram of the architecture of SiFAP is shown in Figure 3. Detectors used,
especially selected from the production batch for this application, are based on the Silicon
Photo Multiplier (SiPM) technology. They are called multi pixel photon counters (MPPCs)
provided by Hamamatsu Photonics®.
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Figure 3. Top-level block diagram of the architecture of SiFAP.

4http://www.hamamatsu.Com/us/en/index.html
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Main characteristics of MPPCs (C13366 series) used by SiFAP are as follows:
¢ adouble-stage Peltier cell cooling the sensor down to —20°C;

e anactiveareaof 1.3-1.3 mmz;

*  asquared pixel size of 50 pum;

* atypical dark count rate of ~2500 cps (count per second);

* a photon detection efficiency (PDE) (the percentage of detected photons with respect to
incident ones) covering the spectral range (320-900) nm. It is peaked at a wavelength of
450 nm (blue) with a value of ~40%.

The whole system lies in a single unit, which contains two main custom blocks named photon
counting gate (PCG) and photon temporal tagging (PTT), respectively. PCG is capable to
collect data coming from the sensors in fixed integration time windows down to 20 ps, thanks
to the handshake between a field-programmable gate array (FPGA) and a micro-processor
(uP). PTT is an embedded system dedicated to observe only the science target (Channel 0) and
developed to allow single photon tagging with a time resolution of 25 ns. The electronic chain
of MPPC sensors provides counting photons with longer integration time windows within the
range (1-100) ms.

A further custom unit, named MS (Master Sync), was realised to both remotely control and
synchronise PCG and PTT units. MS is composed of a dedicated micro-controller (uC)
connected to a PC through a R5232 serial interface.

The GPS unit allows to link UTC to the 1PPS signal used to drive an electrical-optical trans-
ducer (i.e. LED) in order to have an optical temporal marker superimposed on the data at the
beginning and the end of the acquisition. More detailed technical descriptions of SiFAP instru-
ment are available in [3, 4, 5].

5. Data analysis techniques for variable signals

5.1. Discrete Fourier analysis

When observing pulsars searching for any regular pulsations (i.e. variations of flux) hidden
into the signal, many numerical analysis techniques can be used. One of the most used
methods is the Fourier analysis, which provides a transition from the time domain to the
frequency domain. The continuous function that permits such a transition is the so-called
Fourier transform, which is expressed as:

H(w) = r h(t)e? ™ dt (23)

where H(vy) is the amplitude of the transformed signal h(f), and vy is the sampling frequency.

For M data samples, the Fourier transform can be computed on M independent outputs only at
a frequency value of:
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= 24)

with k= —M/2, ..., M/2.

According to the Nyquist’s theorem, the maximum achievable frequency (V) is given by:

1
Vinax = At (25)
so that frequencies higher than v,,,, cannot be resolved. Because observational data are not
continuous but sampled in discrete time intervals (At), the Fourier transform for M data
samples can be rewritten in its discrete version as:

2mikl

M-1
H(vi) = At e (26)
1=0

which represents the so-called discrete Fourier Transform (DFT). The accuracy (Av) on frequency
peaks achievable by such a method strongly depends on the total exposure time (T.,,,) as:

1
T exp

Av = 27)

systematically affecting the estimates of frequencies. Unfortunately, since observations require
the number of data samples to be very large in order to have both more statistics on faint
signals and time accuracy, it would be appropriate using a fast algorithm (e.g. Cooley-Tukey)
to perform the Fourier transform (FFT, Fast Fourier Transform).

The Fourier technique is particularly suitable in astronomy to detect periodicities. Being these
periodic signals usually unknown and faint, their detection is realised by computing the power
spectrum representing the frequency distribution of the squares of the Fourier transform
coefficients.

In fact, the Parseval’s theorem states that:
1
Yok =5p D HEOP (28)

This means that the squared modulus of a function in the time domain is equal to the sum of
the squares of its projection in the frequency domain. Hence, using the Parseval’s theorem, the
power spectrum can be written as:

2

P(v) N,

H(v) (29)

where N,, is the total number of photons collected.
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5.2. Epoch folding search

Unlike the Fourier analysis, EFS is a more refined method and is directly performed in the time
domain. The standard approach to EFS consists in taking a dataset of a given total exposure
time T, and defining a reasonable target period (P*), which can be determined by a prelim-
inary FFT analysis although not always there are clear features in it, and anyway its accuracy
on frequency peaks is limited by the signal time bin.

Starting from P*, a set of equispaced ‘trial’ periods (P;) is created with a given time resolution.
It is clear that P; € [P,y Ppuax] with P, < P* <P, In turn, each trial period is divided into n
time bins (often a phase is used instead of a time, making n phase bins be within the range
from 0 up to 1). Hence, it is possible to map the whole dataset with such time (or phase) bins,
producing a corresponding number of folded curves.

In this context, it can be easily verified that in absence of pulsations (or any secular trend),
counts in each phase bin of folded curves produced by the set of trial periods are Poisson
distributed with mean and variance best estimated by the mean number of counts per bin.
Since the number of events in each phase bin is usually large, the number of counts (x;) in the
i-th bin is normally distributed with the mean equal to the variance ,,, = azexp. The statistic

can be thus expressed as:

2
s n (M;Hexp) (30)
i=1 exp

where S represents a x> distribution with 1 — 1 DoF (Degrees of Freedom). Under the hypoth-
esis of absence of pulsation, one expects that S=n —1. Hence, if S is much greater than its
expected value, the statistics belongs no longer to a x> distribution, showing that a nonuniform
behaviour (periodic) is present in the acquired data.

The original procedure used for calculating S was provided by Leahy in 1983 [14] adopting the
following parameters:

*  R=x;/T.y, where R is the total counting rate, x;, is the total number of valid acquired
events, and T, is the total exposure time;

*  R;=x;/T;, where R; is the counting rate at the i-th bin, x; is the number of counts in the i-th
bin, and T; is the time duration of i-th bin (it can differ bin-to-bin because of possible gaps
in the acquisition);

®  Uexp=Hexp,i=RT;, where y,,, is the expected count rate which cannot be the same for each
bin as T; varies;

e 0?2 =R/T;, where ¢? is the variance of i-th bin.

Starting from Eq. (30), and after having defined these parameters, S can be expressed as:
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= 5 (31)

A first threshold on the accuracy of the spin period of a pulsar can be estimated by guessing
how much two periods must differ in order to provide two different profiles within statistical
fluctuations. Another relation is based on the assumption that a shift of one phase bin when
folding the light curve to a pulse profile with n phase bins has a significant influence of the
pulse shape.

This assumption leads to write:

P2

6Pm1’n = T
exp

(32)

According to Monte Carlo simulations done by Leahy himself in 1987 [15], the accuracy on the
best folding period found by EFS can be expressed as:

P> TS ~0.63
max _ 1
2T exp [n -1 }

Oop =

(33)

where S,,,,, is the maximum value of S (corresponding to the best folding period).

6. Observational results

In this section, we report results of data analysis of two different pulsar signals acquired with SiFAP
at 358 m TNG® (Telescopio Nazionale Galileo, Observatorio Astronomico Roque de Los Mucha-
chos, La Palma, Canary Islands, Spain) and 1.52 m Cassini telescope® of Bologna Astronomical
Observatory (Loiano, Bologna, Italy).

6.1. SiFAP at TNG: the Crab pulsar

The first science case we report here is the well-known isolated Crab pulsar (PSR B0531 + 21).
The Crab pulsar is a relatively young NS, which is in the central region of Crab Nebula” (see
Figure 4), the remnant of supernova SN 1054, and it was the first pulsar to be connected with a
supernova remnant [16]. Isolated pulsars are in general associated to radio emissions, but
some of them (like Crab pulsar) show also optical counterparts.

This source was chosen as a benchmark because of being one of the most widely studied
variable sources in every band of the electromagnetic spectrum. Moreover, this object provides
a very high signal-to-noise (S/N) ratio, allowing safe detection of the pulsed signal, even
without performing post-processing data analysis if the primary mirror of the telescope is

“hitp://www.tng.iac.es/
"http://davide2.bo.astro.it/loiano/
7http://chandra.harvard.edu/photo/2002/0052/0052_xray_0pt.jpg
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Figure 4. Top: X-ray and optical combined images of Crab Nebula. The emitted radiation is well visible through magnetic
poles. Bottom: optical image of Crab Nebula taken using Cassini telescope. The pulsar is in the central region of the
Nebula and is indicated by two orthogonal segments.

enough large (3 m class or larger). In addition, it is very easy to obtain a large amount of data,
which allow making comparisons among different data observations for such an object. Main
properties of Crab pulsar are summarised in Table 1:

95
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It is worth to emphasise that the spin period of the pulsar slows down by about 38 ns per day
due to large amounts of energy carried away in the pulsar wind, although the second-time
derivative of the spin period must be kept in mind to be not constant. Such an effect is thought
to be due to rotational instabilities (glitches) of NS, which lead to a strong evidence for the
existence of a fluid component inside it. During a glitch, in fact, a small sudden increase in
rotation rate is observed in the sudden early arrival of pulses [1]. The light curve of the Crab
pulsar is reported in Figure 5 shows its typical double-peaked shape.

The first taller and thinner peak is believed to be due to the intrinsic emission of the pulsar,
while the second one, lower and larger, should be caused by the re-emission of the first peak
by the surrounding Nebula. Despite the Crab pulsar has a faint Optical counterpart, it is very
bright in X-ray band, and the flux density and spectrum are known to be constant, with the

Crab pulsar

Constellation Taurus

Right ascension [Epoch J2000] a 05"34™31°.97232
Declination [Epoch J2000] ) +22°00'52".069
Apparent magnitude Vinag 16.5 mag

Spin period @ (02/15/2014) P 0.033692938448829(12) s
Spin period first derivative P, 4.2(1)-10 P /s
Distance d 2.2(5) kpe

10 uncertainties affecting the last digit(s) are presented within parentheses

Table 1. Main properties of Crab pulsar.

Flux (arbitrary units)
2 8

0 05 1 15
Phase (0 [or 1] = radio phase)

Figure 5. The Crab pulse profile showing the optical light curve (o) in the range (600 — 750) nm, the average radio light
curve at 1380 MHz (r), and a single giant pulse at 1357.5 MHz (gr). Two periods are shown for clarity. Phase 0 corresponds
to the arrival at the SSB of the peak radio pulse. The optical light curve was divided into 5000 phase bins. Image taken
from http://www.ing.iac.es/PR/SH/SH2003/triffid.html.
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exception of the pulsar itself. The pulsar provides a strong periodic signal that is usually used
to check the timing of X-ray detectors.

In X-ray astronomy, this source is sometimes used as a flux density calibrator. In fact, crab and
millicrab units were introduced. In particular, a millicrab corresponds to a flux density of
about 2.4 -10™ erg/s/cm2 2.4- 10" W/m2) within the range from 2 to 10 keV, for a ‘crab-like’
X-ray spectrum. Very few X-ray sources ever exceed one crab in brightness.

SiFAP observed the Crab pulsar at TNG on 26-02-2014 [17] for about 2400 s. After having
performed both Fourier and EFS techniques, we reconstructed its rotational (spinning) light
curve, shown in Figure 6.

We obtained two slightly different spin periods for the Crab pulsar. FFT analysis provided a
spin period equal to (0.0336927957 4-0.0000000014) s, while the one obtained with EFS was
(0.0336929420 4 0.0000000050) s, causing a phase shift as well. These two results had to be
compared to the one extrapolated from JBO® database at the same observation date. The
difference between the Crab pulsar spin period estimated from JBO and ours computed using
FFT is ~140 ns. Such a difference was reduced to ~3 ns in the case of EFS, demonstrating that
this method is more refined and robust.

It is worth to emphasise that several previous observations were performed using the Cassini
telescope in order to optimise both the observational and analysis strategies.

6.2. SiFAP at Cassini telescope: Hz her/her X-1 binary system

Hz Her/Her X-1, also known as 4 U 1656 + 35, is a moderately strong X-ray binary source first
studied by the Uhuru satellite. Such a system is classified as Intermediate Mass X-ray Binary
(IMXB) being composed of a pulsar (Hercules X-1, spinning with a period of about 1.24 s)
accreting mass from an A7 star (Hz Herculis) [18].

Hz Herculis was discovered in 1936, and classified as a variable star, while its collapsed
companion was identified in 1972, thanks to the X-ray emission of the latter. Orbital parame-
ters obtained from X-ray observations (i.e. X-ray ephemeris) and main features of Hz Her/Her
X-1[12, 19] are summarised in Table 2.

The possibility to observe periodic occultations between the two stars was favoured by the
inclination angle, which is close to 90” (edge-on systems). Hz Herculis is included in the eclipse
variable stars because its optical variability is due to the darkening by the collapsed compan-
ion (Her X-1). The magnitude variation of Hz Herculis in B-band is reported in Figure 7.

A strong modulation of about 35 d in X-ray intensity, which is believed to be due to the
occultation of NS by the accretion disk, is also shown by such a system. This variation has
a characteristic shape, with two maxima called main-on and short-on as shown in Figure 8.

Ehttp://www.jb.mem.ac.uk/pulsar/crab/crab2‘’txt
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Figure 6. Top: Crab pulsar light curve obtained from data collected with SiFAP by using the Fourier approach. Bottom:
Crab pulsar light curve obtained from data collected with SiFAP by using the EFS approach. The phase shift is due to the
slight difference between the two computed spin periods.
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Binary system

Right Ascension [Epoch J2000] a 16'57"50°.5
Declination [Epoch J2000] 5 +3520'52"
Distance d 6.6(4) kpc
Orbital period Poy 1.700167202(1) d
Orbital period first derivative Pop ~1.33(7)-10"® d/yr
Projected orbital radius asinifc 13.1831(4) lt-s
Superior conjunction Tz 54345.558195(80) MJD
Inclination angle i 83(4)’
Eccentricity e <13-107*

Her X-1

Mass Mx_1 1.5(3) Mo
Spin period P 1.237744750(60) s
Spin period first Derivative P, —~1.778(56)- 10 s/s
Magnetic field B 4.1-10"G
X-ray luminosity Ly 3-10% erg/s

Hz Her

Mass Mp. 2.3(3) Mo
Radius Ry 42(2) Re
Apparent magnitude Vinag 13.2 - 14.7 mag

1o uncertainties affecting the last digit(s) are presented within parentheses

Table 2. Orbital parameters and main properties of Hz Her/Her X-1 binary system.

The main-on, during which the maximum X-ray intensity can be observed, is followed by a 2 -
3 d lasting rapid drop of intensity called turn-off. The second maximum (called short-on or
short-state) is about 78 d long, starts around ¢35=0.6, where ¢35 represents the 35 d phase.

The flux during the short-state has a maximum level of (10-20)% of the main-on intensity. In
addition, it is worth to be noted that the optical signal is very much fainter than the X-ray one,
with a pulsed fraction down to 0.1%.

Her X-1 generates a well-distinguishable X-ray pulse due to its rotation. Such a high-energetic
radiation heats Hz Herculis atmosphere affecting its luminosity with a periodic cadence and
making the spin signal to be detected in the optical band, thanks to thermal re-emission. It is
also important to stress that the spin period is not monotonic but shows an evidence for
spinning-up, in contrast with the monotonic spinning-down of the Crab pulsar. Such behav-
iour could be explained because of the inflow of matter towards NS, causing acceleration on its
rotation.

SiFAP observed Hz Her/Her X-1 from August 25-28, 2016 at Cassini telescope. Four observa-
tions lasting about 2.5 h each were performed. Having only four data acquisitions (i.e. four

99



100 Photon Counting - Fundamentals and Applications

S .
T L x M N
i JN % | :& ]
e L ’rl M j i
3 I / 5\ , \ :
R \ / ]
2 ] y / \
2/ " / =
T e IIJ- k .'; \_
- | \ [ A
apey™'d - \-'f E
i B - band data 1
=:m . . = lla 7]
Orbital Phase
Figure 7. B-band orbital light curve of Hz Herculis ([19] and reference therein).
£ 1
-E E
é Tar \..I
E I LR ! Showi 4w
20! ik Nl Ly
2 |
]
- ' . y
W
< | ;IR TR
35-day Phase

Figure 8. Light curve of the variability over 35 d, due to an accretion disk surrounding Her X-1 ([19] and reference
therein).

data points and thus poor statistics) available, it was not possible to perform neither FFT nor
EFS analysis.

In a first approximation, the expected orbital light curve of Hz Herculis, illustrated in Figure 7,
can be considered to be well described by a sinusoid, although its shape is more complex. The
orbital light curve reconstructed by analysing all data belonging to the four runs is reported in
Figure 9. The plot shows four data points representing the instrumental magnitudes computed
by averaging the total count of each observation as a function of time expressed in MJD unit.
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The value of the orbital period obtained by sinusoidally fitting data was found to be equal to
(1.70017 £0.00058) d, in an optimal agreement with that expected one, differing by only
3.6-107° d. It is worth considering that this result could not be directly compared with that
represented in Figure 7 because observations done with SiFAP were performed without using
any filter. The resulting plot thus shows a profile integrated all over the optical band, the
region of the electromagnetic spectrum where PDE of MPPC spans.

We also tried to reconstruct the rotational light curve without any success. This was due to two
main factors. The first one concerned the poor knowledge about optical ephemeris of the
system. It is known that the optical counterpart of Hz Her/Her X-1 system arises from the
reprocessing of X-ray radiation. Therefore, X-ray ephemeris reported in Table 2 was not
suitable to correct ToAs for the orbital motion of the system. In this way, we were not able to
merge efficiently acquired data in order to increase the statistics and thus the S/N ratio. In fact,
putting together observations which have not been previously corrected for the Doppler effect
would smear pulsations out. This happens because spin periods (frequencies) are varying
during the orbital period.

The second constraint was due to the physical condition of the binary system itself. Unfortu-
nately, we estimated that our observations were performed when the system was in a not
optimal orbital phase for being observed. Moreover, the periodic precession of the disk (35 d
modulation) played an unfavourable role because the system was in the state with a very low
intensity.

£
 Pwton, |
52 (1.70017 = 0.00058) d
/N M\
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/
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Figure 9. Light curve of the orbital period of Hz Her. Four data points represent the instrumental magnitude computed
by averaging the total count of each observation as a function of time.
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7. Conclusions

In this chapter, we showed how astronomical variable sources could be studied by photon
counting through the (optical) high-speed photometry technique with ground-based tele-
scopes and instrumentation. The most difficult effort to obtain correct results is analysing data
taking into account several perturbation factors such as the Earth’s not inertial reference frame
system and orbital motion of binary systems. Although all these effects could deteriorate
measurements, anyway very good and promising results can be obtained by applying above-
described time corrections.

In this scenario, the SiFAP instrument gave its contribution with interesting results, despite
more specific and deeper knowledge on this kind of variable sources can be achieved, thanks
to multiwavelength (even simultaneous) measurements. In fact, the opportunity to observe
such targets in more than one electromagnetic band is very useful to understand both the
physics and emission mechanisms and their possible correlation.
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Abstract

We present computational methods for attribute estimation of photon-counting and
photon-processing detectors. We define a photon-processing detector as any imaging
device that uses maximum-likelihood methods to estimate photon attributes, such as
position, direction of propagation and energy. Estimated attributes are then stored at full
precision in the memory of a computer. Accurate estimation of a large number of attributes
for each collected photon does require considerable computational power. We show how
mass-produced graphics processing units (GPUs) are viable parallel computing solutions
capable of meeting the required computing needs of photon-counting and photon-
processing detectors, while keeping overall costs affordable.

Keywords: photon-processing detectors, maximum-likelihood estimation, GPU,
parallel processing, gamma-ray photons, charged particles

1. Introduction

In broad terms, detectors used in imaging can be classified into a small number of categories
depending on their working principles. These categories include integrating detectors, pixelated
photon-counting detectors as well as a new class of detectors, which we refer to as photon-
processing detectors.

An integrating detector measures charges accumulated at each pixel location. These charges
are induced by light impinging on the detector and are proportional to the average number of
photons incident on each pixel. Dedicated circuitry reads out these changes and converts them
to numbers roughly proportional to the charge accumulated at each pixel.

A photon-counting detector works by counting the number of photoelectric interactions
observed during the exposure time. Count registers associated with each pixel are read at the

I m EC H © 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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end of the exposure time, thus making the output of photon-counting detectors a collection of
pixel counts.

A photon-processing detector may use any existing detector technology to measure several
“attributes” for each photon entering the detector. Attributes include the photon position, its
direction of propagation and the amount of energy it deposited in the detector. This is accom-
plished by reengineering the detector design so that additional information can be extracted
from raw unprocessed data. Important aspects of any photon-processing detector include the
algorithm used to estimate photon attributes from raw data as well as how these attributes are
represented and stored in the memory of a computer.

Particle-processing detectors are a variation on photon-processing detectors and are designed to
detect charged particles, such as alpha and beta particles. Particle-processing detectors enable a
new imaging technique—called charged-particle emission tomography (CPET)—which attains
high-resolution 3D imaging in living organisms so long as accurate estimation of parameters for
each charged particle is available.

This chapter is organized as follows. Section 2 provides an overview of detectors suitable for
photon counting and photon processing. Maximum-likelihood estimation (MLE) and its prop-
erties are discussed in some detail in Section 3. The next section—Section 4—introduces
graphics processing units (GPUs) and the compute unified device architecture (CUDA) pro-
gramming model. Section 5 presents algorithms for photon-counting detectors, while Section 6
discusses photon- and particle-processing detectors and presents fast GPU-based algorithms
for maximum-likelihood estimation of photon parameters. Finally, Section 7 summarizes this
chapter and discusses possible applications of photon-processing detectors.

A portion of this chapter has been adapted from Y. Ding, “Charged-Particle Emission Tomography” [1].

2. Detectors for photon counting and photon processing

2.1. Gamma-ray cameras

Gamma-ray cameras are used in nuclear medicine to image gamma-ray photons emitted by
radioactive elements. The first gamma-ray camera was developed by Hal Oscar Anger in 1957
[2]. Anger’s original design, often referred to as an “Anger camera,” is still widely used today.
A diagram of an Anger camera is provided in Figure 1.

An Anger camera includes a scintillation crystal, a light guide and an array of photomultiplier
tubes (PMTs). When a gamma-ray photon interacts with the scintillation crystal, a burst of
visible-light photons is produced. Some of these photons propagate through the crystal and
the light guide and enter one or more PMTs. When a photon enters a PMT and interacts with it,
a measurable electrical signal in the form of a narrow current pulse is produced. This pulse is
transmitted to amplifying electronics, so that it can be analyzed. A transimpedance amplifier
converts the current pulse to voltage. A shaping amplifier further amplifies the signal and
reshapes it, making it broader and smoother. A broad signal is easier to sample via an analog-
to-digital converter. The output of the analog-to-digital converter can be scaled to obtain an
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Figure 1. Diagram of a typical gamma-ray camera (adapted from [3]).

integer number representing the number of photons entering the PMT. Digitized samples
collected from each of the K PMTs are then scanned for events. Detected events are stored in
the memory of a computer in the form of scaled PMT samples g, ..., gx-

Detailed analysis of the physical processes that take place inside the scintillation crystal and each
PMT allows us to derive a statistical model for the scaled PMT samples g, ..., g produced by a
gamma-ray camera with K PMTs. Because of noise, PMT samples g;, ..., g can be thought of
random variables. If we normalize each PMT signal by the gain of the PMTs and we ignore the
noise in the gain, random variables g;, ..., g can be shown to be conditionally independent and
to follow Poisson statistics with means, respectively, g, (R, E), ..., 3¢ (R, E) [4]. Thus, we can write:

1)

K R E gkex — (R,E)
pr(g;, -, 8x | R,E) H gk p[ Sk ]

|
k=1 8k’

Functions g, (R,E), ..., (R, E) are called mean detector response functions (MDRFs), and they
describe the mean detector response upon detection of a gamma-ray photon with energy E at
location R.

2.2. Semiconductor detectors for charged particles

Semiconductor pixelated detectors can be used to measure position and energy of charged
particles, including alpha and beta particles. One possible detector configuration consists of a
layer of semiconductor material (which we refer to as the “active volume”), a set of anodes
placed on one side of the detector’s active volume, and some data-processing circuitry (such as
application-specific integrated circuits or ASICs) that measures the anode signals and converts
them into digital signals.
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When a charged particle enters the detector’s active volume and deposits some of its energy,
electron-hole pairs are produced along the particle’s track. The electrons and holes drift in
opposite directions under an electric field applied throughout the detector’s active volume.
This process is accompanied by the production of electrical charges, which are collected by
electrodes on one side of the detector’s active volume. These charges are then converted to
digital signals (e.g., number of electron-hole pairs produced) and are either sent to a computer
or accumulated in count registers to form an image.

An example of a semiconductor pixelated detector for alpha and beta particle is the Medipix2
sensor (Figure 2) developed at CERN [5]. The Medipix2 sensor features an array of 256 x 256
square pixels of size 55 pm. The counter in each pixel of a Medipix2 sensor can record the
duration of an event that is above a threshold, from which the energy collected at each pixel
and the particle’s residual energy can be measured.

A statistical model for the data produced by a semiconductor detector for charged particles
(such as the Medipix2 sensor) must take into account the so-called charge sharing effect [6] as
well as many variables, including particle’s position R and energy E, its angle of incidence
(denoted as the unit vector s) and bias voltage Vi, applied across the semiconductor. Some
recent results for the Medipix2 sensor have been reported in [1, 7]. When a highly energetic
particle enters the detector, a large number of charges will be collected at its electrodes. In such
a case, the statistics of pixel outputs gy, ..., g, (Where M denotes the number of detector pixels)

conditioned on R, E, s and Vs approach Gaussian statistics, and we can write:

1 ) (gm -3, (R, Es, mes))z
op 202 (R, E5, mes)

M
pr(g17 7gM|R/ E/ ? ’ Vbias) = H
=l \/27-(0%1 (Ra E, E, Vhias)

@

in which g, (R, E, s, Vbias) is the mean of the m pixel and o, (R, E, s, mes) is the standard

deviation of g,,.
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Figure 2. Diagram of the Medipix2 chip sensor (https://medipix.web.cern.ch).
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2.3. Intensified charge-coupled detectors

A charge-coupled detector (CCD) is a semiconductor device that produces a pixelated image by
converting incoming photons into electric charges, which are then stored at each pixel location.
These charges are induced by photons with energy exceeding the semiconductor bandgap. The
most general form for the mean output g, (calculated by imaging the same object over and over
again) is [8]:

g, = LgtdZR J: dE Jhgmz-dQ JOT dtn, (R, E, E’) L(R, E5. t), 3)

in which m varies from 1 to the total number of pixels M, 1, (R, E, ;) is the quantum efficiency

at pixel m, point R on detector face, photon energy E and along direction s. The function

L(R, Es, t) is the spectral photon radiance at point R for photon energyE, time ¢ and along

direction s [8, 9]. In Eq. (3), the spatial extent of the detector was denoted as “det” and
“ [emilQY” means integration over all the possible directions s incident on the detector. Finally,
integration over the time variable ¢ starts at time t = 0 and ends at time t = T.

An intensified charge-coupled detector (ICCD) uses an image intensifier (such as a microchannel
plate (MCP)) to amplify scintillation light before imaging it onto a CCD sensor. The image
intensifier provides optical gain (in the range from 10° to 10° or more) so that low-energy optical
photons (emitted, e.g., upon interaction of a charged particle with a scintillator) can be imaged
with practically any CCD sensor. Lenses, usually placed between the image intensifier and the
CCD sensor, reimage the image intensifier’s output window on the CCD sensor. Examples of
intensified charge-coupled detectors include the iQID sensor developed at the University of
Arizona by Brian W. Miller [10].

A proper statistical model for an intensified charge-coupled detector must consider both
the statistics of the output produced by the image intensifier and the statistics of the data
produced by the CCD sensor. To find a model for the image intensifier, we begin by
noticing that each point in the CCD sensor can be propagated back through the lenses all
the way to the entrance face of the image intensifier. Therefore, we can consider the
number of photons p, impinging on the image intensifier at locations that fall within
pixel m on the CCD sensor. Under broad conditions, we can show that p,, obeys Poisson
statistics and we denote the mean of p,, as p,,. For large enough p, , the statistics of p, are
approximatively Gaussian.

A general expression that relates p,, to the sensor output g,, takes the form:

S = AP, 4

2

m’

in which A denotes the mean of the image intensifier amplification (gain) A . The variance,
of g,, is related to p,, and the statistics of A as follows [7]:

o =P+ A ) + e ©)
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in which o7 is the variance of the amplification A and 02, denotes the variance of the sensor’s

read
readout noise. If the blur introduced by the image intensifier and optics located between the
image intensifier and the CCD sensor is smaller than the size of a sensor pixel, then output g,,
is independent on g,, for any m' # m. If we further assume that the amplification A and the

readout noise also obey Gaussian statistics, we can write [1, 7]:

m__ gm)z

pr gla' 7gM H\/m [ @W} (6)

3. Maximum-likelihood estimation

Maximum-likelihood estimation (MLE) is a statistical method that uses observed noisy data to
estimate model parameters. For a good historical treatment of the concept of maximum-
likelihood estimation, the interested reader can consult [11]. Given a set of observed data and
an underlying model (which depends on some unknown parameters), MLE calculates the
values of the parameters that better explain the observed data. The observed data that are
used for maximum-likelihood estimation are realizations of random variables. Thus, parame-
ters we estimate from these data are realizations of random variables as well.

Maximum-likelihood estimation can, in principle, be used with all the detectors discussed
above. For example, we show how maximum-likelihood estimation is used to estimate posi-
tion of interaction from PMT data, and we discuss an efficient parallel algorithm for it. More-
over and as we argue in Section 6, maximum-likelihood estimation is the estimation method of
choice for photon-processing detectors.

3.1. Mathematical description

Let us denote the parameters we want to estimate as the vector 8. The model itself is charac-
terized by a probability density function (PDF), denoted as pr(x|@). We use the vector x to refer
to the complete data, while we denote the incomplete data as y [3, 8]. We stress that we do not
directly observe x, but only indirectly and through the vector y. Vectors x and y are statistically
related via the PDF pr(y|x). Probability density functions pr(x|0) and pr(y|x) allow us to write

pr(y|6) = jpr<y|x> pr(x0) dx, )

in which pr(y|0) is the PDF of the observed data y given the parameter 6. Eq. (7) above takes
into account two separate “mechanisms” that, when concatenated, produce a sample y from
the value of 6. The first mechanism produces the complete data x according to pr(x|0), while
the second mechanism samples pr(y|x) to produce the incomplete data y.

MLE solves the estimation problem by finding the vector 6 that maximized the likelihood
L(6;y) for observed data y. Mathematically, this concept is formalized as:

B — argmax, pr(y|6) — argmax, L(0:) ®
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in which the “hat” symbol denotes an estimated quantity, and we have defined the likelihood as:
L(6:y) = pr(y|0). ©)

Likelihood L(6; y) has to be interpreted as a function of 8 for fixed (measured) y. In Eq. (8), we
used “argmax, L(0;y)” to denote the value of 6 that maximizes the likelihood. Because y is
the result of a noisy measurement, the actual value of y in Eq. (8) will change if the measure-
ment is repeated. In other words, y is a random quantity, and this implies that the ML estimate

éML is random as well.
Alternatively, O can be calculated by rewriting Eq. (8) as

Oy = argmax,In [pr(y|0)] = argmax, {(0;y), (10)

in which we have introduced the log-likelihood [§]
£(6;y) =In[L(6;y)]. (11)

Because the logarithm is a strictly monotonic function, the expression in Eq. (10) is equivalent
to the one in Eq. (8). Often, the log-likelihood £(60;y) is numerically easier to calculate with a
computer than the likelihood L(6;y).

3.2. Properties of ML estimates

Maximum-likelihood estimates have many desirable properties. Some of these properties are
summarized below.

*  Asymptotic efficiency. If y represents a set of repeated independent and identically dis-
tributed samples y,, ...y,,, asymptotic efficiency of MLE implies that, as M increases, the

variance of each component of N converges to the smallest possible value, which is
given by the Cramér-Rao lower bound [12, 13].

* Functional invariance. Assume the ML estimate of a parameter vector 0 is §ML and
consider a function u(0) of 6. We can identify u(0) with the parameter vector g, and we
can consider a maximum-likelihood estimate g, of g. Then [14]

fig, = 14(Ou). (12)

This equation shows that the property of being a maximum-likelihood estimate is pre-
served if we consider a function of the maximume-likelihood estimate itself.

* Sufficiency. Any quantity T(y;,...,,,) calculated from samples v, ..., y,, and used to
estimate an unknown parameter vector 0 is said to be a sufficient statistic for y,, ..., y,, if no
other quantity that can be calculated from the same samples would provide additional
information regarding the value of the parameter vector 6. In simple terms, a sufficient
statistic is a function of the samples y;, ..., y,, that “compresses” them without losing any

111



112

Photon Counting - Fundamentals and Applications

information about 6. Sufficiency for a maximum-likelihood estimate O can be stated by

saying that 5ML is a function of a sufficient statistic for 6 [15].

* Consistency. Consistency of an estimator regards the behavior of the estimator as the
sample size M increases. Consider the case in which y is a set of repeated independent and
identically distributed samples y,, ..., ,, . It is possible to show that, when the range of the
elements of y = (y,,...,,,) does not dependent on the parameter vector 6, there exists a

maximume-likelihood estimate éML that, as M increases, converges in probability to the true
value of the parameter vector. A consistent maximume-likelihood estimate is unique [16].

e  Asymptotic normality. Because the ML estimate Oy of O is a random variable, it makes
sense to consider its probability density function. As the sample size M increases, the prob-

ability density function of O converges to the probability density function of a normally
distributed random variable with mean equal to the true value of the parameter we want to
estimate and covariance matrix equal to the inverse of the Fisher information matrix [17].

4. Graphics processing units and CUDA

Driven by the insatiable demand for real-time rendering in gaming and entertainment,
graphics processing units (GPUs) have become highly parallel devices capable of running
general-purpose code. Newer products that offer an ever-increasing amount of computational
power are constantly introduced in the market at very competitive prices.

Programming languages have been developed to harness the parallel capabilities of GPU
devices. The most widespread language for GPU programming is called compute unified
device architecture (CUDA), which was introduced in 2006 by NVIDIA. Due to its similarity
to C, CUDA has rapidly become the de facto programming language for GPUs.

4.1. The CUDA programming model

In CUDA, the GPU is usually referred to as the device and the computer that hosts it is referred
to as the host. Many GPU devices can be installed in the same host, and it is not uncommon to
have systems with more than one GPU device. Each GPU device has its own memory, which
we refer to as device memory. In CUDA, it is also common to refer to the memory installed in the
host as host memory. CUDA provides library functions to allocate blocks of memory in device
memory and to transfer blocks of data from host memory to device memory and vice versa. As
shown in Figure 3, a typical GPU device includes some GPU cores (ranging in number from a
few hundreds to a few thousands) and some control logic.

Programmers access the parallel capabilities of a CUDA-enabled device by writing kernels,
which are pieces of code that look very similar to regular C functions. In CUDA, a kernel is run
in parallel on many different GPU cores. A kernel in execution is referred to as a thread.
Threads are grouped into blocks, which can be 1D, 2D or 3D, and blocks are grouped into a
grid. Grids can be 1D, 2D or 3D. The size and dimensionality of blocks and grids are decided
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Figure 3. Diagram of a computer equipped with a GPU device (adapted from [3]).

by the programmer via an execution configuration, which is also used to call a kernel and
instruct the GPU hardware to execute threads.

In a GPU device, thread scheduling is extremely efficient and it is performed by the hardware
and without the intervention of the programmer. To improve performance, the hardware also
suspends execution for threads that are waiting for completion of memory transfers between
device memory and GPU registers. When that happens, the hardware selects for execution
threads that already have data to be processed. The programmer is typically unaware of what
threads are running at any given time, nor does he know what kernel instruction is being
executed by a specific thread. In other words, the programmer cannot rely on any particular
scheduling order of GPU threads. There are, however, situations in which it is necessary to
ensure that a block of threads has reached a certain instruction in a kernel before all the threads
in the block can continue. In CUDA, this is accomplished via synchronization barriers.

Synchronization barriers are often used when threads have to exchange data with each other
via shared variables. Without any synchronization mechanism, a thread will not be able to
know if the content of a shared variable has already been written by a cooperating thread.
Synchronization barriers solve this problem by suspending thread execution until all the
threads in the same block have reached a synchronization barrier. In CUDA, synchronization
barriers are allowed only among the threads in the same block.

GPU devices are equipped with different memory spaces. This includes global memory (which
is used to share data between the host and the device) as well as shared memory. While global
memory is rather slow and physically separated from the GPU cores, shared memory is much
faster and it is built on the same chip as the GPU cores. Threads use shared memory to
efficiently share data among them.

Another type of memory space available in a GPU device is texture memory. As the name
suggests, texture memory has been designed to speed up and facilitate 3D rendering in com-
puter games and computer-generated scenes. This is the reason why texture memory supports
unique features including hardware-based on-the-fly interpolation of texture data.
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Figure 4. Workflow of a CUDA application (adapted from [3]).

4.2. Workflow of a CUDA application
The basic steps that are needed to execute a kernel are summarized in Figure 4.

In a typically CUDA application, one or more blocks of device memory are allocated by the
host via the cudaMalloc (...) CUDA library function. The host then copies input data from
host memory via one or more cudaMemepy (...) function calls. Kernel execution is started with
a call of the form my kernel < <<N, M>> > (..), in which my kernel is the name of the
kernel, N is the grid size and Mis the block size. Parameters, such as pointers to device memory,
are passed to the kernel as parameters enclosed in parentheses. Once all the threads have
finished executing, the control returns to the CPU. Results can be copied from device memory
to host memory via one or more calls to cudaMemepy (...) . Finally, device memory that was
previously allocated is released via the cudaFree (...) call.

The CUDA environment automatically defines read-only built-in variables that can only be
used in a kernel. These variables include blockIdx, blockDim and threadIdx. The variable
threadIdx enumerates threads within each block in ascending order and starting from 0. Simi-
larly, blockIdx enumerates blocks within the grid. The size of each block is contained in the
variable blockDim. Built-in variables are used by the programmer to calculate which element(s)
of the input array(s) a thread has to work on, or where in device memory a result has to be stored.

5. Algorithms for photon-counting detectors

To make our discussion more concrete, we begin this section by considering a GPU algorithm
for maximum-likelihood estimation (MLE) of position of interaction of gamma-ray photons in
an Anger camera. We then comment on ways to adapt our algorithm to other cases, including
photon-counting and photon-processing detectors (Section 6).



Computational Methods for Photon-Counting and Photon-Processing Detectors
http://dx.doi.org/10.5772/intechopen.72151

We showed in Section 2.1 that digitized PMT signals g, ..., g obey Poisson statistics and we
denoted the means of g, ..., gx as g;(R,E), ..., g (R, E), respectively. If photon energy E is
known, the likelihood for the estimation of position R under the assumption of Poisson noise
is written as:

 [BREep [5RE) -

L(R; gy, 8x: E) :H I
k=1 8k’

Functions g, (R, E), ..., 3x(R, E) are called mean detector response functions (MDRFs) and they
can be either measured, derived analytically or estimated via simulation codes. Using Eq. (13),

an ML estimate ﬁML = (EML, ?ML) of R = (x,y) can be found as:
Ry = argmaxRL(R;g17 s 8 E). (14)

Equivalently, we can consider the logarithm of L(R; g, ..., g, E) in the maximization step and
write:

K
Ry = argmaxg, Y {g,log [5,(R,E)] —Z,(R,E)}, (15)
k=1

in which we omitted the log (g,!) term as it does not depend on R and, therefore, it will not

affect the estimate IAQML.

The algorithm we present here uses the fact that, for fixed g;, ..., gx and E, the log-likelihood
f(R; 81> &k E) = log L(R; 81> 28k E) is a smooth function of R. Hence, maximum-likelihood
estimate Ry can be searched for in an iterative fashion by first evaluating € (R; g, ..., g, E) over a
coarse grid of S,-by-S, points that uniformly spans the whole detector space. The point of the grid
that maximizes £ (R; 81> 8k E) is used in the next iteration as the center of a new grid smaller

than the previous one by a factor a > 1. This process is repeated M times. We refer this algorithm
as the contracting grid algorithm [18, 19].

Figure 5 shows pseudocode for a possible GPU implementation of the contracting grid algo