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Preface

This book focuses on recent and innovative methods on vibration analysis and diverse con‐
trol design methods for both wind energy conversion systems and vibrating systems. Ad‐
vances on both theoretical and experimental studies about analysis and control of oscillating
systems in several engineering disciplines are discussed. Various control devices are synthe‐
sized and implemented for vibration attenuation tasks. The book is addressed to researchers
and practitioners on the subject, as well as undergraduate and postgraduate students, other
experts, and newcomers seeking more information about the state of the art, new challenges,
innovative solutions, and new trends and developments in these areas. The six chapters of
the book cover a wide range of interesting issues related to modeling, vibration control, ac‐
tive vehicle suspensions, tuned vibration absorbers, electronically controlled wind energy
conversion systems, and other relevant case studies.

The book is organized into six chapters. A brief description of every chapter follows. Chap‐
ter 1 describes the fundamentals of active, passive, and adaptive vibration control, including
their main advantages and design challenges. An inertial mass device is also proposed to
implement both adaptive tuned vibration absorbers and active control systems. Chapter 2
focuses on the state feedback control for an active quarter-car suspension system with con‐
trol input constraint. The efficiency of the proposed controller is verified in different road
tests as step and bump disturbances. Chapter 3 demonstrates that in combining both the
primary resonant pumping over the axisymmetric mode of oscillations and the advantages
of the principal parametric resonance, a solid-state wave gyro can operate without any feed‐
back at the expense of the natural nonlinearity of the resonator in a post-bifurcation regime.
Chapter 4 highlights the novelty of aerodynamic design and optimization in providing vi‐
bration-free tall buildings and wind turbines with added savings that otherwise be incurred
by the adoption of costly structural and/or supplementary damping technologies. The cur‐
rent state of the art in wind vibrations is reviewed, together with key factors to study the
control vibration in tall buildings and wind turbines. Chapter 5 addresses the problem of
controlling the complete chain of the wind turbine system using the permanent magnet syn‐
chronous generator connected with the distribution network through AC/DC/AC convert‐
ers. Chapter 6 focuses on full-scale power converters employed with squirrel cage,
permanent magnet, and wound rotor synchronous generators in diverse configurations of
wind energy conversion systems. The main advantages and drawbacks of classical multile‐
vel converter topologies are analyzed, in terms of their DC-link voltage stability capability
and different approaches to DC-link control and to new converter topologies.
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Abstract

Passive vibration control solutions like tuned vibration absorbers are often limited to
tackle a single structural resonance or a specific disturbance frequency. Active vibration
control systems can overcome these limitations, yet requiring continuously electrical
energy for a sufficient performance. Thus, in some cases, a passive vibration control
system is still preferable. Yet, the integration of active elements enables adaptation of the
system parameters, for instance, the resonance of a tuned vibration absorber. These
adaptive or semi-active systems only require external energy for the adaptation, while
the compensating forces are generated by the inertia of the absorber’s mass. In this
contribution, the fundamentals of active, passive, and adaptive vibration control are
briefly summarized and compared regarding their main advantages and design chal-
lenges. In the second part, a design of an inertial mass device with integrated piezoelec-
tric actuators is presented. By applying a lever mechanism, the stiffness of the inertial
mass device can be tuned even to very low frequencies. The device can be used to
implement both adaptive tuned vibration absorbers and active control systems. In the
last section of the chapter, the device is used in an experiment for vibration control of a
large elastic structure. The setup is used to demonstrate different strategies for the
realization of a vibration control system and the integration of different vibration con-
trol strategies.

Keywords: vibration control, active vibration control, passive vibration control,
piezoelectric actuators, adaptive vibration absorbers

1. Introduction

Tuned vibration absorbers (TVA) and tuned mass dampers (TMD) are used since the beginning
of the twentieth century to reduce disturbing vibrations [1]. Basically, this method uses an inertial
mass that is elastically coupled to the vibrating host structure [2]. This resonant spring-mass
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system can be tuned to certain resonance frequencies of the host structure (Figure 1). Then, the
device is usually referred to as tuned mass damper (TMD), which is frequently applied to elastic
infrastructure objects like towers or bridges. For large objects, several TMDs are distributed
among the structure [3].

When the oscillator is tuned to a harmonic disturbance frequency, it is called tuned vibration
absorber or vibration neutralizer [4]. Potential applications range from Optical Disc Drives,
using an absorber mass of about 40 g [5] to vibrations of ship engines, requiring over 10 tons of
oscillating mass [6]. The performance of these devices is mainly limited by the precise tuning to
the target frequency. If a certain bandwidth is to be tackled, a high inertial mass has to be used,
which usually prevents the application of TVAs in such cases.

In this chapter, several improvements to the traditional passive vibration absorber are intro-
duced that have been made over the last decades, ranging from semi-active or adaptive to
active dynamic systems (Figure 2).

In the next section, the basics of the different vibration control systems are summarized and
examples for realized systems are given. In the last two sections, a system that can be used for

Figure 1. Generic vibration control set up with a passive TVA.

Figure 2. Vibration control systems—passive, adaptive, and active.
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adaptive and active vibration control methods is presented and the application to an elastic
vibrating structure is investigated.

2. Passive, adaptive, and active vibration control systems

2.1. Passive vibration control with tuned vibration absorbers

To illustrate the working principle of a passive TVA, the generic example from Figure 1 is
studied. The vibrating host structure is represented by a mechanical mobility YM. If the
structure can be treated as a vibrating mass element of mass M, i.e., away from its resonance
frequencies, the mobility reads [7]:

Ym sð Þ ¼ 1
sM

(1)

The neutralizer is described by its mass mN , resonance frequency ω0, and damping coefficient
θ. Then, its input mobility at the base can be derived to:

YN sð Þ ¼ 1
mN

s2 þ s 2 θω0 þ ω2
0

s22 θω0 þ s ω2
0

(2)

The connection of both systems is represented by:

Y sð Þ ¼ Ym sð ÞYN sð Þ
Ym sð Þ þ YN sð Þ ¼

s2 þ s 2 θω0 þ ω2
0

sM s2 þ s2θω0 þ ω2
0

� �þmN sω2
0 þ s22θω2

0

� � (3)

Obviously, the mobility transfer function has a pair of conjugated complex zeros that match
the resonance of the TVA. If the TVA is fully undamped, the mobility of the system at the
resonance of the TVA turns to zero, i.e., complete cancellation of vibrations. It can be shown
that the performance of the passive TVA is directly proportional to the mass ratio mN=M, while
increased damping has the contrary effect [8]. This issue is illustrated in Figure 3 (left). Also the
bandwidth of the absorption effect increases with a larger absorber mass. However, in most
practical applications, a mass ratio of ½ will not be acceptable, so the passive TVA is restricted
to situations where the disturbance frequency is known to be constant over time or where the
added mass of a heavy TVA does not matter.

When the relevant frequency range of the host structure contains a resonance, the mobility
formulation for Ym becomes:

Ym ¼ s
s2Mþ 2θH ω0,H sþ ω2

0,H
, (4)

where ω0,H is the resonance and θH is the damping coefficient of the host structure. The TVA is
then used as a Tuned Mass Damper (TMD). The main difference is that a significant damping
is needed to reach optimal vibration control performance [2]. This effect is demonstrated in
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Figure 3 (right). Also, the TMD is usually designed with a lower mass ratio. In the given
example, a ratio of mN

M ¼ 0:1 already provides a sufficient vibration reduction performance. It
should be noted that the formulae for optimal tuning of a TMD are restricted for the applica-
tion example of a single-degree-of-freedom oscillator excited by a harmonic force. In case of
other excitation mechanisms like base acceleration, which is relevant for seismic vibration
reduction, other TMD parameter values might provide the optimal vibration reduction perfor-
mance [9]. For structures with several resonances or larger objects which cannot be treated as
simple point mass oscillators any more, the design of distributed TMD systems requires some
advanced methods like numerical optimization [3].

2.2. Adaptive tuned vibration absorbers

Adaptive tuned vibration absorbers have been proposed to overcome this weakness of passive
TVAs. By using actuating elements, the resonance frequency of the absorber can be adjusted. In
turn, an adaptive TVA can be designed with a smaller inertial mass [10]. In the last decades,
numerous concepts have been investigated [11–14], but the designs can be traced back to some
basic principles of adaptation [15] (Table 1).

Figure 3. Accelerance of a 1 kg mass with a TVA tuned to 50 Hz (left); and a 50 Hz mass-spring-system with a TMD
(right).

Concept Static prestress Variable geometry Dynamic forces

Actuator principle Static – high force Static – high stroke Dynamic force actuator

Actuator types Motor, piezoelectric,… Motor, shape memory alloy wires,… Piezoelectric, electrodynamic

Table 1. Basic concepts for the realization of adaptive tuned vibration absorbers [15].

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems4

A common approach to alter the resonance frequency of a mechanical oscillator is the adjust-
ment of the mechanical stiffness via the geometry of the spring element; for instance, by
moving the inertial mass on a bending beam, which adjusts the effective beam length, as
demonstrated for vibration control at ship engines [16]. The most advanced concept is the
application of an active dynamic control loop for the adjustment of the resonance frequency.
The principle can be briefly explained with a TVA represented by a simple mechanical oscilla-
tor (Figure 4), which can be excited by an integrated actuation force FA. The differential
equation of this system reads:

mN €x þ d _x þ kx ¼ FA (5)

where d is the damping coefficient and k is the stiffness of the oscillator. The feedback loop is
closed by using the acceleration €x as the control input and the actuation force as output. If a
simple proportional controller

G sð Þ ¼ g (6)

is applied, Eq. (5) can be reformulated to:

mN � gð Þ€x þ d _x þ kx ¼ 0 (7)

Thus, by feeding back forces proportional to the acceleration of the mass, the effective mass of
the system can be altered. Similarly, by using an integral controller, a velocity feedback loop
can be realized to adjust the damping of the system. In order to enhance the vibration absorp-
tion effect, active removal of system damping can be considered [8]. Also, a further integration
can be implemented in order to obtain the position of the mass. By feeding back this signal, the
stiffness of the absorber can be adjusted [17].

The frequency range that can be covered by the adaptation mechanism is a key performance
parameter for an adaptive TVA. As studied in [15], the active control system is limited by the
stability margins of the control loop. These margins are mainly defined by the inherent phase
lag of many signal processing components, but also by the geometrical arrangement of the
sensor and the actuator.

By applying an electrical shunt circuit to the piezoelectric element, the stiffness can be varied
without using a sensor component [18]. By using active circuits to realize negative capaci-
tances, a broad adaptation frequency range can be realized. However, the active circuits have

Figure 4. Feedback control to adjust the resonance frequency.
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turn, an adaptive TVA can be designed with a smaller inertial mass [10]. In the last decades,
numerous concepts have been investigated [11–14], but the designs can be traced back to some
basic principles of adaptation [15] (Table 1).

Figure 3. Accelerance of a 1 kg mass with a TVA tuned to 50 Hz (left); and a 50 Hz mass-spring-system with a TMD
(right).

Concept Static prestress Variable geometry Dynamic forces

Actuator principle Static – high force Static – high stroke Dynamic force actuator

Actuator types Motor, piezoelectric,… Motor, shape memory alloy wires,… Piezoelectric, electrodynamic

Table 1. Basic concepts for the realization of adaptive tuned vibration absorbers [15].
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A common approach to alter the resonance frequency of a mechanical oscillator is the adjust-
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Figure 4. Feedback control to adjust the resonance frequency.
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to be designed with respect to the high voltages that occur at the piezoelectric elements, which
still remain a challenge [19].

2.3. Active systems with inertial mass actuators

2.3.1. Inertial mass actuators

Most versatile are active vibration control systems using dynamic actuation [20]. In this case,
the force is generated by an inertial mass, which is excited by an active element. To enable a
broad band actuation, the inertial mass is usually mounted with soft springs to the host
structure, which causes a resonance in the system. Thus, the resulting force exciting the host
structure exhibits a dynamic behavior, and the inertial mass actuator can be treated as a
constant force generator only when being driven well above the resonance frequency. The fre-
quency response of an inertial mass actuator with a mass m, resonance frequency ω0, damping
coefficient θ, and an internal actuation force FA reads:

F sð Þ
FA sð Þ

¼ s2

s2 þ 2θω2
0sþ ω2

0
: (8)

A simple example of an inertial mass actuator with a resonance frequency of 10 Hz is shown in
Figure 5.

Inertial mass actuators have been used for active vibration control in cars [21], trains [22], or
building floors [23]. For very large structure like wind turbines actuation for the first dominat-
ing mode with a large force is required. Then, the concepts of the TMD and the inertial mass

Figure 5. Basic model of an inertial mass actuator and its frequency response function.
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actuator converge to the active tuned mass damper [24]. Recent developments also treat non-
linearities in the host structures by extending the theoretical considerations for tuning of the
system and the control law [26].

If the host structure is a non-linearly oscillating system, extended considerations are necessary
in the design of those systems.

Mostly, electrodynamic actuation is preferred, because it enables a straightforward system
design for a low resonance frequency.

Still, some work is dedicated to the integration of piezoelectric actuation. Since piezoelectric
actuators possess very high resonance frequencies, proper designs have to be found that make
such stiff actuators applicable for an oscillator with a low resonance frequency. However, the
advantage of using piezoelectric actuation is the capability of the piezoelectric actuators to
function as structural elements and partly carry the inertial mass, enabling compact systems
with less movable parts.

Piezoelectric TVA systems can also be used in a hybrid mode. While being tuned to one
resonance frequency, they can be actively driven at higher frequencies and work as inertial
mass actuators [25].

2.3.2. Control methods

When the inertial mass actuator is driven well above its resonance frequency, it represents an
ideal force generator. Thus, arbitrary active vibration control methods are applicable. Two
basic concepts should be briefly repeated (Figure 6).

The feedback control system (Figure 6, left) is often applied to implement skyhook damping or
other concepts which aim at influencing the characteristics of the host structure. Further details
on control methods like velocity feedback or positive position feedback can be found in [27].

Feedforward control is usually implemented with adaptive digital filters [28]. The main field of
application for active control of vibrations is narrowband or harmonic disturbance forces
exciting the host structure. To compensate those, a reference signal with the same frequency is

Figure 6. Feedback and feedforward control of an inertial mass actuator.

Passive, Adaptive, Active Vibration Control, and Integrated Approaches
http://dx.doi.org/10.5772/intechopen.71838

7



to be designed with respect to the high voltages that occur at the piezoelectric elements, which
still remain a challenge [19].

2.3. Active systems with inertial mass actuators

2.3.1. Inertial mass actuators

Most versatile are active vibration control systems using dynamic actuation [20]. In this case,
the force is generated by an inertial mass, which is excited by an active element. To enable a
broad band actuation, the inertial mass is usually mounted with soft springs to the host
structure, which causes a resonance in the system. Thus, the resulting force exciting the host
structure exhibits a dynamic behavior, and the inertial mass actuator can be treated as a
constant force generator only when being driven well above the resonance frequency. The fre-
quency response of an inertial mass actuator with a mass m, resonance frequency ω0, damping
coefficient θ, and an internal actuation force FA reads:

F sð Þ
FA sð Þ

¼ s2

s2 þ 2θω2
0sþ ω2

0
: (8)

A simple example of an inertial mass actuator with a resonance frequency of 10 Hz is shown in
Figure 5.

Inertial mass actuators have been used for active vibration control in cars [21], trains [22], or
building floors [23]. For very large structure like wind turbines actuation for the first dominat-
ing mode with a large force is required. Then, the concepts of the TMD and the inertial mass

Figure 5. Basic model of an inertial mass actuator and its frequency response function.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems6

actuator converge to the active tuned mass damper [24]. Recent developments also treat non-
linearities in the host structures by extending the theoretical considerations for tuning of the
system and the control law [26].

If the host structure is a non-linearly oscillating system, extended considerations are necessary
in the design of those systems.

Mostly, electrodynamic actuation is preferred, because it enables a straightforward system
design for a low resonance frequency.

Still, some work is dedicated to the integration of piezoelectric actuation. Since piezoelectric
actuators possess very high resonance frequencies, proper designs have to be found that make
such stiff actuators applicable for an oscillator with a low resonance frequency. However, the
advantage of using piezoelectric actuation is the capability of the piezoelectric actuators to
function as structural elements and partly carry the inertial mass, enabling compact systems
with less movable parts.

Piezoelectric TVA systems can also be used in a hybrid mode. While being tuned to one
resonance frequency, they can be actively driven at higher frequencies and work as inertial
mass actuators [25].

2.3.2. Control methods

When the inertial mass actuator is driven well above its resonance frequency, it represents an
ideal force generator. Thus, arbitrary active vibration control methods are applicable. Two
basic concepts should be briefly repeated (Figure 6).

The feedback control system (Figure 6, left) is often applied to implement skyhook damping or
other concepts which aim at influencing the characteristics of the host structure. Further details
on control methods like velocity feedback or positive position feedback can be found in [27].

Feedforward control is usually implemented with adaptive digital filters [28]. The main field of
application for active control of vibrations is narrowband or harmonic disturbance forces
exciting the host structure. To compensate those, a reference signal with the same frequency is

Figure 6. Feedback and feedforward control of an inertial mass actuator.

Passive, Adaptive, Active Vibration Control, and Integrated Approaches
http://dx.doi.org/10.5772/intechopen.71838

7



generated and filtered in order to match the phase angle and amplitude for an optimal
suppression of the disturbance.

2.4. Comparison of the methods

To illustrate the characteristics of the introduced vibration control systems, the basic example
(Figure 1) is used once more [7]. As disturbance, a harmonic excitation force of 1 N with slowly
sweeping frequency between 40 and 60 Hz is considered. As a performance indicator, the RMS
of the acceleration of the host structure is used. A passive TVA, an adaptive TVA, and an active
system with an inertial mass actuator driven by an adaptive FXLMS algorithm are compared.
The mechanical parameters of the different devices are summarized in (Table 2).

The result summarizing numerical simulations of all three configurations is presented in
Figure 7. Obviously, the active system shows the best performance using just a moderate

System Passive Adaptive Active

Resonance frequency [Hz] 50 50 (+/ 5Hz adaptation range) 10

Mass [kg] 0.5 0.1 0.1

Damping coefficient [�] 0.01 0.01 0.03

Table 2. Parameters of the compared vibration control systems (from [7]).

Figure 7. RMS acceleration of a vibrating host structure with different vibration control systems.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems8

additional mass, however at the expense of a complex system set up using digital signal
processing and a dynamic actuation, which can cause issues when scaling the system for
vibration control of very large structures. The adaptive and the passive vibration absorber
cause similar vibration reduction; however, the passive system uses a five times higher mass
than the adaptive (Figure 7).

Summarizing, the solution for an optimal vibration control system depends to the given
vibration problem and the respective requirements and restrictions like allowed amount of
added mass, possibility for energy supply, or the characteristics of the disturbance (Table 3).

This motivated the development of a vibration control system that can be used to realize
passive, adaptive, and active vibration control systems, which will be introduced in the next
section. This might be especially useful for prototyping purposes when an evaluation of
different system concepts is needed. Furthermore, the system can be used to implement hybrid
systems that combine passive, adaptive and active control.

3. Design of a hybrid piezoelectric absorber and inertial mass actuator

The vibration control device introduced here utilizes piezoelectric actuators due to their ability
to carry high static mechanical loads while providing static and dynamic actuation forces. This
should enable a multifunctional system. The design follows the well-known mechanical oscil-
lator consisting of a bending beam as spring element and a tip mass. In parallel to the bending
beam, two piezoelectric stack actuators are connecting the base and the tip mass (Figure 6).

In phase static actuation or static preloads by the screws apply tensile forces to the bending
beam, which alters the stiffness and enables adaptation of the resonance frequency. Alterna-
tively, out-of-phase dynamic operation of the piezoelectric actuators generates bending move-
ments of the beam, which causes transverse dynamic forces at the base of the absorber. More
details on the design can be found in [29, 30].

3.1. Adaptation by static preloading

The adaptation by static preloading can be described by the differential equation for the axially
loaded Euler-Bernoulli beam:

System Passive Adaptive Active

Vibration reduction Medium Medium High

System complexity Low Medium High

Energy supply None During adaptation (depending to the concept) Continuously

Added mass High Low Low

Bandwidth Low Medium High

Table 3. Comparison of passive, adaptive and active control systems.
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EIw
0 0 0 0 þ FNw

0 0 ¼ 0 (9)

Here, additional beam stiffness is generated by the tensile force FN. This force can be provided
mechanically by the preloading screws or electrically by applying static voltages to the piezo-
electric actuators. To compute the tensile beam force, a serial connection of actuators and beam
with the respective stiffness’s kA and kN,b has to be considered. The overall longitudinal
stiffness kN,eff of this configuration is defined by:

kN,eff ¼ 2kAkN,b

2kA þ kN,b
(10)

Thus, for the mechanical preloading the force is evaluated by:

FN ¼ kN,eff us with us ¼ ηα (11)

Hereby, the displacement of the screw us is defined by the product of their thread pitch η and
turning angle α. For the electrical preloading the tensile force is calculated differently to Eq. (11):

FN ¼ kN,eff uel with uel ¼ d33nAUel (12)

The product of the electro-mechanical constant d33, the number of actuator layers na and
electrical voltage Uel yield to piezo actuator’s displacement uel.

To solve the aforementioned differential Eq. (9), an adequate trial function is chosen and the
boundary conditions are defined. From this, follows the system of equations to be solved to
gain the constants of the trial function [30].

Also, the effective transverse stiffness of the beam kt, eff w.r.t. to the position x ¼ lþ a (refer to
Figure 8) is derived from this solution:

kt, eff ¼ w x ¼ lþ að Þ
F

� ��1

(13)

Considering a tip mass at position x ¼ lþ a, the natural frequency of the system can be
evaluated depending on the tensile preload. In Section 3.3, the analytical and experimental
results are compared. A good match is observed for both, mechanical and electrical tuning.

3.2. Generation of dynamic forces

As mentioned above, the piezo actuators can be used in dynamic operation (out of phase) to
generate transverse forces. This enables the system to work as an inertial mass actuator at
frequencies above its first natural frequency. To estimate the characteristics of the force F
generated in transverse direction, a simplified analytical model with respect to the actuator
force is used. Since the inertial mass at the tip is expected to be much heavier than the actuation
unit depicted in Figure 8, the mass of the latter is neglected here in order to simplify the
calculations using again the theory of the Euler beam. The system can be represented by a

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems10

bending beam with a tip force F and momentMy. The respective tip displacement w and angle
w0 can be found too by solving Eq. (9). The moment My at the tip due to the actuator force FA
and the restoring force of the actuator stiffness kA can be expressed by:

My ¼ 2 h FA � kA h2 w0 x ¼ lð Þ� �
(14)

In order to include the geometry of the mass, the distance from the end of the beam to the
center of gravity of the mass is defined by a (refer to Figure 8). In Eq. (15), the displacement
w x ¼ lþ að Þ is evaluated

w x ¼ lþ að Þ ¼ w x ¼ lð Þ þ a w0 x ¼ lð Þ (15)

The free stroke at this point due to the actuator force FA can be calculated by setting the force F
to zero and using the solution of Eq. (9) for w x ¼ lð Þ and w0 x ¼ lð Þ and applying this to Eqs. (14)
and (15).

In a similar manner, the stiffness k ¼ F=w can be calculated by setting FA ¼ 0. The block force
of the actuator system can be calculated by multiplying the free stroke due to out-of-phase
actuator excitation and the stiffness of the system:

F ¼ k w x ¼ lþ að Þ (16)

Hence, considering a tip mass m at position x ¼ lþ a all quantities are defined in order to
calculate the dynamic behavior of the system due to actuator excitation.

3.3. Experimental characterization

According to the sketch (Figure 9) a prototype was built that is shown in Figure 10.

A thin beam is clamped between two steel blocks, which represents the mounting of the
inertial mass actuator. The width of the beam is large compared to its length to prevent torsion.
The whole pattern of the mounting is suited for a connection to a shaker, a heavy breadboard
or the test structure addressed subsequently. On the other side of the beam, the inertial mass is
attached. Two simple steel blocks are used to realize the clamping of the beam, which can be
changed easily for experiments. For assembling the piezoelectric actuators the beam is

Figure 8. Mechanical model of the vibration control device.
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equipped with slotted holes. Monolithic multilayer actuators by CeramTec with a base area of
7:6� 7:1 mm and a length of 30 mm are integrated. On both sides of the piezoelectric actua-
tors, spherical ceramic caps are glued to reduce damaging bending and shear forces. To ensure
the force transmission of the actuators and to avoid loosening and, therefore, the non-linear
behavior, the actuators have to be pre-loaded. This is done by screws in the two masses next to
the beam with a distance of 7:5 mm to the beam’s surface. The tips of the pre-loading screws
are concave as counterparts of the actuator’s ceramic caps. There are corresponding holes at
the mounting at the same distance from the beam. This prevents shifting of the piezoelectric
actuators in operation. The parameters for the actuator system are depicted in Table 4.

Figure 10. Implemented prototype of the adaptive vibration absorber/inertial mass actuator.

Figure 9. Design of the vibration control device.
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3.3.1. Adaptation of the resonance frequency by static preloads

To analyze the dynamic characteristics of the inertial mass actuator, tests were performed. The
whole actuator was mounted to a rigid, heavy base plate which can be treated as an infinitely
small mechanical admittance in the considered frequency range (Figure 11). The tip mass was
instrumented with an accelerometer and excited by an impulse hammer in order to gain the
resonance frequencies by evaluating the respective frequency response functions depending
on both conditions—mechanical and electrical preload.

Exemplarily the frequency responses for electrical tuning are depicted in Figure 12. Obviously,
the effect of preloading is significant and has to be taken into account. The analytical model
which is introduced in the preceding section is validated by the experimental results. Some
differences between experimental and analytical frequency responses can be observed for very
low DC voltages, where the absorber does not exhibit perfect characteristics of a single-
degree-of-freedom oscillator. This could be caused by a poor mechanical coupling between
the piezo stacks and the structure when nearly no pre-load is applied. For very high pre-loads
around 140 V, the model predicts higher tuning effects than measured in the experiment
(Figure 12). In this case, the analytical model might not perfectly predict the contact character-
istics of the ball joints, which can be non-linear for high mechanical loads.

The comparison of the measured and the calculated resonance frequencies is shown in Figure 13
for both cases (mechanical and electrical tuning). By mechanical preloading a larger frequency
shift compared to electrical preloading is realized. This can be explained by the limited blocking
force of the piezo actuators. However, a good match between the experimental values for the
resonance frequencies and the calculated results is observed for both cases.

The performance of both tuning concepts is comparable to adaptive absorbers, which use
motors for the variation of the spring geometry investigated in preliminary work [15].

Quantity Symbol Value Unit

Beam

Length l 41.5 mm

Width b 60 mm

Thickness d 0.5 mm

Young’s modulus E 2.2∙1011 N/m�2

Mass

Mass m 1.078 kg

Actuator

Stiffness kA 42∙106 Nm�1

Max. block force FB,max. 2000 N

Table 4. Parameters of the actuator systems.
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shift compared to electrical preloading is realized. This can be explained by the limited blocking
force of the piezo actuators. However, a good match between the experimental values for the
resonance frequencies and the calculated results is observed for both cases.

The performance of both tuning concepts is comparable to adaptive absorbers, which use
motors for the variation of the spring geometry investigated in preliminary work [15].

Quantity Symbol Value Unit

Beam

Length l 41.5 mm

Width b 60 mm

Thickness d 0.5 mm

Young’s modulus E 2.2∙1011 N/m�2

Mass

Mass m 1.078 kg

Actuator

Stiffness kA 42∙106 Nm�1

Max. block force FB,max. 2000 N

Table 4. Parameters of the actuator systems.
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Figure 11. Test set up for the dynamic analysis of the adaptive vibration absorber.

Figure 12. Frequency response functions of the adaptive vibration absorber for different DC voltages (electrical tuning) -
simulation results (left) and experimental results (right).
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3.3.2. Dynamic force generation

For the evaluation active force generated by the device, the piezoelectric actuators were driven
with a swept sine signal by the analyzer. A simple analogue circuit realizes an out of phase
driving signal for one of the actuators in order to excite the bending mode of the actuator
system to produce transverse forces, and the acceleration of the tip mass was measured
(Figure 14). Since the mounting can be assumed to be rigid, the block force can be directly
derived from the acceleration and the mass.

Figure 13. Variation of resonance frequency by mechanical (left) and electrical preloading (right).

Figure 14. Test set up for the measurement of the dynamic block force of the actuator.
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For this test, different preloads from 20 to 120 VDC were applied to the actuators. The resulting
frequency responses between applied driving voltage and the generated force show the
expected characteristics (Figure 15).

In the frequency range above the first resonance and 250 Hz, no further resonances are excited.
However, it was observed that, compared to the analytical frequency responses, the measured
ones are influenced by the pre-load. Additionally, the block force is underestimated by the
analytical frequency responses. Above the resonance the block force increases slightly with the
pre-loading voltage. This might be caused by a non-linearity in the piezoelectric elements, i.e.,
a dependency of the piezoelectric constant to the pre-load. In the next section, the application
of the actuator system to a truss structure is conducted. Therefore, the adaptive and active
mode of the actuator system is used simultaneously in order to attenuate unwanted vibration
in different frequency regions.

4. Application to an elastic truss structure

To evaluate the performance in an active vibration control system, the actuator was mounted
to a lightweight truss structure (Figure 16). The actuator was instrumented with accelerome-
ters at its base and at the inertial mass.

In the first step, the adaptive absorber was tuned by mechanical pre-load to a structural mode,
which resulted in a vibration absorption effect at 43 Hz (Figure 17). This effect was enhanced
by choosing an additional electrical pre-load of 50 VDC, which resulted in an absorption
frequency of 50 Hz. Although this frequency does not match the structural resonance at
48 Hz exactly, this configuration served well as a basis for adjusting the active control system.

In the next step, the active control system was set up and tuned. Two control loops were
implemented successively and connected (Figure 18). First, an active velocity feedback loop
Hv sð Þ was used to enhance the damping of the inertial mass actuator, which caused the better

Figure 15. Calculation (left) and measurement (right) of the dynamic block force of the actuator.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems16

performance of the absorption at the first mode at 48 Hz and a higher robustness against the
interaction between different control loops. In order to derive the dynamic velocity from the
measured acceleration at the tip mass, an integrator is used. In a practical control system, this
is implemented with a low pass filter:

Figure 16. Test set up for the active control experiment (left) and detail of the actuator instrumentation (right).

Figure 17. Tuning of the adaptive absorber to the first elastic mode of the truss.
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Hv sð Þ ¼ gv
sþ ωLP

(17)

The cut-off frequency ωLP is set well below the resonance of the actuator, here at about 5 Hz,
and gv is chosen appropriately. Second, an acceleration feedback loop was tuned to the second

Figure 18. Block diagram of the control system.

Figure 19. Control results for the truss structure.
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mode of the truss at 125 Hz (Figure 19). The corresponding transfer function is a second order
low pass filter:

Ha sð Þ ¼ gaωc

s2Mþ 2θ ωc sþ ω2
c

(18)

Here, ωc is the tuning frequency and θ the damping coefficient, while ga is the control loop
gain. The control system was implemented with analog circuitry.

Since the actuator is not symmetric, a bending moment is exciting at its base additional to the
transverse force. This results in lowering of a higher resonance frequency from 180 to 160 Hz
and a deterioration of the vibration amplitudes in this frequency region.

5. Conclusions

Adaptive and active vibration control systems can outperform passive systems in terms of
additional mass and vibration reduction. However, the different systems cause an increase of
system complexity and need for additional power supply. Thus, alternative feasible approaches
should be evaluated to find the optimal solution for a given vibration problem. To enable
experimental prototyping, a design for a TVA has been introduced, that can be used for passive,
adaptive, and active vibration control. It has also been shown that an advantage of such an
integrated system can be applied to hybrid systems that work as passive absorbers in the lower
frequency range and a can excite active forces at higher frequencies.
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Abstract

This chapter deals with the problem of state feedback control for an active quarter-car
suspension system with control input constraint. The dynamics of the suspension system
is first formed in terms of the control objectives: ride comfort, suspension deflection, and
maximum actuator control force. The control task is formulated as robustly placing the
closed poles in a desired region against different passenger load. Sincedigital computers are
widely used in the vehicle industry, a new saturated controller design method is presented
for regional pole-placement of uncertain discrete time systems. The constraint of control
input saturation is considered in the design phase. The desired dynamic performance for
uncertain discrete-time systems is represented by the settling time and damping ratio. A
sufficient condition is derived to place the poles in a desired region. The design is formu-
lated in terms of linear matrix inequality optimization. The effectiveness of the proposed
design is illustrated by applying it to a quarter–car active suspension system. Different road
tests for the proposed controller are carried out: step and bumpdisturbances. The proposed
design achieves the desired oscillation damping due to road disturbances in addition to
passenger comfort. The results are comparedwith the passive suspension system.

Keywords: constrained control, regional pole placement, linear matrix inequality (LMI)
optimization, discrete-time systems, vehicle active suspension

1. Introduction

The design of a car suspension system is of paramount importance for improving the ride
comfort, maintaining vehicle maneuverability, and retaining the safety of passengers [1]. Vehi-
cle suspension systems include wishbone, spring, and shock absorber (e.g., damper) to trans-
mit and mitigate forces between the car body and the road. This contributes to the passenger
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comfort and the ride. However, the widely used passive suspension systems which use springs
and dampers with fixed parameters (stiffness and damper coefficients) do not achieve satisfac-
tory suspension performance under wider driving maneuvers. This problem is alleviated by
the recent developments of semi-active suspension and active suspension [2].

Semi-active suspensions use the springs and dampers whose parameters (e.g., stiffness and
damper coefficients) are adjusted corresponding to different vehicle driving scenarios [3].
These varying parameters provide considerable improvements over passive suspension sys-
tems. However, special springs and/or dampers (e.g., a magneto rheological fluid, MR, damper)
are used in this case, and the construction and tuning of such components are not easy.
Moreover, using such elements can lead to potential difficulties, for example, MR dampers
exhibit hysteresis dynamics, which are highly nonlinear and difficult to model.

Active suspension has attracted extensive research because in this framework an extra actuator
is placed between the car body and the wheel-axle. It is installed in parallel to other suspension
mechanisms (e.g., damper and spring [4]). So, this actuator can be controlled to dissipate
energy from the road disturbances and thus reduces the impact on the displacement of
vehicles. It is well known that active suspension requires high energy demand and cost.
Therefore, active suspensions have not been widely used in commercial vehicles. However, it
is expected that active suspension techniques will be adopted by the industry due to its
potentials to improve the suspension performance.

Extensive research work on active suspension has been carried out in the past few decades
[5, 6]. A crucial issue in the active suspension system designs is the control strategies, which
should make the actuators pull down or push up the suspension motions and also achieve
other suspension requirements. A model-reaching adaptive control is presented in [7] to
achieve the ideal isolation of a skyhook target; the vehicle maintains a stable posture. An LPV
gain-scheduling controller is proposed in [8] for a quarter-vehicle active suspension system. To
manage the trade-off between the conflicting performances, the H∞ control method can man-
age the trade-off and obtain a compromise performance [9, 10]. An H∞ control is designed for
active suspension systems that are subject to actuator time delay which is given in [11].
Sampled-data H∞ control of uncertain active suspension systems via fuzzy control is
presented in [12]. Adaptive sliding-mode control for active suspensions using fuzzy approach
is shown in [13]. In [14], a linear-quadratic-Gaussian (LQG) control is used to obtain a trade-off
between the conflicting suspension requirements.

Many physical systems are inherently nonlinear and subject to variation in the operating point.
To overcome such difficulties, the system to be controlled is represented by an uncertain linear
time-invariant model. The uncertainty can be cast into either polytopic or norm-bounded form.
The powerful, robust control techniques of liner systems can then be applied [15]. The poles of
systems without uncertainty can be placed in desired locations so as to achieve good dynamic
behavior in terms of settling time and damping ratio [16]. However, for systems with uncer-
tainties, the closed-loop poles can be assigned to a domain (D) or region, rather than specific
locations [17]. This is termed D-stability or regional pole placement by using robust controllers
against system uncertainty. Regional pole placement for continuous-time systems with
polytopic uncertainty using state feedback is presented in [18], while output feedback is
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presented in [19]. Regional pole placement with guaranteed-cost control of active suspension
system of a quarter-car model is given in [20].

In many practical control problems, the actuator has limited output, called saturated (or
constrained) control [21]. Combining robust pole placement with saturated control is termed
multi-objective control. When the actuator saturation is not considered in the design phase, the
performance of the designed control system seriously deteriorates. A state-feedback control
achieving guaranteed-cost regional pole placement with the control limits, i.e., the actuator
force must not exceed a certain limit, is presented in [22] for continuous-time case.

This chapter is concerned with the digital state-feedback controller design problem for active
quarter-car suspension systems. The main contributions of this chapter can be summarized as
follows: (1) formulate multi-object control constraints in LMIs via state-feedback control
approach for the suspension vehicle system and (2) construct a simple new-type state-feedback
controller. The proposed design achieves four constraints: (1) damps effectively the car oscilla-
tions due to disturbance of road irregularities, (2) robustness against different car loads, (3) no
control limits violation, and (4) optimal passenger comfort against road roughness. It is
expected that the proposed research pave the way for implementing the theoretical findings
into vehicle suspension systems.

Notations: Capital and small letters denote matrices and vectors, respectively. I and 0 denote
the identity matrix and zero matrix, respectively. W0 and W�1 denote the transpose and the
inverse of any square matrix W, respectively. W > 0 (W < 0) denotes a symmetric positive
(negative)-definite matrixW. The symbol • is as an ellipsis for terms in matrix expressions that
are induced by symmetry. For example,

Lþ W þN þW
0 þN

0
� �

N

N
0

M

" #
¼ Lþ W þN þ •ð Þ N

• M

� �
(1)

Facts: the following facts [15] are used in the sequel:

Fact 1 (congruence transformation):

The definiteness of a matrix W does not change under the congruence transformation H0WH.

Fact 2:

For any real matrices W1, W2 and Δk with appropriate dimensions and Δk
0Δk ≤ I, $kΔkk≤1, it

follows that

W1ΔkW2 þ⋯W
0
2 Δ

0
kW

0
1 ≤ ε�1W1W

0
1 þ ε W

0
2 W2,⋯ε > 0 (2)

where Δk represents system uncertainty at discrete time k. The use of this lemma is to eliminate
the uncertainty.

Fact 3 (Schur complement):

This fact is useful in transforming a nonlinear matrix inequality into a linear one.
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For constant matrices W1, W2, and W3, where W1
0 = W1 and 0 < W2 = W2

0, it follows that

W1 þW 0
3W

�1
2 W3 < 0 $ W1 W

0
3

W3 �W2

� �
< 0 (3)

2. Problem formulation

The quarter-vehicle suspension model is shown in Figure 1 [9].

The dynamics of the quarter-car model can be described by the state equation as follows [9]:

_x ¼ Axþ BuþDww, x 0ð Þ ¼ x0 (4)

where

A ¼

0 1 0 �1
�ks
Ms

�cs
Ms

0
cs
Ms

0 0 0 1
ks
m

cs
m

�kt
m

�cs
m

2
6666664

3
7777775
, Dw ¼

0

0

�1

0

2
66664

3
77775
, B ¼

0
us
Ms

0
�us
m

2
666664

3
777775

(5)

where ks and cs are the parameters of the so-called passive suspension; kt stands for the tire
stiffness; and Ms and m represent sprung (body) and unsprung (tire) masses, respectively.
Moreover, xs�xu is the suspension stroke, xu�x0 is the tire deflection, and x0 is the vertical
ground displacement caused by road unevenness. The state variables of the model (4) are
defined as x1=xs�xu, x2 ¼ _xs, x3=xu�x0, and x4 ¼ _xu. The disturbance due to the road rough-
ness is ω ¼ _x0. The normalized active force, u = uf/us, is the control input, and uf is the active
force generated by a hydraulic actuator.
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Figure 1. Quarter-car model with an active suspension.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems26

The suspension performance, such as ride comfort, suspension deflection, and road hold-
ing, are considered as the control design objectives. Since the ride comfort can be quanti-
fied by the body acceleration in the vertical direction, it is reasonable to choose body
acceleration as the regulated output, z(t). The less the vertical body acceleration, the more
comfort ride results [9]. One of the main objectives of the proposed controller is to
minimize the vertical acceleration z(t) to improve vehicle ride comfort. The body accelera-
tion is given by [9]

z ¼ Cxþ B1u (6)

where

C ¼ 1
Ms

�ks � cs 0 cs½ �, B1 ¼ us
Ms

(7)

In addition, due to the mechanical structure, the suspension stroke should not exceed the
allowable maximum. Or equivalently, the active control force provided for the active suspen-
sion system should be confined to a certain range. Due to actuator saturation, it is in addition
assumed that the normalized active force is bounded as |u(t)| ≤ 1, Figure 2. Therefore, the
bound on the control input is umax = 1, and the active force is bounded by us.

Since microprocessors are widely used in car industries, system (4) can be discretized to design
a discrete-time controller. Considering the disturbance effect later, the resulting discrete-time
uncertain system with saturated control input is

xkþ1 ¼ Aþ ΔAkð Þxk þ Bþ ΔBkð Þ:sat ukð Þ (8)

where xk and uk are the state and control vectors of dimension n and m, respectively. The pair
(A,B) is assumed to be controllable. The matrices ΔAk and ΔBk are time varying which repre-
sents parametric uncertainty due to changes in passenger load and/or nonlinearities. The
uncertainty is assumed to be of the norm-bounded form:

ΔAk,ΔBk½ � ¼¼ MΔk N;Nb½ � (9)

Δ
0
kΔk ≤ I $ Δkk k ≤ 1 (10)

where M and N are known constant matrices with appropriate dimensions. Δk is an unknown
matrix with Lebesgue measurable elements.

Controller
Suspension

dynamics_

Figure 2. Feedback-saturated control systems.
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sion system should be confined to a certain range. Due to actuator saturation, it is in addition
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The control signal is constrained due to practical limitation. The saturated controller to
develop is assumed to be state feedback and symmetric and normalized as follows:

u ¼ F x, � 1 < uj < þ1, j ¼ 1…m
or

sat uj
� � ¼

1 if uj ≥ 1

uj if �1 < uj < 1

�1 if uj ≤ �1

8><
>:

(11)

uk ¼ Fxk (12)

The closed-loop system is given by

xkþ1 ¼ Aþ ΔAk þ Bþ ΔBkð ÞFf gxk (13)

The problem is to develop a saturated discrete-time controller, which robustly stabilizes the
closed-loop system (13) and ensures a good dynamic performance, described by maximum
settling time and minimum damping ratio despite the system uncertainty. To achieve both
constraints of max settling time and min damping ratio, the closed-loop poles must lie in the
hatched area, as shown in Figure 3. This is termed D-stability in which the poles must lie inside

Figure 3. Desired region of closed-loop poles, hatched.
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the region D for all admissible uncertainties. The proposed controller must achieve D-stability
in addition to the constraint of maximum actuator control force.

3. Digital saturated regional pole placer

To design the abovementioned controller, the nonlinear saturated control function is first
linearized and approximated by a convex hull. For this, the following two lemmas are
used [21]:

Lemma-1

For all u∈ Rm and θ ∈ Rm such that |θj|<1,j∈[1,m],

sat uð Þ∈ co DiuþD�
i θ; i∈ 1; η½ �� �

, (14)

with co denoting the convex hull.

Eq. (14) has the following equivalent form:

sat uð Þ ¼
Xη

i¼1

γi DiuþD�
i θ

� �
,γi ≥ 0 (15)

Here, Di is an m � m diagonal matrix with elements either 1 or 0 and D�
i = (I�Di), which

results in η = 2m possible matrices. The matrices Di and D�
i are introduced to model the

saturation function as a linear one. If Di is selected as I, D�
i becomes 0, and the resulting

controller will be unsaturated. Recall that these controllers (14) work in a linear region and do
not allow saturation to occur.

The following sets are defined:

D Fð Þ ¼ x∈Rn : �1 ≤Fx ≤ 1f g and ε P; ρð Þ ¼ x∈Rn : xTPx ≤ ρ; ρ > 0
� �

(16)

where P is a symmetric positive-definite matrix. The sets D(F) and ε(P,ρ) represent, respec-
tively, a symmetrical polyhedral and an ellipsoidal one. The following result is recalled:

Lemma-2

For a given positive scalar ρ, if there exist matrices Y ∈ Rmxn and Z ∈ Rmxn and a positive-
definite matrix X = X0 ∈ Rnxn and solutions to the following LMIs:

AXþ B DiY þDi
�Zð Þ½ � þ • < 0, (17)

1=ρ Zj

• X

" #
> 0 (18)

i ¼ 1,…, η; j ¼ 1,…, m, (19)
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then when ΔA = 0 and ΔB = 0, the closed-loop saturated control system is asymptotically stable
at the origin ∀x0∈ε(P,ρ) with

F ¼ YX�1 (20)

P ¼ X�1 (21)

It is worth mentioning that LMI (17) guarantees asymptotic stability, while LMI (17) ensures
that the ellipsoidal set ε (P,ρ) is contained inside the polyhedral set D(H), allowing the control
to be saturated. As a special case, by selecting Di = I, the control works only in a linear region
without reaching saturation. In this case, D�

i = 0 in LMI (18), and Zi is replaced by Yi in LMI
(17) to have ε(P,ρ)⊂ D(F).

Our control target is to design a saturated controller that maintains asymptotic stability against
system uncertainty, as well as to place the closed-loop poles in a desired region D-stability, if
possible, so as to achieve a good dynamic response in terms of settling time ts and damping ratio ζ.

Pole placement in the region shown in Figure 3 is difficult to solve. However, the problem can
be easily solved by approximating the spiral of the constant damping ratio as a circle, as shown
in Figure 4. The problem is thus reduced to placing the poles in between the two circles, one
for ts and the other for ςapprox.

We will consider two design cases: without and with saturated inputs.

Design case 1: unsaturated control

Consider the uncertain system with unsaturated control

xkþ1 ¼ Aþ ΔAð Þxk þ Bþ ΔBð Þ:uk (22)

Theorem 1

If there is a feasible solution to the following LMIs, then the closed-loop poles lie inside the two
circles of center q1 and radius r1 and center q2 and radius r2:

Figure 4. (a) ζ circle approximation and (b) desired region of the poles, hatched.
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X ¼ X
0
> 0, ε1 > 0, ε2 > 0, ν1 > 0, ν2 > 0,
�r21X • • •

AXþ BY þ q1X �Xþ ε1 þ ν1ð ÞMM
0

• •

NX 0 �ε1I •

NbX 0 0 �ν1I

2
66664

3
77775
< 0

(23)

�r22X • • •

AXþ BY þ q2X �Xþ ε2 þ ν2ð ÞMM
0

• •

NX 0 �ε2I •

NbX 0 0 �ν2I

2
66664

3
77775
< 0 (24)

Moreover, the controller is given by

F ¼ YX�1 (25)

Proof

It is well known [17] that the eigenvalues of matrix A lie inside a circle of center�q and radius r
if and only if

P ¼ P
0
> 0,

�r2P •

Aþ qI �P�1

" #
< 0 (26)

or equivalently,

P ¼ P
0
> 0,

�r2P •

Aþ BFþ qI �P�1
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The last matrix inequality is satisfied if
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then when ΔA = 0 and ΔB = 0, the closed-loop saturated control system is asymptotically stable
at the origin ∀x0∈ε(P,ρ) with

F ¼ YX�1 (20)

P ¼ X�1 (21)

It is worth mentioning that LMI (17) guarantees asymptotic stability, while LMI (17) ensures
that the ellipsoidal set ε (P,ρ) is contained inside the polyhedral set D(H), allowing the control
to be saturated. As a special case, by selecting Di = I, the control works only in a linear region
without reaching saturation. In this case, D�

i = 0 in LMI (18), and Zi is replaced by Yi in LMI
(17) to have ε(P,ρ)⊂ D(F).

Our control target is to design a saturated controller that maintains asymptotic stability against
system uncertainty, as well as to place the closed-loop poles in a desired region D-stability, if
possible, so as to achieve a good dynamic response in terms of settling time ts and damping ratio ζ.

Pole placement in the region shown in Figure 3 is difficult to solve. However, the problem can
be easily solved by approximating the spiral of the constant damping ratio as a circle, as shown
in Figure 4. The problem is thus reduced to placing the poles in between the two circles, one
for ts and the other for ςapprox.

We will consider two design cases: without and with saturated inputs.

Design case 1: unsaturated control

Consider the uncertain system with unsaturated control

xkþ1 ¼ Aþ ΔAð Þxk þ Bþ ΔBð Þ:uk (22)

Theorem 1

If there is a feasible solution to the following LMIs, then the closed-loop poles lie inside the two
circles of center q1 and radius r1 and center q2 and radius r2:

Figure 4. (a) ζ circle approximation and (b) desired region of the poles, hatched.
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X ¼ X
0
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Moreover, the controller is given by

F ¼ YX�1 (25)
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The last matrix inequality can be linearized by pre- and postmultiplying by [P�1, I, I, I], that is,
applying fact 1 and substituting P�1 = X, FX = Y.

Note that the above condition is only a sufficient condition for regional pole placement in one
circle. Since we have to achieve pole placement in the area between the two circles, one for ts
and the other for ζ, we have theorem 1.

Design case 2: saturated control

Consider the uncertain system with saturated control

xkþ1 ¼ Aþ ΔAð Þxk þ Bþ ΔBð Þ:sat ukð Þ (29)

Theorem 2

The regional pole placement with robust saturated state-feedback control (12) for the uncertain
system (8) can be achieved if there exist X=X0 > 0,ε1 > 0, ε2 > 0,ν1 > 0, ν2 > 0,Y and a feasible
solution to the following LMIs:

�r21X • • •

AXþ B DiY þDiZ
� �þ q1X �Xþ ε1 þ ν1ð ÞMM

0
• •

NX 0 �ε1I •
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� �
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2
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3
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< 0 (30)
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0
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� �

0 0 �ν2I

2
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3
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< 0 (31)

1=ρ Zj
• X

� �
> 0 (32)

for i = 1,…, η; j = 1, … , m.

Moreover, the saturated robust pole placer is given by

F ¼ YX�1 (33)

Proof

From (26), the poles of the closed-loop uncertain system (13) lie inside the circle of center (�q, 0)
and radius r if and only if there is a feasible solution to the following LMI:

P ¼ P
0
> 0

�r2P •

Aþ ΔAþ Bþ ΔBð Þ DiFþD�
i H

� �þ qI �P�1

" #
< 0

(34)
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Eq. (34) is satisfied if the following inequality is satisfied:

P ¼ P
0
> 0

�r2P •
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i H
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" #
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0

M
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0
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0

0
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M
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0

M
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� �0

Nb
0

0
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� �

0
� �

< 0

(35)

or equivalently,

�r2P • • •

Aþ B DiFþDiH
� �þ qI �P�1 þ εþ νð ÞMM

0
• •

N 0 �εI •

Nb DiFþDiH
� �

0 0 �νI

2
66664

3
77775
< 0 (36)

By post- and premultiplying (36) by P�1, that is, by applying the congruence transformation
and substituting P�1 = X, one gets (30). This completes the proof.

4. Design of vehicle active suspension control

In this section, we present a design example to illustrate the effectiveness of the proposed
controller design method. Unlike the previous approaches, the proposed design introduces a
digital computer or a microprocessor into the control loop as given in theorem 2. It is used to
design an active suspension system for the quarter-vehicle model shown in Figure 1 [9].

Note that active forces generated by hydraulic actuators and considered as control inputs are
bounded because of actuator saturation. The system parameters and nominal values are
shown in Table 1.

The normalized input is bounded as |u(t)|≤1, and the active force is bounded by us = allowable
spring stroke (�0.08 m) *spring constant.

Parameter Value

Ms 320 kg

m 40 kg

Ks 18 kN/m

kt 200 kN/m

cs 1 kN.s/m

us 1.5 KN

Table 1. Quarter-vehicle active suspension parameters.
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The last matrix inequality can be linearized by pre- and postmultiplying by [P�1, I, I, I], that is,
applying fact 1 and substituting P�1 = X, FX = Y.

Note that the above condition is only a sufficient condition for regional pole placement in one
circle. Since we have to achieve pole placement in the area between the two circles, one for ts
and the other for ζ, we have theorem 1.

Design case 2: saturated control

Consider the uncertain system with saturated control

xkþ1 ¼ Aþ ΔAð Þxk þ Bþ ΔBð Þ:sat ukð Þ (29)

Theorem 2

The regional pole placement with robust saturated state-feedback control (12) for the uncertain
system (8) can be achieved if there exist X=X0 > 0,ε1 > 0, ε2 > 0,ν1 > 0, ν2 > 0,Y and a feasible
solution to the following LMIs:
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1=ρ Zj
• X
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> 0 (32)

for i = 1,…, η; j = 1, … , m.

Moreover, the saturated robust pole placer is given by

F ¼ YX�1 (33)

Proof

From (26), the poles of the closed-loop uncertain system (13) lie inside the circle of center (�q, 0)
and radius r if and only if there is a feasible solution to the following LMI:

P ¼ P
0
> 0

�r2P •
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Eq. (34) is satisfied if the following inequality is satisfied:
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or equivalently,
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0
• •
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Nb DiFþDiH
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0 0 �νI

2
66664

3
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< 0 (36)

By post- and premultiplying (36) by P�1, that is, by applying the congruence transformation
and substituting P�1 = X, one gets (30). This completes the proof.

4. Design of vehicle active suspension control

In this section, we present a design example to illustrate the effectiveness of the proposed
controller design method. Unlike the previous approaches, the proposed design introduces a
digital computer or a microprocessor into the control loop as given in theorem 2. It is used to
design an active suspension system for the quarter-vehicle model shown in Figure 1 [9].

Note that active forces generated by hydraulic actuators and considered as control inputs are
bounded because of actuator saturation. The system parameters and nominal values are
shown in Table 1.

The normalized input is bounded as |u(t)|≤1, and the active force is bounded by us = allowable
spring stroke (�0.08 m) *spring constant.

Parameter Value

Ms 320 kg

m 40 kg

Ks 18 kN/m

kt 200 kN/m

cs 1 kN.s/m

us 1.5 KN

Table 1. Quarter-vehicle active suspension parameters.
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Due to different passenger load variations, it is assumed that the mass Ms varies between 250
to 390 kg. The system is discretized with the zero order hold method at a sampling time
Ts=0.001 sec. Therefore, the discrete time norm-bounded model is obtained as

A ¼

0:9997 0:000986 0:002476 �0:0009852

�0:05546 0:9969 �0:007783 0:003106

0:0002228 1:245e� 5 0:9975 0:0009867

0:4433 0:02485 �4:934 0:9727

2
66664

3
77775

(37)

B ¼ 2:089e� 5 0:004622 �1:857e� 5 �0:03694½ �0 (38)

With uncertainty matrices

M ¼ �0:0004 �0:1367 0 �0:0016½ �0 (39)

N ¼ �0:0729 �0:0037 �0:0102 0:0041½ �, (40)

Nb ¼ 0:0061 (41)

For passenger comfort, the oscillations due road bumps should be damped out within 1 s with
a minimum damping ratio ζ = 0.25 [20]. To achieve the first objective, we select r1 = 0.9960 and
q1 = 0 for the first circle, while for the second, r2 = 0.68 and q2 = �0.31.
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Figure 5. Closed-loop poles with system uncertainties using saturated control.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems34

The LMIs (30) are solved to get the saturated control gain matrix as

F ¼ �402:7340;�47:9208; 546:4541; 16:1682½ � (42)

As shown in Figure 5, all the closed-loop poles lie inside the desired domain.

In general, road disturbances can be classified as shock or vibration. For shock disturbances, the
proposed controller is tested for two cases: step and bump road. The frequency response is studied
when the system is subjected to resonant frequency disturbance forces for the vibration case.

Case 1: step road test

For the simulation, we assume that the vehicle is subject to a 500 N unit step input due to a step
road change. Two cases are considered: light and heavy passenger loads. With passive suspen-
sion, the vehicle will oscillate for an unacceptable long time, about 3.5 s, with large overshoot
(Figures 6 and 7). This might damage the suspension system, whereas the active suspension
damps the oscillations in about 0.3 s without overshoot (Figures 6 and 7).

Case 2: road bump test

In order to study the system response due to road bump, the case of an isolated bump in an
otherwise smooth road surface is considered [9]. The corresponding ground displacement in
this case is given by
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Figure 6. Step response at light load.
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Due to different passenger load variations, it is assumed that the mass Ms varies between 250
to 390 kg. The system is discretized with the zero order hold method at a sampling time
Ts=0.001 sec. Therefore, the discrete time norm-bounded model is obtained as

A ¼

0:9997 0:000986 0:002476 �0:0009852

�0:05546 0:9969 �0:007783 0:003106

0:0002228 1:245e� 5 0:9975 0:0009867

0:4433 0:02485 �4:934 0:9727
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(37)

B ¼ 2:089e� 5 0:004622 �1:857e� 5 �0:03694½ �0 (38)

With uncertainty matrices

M ¼ �0:0004 �0:1367 0 �0:0016½ �0 (39)

N ¼ �0:0729 �0:0037 �0:0102 0:0041½ �, (40)

Nb ¼ 0:0061 (41)

For passenger comfort, the oscillations due road bumps should be damped out within 1 s with
a minimum damping ratio ζ = 0.25 [20]. To achieve the first objective, we select r1 = 0.9960 and
q1 = 0 for the first circle, while for the second, r2 = 0.68 and q2 = �0.31.
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The LMIs (30) are solved to get the saturated control gain matrix as

F ¼ �402:7340;�47:9208; 546:4541; 16:1682½ � (42)

As shown in Figure 5, all the closed-loop poles lie inside the desired domain.

In general, road disturbances can be classified as shock or vibration. For shock disturbances, the
proposed controller is tested for two cases: step and bump road. The frequency response is studied
when the system is subjected to resonant frequency disturbance forces for the vibration case.

Case 1: step road test

For the simulation, we assume that the vehicle is subject to a 500 N unit step input due to a step
road change. Two cases are considered: light and heavy passenger loads. With passive suspen-
sion, the vehicle will oscillate for an unacceptable long time, about 3.5 s, with large overshoot
(Figures 6 and 7). This might damage the suspension system, whereas the active suspension
damps the oscillations in about 0.3 s without overshoot (Figures 6 and 7).

Case 2: road bump test

In order to study the system response due to road bump, the case of an isolated bump in an
otherwise smooth road surface is considered [9]. The corresponding ground displacement in
this case is given by
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1� cos
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8>><
>>:

(43)

where A and L are the height and the length of the bump and V is the vehicle forward velocity.
These values are chosen as A = 0.1 m, L = 5 m, and V = 27 km/h. The bump response, namely,
the suspension stroke (m) and the normalized control, is shown for two loads: light and heavy
(Figures 8 and 9). In comparison with the passive suspension case, the proposed robust
saturated control gives a better dynamic performance in terms of less overshoot and faster
damping of the suspension stroke. Moreover, the normalized control signal is bounded
between �1 as shown in Figures 8 and 9.

4.1. Passenger comfort

The ride comfort is usually measured by the body acceleration as given in (6). This acceleration
is shown in Figure 10.

It is evident from Figures 6–10 that the active suspension outperforms the passive one since it
satisfies the control objectives (damps out the oscillations in <1 s and damping ratio > 0.25) as

0 0.5 1
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

time,s

step response

su
sp

en
si

on
 d

ef
le

ct
io

n,
m

passive suspension

active suspension

0 0.5 1
-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

time,s

no
rm

al
iz

ed
 c

on
tro

l

step response

Figure 7. Step response at heavy load.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems36

well as it does not violate the constraints of suspension stroke (8 cm) and hydraulic actuator
force limit of 1.5 KN. Active suspension also provides better passenger comfort than the
passive one as it has a lower body acceleration.

Case 3: frequency response

It is well known that ride comfort is frequency sensitive. From the ISO2361, the human body is
much sensitive to vertical vibrations in the frequency range of 4–8 Hz. Hence, further research
work is needed to evaluate the designed constrained suspension in the frequency domain. In
the analysis and design of linear systems, the relationship between the time domain and
frequency domain characteristics plays an especially important role. However, in system
design the state space in the time domain is more convenient as done in the proposed control-
ler. In system analysis, conditions for the robust stability and robust performance are described
as specifications on the frequency response in most cases. Therefore, it is indispensable to
transform frequency domain conditions into equivalent time domain conditions in order to
establish an effective design theory. Parseval’s theorem gives the relationship between the
squared integral of a time function and that of its Fourier transform, namely, the energy in
the time domain is equal to the energy in the frequency domain. As a powerful tool bridging
the time domain and frequency domain properties of systems, Kalman-Yakubovich-Popov
(KYP) lemma plays a fundamental role in robust control.
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Figure 8. Road bump response at light load.
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where A and L are the height and the length of the bump and V is the vehicle forward velocity.
These values are chosen as A = 0.1 m, L = 5 m, and V = 27 km/h. The bump response, namely,
the suspension stroke (m) and the normalized control, is shown for two loads: light and heavy
(Figures 8 and 9). In comparison with the passive suspension case, the proposed robust
saturated control gives a better dynamic performance in terms of less overshoot and faster
damping of the suspension stroke. Moreover, the normalized control signal is bounded
between �1 as shown in Figures 8 and 9.

4.1. Passenger comfort

The ride comfort is usually measured by the body acceleration as given in (6). This acceleration
is shown in Figure 10.

It is evident from Figures 6–10 that the active suspension outperforms the passive one since it
satisfies the control objectives (damps out the oscillations in <1 s and damping ratio > 0.25) as
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well as it does not violate the constraints of suspension stroke (8 cm) and hydraulic actuator
force limit of 1.5 KN. Active suspension also provides better passenger comfort than the
passive one as it has a lower body acceleration.

Case 3: frequency response

It is well known that ride comfort is frequency sensitive. From the ISO2361, the human body is
much sensitive to vertical vibrations in the frequency range of 4–8 Hz. Hence, further research
work is needed to evaluate the designed constrained suspension in the frequency domain. In
the analysis and design of linear systems, the relationship between the time domain and
frequency domain characteristics plays an especially important role. However, in system
design the state space in the time domain is more convenient as done in the proposed control-
ler. In system analysis, conditions for the robust stability and robust performance are described
as specifications on the frequency response in most cases. Therefore, it is indispensable to
transform frequency domain conditions into equivalent time domain conditions in order to
establish an effective design theory. Parseval’s theorem gives the relationship between the
squared integral of a time function and that of its Fourier transform, namely, the energy in
the time domain is equal to the energy in the frequency domain. As a powerful tool bridging
the time domain and frequency domain properties of systems, Kalman-Yakubovich-Popov
(KYP) lemma plays a fundamental role in robust control.
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5. Conclusion

This chapter considers placing the poles in a desired region of uncertain linear digital systems
in the presence of input saturation. The new scheme is developed to design robust controllers,
taking into consideration the effect of saturation nonlinearity. The proposed controller is based
on LMI optimization and requires the uncertainty of model parameters to be cast in the norm-
bounded form. The designed controller is applied to an active suspension of a quarter-vehicle
model. Analysis and simulation results have confirmed the potential benefit of the proposed
constrained active suspension in achieving the best possible ride comfort while keeping sus-
pension strokes and control inputs within bounds.

In the future, it will be interesting to consider the actuator dynamic behavior in the controller
design phase and also to develop robust control based on the relation between time domain
and frequency domain properties.
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5. Conclusion

This chapter considers placing the poles in a desired region of uncertain linear digital systems
in the presence of input saturation. The new scheme is developed to design robust controllers,
taking into consideration the effect of saturation nonlinearity. The proposed controller is based
on LMI optimization and requires the uncertainty of model parameters to be cast in the norm-
bounded form. The designed controller is applied to an active suspension of a quarter-vehicle
model. Analysis and simulation results have confirmed the potential benefit of the proposed
constrained active suspension in achieving the best possible ride comfort while keeping sus-
pension strokes and control inputs within bounds.

In the future, it will be interesting to consider the actuator dynamic behavior in the controller
design phase and also to develop robust control based on the relation between time domain
and frequency domain properties.
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Abstract

A golf ball having special dimples flies better than an analogous smoothed one. A
surprise is that there is a range of Reynolds numbers for which the turbulent drag is
somewhat less than that in the laminar case. Analogies always meet together and are
accomplished themselves in the physics. We have traced an effect similar to the above
mentioned in the area of solid mechanics when the nonlinear system passes through a
sequence of bifurcations. In mechanical engineering, the role of such a system can play a
solid-state wave gyro entering the family of MEMS/NEMS. It is known that a circular
Foucault pendulum can serve as an angular sensor. Standing waves in a thin-walled
elastic axisymmetric resonator of a solid-state wave gyro, mounted on a rotating plat-
form, can also detect a rotation rate. Because there are no typical mechanical parts there,
such wave sensors have advantages for long-term space missions. However, to main-
tain the functionality and sensitivity of a wave gyro in practice, the driving of standing
waves requires a sophisticated feedback control. Nonetheless, we have demonstrated
that such a gyro can operate without any feedback at the expense of the natural non-
linearity of the resonator in a postbifurcation regime.

Keywords: wave solid-state gyro, Foucault pendulum, spring pendulum, bifurcation,
stability

1. Introduction

It is well known that the aerodynamic drag is proportional, first of all, to the kinetic energy of a
flow. Moreover, the drag depends on a lot of other almost uncontrolled factors such as the
shape, size, inclination of the object in the flow, etc. Implicitly, all these are accumulated all
together in the following formula for the hydrodynamic resistance: cdrFV2=2, where r is the
density of a fluid or gas, V is the velocity of a flow, F denotes an effective area of the object, cd
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A golf ball having special dimples flies better than an analogous smoothed one. A
surprise is that there is a range of Reynolds numbers for which the turbulent drag is
somewhat less than that in the laminar case. Analogies always meet together and are
accomplished themselves in the physics. We have traced an effect similar to the above
mentioned in the area of solid mechanics when the nonlinear system passes through a
sequence of bifurcations. In mechanical engineering, the role of such a system can play a
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Foucault pendulum can serve as an angular sensor. Standing waves in a thin-walled
elastic axisymmetric resonator of a solid-state wave gyro, mounted on a rotating plat-
form, can also detect a rotation rate. Because there are no typical mechanical parts there,
such wave sensors have advantages for long-term space missions. However, to main-
tain the functionality and sensitivity of a wave gyro in practice, the driving of standing
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linearity of the resonator in a postbifurcation regime.

Keywords: wave solid-state gyro, Foucault pendulum, spring pendulum, bifurcation,
stability
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It is well known that the aerodynamic drag is proportional, first of all, to the kinetic energy of a
flow. Moreover, the drag depends on a lot of other almost uncontrolled factors such as the
shape, size, inclination of the object in the flow, etc. Implicitly, all these are accumulated all
together in the following formula for the hydrodynamic resistance: cdrFV2=2, where r is the
density of a fluid or gas, V is the velocity of a flow, F denotes an effective area of the object, cd
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stands for the so-called drag coefficient being a dimensionless characteristic function versus
the Reynolds number. Recall that the Reynolds number is usually defined as Vl=ν, where l is an
effective length, ν is the kinematic viscosity coefficient. The function cd is respective for all the
uncontrolled points accompanying the interaction between the body and the flow. This func-
tion can be recorded experimentally using a wind tube. Experimental results obtained are used
to evaluate the drag on other similar objects. In particular, the similarity by the Reynolds
number ensures a correct description of viscous motions. Notice that the drag coefficient is
nearly a constant in a wide range of Reynolds numbers in most practical cases. As long as the
flow velocity would increase, the Reynolds number also increases. It is well known that in a
slow flow, the viscosity can be neglected in practice. In this case, one can observe almost an
ideal flow with no boundary layer near the surface. Therefore, there is almost no resistance to
the motion in accordance with well-known d’Alembert paradox. As the velocity increases
further, the drag becomes non-zero as a result of vortex generation. Then, these vortexes
oscillate to produce the so-called Kármán vortex street, while the drag increases gradually
together with the flow speed. At even higher velocity, the boundary layer turns into a chaotic
turbulent flow. It is natural to expect that the turbulent drag would be higher than that in the
laminar flow case. Nonetheless, a surprise is that there is a range of Reynolds numbers for
which the turbulent drag is somewhat less than that in the laminar case. It is observed
experimentally that a roughened cylinder or a ball will pass the turbulent flow at a lower
Reynolds number than a smooth cylinder or a ball. At first sight, this results in a rather
paradoxical result: there is a small range of Reynolds numbers for which the drag of a
roughened body is less than the drag of a smooth body of the same size. For a good example,
we can recall a golf ball having special dimples. Indeed, the golf with those dimples flies better
than an analogous smoothed one [1].

Physical analogies meet together and are accomplished themselves in most applications. Can
we find out an effect similar to the abovementioned dimpled ball that flies better in the area of
solid mechanics? We know that the hydrodynamic drag evolves throughout the sequence of
bifurcations. But any bifurcation is inherent in nonlinear systems. Therefore, our study should
deal with nonlinear mechanical systems. In mechanical engineering, the machines, sensors,
and other useful devices are of interest. One of them is a solid-state wave gyro from the family
of microelectromechanical system/nanoelectromechanical system (MEMS/NEMS) devices. Let
us briefly touch some key points of this topic.

In the nineteenth century, people held no doubt that the Earth is turning about its axis.
However, there were no direct proofs. For this reason, Léon Foucault had managed in 1851
his famous experiment with the giant pendulum. The heart of his experiment is the inertia of
the pendulum or the resistance to change the motion. This means that the swing plane remains
to be fixed in Newton’s absolute frame of references; moreover, this evidence can be traced
with the naked eye due to the slow clockwise veering since the Earth rotates anti-clockwise.
However, Foucault’s pendulum has one essential flaw, namely the dependence on the latitude
and its giant size suppressing the energy dissipation for a while. That is why, in 1852, though
an idea, we should note, was not new, Foucault produced a compact and convenient gyro-
scopic setup based on the immobility of the axis of a rotating mass. It was a prototype of a
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conventional gyro providing needed horizons at sea and then in the air. The irony of fate,
when the twentieth century was ending, the old idea came back to use a Foucault-pendulum-
based device as a high precision gyroscope, although, in the other role of a thin axisymmetric
solid-state resonator, associated with satellite guidance systems intended for long-term mis-
sions extending up to 15 years [6].

In 1890, Bryan demonstrated that the revolving of the standing wave nodes records effectively the
rotation of the elastic resonator, as equally as a material point tends to conserve the spatial
position in Newton’s space. This evidence was not so new. Yet before Bryan’s experiments, it
was well known that the plane of transverse vibration of a straight wire will remain fixed in space
instead of turning, though the wire rotates slowly about its axis during oscillations. Bryan noticed
that when the vibrating body is such as a bell, rotation about its axis will produce an intermediate
effect: the nodal meridians revolve with angular velocity less than that of the resonator that
exhibits a new finding which yet nothing is easier than to be verified experimentally. He selected
a champagne glass, then struck it to get a pure tone andwhen the glass turns around, Bryan heard
sound beats demonstrating that the nodal meridians do not remain fixed in Newton’s absolute
space. He evaluated that the nodal angular velocity is about 3/5 of this almost hemispherical
resonator [7]. Although, only in the second half of the twentieth century, Bryan’s effect gets a wide
extent turning into a concept of a prototype of an angle sensor that possesses a lot of advantages
compared with a conventional gyro because its core is a monolith [8–10]. Moreover, if the power
of the wave gyro is lost for a short time, the resonator conserves the angular rate, so that when the
power returns, the gyro need not be reinstalled, etc., unlike, for instance, optical gyroscopes.

Let us now recall some mathematical aspects of the problem along the natural evolution of
ideas. The role of the most simple mechanical system, appearing as an abstract oscillatory gyro
in vitro, can play a circular Foucault pendulum. The corresponding mathematical model can be
given by the following two differential equations:

€x � 2Ω sinw _x þ ω2x ¼ 0;
€y þ 2Ω sinw _y þ ω2y ¼ �rΩ2 sinw cosw,

(1)

where w defines the latitude of geographical place;Ω is the Earth’s angular velocity in absolute
value; r is the Earth’s radius plus a distance from the point where the pendulum is suspended.
It is supposed that Earth rotates about the axis z. Here, x tð Þ and y tð Þ denote the pair of
projections of infinitesimal oscillations of the bob, weight mg, in the rotating Cartesian frame
of references O; x; y; zð Þ. The origin O belongs to the Earth’s center while the plane O; x; zð Þ
passes through both poles. For operating such a gyro in vita, the pendulum should be excited
to vibrate. Moreover, the amplitude of oscillations has to be maintained on some sensitive level
because of energy dissipation. The presence of damping requires permanently pumping the
energy into these oscillations by external forces for a permanent operating.

Almost a half century later, Bryan has derived his equation describing two similar vibration
forms which, traveling toward a thin rotating ring, produce phenomena of beats, and which, in
the case of high-frequency oscillations like those of sound, can detect effects of slow rotation
about the sensitivity axis:
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Reynolds number than a smooth cylinder or a ball. At first sight, this results in a rather
paradoxical result: there is a small range of Reynolds numbers for which the drag of a
roughened body is less than the drag of a smooth body of the same size. For a good example,
we can recall a golf ball having special dimples. Indeed, the golf with those dimples flies better
than an analogous smoothed one [1].

Physical analogies meet together and are accomplished themselves in most applications. Can
we find out an effect similar to the abovementioned dimpled ball that flies better in the area of
solid mechanics? We know that the hydrodynamic drag evolves throughout the sequence of
bifurcations. But any bifurcation is inherent in nonlinear systems. Therefore, our study should
deal with nonlinear mechanical systems. In mechanical engineering, the machines, sensors,
and other useful devices are of interest. One of them is a solid-state wave gyro from the family
of microelectromechanical system/nanoelectromechanical system (MEMS/NEMS) devices. Let
us briefly touch some key points of this topic.

In the nineteenth century, people held no doubt that the Earth is turning about its axis.
However, there were no direct proofs. For this reason, Léon Foucault had managed in 1851
his famous experiment with the giant pendulum. The heart of his experiment is the inertia of
the pendulum or the resistance to change the motion. This means that the swing plane remains
to be fixed in Newton’s absolute frame of references; moreover, this evidence can be traced
with the naked eye due to the slow clockwise veering since the Earth rotates anti-clockwise.
However, Foucault’s pendulum has one essential flaw, namely the dependence on the latitude
and its giant size suppressing the energy dissipation for a while. That is why, in 1852, though
an idea, we should note, was not new, Foucault produced a compact and convenient gyro-
scopic setup based on the immobility of the axis of a rotating mass. It was a prototype of a

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems42

conventional gyro providing needed horizons at sea and then in the air. The irony of fate,
when the twentieth century was ending, the old idea came back to use a Foucault-pendulum-
based device as a high precision gyroscope, although, in the other role of a thin axisymmetric
solid-state resonator, associated with satellite guidance systems intended for long-term mis-
sions extending up to 15 years [6].

In 1890, Bryan demonstrated that the revolving of the standing wave nodes records effectively the
rotation of the elastic resonator, as equally as a material point tends to conserve the spatial
position in Newton’s space. This evidence was not so new. Yet before Bryan’s experiments, it
was well known that the plane of transverse vibration of a straight wire will remain fixed in space
instead of turning, though the wire rotates slowly about its axis during oscillations. Bryan noticed
that when the vibrating body is such as a bell, rotation about its axis will produce an intermediate
effect: the nodal meridians revolve with angular velocity less than that of the resonator that
exhibits a new finding which yet nothing is easier than to be verified experimentally. He selected
a champagne glass, then struck it to get a pure tone andwhen the glass turns around, Bryan heard
sound beats demonstrating that the nodal meridians do not remain fixed in Newton’s absolute
space. He evaluated that the nodal angular velocity is about 3/5 of this almost hemispherical
resonator [7]. Although, only in the second half of the twentieth century, Bryan’s effect gets a wide
extent turning into a concept of a prototype of an angle sensor that possesses a lot of advantages
compared with a conventional gyro because its core is a monolith [8–10]. Moreover, if the power
of the wave gyro is lost for a short time, the resonator conserves the angular rate, so that when the
power returns, the gyro need not be reinstalled, etc., unlike, for instance, optical gyroscopes.

Let us now recall some mathematical aspects of the problem along the natural evolution of
ideas. The role of the most simple mechanical system, appearing as an abstract oscillatory gyro
in vitro, can play a circular Foucault pendulum. The corresponding mathematical model can be
given by the following two differential equations:

€x � 2Ω sinw _x þ ω2x ¼ 0;
€y þ 2Ω sinw _y þ ω2y ¼ �rΩ2 sinw cosw,

(1)

where w defines the latitude of geographical place;Ω is the Earth’s angular velocity in absolute
value; r is the Earth’s radius plus a distance from the point where the pendulum is suspended.
It is supposed that Earth rotates about the axis z. Here, x tð Þ and y tð Þ denote the pair of
projections of infinitesimal oscillations of the bob, weight mg, in the rotating Cartesian frame
of references O; x; y; zð Þ. The origin O belongs to the Earth’s center while the plane O; x; zð Þ
passes through both poles. For operating such a gyro in vita, the pendulum should be excited
to vibrate. Moreover, the amplitude of oscillations has to be maintained on some sensitive level
because of energy dissipation. The presence of damping requires permanently pumping the
energy into these oscillations by external forces for a permanent operating.

Almost a half century later, Bryan has derived his equation describing two similar vibration
forms which, traveling toward a thin rotating ring, produce phenomena of beats, and which, in
the case of high-frequency oscillations like those of sound, can detect effects of slow rotation
about the sensitivity axis:
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vt, t � vθ,θ, t, t � 4ωvθ, t þ ω2 � μ
� �

vθ,θ þ T 2vθ,θ þ vθ,θ,θ,θð Þ
σa2

¼ β vθ,θ,θ,θ,θ,θ þ 2vθ,θ, t, t þ vθ,θð Þ
σa4

:

(2)

Here, v ¼ v θ; tð Þ and w θ; tð Þ are the tangential and radial components of displacements mea-
sured in the rotating polar frame of references; aþ w;θð Þ, at time t. The symbol ω denotes the
angular rate; a is the radius of the ring; σ is mass density; T ¼ σa2 ω2 � μ

� �
stands for an

attractive force μ, times the distance, directed toward the axis. We can consider this model of
the circular ring as a prototype of a solid-state wave gyro to trace the precession of the flexural
standing wave in vacuo, that is, in the absence of damping. However, the energy dissipation
always presents in nature. Therefore, this system requires some external feedback control to
supply the wave motion. The principal parametric resonance is a good way to excite such a
gyro by driving the axisymmetric tension T. Nonetheless, some feedback is in need since the
parametrically excited oscillations are always unstable either in the presence or in the absence
of damping [8]. To maintain the functionality as well as the sensitivity of a conventional wave
gyro in practice, the driving of standing waves requires a sophisticated feedback control to
eliminate the unstable oscillations caused by their parametric excitation. Therefore, such a kind
of wave excitation looks as not quite satisfactory from the viewpoint of actuation, driving or
stability properties. Since the linear theory is not able to achieve the desired goal, it is necessary
to look for other theoretical tools within the nonlinear wave dynamics. Our thought is to use
the exclusive property of the axisymmetric mode of the ring to control the amplitude of
flexural waves in the gyro in the presence of energy dissipation, just to use this one as a sort
of catalysator in the dynamical process. This chapter demonstrates that when both the primary
resonant pumping over the axisymmetric mode and the principal parametric resonant excita-
tion are combined, such a gyro can operate without any feedback, just at the expense of the
natural nonlinearity of the resonator in a post-bifurcation regime.

2. Spring pendulum

Before all the theoretical approaches related to a wave resonant solid-state gyro, it may be of
place to consider a most simple mechanical system which behaves analogously and contains
no excess detail, in order to explain from first principles why the nonlinearity stabilizes
unstable parametric oscillations, at the expense of resonance experienced in the mechanical
system. The best candidate seems to be a spring pendulum.

Therefore, let us consider a pendulum swinging in a plane and consisting of a bob of mass m
attached to a spring with the stiffness k and of the natural length l. Under the Earth gravity, the
equilibrium length of the pendulum becomes lþ Δ, where Δ ¼ mg=k denotes the spring elon-
gation. After introducing the time-dependent radial coordinate r tð Þ, perpendicularly to the
pivot of the spring, and the angle θ tð Þ between the spring and the vertical, the equations
governing the motion can be derived easily by using the following Lagrangian function:

L ¼ m _r2 þ lþ rð Þ2 _θ2 � _r2 þ lþ rð Þ2 _θ2
� �

=2
h i

þ kr2=2þmg lþ rð Þ1� cosθ� r½ �: (3)
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Alternatively, we may follow the Hamiltonian approach:

H ¼ p21
m

þ p22
m lþ q1
� �2 �

1
2m

p21
m2 þ

p22
lþ q1
� �2m2

 !
þ kq21

2
þmg lþ q1

� �
1� cos q2
� �� q1

� �
, (4)

and then writing the following set of Hamiltonian equations:

_q1 ¼
p1
m

; _q2 ¼
p2
m

lþ Δþ q1
� ��2;

_p1 ¼
p22
m

lþ Δþ q1
� ��3 � kq1 þmg cos q2 � 1

� �
;

_p2 ¼ �mg lþ Δþ q1
� �

sin q2,

(5)

where q1 ¼ r, q2 ¼ θ, p1 ¼ m _r, p2 ¼ m lþ rð Þ2 _θ are the canonical coordinates. For further prep-
arations, it is convenient to pass from the physical coordinates to dimensionless variables:

t ¼ τ=Ω1; p1 ¼ lmΩ1 z3; p2 ¼ l2m Ω2
1 þΩ2

2

� �2
z4=Ω3

1; q1 ¼ lz1; q2 ¼ z2, where Ω1 ¼
ffiffiffiffiffiffiffiffiffi
k=m

p
and

Ω2 ¼
ffiffiffiffiffiffiffi
g=l

p
denote the natural radial and angular frequencies of the pendulum with an

inextensible thread at small oscillations. Notice that the angular frequency would be somewhat

lower in the case of extensible thread, namely ν ¼ Ω2=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2

1 þΩ2
2

q
. In the new dimensionless

variables, equations of infinitesimal oscillations would read

dz1
dτ

¼ z3;
dz2
dτ

¼ z4;

dz3
dτ

¼ �z1;
dz4
dτ

¼ �ν2z2:
(6)

Let us now consider small-but-finite oscillations of the pendulum. In this case, the general
solution to the set (6) can be represented as follows:

z1 τð Þ ¼ �μA1 Tð Þ cos w1 Tð Þ þ τð Þ;
z2 τð Þ ¼ �μ A2 Tð Þ cos ντþ w2 Tð Þð Þ=ν;
z3 τð Þ ¼ μA1 Tð Þ sin w1 Tð Þ þ τð Þ;
z4 τð Þ ¼ μA2 Tð Þ sin ντþ w2 Tð Þð Þ

8>>><
>>>:

(7)

to look for solutions to Eq. (5) with unknown amplitudes Ai and phases wi slowly evolving in
the new slow time T ¼ μτ, where μ is arbitrary small-scaling parameter. The substitution from
Eq. (7) into Eq. (5), and ordering in μ, yields the following set of first-order approximation
evolution equations:

dA1

dT
¼ �A2

2

2
sinΦ;

dA2

dT
¼ 9A2A1

32
sinΦ;

dΦ
dT

¼ 9A1

16
� 2A2

2

A1

� �
cosΦ,

(8)
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vt, t � vθ,θ, t, t � 4ωvθ, t þ ω2 � μ
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vθ,θ þ T 2vθ,θ þ vθ,θ,θ,θð Þ
σa2
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Here, v ¼ v θ; tð Þ and w θ; tð Þ are the tangential and radial components of displacements mea-
sured in the rotating polar frame of references; aþ w;θð Þ, at time t. The symbol ω denotes the
angular rate; a is the radius of the ring; σ is mass density; T ¼ σa2 ω2 � μ

� �
stands for an

attractive force μ, times the distance, directed toward the axis. We can consider this model of
the circular ring as a prototype of a solid-state wave gyro to trace the precession of the flexural
standing wave in vacuo, that is, in the absence of damping. However, the energy dissipation
always presents in nature. Therefore, this system requires some external feedback control to
supply the wave motion. The principal parametric resonance is a good way to excite such a
gyro by driving the axisymmetric tension T. Nonetheless, some feedback is in need since the
parametrically excited oscillations are always unstable either in the presence or in the absence
of damping [8]. To maintain the functionality as well as the sensitivity of a conventional wave
gyro in practice, the driving of standing waves requires a sophisticated feedback control to
eliminate the unstable oscillations caused by their parametric excitation. Therefore, such a kind
of wave excitation looks as not quite satisfactory from the viewpoint of actuation, driving or
stability properties. Since the linear theory is not able to achieve the desired goal, it is necessary
to look for other theoretical tools within the nonlinear wave dynamics. Our thought is to use
the exclusive property of the axisymmetric mode of the ring to control the amplitude of
flexural waves in the gyro in the presence of energy dissipation, just to use this one as a sort
of catalysator in the dynamical process. This chapter demonstrates that when both the primary
resonant pumping over the axisymmetric mode and the principal parametric resonant excita-
tion are combined, such a gyro can operate without any feedback, just at the expense of the
natural nonlinearity of the resonator in a post-bifurcation regime.

2. Spring pendulum

Before all the theoretical approaches related to a wave resonant solid-state gyro, it may be of
place to consider a most simple mechanical system which behaves analogously and contains
no excess detail, in order to explain from first principles why the nonlinearity stabilizes
unstable parametric oscillations, at the expense of resonance experienced in the mechanical
system. The best candidate seems to be a spring pendulum.

Therefore, let us consider a pendulum swinging in a plane and consisting of a bob of mass m
attached to a spring with the stiffness k and of the natural length l. Under the Earth gravity, the
equilibrium length of the pendulum becomes lþ Δ, where Δ ¼ mg=k denotes the spring elon-
gation. After introducing the time-dependent radial coordinate r tð Þ, perpendicularly to the
pivot of the spring, and the angle θ tð Þ between the spring and the vertical, the equations
governing the motion can be derived easily by using the following Lagrangian function:

L ¼ m _r2 þ lþ rð Þ2 _θ2 � _r2 þ lþ rð Þ2 _θ2
� �

=2
h i
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Alternatively, we may follow the Hamiltonian approach:
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� �
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arations, it is convenient to pass from the physical coordinates to dimensionless variables:
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lower in the case of extensible thread, namely ν ¼ Ω2=
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variables, equations of infinitesimal oscillations would read
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¼ z3;
dz2
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¼ z4;

dz3
dτ
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dz4
dτ

¼ �ν2z2:
(6)

Let us now consider small-but-finite oscillations of the pendulum. In this case, the general
solution to the set (6) can be represented as follows:

z1 τð Þ ¼ �μA1 Tð Þ cos w1 Tð Þ þ τð Þ;
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(7)

to look for solutions to Eq. (5) with unknown amplitudes Ai and phases wi slowly evolving in
the new slow time T ¼ μτ, where μ is arbitrary small-scaling parameter. The substitution from
Eq. (7) into Eq. (5), and ordering in μ, yields the following set of first-order approximation
evolution equations:

dA1

dT
¼ �A2

2

2
sinΦ;

dA2
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¼ 9A2A1
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sinΦ;

dΦ
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¼ 9A1
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2

A1

� �
cosΦ,

(8)

Bifurcation Makes a Wave Resonant Solid-State Gyro Be Stable
http://dx.doi.org/10.5772/intechopen.71726

45



under the one assumption that the following integer-valued ratio between the frequencies,
manifesting the primary parametric resonance, that is, 1 : ν ¼ 1 : 2, takes place. Notice that the
set (8) contains the so-called generalized phase Φ Tð Þ ¼ w1 Tð Þ � 2w2 Tð Þ, as the unknown vari-
able. The set (8) is of Hamiltonian structure. So, the related average Hamiltonian function reads

A2
2 Tð ÞA1 Tð Þ cosΦ Tð Þ ¼ A2

2 0ð ÞA1 0ð Þ: (9)

Moreover, Eq. (8) posses one more additional integral of motion:

E ¼ 9A1
2

32
þ A2

2

2
, (10)

where E ¼ 9A2
1 0ð Þ=32þ A2

2 0ð Þ=2 is the average kinetic energy of the pendulum defined at the
initial instant of time. These two integrals, Eqs. (9) and (10), allow us to integrate the set (8)
analytically in terms of Jacobi elliptic functions [3].

Let us now refer to the damped forced motion of the pendulum. In this case, equations
governing the motion (5) can be easily modified to the following form:

_q1 ¼
p1
m

; _q2 ¼
p2
m

lþ Δþ q1
� ��2;

_p1 ¼
p22
m

lþ Δþ q1
� ��3 � kq1 þmg cos q2 � 1

� �� 2μδp1 � μF cos Ω1tþ ψ1

� �
;

_p2 ¼ �mg lþ Δþ q1
� �

sin q2 � 2μδp2,

(11)

where δ is the viscous drag coefficient; F is the amplitude of an external harmonic force acting
at the resonant frequency of free radial oscillations of the pendulum. We can utilize the same
anzats (7) to derive the truncated set of modulation equation for slowly varying amplitudes
and phases. Small parameter μ emphasizes that both the damping and forcing are small but
finite. After the substitution from Eq. (7) into Eq. (11), and ordering in μ, the first-order
approximation evolution equations describing the resonant excitation of the pendulum over
the radial mode can be written as

dA1

dT
¼ �A2

2 sinΦ=2þ G�ΛA1;

dA2

dT
¼ 9A2A1 sinΦ

32
�ΛA2;

dΦ
dT

¼ � A2
2

2A1
þ 9A1

16

� �
cosΦ:

(12)

These equations take in a natural manner into account the so-called triad-angle locking phe-
nomenon described in [2], when both the phase of external force and the phase of radial
oscillations have to be coupled, that is, �w1 Tð Þ þ ψ1 ¼ π=2, accordingly the phase matching
conditions. Notice that the parameter G ¼ F=6mg, entering Eq. (12), is interpreted as the
dimensionless force, while Λ ¼ δ=Ω1 stands for the dimensionless drag coefficient.

In the case of stationary motion, when the amplitudes are constants, Eq. (12) produces the
following algebraic set of equations:
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�A2
2=2þ G�ΛA1 ¼ 0;

9A2A1

32
�ΛA2 ¼ 0; Φ Tð Þ ¼ π=2, (13)

having the following solutions:

A1 ¼ G
Λ
, A2 ¼ 0, when K ≤

32Λ2

9
; (14)

and

A1 ¼ 32Λ
9

, A2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
18G� 64Λ2

p
=3, as K >

32Λ2

9
: (15)

These solutions, Eqs. (14) and (15), are plotted in Figure 1. As we can see, the dimensionless
parameter K plays the role of control parameter governing the bifurcation of the system. The
stationary solution (14) near the bifurcation point K ¼ 32Λ2=9 becomes unstable and gives
way to the new stationary steady state (15).

Figure 1. Bifurcation diagram—Amplitudes of radial and angular modes versus control parameter K. Solid circles refer to
stable angular oscillations, circles mark stable radial oscillations. Crosses denote unstable radial mode. Change in the
stability takes place near the bifurcation point K (parameter Λ ¼ 3=8

ffiffiffi
2

p
has been scaled arbitrary for the best view).
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under the one assumption that the following integer-valued ratio between the frequencies,
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where δ is the viscous drag coefficient; F is the amplitude of an external harmonic force acting
at the resonant frequency of free radial oscillations of the pendulum. We can utilize the same
anzats (7) to derive the truncated set of modulation equation for slowly varying amplitudes
and phases. Small parameter μ emphasizes that both the damping and forcing are small but
finite. After the substitution from Eq. (7) into Eq. (11), and ordering in μ, the first-order
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These equations take in a natural manner into account the so-called triad-angle locking phe-
nomenon described in [2], when both the phase of external force and the phase of radial
oscillations have to be coupled, that is, �w1 Tð Þ þ ψ1 ¼ π=2, accordingly the phase matching
conditions. Notice that the parameter G ¼ F=6mg, entering Eq. (12), is interpreted as the
dimensionless force, while Λ ¼ δ=Ω1 stands for the dimensionless drag coefficient.

In the case of stationary motion, when the amplitudes are constants, Eq. (12) produces the
following algebraic set of equations:
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To examine the stability properties without any excess mathematical preparations, let us
analyze the power of drag forces using the energy balance resulted from the set (12):

d
dT

9A2
1

16
þ A2

2

� �
¼ �Λ

9A2
1

16
þ A2

2

� �
þ 9GA1

16
: (16)

For the stationary orbits, the left-hand term of this equation is zero. Since the right-hand term,
representing changes of the average kinetic energy in time, is also zero, then the power of drag
forces should be, in turn, proportional to the kinetic energy with a negative sign. The diagram
of the average kinetic energy as the function of control parameter K is shown in Figure 2. As
we can see, the power of drag forces reduces after the bifurcation under the same external
harmonic excitation. This means stability.

Let us now refer to the original Eq. (11) to verify results yielded by the modulation theory. To

plot the numerical results, we have used the following transform: t ¼ τ
ffiffiffiffiffiffiffiffiffi
m=k

p
; p1 tð Þ ¼ lmffiffiffiffiffiffiffiffiffi

k=m
p

z3 τð Þ; p2 tð Þ ¼ m
ffiffiffiffiffiffiffiffiffi
k=m

p
mgþ lkð Þ2z4 τð Þ=k2; q1 tð Þ ¼ lz1 τð Þ; q2 tð Þ ¼ z2 τð Þ, from the physical
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Figure 2. Bifurcation diagram—Average kinetic energy versus control parameter K. Solid lines refer to stable oscillations
while dotted line marks unstable regime of oscillations. Parameter Λ is the same as in Figure 1.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems48

follows: F ¼ 1:0 N; β ¼ 0:01 kg=s; δ ¼ 0:01 s�1; g ¼ 9:8m=s2; k ¼ 29:40 kg=s2; l ¼ 1:0m;
m ¼ 1:0 kg.

Since we are studying a damped forced motion, the initial conditions to the governing equa-
tions rewritten in terms of either the physical or the dimensionless variables zi τð Þ cannot play
any role at large times, though we have decided to start in our calculations from the static
equilibrium point. Figure 3(a) displays the time history of the radial coordinate of the system
governed by Eq. (11), rewritten in new dimensionless variables zi τð Þ, while the evolution of the
angular oscillations is shown in Figure 3(b). Figure 4 displays a typical Lissajous curve that
appears on z1; z2ð Þ cross section of the four-dimensional phase space for the fully developed
stationary state. Figure 5 shows individual cross sections related to the radial and angular
vibrations in the developed stationary regime of oscillations. Finally, Figure 6 exhibits the
evolution of the Hamiltonian function (4) or the energy of the system (11) in comparison with
that one where the angular coordinate is fixed to zero but the force excitation remains the
same. Notice that if the angular coordinate is fixed, then the pendulum just performs linear
oscillations in the radial direction.

In new dimensionless variables zi τð Þ, the energy of the oscillating pendulum is given by the
following explicit expression:

E τð Þ ¼ 1

18 z1 þ 1ð Þ2
�54 z1 þ 1ð Þ3 cos z2 þ 81z41 þ 162z31þ
81z23 þ 135
� �

z21 þ 162z23 þ 108
� �

z1 þ 81 z23 þ 256z24 þ 54

 !
: (17)

Mathematically, the above results represent direct proofs that in our case the modulation
theory has more advantages in comparison with numerical investigations. At small and even
moderate oscillations, this asymptotic approach allows us to make up a complete parametric
analysis of the system under the study. Pragmatically, stability properties demonstrated using
the above example of a spring oscillator in post-bifurcation regime can be used when design-
ing an idea of a high-precision angular sensor which can appear in the form of a circular
Foucault pendulum, in most simple case, or as a solid-state wave gyro with axisymmetric
resonator in more general case (for instance, see [4, 5] and references therein).

(a) (b)

Figure 3. The evolution of the damped forced radial coordinate of the pendulum in time τ (a) and the time history of the
resonantly excited angular coordinate of the pendulum in time τ (b).

Bifurcation Makes a Wave Resonant Solid-State Gyro Be Stable
http://dx.doi.org/10.5772/intechopen.71726

49



To examine the stability properties without any excess mathematical preparations, let us
analyze the power of drag forces using the energy balance resulted from the set (12):
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For the stationary orbits, the left-hand term of this equation is zero. Since the right-hand term,
representing changes of the average kinetic energy in time, is also zero, then the power of drag
forces should be, in turn, proportional to the kinetic energy with a negative sign. The diagram
of the average kinetic energy as the function of control parameter K is shown in Figure 2. As
we can see, the power of drag forces reduces after the bifurcation under the same external
harmonic excitation. This means stability.

Let us now refer to the original Eq. (11) to verify results yielded by the modulation theory. To
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Figure 2. Bifurcation diagram—Average kinetic energy versus control parameter K. Solid lines refer to stable oscillations
while dotted line marks unstable regime of oscillations. Parameter Λ is the same as in Figure 1.
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m ¼ 1:0 kg.
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any role at large times, though we have decided to start in our calculations from the static
equilibrium point. Figure 3(a) displays the time history of the radial coordinate of the system
governed by Eq. (11), rewritten in new dimensionless variables zi τð Þ, while the evolution of the
angular oscillations is shown in Figure 3(b). Figure 4 displays a typical Lissajous curve that
appears on z1; z2ð Þ cross section of the four-dimensional phase space for the fully developed
stationary state. Figure 5 shows individual cross sections related to the radial and angular
vibrations in the developed stationary regime of oscillations. Finally, Figure 6 exhibits the
evolution of the Hamiltonian function (4) or the energy of the system (11) in comparison with
that one where the angular coordinate is fixed to zero but the force excitation remains the
same. Notice that if the angular coordinate is fixed, then the pendulum just performs linear
oscillations in the radial direction.

In new dimensionless variables zi τð Þ, the energy of the oscillating pendulum is given by the
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theory has more advantages in comparison with numerical investigations. At small and even
moderate oscillations, this asymptotic approach allows us to make up a complete parametric
analysis of the system under the study. Pragmatically, stability properties demonstrated using
the above example of a spring oscillator in post-bifurcation regime can be used when design-
ing an idea of a high-precision angular sensor which can appear in the form of a circular
Foucault pendulum, in most simple case, or as a solid-state wave gyro with axisymmetric
resonator in more general case (for instance, see [4, 5] and references therein).

(a) (b)

Figure 3. The evolution of the damped forced radial coordinate of the pendulum in time τ (a) and the time history of the
resonantly excited angular coordinate of the pendulum in time τ (b).

Bifurcation Makes a Wave Resonant Solid-State Gyro Be Stable
http://dx.doi.org/10.5772/intechopen.71726

49



Gradually, one may always construct an appropriate theory by further developing the model
given by Eq. (1). Nonetheless, here we decided to invoke more general case in our consider-
ation, namely a thin-ring resonator of which is described in detail in [11].

3. Thin-ring resonator

In order to define the in-plane position in a thin-ring resonator, thickness h and radius R,
rotating with angular velocity Θ about its sensitive axis, we introduce the two frames of polar

Figure 4. The evolution of the damped forced radial coordinate of the pendulum in time τ.

(a) (b)

Figure 5. Cross sections of the phase space demonstrating individual dynamical behavior over the radial (a) and angular
coordinates (b) at the damped forced oscillations in a spring pendulum in time τ.
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coordinates in the absolute Newton’s space Rþ w;fþ v=Rð Þ and in the rotating plane
Rþ w;wþ v=Rð Þ where both have the same center as pole. Here, w and v are radial and
tangential displacements of the ring, respectively. Therefore, we shall have

f ¼ wþΘt,

if the ring rotates uniformly in time t. Also, we may suppose that the angular rate as a slowly
varying function of time. In this case, the latter expression is slightly modified by the following
integral:

f ¼ wþ
ðt

t0

Θ τð Þdτ:

Equations of motion are derived from the theory of thin-walled shells that uses Kirchhoff-Love
hypotheses. So, the field of displacements in the ring is expressed as u sð Þ ¼ v� ζ ws � v=Rð Þ and
u ζð Þ ¼ w, where v ¼ v s; tð Þ and w ¼ w s; tð Þ are the components of displacements, rewritten as
functions of the circumferential coordinate s; ζ is the distance from the mid-line along the radius.

In the rotating frame of references, the Lagrangian density of the system reads

L ¼ rF
2

vt þΘwþ RΘð Þ2 þ wt �Θvð Þ2
h i

� EFκ2

2R2 v2 � 1
2

ðh=2

�h=2

Ee2ssdζ,

Figure 6. Energy of the pendulum becomes some lower in comparison with the same system with fixed angular
coordinate. Dashed line refers to a spring pendulum with constrained to zero angular coordinate.
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where E is Young’s modulus; F denotes cross-section square; r is mass density; κ characterizes
the stiffness of the rotating platform of the ring; ess ¼ vs þ w=Rþ ξ ws,s � vs=Rð Þ þ w2

s=2 is the
circumferential component of the deformation tensor. According to paradigms of the varia-
tional analysis, equations governing the motion in the ring have the following form:

L _vð Þt þ Lvsð Þs � Lv ¼ Q vð Þ �R _v ;

L _wð Þt þ Lwsð Þs � Lws,s
� �

s, s � Lw ¼ Q wð Þ �R _w,
(18)

where Q vð Þ and Q wð Þ are introduced as generalized forces; the function R ¼ ηK, expressed
through the kinetic energy K, is respective for the energy dissipation model linearly scaled by
the coefficient η. For further preparations, it seems to be continent to rearrange these equations
to dimensionless notation:

€v þ 2μΩ _w þ μ _Ωwþ _Ω=e� μ2Ω2v� Vw þ e2Ww,w þ κ2v ¼ eμ
2

w2
w

� �
w
þQv;

€w � 2μΩ _v � μ _Ωv� μ2Ω2w� μΩ2=eþ V þ e2Ww,w,w

¼ eμ Vww

� �
w
þ w2

w

2

" #
þ e2μ2

2
w3

w

� �
w
þQw,

(19)

where e ¼ h=
ffiffiffiffiffi
12

p
R≪ 1 is the relative thickness of the ring; small parameter μ ¼ a=R≪ 1 is

intended for making up further procedures of the perturbation analysis; the functions
V ¼ vw þ w and W ¼ ww � v are written for brevity. The transform to these dimensionless
variables reads: v τ;wð Þ ! v s; tð Þ=μa; w τ;wð Þ ! w s; tð Þ=μa; w ¼ s=R; τ ¼ tc=R; Ω τð Þ ¼ Θ tð ÞR=
μc. Here, c ¼ ffiffiffiffiffiffiffiffi

E=r
p

denotes the wave propagation velocity; a ¼ h=
ffiffiffiffiffi
12

p
.

Finally, we should provide the set (19) by the periodicity conditions

v w; τð Þ ¼ v wþ 2π; τð Þ; w w; τð Þ ¼ w wþ 2π; τð Þ: (20)

3.1. Dispersion relation

For studying the wave propagation in the rotating frame of references, it is convenient to
define linear modes of oscillations in the ring on the fixed platform. If the rotation is absent,
then the normal modes of vibrations represent standing waves being a superposition of two
waves traveling toward identical wave numbers, frequencies as well as amplitudes. First of all,
we should understand how the spectrum of these oscillatory modes would change in the
uniformly rotating ring. Are there the standing modes taking place? And if these cannot be
detected, then, what thing should we invoke instead into our study? We know that the
precession of waves appears as a reaction on the rotation. Therefore, there will be expected
some asymmetry in the polarization vectors of traveling waves. One more finding is we know
that the precession rate of waves has to be proportional to the difference between the frequen-
cies in the wave pair as if those compose a standing wave in the ring being at rest. Let the
angular rate in the ring be constant and then the wave precession should appear as some sort
of kinematic reactions on the rotation of the ring platform. But if the platform rotates with
acceleration, then we can expect a kind of some dynamical response that may appear as
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essentially differ from kinematic one. Fortunately, experiments with revolving axisymmetric
bodies tell us that the expression for the uniformly rotating ring, which will be done subse-
quently, is equally valid in both cases of the uniformly rotating ring and in the motion with
arbitrary, but moderate, angular acceleration [8].

In the case of uniform rotating, a simple solution of the linearized set (19) is given by

v τ;wð Þ ¼ � μΩ2

e μ2Ω2 � 1
� �þ B exp i nwþ ωτð Þ; w τ;wð Þ ¼ A exp i nwþ ωτð Þ,

Here, we can trace the appearance of the constant extension in radial direction caused by the
centrifuge force. Notice that the amplitudes, A and B, entering therein, are linearly interrelated,
that is, B ¼ pA, through the interrelation coefficients, p, defined for both the high- and low-
frequency sets of normal modes:

pk,n ¼ � i 2μΩωk,n þ n 1þ e2n2
� �� �

n2 1þ e2ð Þ þ κ2 � ω2
k,n þ μ2Ω2

� � : (21)

The high- and low-frequency branches are indexed by k ¼ 1 and k ¼ 2, correspondingly. Recall
from the linear algebra that these coefficients should satisfy the orthogonality condition, that
is, p1,np2,n ¼ �1, for arbitrary wave number n, excluding the one case of linearly decoupled
oscillations, taking place at n ¼ 0, that is, at axisymmetric radial oscillations. The natural
frequencies of waves, ωk,n, are defined by the dispersion relation

n2 1þ e2
� �þ κ2 � ω2 þ μ2Ω2� �� �

1þ e2n4 � ω2 þ μ2Ω2� �� �� 2μΩω� n 1þ e2n2
� �� �2 ¼ 0:

(22)

Let the angular velocity be zero and then the dispersion relation turns into the simple algebraic
equation

�n6e2 � e2 �ω2 � 2þ κ2
� �

n4 þ ω2 � 1
� �

e2 þ ω2
� �

n2 � ω4 þ 1þ κ2
� �

ω2 � κ2 ¼ 0, (23)

Two identical ones of all the four roots of Eq. (23) are shown in Figure 7. The low-frequency
branch refers in general to the bending modes while the high-frequency ones reply mainly to
the circumferential modes of extension.

In the case of a small angular rate, that is, Ω≪ωk,n, the roots of the dispersion relation (22) are
approximately represented as follows:

ωk,n Ωð Þ ≈ωk,n 0ð Þ þ 2μΩn 1þ e2n2
� �

1þ e2n4 þ 1þ e2ð Þn2 þ κ2 � 2 ωk,n 0ð Þð Þ2 : (24)

It may not, perhaps, be out of place to note that these roots possess by asymmetry because of the
angular rate. Nonetheless, each frequency, ωk,n, can be decomposed on the antisymmetric term
as well as on the symmetric part. The antisymmetric term is respective for the wave precession
caused by the ring rotation while the symmetric one describes a small inessential correction.
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3.1. Dispersion relation

For studying the wave propagation in the rotating frame of references, it is convenient to
define linear modes of oscillations in the ring on the fixed platform. If the rotation is absent,
then the normal modes of vibrations represent standing waves being a superposition of two
waves traveling toward identical wave numbers, frequencies as well as amplitudes. First of all,
we should understand how the spectrum of these oscillatory modes would change in the
uniformly rotating ring. Are there the standing modes taking place? And if these cannot be
detected, then, what thing should we invoke instead into our study? We know that the
precession of waves appears as a reaction on the rotation. Therefore, there will be expected
some asymmetry in the polarization vectors of traveling waves. One more finding is we know
that the precession rate of waves has to be proportional to the difference between the frequen-
cies in the wave pair as if those compose a standing wave in the ring being at rest. Let the
angular rate in the ring be constant and then the wave precession should appear as some sort
of kinematic reactions on the rotation of the ring platform. But if the platform rotates with
acceleration, then we can expect a kind of some dynamical response that may appear as
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essentially differ from kinematic one. Fortunately, experiments with revolving axisymmetric
bodies tell us that the expression for the uniformly rotating ring, which will be done subse-
quently, is equally valid in both cases of the uniformly rotating ring and in the motion with
arbitrary, but moderate, angular acceleration [8].

In the case of uniform rotating, a simple solution of the linearized set (19) is given by

v τ;wð Þ ¼ � μΩ2

e μ2Ω2 � 1
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Here, we can trace the appearance of the constant extension in radial direction caused by the
centrifuge force. Notice that the amplitudes, A and B, entering therein, are linearly interrelated,
that is, B ¼ pA, through the interrelation coefficients, p, defined for both the high- and low-
frequency sets of normal modes:
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The high- and low-frequency branches are indexed by k ¼ 1 and k ¼ 2, correspondingly. Recall
from the linear algebra that these coefficients should satisfy the orthogonality condition, that
is, p1,np2,n ¼ �1, for arbitrary wave number n, excluding the one case of linearly decoupled
oscillations, taking place at n ¼ 0, that is, at axisymmetric radial oscillations. The natural
frequencies of waves, ωk,n, are defined by the dispersion relation
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Two identical ones of all the four roots of Eq. (23) are shown in Figure 7. The low-frequency
branch refers in general to the bending modes while the high-frequency ones reply mainly to
the circumferential modes of extension.

In the case of a small angular rate, that is, Ω≪ωk,n, the roots of the dispersion relation (22) are
approximately represented as follows:
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It may not, perhaps, be out of place to note that these roots possess by asymmetry because of the
angular rate. Nonetheless, each frequency, ωk,n, can be decomposed on the antisymmetric term
as well as on the symmetric part. The antisymmetric term is respective for the wave precession
caused by the ring rotation while the symmetric one describes a small inessential correction.
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4. Nonlinear resonant coupling between the axisymmetric radial
oscillation and two similar bending wave forms being in phase

This section invokes briefly some general points from the common theory of waves, including
understanding phenomena of resonance experienced in nonlinear mechanical systems and
some mathematical preparations which are necessary to investigate the given problem from
the viewpoint of the perturbation analysis, using methods of slowly varying amplitudes and
phases. Then, we generalize the problem by considering the case of damped forced oscillations
in a thin circular ring. This generalization of the problem leads to a thought on how to excite
stable wave precession regimes which need no feedback to repair unwanted motions in the
solid-state wave gyro.

4.1. Triple-mode resonant coupling between waves in the ring

Truncated equations or evolution equations describing the modulation phenomena of ampli-
tudes and phases can be directly obtained using the following anzats [12–15]:

v τ;wð Þ ¼
X3

k¼1

pkAk Tð Þexp ifk; w τ;wð Þ ¼
X3

k¼1

Ak Tð Þexp ifk, (25)

which represent an approximated solution to Eq. (19). Here, Ak Tð Þ (k ¼ 1::3) are the slowly
varying complex wave amplitudes, evolving at slow time T ¼ μτ; f1 ¼ nwþ ω1τ, f2 ¼
�nwþ ω1τ, f3 ¼ ω3τ are the fast rotating phases; ∗ð Þ denote the complex conjugation. Notice
that the amplitude and phase number three refer to the axisymmetric radial oscillation of the ring.

Figure 7. The high- and low-frequency dispersion branches for waves on the fixed platform (e ¼ 0:01, κ ¼ 0:45, Ω ¼ 0).
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We assume that the angular rate and acceleration of the ring are small enough, that is,
Θ τð Þ � μ and dΘ=dτ � μ2. Also, we should suppose that spectral parameters of waves in the
solution (25) are matched by the following phase synchronicity conditions:

ω3 ¼ ω1 þ ω2 þ μΔω, (26)

where Δω denotes a small discrepancy between the phases of the high-frequency axisymmetric
radial oscillation and two low-frequency quasi-harmonic waves with amplitudes, numbers one
and two. Certainly, all the frequencies ω1, ω2, ω3 and the wave numbers �n should satisfy the
dispersion relation (23). In the theory of nonlinear waves, such a trio is used to name a resonant
triplet while the synchronicity (26) is associated with the so-called phase-matching conditions.

One more convenient way of obtaining the evolution equation is walking down along the
Hamiltonian formalism. Let us consider the average Lagrangian of the system

Lh i ¼ 1
2π

� �3 ð2π
0

ð2π
0

ð2π
0

Ldf1

� �
df2

� �
df3, (27)

in order than to expand this one in a formal series in small parameter μ as follows:

Lh i ¼ L0 þ μL1 þ μ2L2 þ…,

Here, zero-order approximation term, that is, L0 ¼ 0, would coincide exactly with the disper-
sion relation, accordingly to findings of Whitham [16]. The second term L1, entering this
expansion, describes effects arising in the first-order nonlinear approximation analysis which
we need to study here. Then, the nontrivial average Hamiltonian of the system would read

H ¼
X3

k¼1

Ak,T
∂L1

∂Ak,T
þ Ak,T

∂L1

∂Ak,T

 !
� L1,

In this case of resonant coupling between the axisymmetric radial oscillation and two low-
frequency bending waves, being in phase (26), this average Hamiltonian is rearranged in more
pragmatic form

H ¼ 2iΩ
X2

j¼1

ωj pj � pj
� �

Aj
�� ��2 þ en2 A1A2A3exp iΔωTð Þ þ A1A2A3exp �iΔωTð Þ� �

: (28)

Recall that the bending wave frequency ω ¼ ω1 ¼ ω2 should be close to the frequency ω3=2
that denotes the frequency of the axisymmetric radial oscillation, that is, ω3 ¼ 1. Note that the
case under consideration is associated with the principal parametric resonance. His Hamiltonian
produces a set of following evolution equations:

dA1

dT
¼ 2Ω p1 � p1

� �
1þ p2

A1 � ien2

ω 1þ p2ð ÞA2A3eiΔωT

dA2

dT
¼ 2Ω p2 � p2

� �
1þ p2

A1 � ie n2

ω 1þ p2ð ÞA1A3eiΔωT;

dA3

dT
¼ �ie n2A1A2e�iΔωT,

(29)
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4. Nonlinear resonant coupling between the axisymmetric radial
oscillation and two similar bending wave forms being in phase

This section invokes briefly some general points from the common theory of waves, including
understanding phenomena of resonance experienced in nonlinear mechanical systems and
some mathematical preparations which are necessary to investigate the given problem from
the viewpoint of the perturbation analysis, using methods of slowly varying amplitudes and
phases. Then, we generalize the problem by considering the case of damped forced oscillations
in a thin circular ring. This generalization of the problem leads to a thought on how to excite
stable wave precession regimes which need no feedback to repair unwanted motions in the
solid-state wave gyro.

4.1. Triple-mode resonant coupling between waves in the ring

Truncated equations or evolution equations describing the modulation phenomena of ampli-
tudes and phases can be directly obtained using the following anzats [12–15]:

v τ;wð Þ ¼
X3

k¼1

pkAk Tð Þexp ifk; w τ;wð Þ ¼
X3

k¼1

Ak Tð Þexp ifk, (25)

which represent an approximated solution to Eq. (19). Here, Ak Tð Þ (k ¼ 1::3) are the slowly
varying complex wave amplitudes, evolving at slow time T ¼ μτ; f1 ¼ nwþ ω1τ, f2 ¼
�nwþ ω1τ, f3 ¼ ω3τ are the fast rotating phases; ∗ð Þ denote the complex conjugation. Notice
that the amplitude and phase number three refer to the axisymmetric radial oscillation of the ring.

Figure 7. The high- and low-frequency dispersion branches for waves on the fixed platform (e ¼ 0:01, κ ¼ 0:45, Ω ¼ 0).
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We assume that the angular rate and acceleration of the ring are small enough, that is,
Θ τð Þ � μ and dΘ=dτ � μ2. Also, we should suppose that spectral parameters of waves in the
solution (25) are matched by the following phase synchronicity conditions:

ω3 ¼ ω1 þ ω2 þ μΔω, (26)

where Δω denotes a small discrepancy between the phases of the high-frequency axisymmetric
radial oscillation and two low-frequency quasi-harmonic waves with amplitudes, numbers one
and two. Certainly, all the frequencies ω1, ω2, ω3 and the wave numbers �n should satisfy the
dispersion relation (23). In the theory of nonlinear waves, such a trio is used to name a resonant
triplet while the synchronicity (26) is associated with the so-called phase-matching conditions.

One more convenient way of obtaining the evolution equation is walking down along the
Hamiltonian formalism. Let us consider the average Lagrangian of the system

Lh i ¼ 1
2π

� �3 ð2π
0

ð2π
0

ð2π
0

Ldf1

� �
df2

� �
df3, (27)

in order than to expand this one in a formal series in small parameter μ as follows:

Lh i ¼ L0 þ μL1 þ μ2L2 þ…,

Here, zero-order approximation term, that is, L0 ¼ 0, would coincide exactly with the disper-
sion relation, accordingly to findings of Whitham [16]. The second term L1, entering this
expansion, describes effects arising in the first-order nonlinear approximation analysis which
we need to study here. Then, the nontrivial average Hamiltonian of the system would read

H ¼
X3

k¼1

Ak,T
∂L1

∂Ak,T
þ Ak,T

∂L1

∂Ak,T

 !
� L1,

In this case of resonant coupling between the axisymmetric radial oscillation and two low-
frequency bending waves, being in phase (26), this average Hamiltonian is rearranged in more
pragmatic form

H ¼ 2iΩ
X2

j¼1

ωj pj � pj
� �

Aj
�� ��2 þ en2 A1A2A3exp iΔωTð Þ þ A1A2A3exp �iΔωTð Þ� �

: (28)

Recall that the bending wave frequency ω ¼ ω1 ¼ ω2 should be close to the frequency ω3=2
that denotes the frequency of the axisymmetric radial oscillation, that is, ω3 ¼ 1. Note that the
case under consideration is associated with the principal parametric resonance. His Hamiltonian
produces a set of following evolution equations:

dA1

dT
¼ 2Ω p1 � p1

� �
1þ p2

A1 � ien2

ω 1þ p2ð ÞA2A3eiΔωT

dA2

dT
¼ 2Ω p2 � p2

� �
1þ p2

A1 � ie n2

ω 1þ p2ð ÞA1A3eiΔωT;

dA3

dT
¼ �ie n2A1A2e�iΔωT,

(29)
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where pk ¼ �1ð Þkin 1þ e2n2
� �

= 1þ e2
� �

n2 � ω2
� �

are the wave polarization coefficients which

satisfy the equality p ¼ p1
�� �� ¼ p2

�� ��, due to the symmetry of the problem.

Now, we use the following transform of variables:

A1 ¼ a1exp
2 p1 � p1
� �
1þ p2

ðT

0

Ω ςð Þdς
0
@

1
A;

A2 ¼ a2exp
2 p2 � p2
� �
1þ p2

ðT

0

Ω ςð Þdς
0
@

1
A;

A3 ¼ a3,

(30)

that allows us to rewrite the set (29) by getting rid of Coriolis terms:

da1
dT

¼ � ien2

ω 1þ p2ð Þ a2a3e
iΔωT;

da2
dT

¼ � ien2

ω 1þ p2ð Þ a1a3e
iΔωT;

da3
dT

¼ �ien2a1a2e�iΔωT,

(31)

Eq. (32) have now obtained a standard form similar to Euler’s kinematic equations describing
rotation of a rigid body with a fixed point. This set can be integrated exactly in terms of the
Jacobi elliptic functions [17]. Also, here is a place to note that in the theory of nonlinear waves
similar equations describe break-up instability phenomena when the high-frequency mode
becomes unstable triad with respect to small low-frequency perturbations [12].

4.2. Resonant excitation of the gyro

Let us invite in our consideration the generalized forces describing the damping and forcing of
the ring resonator over the axisymmetric form of oscillation. By substituting the terms
Qv ¼ �2μη _v; and Qw ¼ �2μ η _w �Q cosϖ τð Þ into Eq. (19), we can obtain, after the exchange
of variables (30), the following set of evolution equations:

da1
dT

¼ �ηa1 � ien2

ω 1þ p2ð Þ a2a3e
iΔωT;

da2
dT

¼ �ηa2 � ien2

ω 1þ p2ð Þ a1a3e
iΔωT;

da3
dT

¼ �ηa3 þ iQeiδT=2� ien2a1a2e�iΔωT,

(32)

that can be rewritten, after one more exchange of variables; aj Tð Þ ¼ bj Tð Þeiwj Tð Þ, in terms of real-
valued amplitudes and phases:
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db1
dT

¼ �ηb1 þ en2b2b3 sinψ
ω 1þ p2ð Þ ;

db2
dT

¼ �ηb2 þ en2b1b3 sinψ
ω 1þ p2ð Þ ;

db3
dT

¼ �ηb3 � en2 b1b2 sinψþQ sin δT � w3ð Þ=2;
dψ
dT

¼ �Δωþ�2n2e b21 ω 1þ p2
� �

b22 � b23
� �� b22b

2
3

� �
cosψþ ωb1b2Q cos δT � w3ð Þ 1þ p2

� �
2ω 1þ p2ð Þb1b2b3 ;

dw3

dT
¼ �en2b1b2 cosψ=b3 þQ cos δT � w3ð Þ=2b3,

(33)

where ψ Tð Þ ¼ w3 Tð Þ � w2 Tð Þ � w1 Tð Þ þ ΔωT. These equations are convenient in the study of
stationary damped forced motions performed in the system (32). There are two subsets of such
motions; the first can be written as

b1 ¼ b2 ¼ 0; b3 ¼
K 1þ p2
� �

ηω
en2

, (34)

while the second would be

b1 ¼ b2 ¼
ffiffiffi
2

p
ηω

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

p ffiffiffiffiffiffiffiffiffiffiffiffi
K � 1

p

en2
; b3 ¼

ηω 1þ p2
� �
en2

: (35)

Here, we have introduced a new notation: K ¼ Qn2e= 4 1þ p2
� �

η2ω2
� �

for the characteristic
number by analogy with Reynolds numbers in the hydrodynamics [18, 19].

Now, we may return to our preliminary study over the spring pendulum to be acquainted in
similarities and analogies. Indeed, the first stationary solution (34) appears as stable only
within the range 0 ≤K ≤K∗. Here, K∗ ¼ 1 denotes the critical value of the control parameter
governing the bifurcations. This stationary solution coincides exactly with the solution if
neglecting all the nonlinear terms in the system (19). Although near the point K∗ this stationary
solution loses its stability to give its place for the new stationary state (35). The new stationary
state would be stable at K > 1. It is not now surprising that as if the bifurcation parameter K
grows even further, then the energy would be pumped only into the low-frequency bending
modes while the amplitude of the high-frequency axisymmetric radial mode remains to be
fixed, that is, b3 ¼ ηω 1þ p2

� �
= en2
� �

. Probably, this mechanism represents an effective way in
the problem of installation of the solid-state wave gyro.

When returning to the old notation, the solution of our problem can be expressed as it follows:

v τ;wð Þ ¼ �4pb1 cos ψ τð Þ � nwð Þ cos ωþ μ
δþ Δω

2

� �� �
τþO μ2τ

� �
;

w τ;wð Þ ¼ �4b1 sin ψ τð Þ � nwð Þ cos ωþ μ
δþ Δω

2

� �� �
τ� 2b3 sin ϖτð Þ þO μ2τ

� �
,

(36)
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where pk ¼ �1ð Þkin 1þ e2n2
� �

= 1þ e2
� �

n2 � ω2
� �

are the wave polarization coefficients which

satisfy the equality p ¼ p1
�� �� ¼ p2

�� ��, due to the symmetry of the problem.

Now, we use the following transform of variables:

A1 ¼ a1exp
2 p1 � p1
� �
1þ p2

ðT

0

Ω ςð Þdς
0
@

1
A;

A2 ¼ a2exp
2 p2 � p2
� �
1þ p2

ðT

0

Ω ςð Þdς
0
@

1
A;

A3 ¼ a3,

(30)

that allows us to rewrite the set (29) by getting rid of Coriolis terms:

da1
dT

¼ � ien2

ω 1þ p2ð Þ a2a3e
iΔωT;

da2
dT

¼ � ien2

ω 1þ p2ð Þ a1a3e
iΔωT;

da3
dT

¼ �ien2a1a2e�iΔωT,

(31)

Eq. (32) have now obtained a standard form similar to Euler’s kinematic equations describing
rotation of a rigid body with a fixed point. This set can be integrated exactly in terms of the
Jacobi elliptic functions [17]. Also, here is a place to note that in the theory of nonlinear waves
similar equations describe break-up instability phenomena when the high-frequency mode
becomes unstable triad with respect to small low-frequency perturbations [12].

4.2. Resonant excitation of the gyro

Let us invite in our consideration the generalized forces describing the damping and forcing of
the ring resonator over the axisymmetric form of oscillation. By substituting the terms
Qv ¼ �2μη _v; and Qw ¼ �2μ η _w �Q cosϖ τð Þ into Eq. (19), we can obtain, after the exchange
of variables (30), the following set of evolution equations:

da1
dT

¼ �ηa1 � ien2

ω 1þ p2ð Þ a2a3e
iΔωT;

da2
dT

¼ �ηa2 � ien2

ω 1þ p2ð Þ a1a3e
iΔωT;

da3
dT

¼ �ηa3 þ iQeiδT=2� ien2a1a2e�iΔωT,

(32)

that can be rewritten, after one more exchange of variables; aj Tð Þ ¼ bj Tð Þeiwj Tð Þ, in terms of real-
valued amplitudes and phases:
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db1
dT

¼ �ηb1 þ en2b2b3 sinψ
ω 1þ p2ð Þ ;

db2
dT

¼ �ηb2 þ en2b1b3 sinψ
ω 1þ p2ð Þ ;

db3
dT

¼ �ηb3 � en2 b1b2 sinψþQ sin δT � w3ð Þ=2;
dψ
dT

¼ �Δωþ�2n2e b21 ω 1þ p2
� �

b22 � b23
� �� b22b

2
3

� �
cosψþ ωb1b2Q cos δT � w3ð Þ 1þ p2

� �
2ω 1þ p2ð Þb1b2b3 ;

dw3

dT
¼ �en2b1b2 cosψ=b3 þQ cos δT � w3ð Þ=2b3,

(33)

where ψ Tð Þ ¼ w3 Tð Þ � w2 Tð Þ � w1 Tð Þ þ ΔωT. These equations are convenient in the study of
stationary damped forced motions performed in the system (32). There are two subsets of such
motions; the first can be written as

b1 ¼ b2 ¼ 0; b3 ¼
K 1þ p2
� �

ηω
en2

, (34)

while the second would be

b1 ¼ b2 ¼
ffiffiffi
2

p
ηω

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

p ffiffiffiffiffiffiffiffiffiffiffiffi
K � 1

p

en2
; b3 ¼

ηω 1þ p2
� �
en2

: (35)

Here, we have introduced a new notation: K ¼ Qn2e= 4 1þ p2
� �

η2ω2
� �

for the characteristic
number by analogy with Reynolds numbers in the hydrodynamics [18, 19].

Now, we may return to our preliminary study over the spring pendulum to be acquainted in
similarities and analogies. Indeed, the first stationary solution (34) appears as stable only
within the range 0 ≤K ≤K∗. Here, K∗ ¼ 1 denotes the critical value of the control parameter
governing the bifurcations. This stationary solution coincides exactly with the solution if
neglecting all the nonlinear terms in the system (19). Although near the point K∗ this stationary
solution loses its stability to give its place for the new stationary state (35). The new stationary
state would be stable at K > 1. It is not now surprising that as if the bifurcation parameter K
grows even further, then the energy would be pumped only into the low-frequency bending
modes while the amplitude of the high-frequency axisymmetric radial mode remains to be
fixed, that is, b3 ¼ ηω 1þ p2

� �
= en2
� �

. Probably, this mechanism represents an effective way in
the problem of installation of the solid-state wave gyro.

When returning to the old notation, the solution of our problem can be expressed as it follows:

v τ;wð Þ ¼ �4pb1 cos ψ τð Þ � nwð Þ cos ωþ μ
δþ Δω

2

� �� �
τþO μ2τ

� �
;

w τ;wð Þ ¼ �4b1 sin ψ τð Þ � nwð Þ cos ωþ μ
δþ Δω

2

� �� �
τ� 2b3 sin ϖτð Þ þO μ2τ

� �
,

(36)
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where

ψ τð Þ ¼ 4p
1þ p2

ðτ
0
Ω ςð Þdς

is the precession rate. Typical patterns of the wave precession are shown in Figure 8.

5. Conclusion

Léon Foucault has made a sensation with his famous giant pendulum experiment in the
Panthéon in Paris in 1851. That time, people could perceive the inertia of the pendulum with
his naked eye to have the first direct proof that the Earth is turning anti-clockwise. Moreover,
this experiment has demonstrated that a pendulum could be used as a vibratory gyro. How-
ever, a flaw of the Foucault pendulum is the dependence on the latitude. A device was needed
that was unaffected by the latitude. In 1852, Foucault proposed an angular sensor based on the
immobility of the axis of a rotating mass. Unlike the pendulum, this sensor could detect a fixed
direction in Newton’s absolute space. Recall that a torque directing the axis of rotation of the
rotor of the gyro is known as the precession. For the precision, however, this gyro required an
exquisite construction, since the gyro’s rotor should be balanced as well as possible.

Figure 8. The wave precession. Modal number n ¼ 7. Solid lines refer to flexural mode, while the dashes to the circum-
ferential one (η ¼ 0:1,μ ¼ e ≈ 0:01, κ ¼ 0:45,Ω ¼ 0:085, Q = 0.1). The dotted radius indicates the rotation angle Ωτ. The
stiffness of the gyro platform κ is tuned to the seventh bending modes.
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In 1890, Bryan investigated the nature of the beats which may be heard when a vibrating
cylinder or other axisymmetric thin-walled shell of revolution has been involved in a rotatory
motion about its axis [7]. Perhaps, this study had been inspired as a reply to A. E. H. Love,
famous for his work on the mathematical theory of elasticity. In the paper [20], Love supposed
that unless a body was revolving with the angular velocity comparable with the frequencies of
the vibrations, the latter would not be almost affected. The only important effect of rotation
would be an extension because of the centrifugal force. Bryan has corrected that in the axisym-
metric shells at high-frequency vibrations phenomena of beats may be observed, which
appears as the most noticeable effects of the rotation. It is probable that Bryan had no idea
how to utilize his finding. Though those times people were in controversy on how far theory of
thin-walled shells elaborated by Lord Rayleigh is capable of practice, is this perhaps just a sort
of one more abstract theory? Lo and behold, initially conceived in 1890 through the observa-
tion of beats from a ringing wine glass, the concept was lost until uncovered in 1965. Due to
technologies of the second half of the twentieth century, perhaps in times of Vietnam War, this
physical effect has inspired a concept of a solid-state wave gyro [6]. Because there are no
typical mechanical parts, these wave sensors have a lot of advantages for long-term space
missions. However, to maintain the functionality as well as the sensitivity of a conventional
wave gyro in practice, the driving of standing waves requires somewhat sophisticated feed-
back control. This chapter demonstrates that when both the primary resonant pumping over
the axisymmetric mode of oscillations and advantages of the principal parametric resonance
are combined, such a gyro can operate without any feedback at the expense of the natural
nonlinearity of the resonator in a post-bifurcation regime.
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0
Ω ςð Þdς
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1. Introduction

1.1. Building’s aerodynamic performance to control wind induced vibrations

Generally speaking Wind affects buildings with two distinct effects, Buffeting and vertex 
shedding [1, 2] (i.e., Drift and oscillation as mentioned above). The first happens in the along 
wind direction force producing drag or overturning. If we consider a wind boundary layer 
acting on a tall square plan buildings with an angle α to the horizontal axis X, Figure 1. Wind 
velocity would be gradient along the Z-axis that is to say the highest wind speed would occur 
in the upper most position of the boundary layer and the lowest wind speed would be close 
to the ground. The building would experience a drag along all major axes X, Y, that are mea-
sured using local mean force coefficient CfD, and overturning or torsional moments over the 
X, Y and Z direction measured using overturning moments coefficients over the X-axis CML, 
over the Y-axis CMD, and over the Z-axis CMT, such as Shown in Figure 1. The second wind 
induced effect (i.e., Oscillations) is rather more complex in its cause, but usually happens 
perpendicular to the direction of wind flow and can be measured using fluctuating moments 
coefficient CFL presented in Figure 1.

As an aerodynamic reaction, wind induced vibrations or oscillations always triggered by the 
shape and form of the object subjected to wind flow [3]. The more uniform and symmetrical 
the form is, the more likely for it to oscillate in wind flows. Therefore, considering these factors 
first would lead to permanent passive solutions to vibrations in structures due to wind. There 
has been growing evidence from research of wind-induced vibration that symmetrical cross 
sections of structures may produce vibrations to structures at one of their natural frequencies. 

Figure 1. Aerodynamic forces acting on a basic square tall building.
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As the expression of Strouhal gives the natural frequency N as a function of wind speed and 
width of the building as follows:

  N = S   u __ b      (1)

where S = Strouhal number, U = wind speed, b = building width.

Having established that, this is generally have little effects on low-rise buildings. But the effect 
is highly pronounced in tall Buildings. With the new advancement in tall building structures, 
where high strength material coupled with reduced weight, it is made possible to design even 
more slender, more taller buildings quite easily and the trend is on the rise. These conditions 
makes high-rise buildings more prone to be excited by winds in the upper layers of the atmo-
sphere that are usually with higher wind speed magnitudes.

On the other hand, only very specific wind speeds would cause the vertex shedding effect for 
any given tall structure by virtue of its three dimensional form and/or cross sectional plans. As 
mentioned above uniform plans of square Figure 2, rectangular Figure 3, circular Figure 4 and 
similar shapes are more susceptible to trigger vertex shedding. This happens as wind approaches 
a high-rise structure it separated into two streams along the sides of the building by the plan 
shape creating equal vertices along each side faces of the building that are identical in shape and 
size Figure 2.

However, only at certain wind speeds the vertices would be greater in size and stronger in 
velocity magnitude to force its way on one side of the tube. Thus forcing the structure to 

Figure 2. Computational fluid dynamics image for air flow around a square tube under vertex shedding effect, with 
stages of vertex formation.
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sway to the other side. The structure would sway back to position and beyond by virtue of 
its elasticity. Then comes the succeeding vertex to push the structure further to the opposite 
side. This is where the Oscillation process would typically starts. The oscillations would be 
sustained by the differences in wind pressures along the opposite sides of the building swept 
across that eventually cause the tall structure to continue to sway in the direction perpendicu-
lar to the wind’s main stream. This phenomena has been experienced widely in some indus-
tries such as factory’s Chimney stacks, undersea cables, bridges, tall buildings and so forth 
and whenever a main stream fluid passes across a uniform geometrical object.

These oscillations of structures/objects caused by vertex shedding because of wind speed pro-
duce air pressures similar in behavior to the sinusoidal waves of sound. However, opposite 
in its process to the normal process of sound generation. Sound is generated whenever an 
object moves in air causing a succession of higher and lower pressure regions, which can be 
presented (i.e., heard) as a sound wave. Therefore, we can expect noise produced accompany-
ing vertex shedding of structures or objects.

Nevertheless, with the right building three-dimensional design configuration and cross sec-
tions of it plan, it would be possible to totally control any possible wind induced vibrations 
in tall buildings. Thus providing great savings that otherwise needed to increase the mass 
(concrete), stiffness (reinforcement) and damping (restraint) needed to stabilizing structures 
against excessive wind vibrations.

Figure 3. Computational fluid dynamics image for air flow around a rectangular tube under vertex shedding effect.

Figure 4. Computational fluid dynamics image for air flow around a circular tube under vertex shedding effect.
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To arrive at a building form or shape that is vertex shedding free can involves computational 
Simulations and or wind tunnel experimentation trying to break the symmetry of the build-
ings plans and forms. Mooneghi and Kargarmoakhar [4], proposed minimal intervention to 
any proposed buildings forms by the additions of small fins and corner modifications that 
help considerably reduce the shedding effect. Several studies have been conducted on this 
subject in the past (e.g., Gu and Quan [5], Irwin [6], Irwin et al. [7]) but each case study should 
be carefully evaluated to avoid unfavorable effects in building behavior. This is identical to 
what would typically be applied in manufacturing industries exhaust or stack chimneys, 
undersea cables previously mentioned examples of industries. However, these solutions may 
not always be practically or technically feasible to integrate into building’s facade systems, 
Figure 5.

A more efficient approach for dealing with this issue in buildings is to Further modify forms 
three dimensionally in what is known as aerodynamic design modification of building forms 
based on combinations of the cross sections and their combinations three dimensionally com-
pared to basic square tall buildings. A good example for this point is Burj Khlifa Tall building 
in Dubai, where the building have tapering plans being reduced with height, as well as break-
ing the uniformity of form plans 2-dimenstionally and 3-dimensionally, Figure 6.

Tamura et al. [8], presented a systematic study of building forms subjected to wind influence 
ranging from simple forms to more complex combinations under direct wind and cross winds 
using wind tunnel’s scaled models as well as computational fluid dynamics. Among the fig-
ures tested are basic forms include Square, rectangle, Circle and ellipse, Tilted and snaked or 
winded three dimensional tubes. Corner modifications, tapered, bulged, helical, top-open-
ings all in different modifications and finally composite forms of several basic shapes, Table 1. 
Totaling 31 models in 7-categories.

The study compared values of overturning moments co-efficient CMD, CML, fluctuating 
overturning moments co-efficient CFL, Local mean wind force co-efficient CfD, in the along 

Figure 5. Minor aerodynamic modifications [4].
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Figure 4. Computational fluid dynamics image for air flow around a circular tube under vertex shedding effect.

Vibration Analysis and Control in Mechanical Structures and Wind Energy Conversion Systems64

To arrive at a building form or shape that is vertex shedding free can involves computational 
Simulations and or wind tunnel experimentation trying to break the symmetry of the build-
ings plans and forms. Mooneghi and Kargarmoakhar [4], proposed minimal intervention to 
any proposed buildings forms by the additions of small fins and corner modifications that 
help considerably reduce the shedding effect. Several studies have been conducted on this 
subject in the past (e.g., Gu and Quan [5], Irwin [6], Irwin et al. [7]) but each case study should 
be carefully evaluated to avoid unfavorable effects in building behavior. This is identical to 
what would typically be applied in manufacturing industries exhaust or stack chimneys, 
undersea cables previously mentioned examples of industries. However, these solutions may 
not always be practically or technically feasible to integrate into building’s facade systems, 
Figure 5.

A more efficient approach for dealing with this issue in buildings is to Further modify forms 
three dimensionally in what is known as aerodynamic design modification of building forms 
based on combinations of the cross sections and their combinations three dimensionally com-
pared to basic square tall buildings. A good example for this point is Burj Khlifa Tall building 
in Dubai, where the building have tapering plans being reduced with height, as well as break-
ing the uniformity of form plans 2-dimenstionally and 3-dimensionally, Figure 6.

Tamura et al. [8], presented a systematic study of building forms subjected to wind influence 
ranging from simple forms to more complex combinations under direct wind and cross winds 
using wind tunnel’s scaled models as well as computational fluid dynamics. Among the fig-
ures tested are basic forms include Square, rectangle, Circle and ellipse, Tilted and snaked or 
winded three dimensional tubes. Corner modifications, tapered, bulged, helical, top-open-
ings all in different modifications and finally composite forms of several basic shapes, Table 1. 
Totaling 31 models in 7-categories.

The study compared values of overturning moments co-efficient CMD, CML, fluctuating 
overturning moments co-efficient CFL, Local mean wind force co-efficient CfD, in the along 

Figure 5. Minor aerodynamic modifications [4].

Wind-Induced Vibrations to Tall Buildings and Wind Turbines
http://dx.doi.org/10.5772/intechopen.72094

65



wind, cross wind and torsional directions CMT, Figure 1. Distribution of wind pressure co-
efficient Cp and response analysis is also evaluated for these models. In order to determine the 
habitability of the studied models eigenvalue analysis and response analysis were conducted.

Corner cut and helical square models were the lowest in design values for spectral wind speed 
for one-year return period, which is far better than the response of the basic square model. 

Figure 6. Burj Khalifa tower in Dubai. Modifications in plans shape and sizes with height.

Table 1. Possible modifications in three-dimensional tubes to reduce vertex shedding effect.
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Meaning that they are the safest in terms of habitability and design safety. This was echoed 
with even better results for the models with extra-helical angles. Setbacks produced the mini-
mal wind pressures because of reduced surface area with height; however, they experienced 
larger excitations of spectral wind speed than the original basic square form. Rendering it 
with worst expected habitability. This means that aerodynamic modifications can generally 
improve or eliminate vertex-shedding excitations.

1.2. Occupant’s perception to wind induced vibrations

Undoubtedly that vibrations to structures would produce uncomfortable sensations to occu-
pants especially in the highest floor due to more excessive vibrations. However, people per-
ceive motion quiet comfortably, but it is the rate of motion (i.e., accelerations) that causes 
uneasy or discomfort. Therefore, vibrations are normally expressed as fractions of acceleration 
due to gravity in the form of (milli-g). Human perception to vibration is a complex sensation 
that encompass subjective and objective factors. The former is dealing with issues that may be 
subject to individual’s age, culture, experience and so forth, while the latter is well-established 
physical phenomena that is measured, determined and occur with consensus among humans.

To give some indication what certain levels of “milli-g” actually mean for a human being (i.e., 
Objectively), the following extract from a monograph on wind-induced motion of tall build-
ings, published by the American Society of Civil Engineers [9], is provided:

5 milli-g: perceptible to some occupants but, provided that such building motion does not 
occur frequently or continuously for an extended period of time, unlikely to cause significant 
adverse occupant response or alarm;

10 milli-g: perceptible to the vast majority of occupants;

35–40 milli-g: a fear and safety threshold, sufficiently severe enough to cause some occupants 
to lose balance;

Occupant’s response (i.e., subjectively) to wind vibrations come in different symptoms grading 
according to the severity of the motion – from concern, anxiety, fear, vertigo, dizziness, headaches 
and nausea. Some of these symptoms are often enhanced by the presence of audio stimulus, such 
as, wind noises, creaking noises due to building sway and/or visual stimulus, which is particu-
larly relevant in the case of a tall building exhibiting highly three-dimensional modes of vibration.

It should also be noted that perceptibility of wind-induced motion is inversely proportional to 
the square root of the product of mass, stiffness and damping; this means that, in order to halve 
the perceptibility, the “mass × stiffness × damping” quantity needs to be increased by a factor of 4.

     perceptibility =   1  _________________________   
 √ 

_____________________________
     (  mass )    ×   (  stiffness )    ×   (  dampness )     
    (2)

1.3. Habitability in some international building codes

In 2004 the Architectural Institute of Japan (AIJ), produced a guideline to the levels of wind-
induced accelerations that is relating to the natural frequencies of buildings. Focusing on 1 year 
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return period (i.e., the maximum acceleration for a structure that can happen in a single year). 
The process involves determining buildings spectral response for a year and plotting it into 
a graph of a relationship between building’s natural frequencies and acceleration. The posi-
tion of the building’s plotted response will determine the percentage of people who would be 
affected by the ensued acceleration. Figure 7, depicts the graph from the AIJ.

The graph lines in Figure 7 denotes 5-levels of percentages of people perceiving the acceleration 
effect. (i.e., AIJ H-10, H-30, H-50, H-70, H-90) were the number denotes the percentage of people 
perceived the effect. The higher the plotted position of a building’s response on Figure 7, the 
worse is peoples experience inside it.

Following the AIJ recommendations, back in 2007, the International Organization for 
Standardization (ISO) published a set of guidelines, which have now become the most widely 
adopted criteria for habitability design internationally [ISO 10137, 2007] also in Figure 7. The 
acceleration limits (again set against a 1-year return period) vary with the natural period of 
the structure and they are more stringent for residential developments than for office build-
ings, Figure 7.

1.4. Intrinsic damping

Intrinsic damping is the natural properties of building materials and construction processes 
of withstanding wind effects without extra-means or supplementary damping. It is normally 
required for a yearly return period (the highest wind occurring within a year), however, lon-
ger periods would be favorable but very rear. The exact estimation of intrinsic damping can 
only be determined through actual measurements due to the many factors contributing to it. 
According to [8] main sources of intrinsic damping are:

• Material damping;

• Friction between members and connections;

• Structural system and joint types;

• Foundation and soil types (soil-structure interaction);

• Interior partitions;

• Exterior cladding;

• Other nonstructural members;

• Vibration amplitude.

Many completed buildings are been monitored globally trying to establish intrinsic damping 
magnitudes under wind service periods (yearly, 10-year, 50-year…).

1.4.1. Wind deflection criteria

Wind deflection in buildings is due to both the drag and oscillations wind forces. Is it very 
limited to negligible in low-buildings. However, in tall buildings, it is dependent on the type 
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of building’s structures and the wind forces applied to it. With outrigger systems, diagrid, 
bundle tubes having the most stable and least deflection while, framed systems having 
the highest deflections due to wind.(details of these systems is outside the scope of this 
publication).

We can generally measure two types of deflections due to wind in buildings. Overall deflec-
tion over the whole height of the building, which recommended being in the region of H/500 
to H/300, Smith [9]. This normally perceived in the acceleration and habitability of buildings. 
The second is in plane or story deflection to individual units like doors, windows, cladding 
and similar systems from normal vertical and often affects the services, operations as well as 
soundness within buildings. With greater deflection of this type, building components like 
doors windows, etc. may lose operation and stick in frames.

For example, if we consider a 200 m residential tall building with a natural frequency of 
0.25 Hz exhibiting a total building drift of 0.35 m under 50-year return period winds, this 
would meet the widely used H / 500 limit. If the corresponding total drift under 10-year 
return period winds is, say, 0.25 m and assuming that 50% of this is governed by dynamic 
behavior (i.e., vertex shedding) - which, in the across-wind direction, is not untypical – then 
the resulting wind-induced peak acceleration would move toward a rather undesirable  
30 milli-g (50% × 0.25 m × [2 × π × 0.25 Hz]2).

2. Wind induced vibrations in wind turbines

Wind turbines come in different shapes and sizes, but they all convert wind power into elec-
tricity by converting wind motion into a mechanical movement and eventually into electric-
ity. The conversion into mechanical movement can be partly converted into vibrations that 

Figure 7. Comparison of average perception thresholds (where not indicated the return period is not specified by the 
relative code.
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reduces the efficiency of conversion to electricity. Besides, generating noise as well as faults 
due to vibrations.

With modeling of vibrations the failure of key components such as tower post, drive train, 
gear and blades can be greatly reduced if not eliminated. The main causes to vibrations can 
be varied according to each particular part of the turbine, however, almost all causes are due 
to aerodynamic behavior. Yet till different components have different types of vibrations and 
vibration causes. Tower’s vibration, for instance, has a low frequency magnitude from 0 to 
200 Hz, while the gear and drive train have high frequency (3–20 kHz). We can distinguish 
between these cases for the different components as follows:

Tower Post: the main support of the turbine, which is normally towering high to capture more 
wind speed. Its geometrical uniform cross section can cause considerable aerodynamic vibra-
tions in the same manner discussed in point 1.1 and subsection above. It worth mentioning 
here that tall buildings can function as supports to wind turbines in the same manner.

Turbine blade: Turbine blades can cause vibrations in the turbine, associated gear and tower 
post if they or anyone of them has different pitch angles. This will cause unsteady rotational 
angular speed. Vibrations may be sever in above rated wind speeds (normally 12 m/s and 
above). According to Peng Guo and David Infield [10], “increasing the blade pitch angle 
beyond stall point may lead to aerodynamic lift coefficient decreases and the drag coefficient 
increases leading to increased thrust causing tower to deflect and vibrations to increase.”

Because of the strong connectivity of the different parts together it may be difficult from start 
to distinguish the source of vibration in wind turbines. Not even with close monitoring, there-
fore, Peng Guo and David Infield [10] proposed a simulation depending on nonlinear state 
estimation technique NSET whereby it would be easily to compare turbine vibrations, wind 
speed, angle of blade, power generated and torque at normal and specific time steps. This will 
relate the positions of the blade pitch of the turbine, the conditions of the wind speed with the 
ensued aerodynamic response of power generation, stalling or vibrations. Therefore, poten-
tially identifying the cause of vibration. NSET would also predict the magnitude of these vec-
tors in a given timeframe, when comparing the prediction to the normally monitored data, any 
discrepancies may indicate a possible cause of failure including vibrations. However, NEST 
involves a mathematical modeling of the parameters simulated (i.e., turbine vibrations, wind 
speed, angle of blade, power generated and torque) and establish its validity to the actually 
recorded values from active monitoring beforehand. Only when the validity of the simulation 
is established the comparison process my take place. This process has not been used on many 
cases so its validity at large is not that solid. In addition to having, to distinguish between dif-
ferent operational modes (i.e., below rated wind speeds or above rated wind speeds); would 
mean making a simulation for each mode separately to be able to compare the results.

3. Wind turbines integration in tall buildings

The integration of wind turbine technologies in tall buildings poses great potential to har-
ness the resources, which is abundant around tall buildings. This can be either on the top or 
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along the sides of buildings. Buildings can in fact provide the structural support as well as 
the continuous and sustained flow of wind needed to generate the required power, Elbakheit 
[11]. The acceptable process involves further optimization to tall buildings aerodynamic form 
as well as buildings structural loadings. Adding wind turbines to buildings (especially tall 
buildings) or existing buildings after construction may render the structure under vertex 
shedding effect, as it will change totally the aerodynamic response of the building as well as 
the resulting wind speeds around buildings.

Nevertheless, there are many models of wind turbines that are more quiet with less vibration 
such as Vertical axis wind turbines that can be integrated with tall buildings with little draw 
backs. In addition, using a number of small capacity wind turbines of less than 100 kW would 
break wind aerodynamic forces into small manageable portions compared with the option of 
using large turbines of over 100 kW. This also reduce the burden of maintenance and provide 
backup should any single turbine fails. Figure 8.

4. Conclusions

A high level of vibration control is achievable with the right aerodynamic design solutions in 
buildings, wind turbines and any industry establishments.

Vertex shedding is an aerodynamic phenomenon that triggers oscillations and vibrations in 
various fields of construction as well as industries. Symmetrical plans’ cross-sectional con-
figurations are the most susceptible to wind induced vibrations.

Introducing transformations in plans, horizontally and vertically is the key to control wind-
induced vibrations in both buildings and various industry establishments. Corner modifica-
tion, fins, torsional or spiral additions are among the favorable solutions in chimneystacks, 
undersea cables and similar structures.

Figure 8. Wind turbines integration in tall buildings.
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Three-dimensional form modifications are the more efficient solutions for tall building 
structures.

Corner cut and helical and spiral plan modifications in various angles and configurations 
can considerably reduce or eliminate the vertex shedding effect in tall buildings. Setbacks, 
although it is a form of three-dimensional plan modification, yet due to the reduced mass 
at the top of tall buildings might trigger vibrations more severe than the standard uniform 
plans.

The recommended limit for wind vibrations or oscillations for a structure is in the range of 
H/300 to H/500 were, H is the height of the buildings.

Human perception to vibration varies and depends on acceleration (rate of motion) related to 
gravity acceleration g. Alarming vibrations occurs above 30 milli-g.

Tall buildings provide a promising building type for wind energy integration. Furthermore, 
the addition of wind turbines into building either new or retrofitting can render the building 
under vertex shedding. Exercise extreme caution to optimize wind flows around buildings to 
enhance power generation as well as to avoid vertex shedding.

Wind Vibrations in wind turbine caused either by turbine tower cross-sectional symmetry 
and/or by, the unbalanced pitch angles of turbine blades. Therefore, checking turbine blade 
angles first would assures of turbine’s stability, if vibration still exists, then it will be the sym-
metrical cross section of the supporting post.

Further aerodynamic optimizations research in tall buildings’ 3-dimensional configuration 
and/or aerofoils for integration of sizable small-scale wind-harnessing technologies can add 
to the safety, habitability of tall buildings with renewable energy at hand.
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Abstract

This chapter addresses the problem of controlling the Complete chain of the wind turbine
system using the permanent magnet synchronous generator (PMSG) connected with the
Distribution network via an AC/DC/AC converters through LCL filter, the control to be
applied in different parts of the system, whose objectives are three: (1) adjust the generator
speed to track a varying reference signal; (2) the control of the network-side converter
must be maintained the current injected into the network in a unit power factor correction
(PFC); (3) regulating the DC Link voltage at a constant value. Firstly, the mathematical
modeling for all system components studied in d-q frame and its state space equation are
established to simplify the proposed control, thereafter a nonlinear backstepping
approach is used in this work to achieve the objectives indicated above. The performance
of the proposed approach is evaluated based on the various simulations results carried out
under Matlab/Simulink/Simpower software.
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1. General introduction

Nowadays, the demand for electrical energy continues to increase, as the intense industriali-
zation of the last decades and the multiplication of electric household appliances has led to
considerable electrical energy needs. The various traditional power stations use fossil fuels
(coal, oil, natural gas, etc.) and, consequently, development, fissile sources (nuclear energy)
such as uranium, hydrocarbons and Water, thermal power plants are responsible for releases
of atmospheric gases. Nuclear energy has an undeniable advantage of not causing pollution,
but the risk of a nuclear accident remains, and which increases over the years like the storage
of non-repeatable nuclear waste. The treatment and burial of waste are real problems that
make this energy unattractive for future generations [1].

All these disadvantages have prompted researchers to reduce their exploitation to solve their
problems, using the so-called “renewable” energies (wind and solar). The latter are perfectly in
line with the overall effort to reduce CO2 emissions. Wind power is clearly in the forefront.
This energy is transformed into mechanical energy by wind turbines and then converted to
electrical energy by generators [2]. Therefore, there are different wind turbine configurations
installed in large scale; The major distinction among them is made between generator synchro-
nous or asynchronous [3].

After having transformed wind energy into electrical energy, it is necessary to adapt it to the
load it is feeding or the network to which our production system is connected, since the wind
turbines considered as generator of variable power. Where the voltage supplied by the gener-
ator undergoes variations due to fluctuations in the speed of rotation thereof as a function of
the wind speed. This results in a variation in the electrical power supplied to the load supplied.
Moreover, the shape and frequency of the supplied voltage are not necessarily adapted to the
load. To solve these problems, it is necessary to use power electronics via a generator-side
rectifier and a network-side inverter, new control approaches are learned to optimize this
generation of energy.

In this chapter, we use the permanent magnet synchronous generator (PMSG) a variable speed,
which found a particular interest in applications of wind energy, because have many advantages
such are considered stable, their small size and high energy efficiency, ability of operation at slow
speed and they do not need a gearbox [4, 5]. The last years have seen rapid progress in the
control of nonlinear systems related to renewable energies. This system has been treated using
several control strategies ranging from simple techniques, for example so-called oriented flow
control (FOC) [6], to more sophisticated nonlinear approaches, which poses a major problem
which is the need to use a mechanical sensor (speed, load torque). This imposes an additional
cost and increases the complexity of the assemblies, for example, feedback linearization [7],
hybrid mode/slip/neuro fuzzy control [8], the direct control of the couple (DTC) [9].

In nonlinear control or having non-constant parameters systems, conventional control laws
may be inadequate because they are not strong especially when the demands on accuracy and
other dynamic characteristics of systems. We must appeal to non-sensitive control laws to
changes in parameters, to disturbance and nonlinearities, On the other hand.
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In this chapter, we present a technique to control two power converters which is based on the
backstepping approach, it Draws the attention of many researchers in the field of control of
electrical machines [10–13]. The importance of backstepping controllers lies in: the high accu-
racy, fast dynamic response, stability, simplicity of design and implementation, and vis-à-vis
robustness changes in internal or external parameters [14]. The rest of this paper is organized
as follows. In Section 2 the mathematical model detailed and the state space of the system
studies are presented, and the control proposed based on the technical backstepping for the
whole system are presented in Section 3. Section 4 present the simulation example in the
platform MATLAB/Simulink/Simpowers, we end this chapter with a conclusion.

2. Modeling of the wind system based on a synchronous generator

In the second part of this chapter we have proposed the concept of a complete wind chain. In
this part, we establish a mathematical model of the whole wind chain by insisting in particular
on the Multiphysics character (taking into account the mechanical, magnetic, electrical phe-
nomena)

The modeling of the wind turbine requires the modeling of the electric generator, the power
converter and the filter of the control system [15]. This section divided into two parts:

• The first part is devoted to the modeling of the permanent magnet synchronous machine
associated with the rectifier

• In the second part, we present the modeling of the converter on the network side
(inverter); connected to the grid via an LCL filter show by Figure 1.

2.1. AC/DC rectifier-generator modeling

The control of an electric motor is a difficult task and requires, above all, a good knowledge of
its dynamic model.

This part will consist in describing the machine mathematically with its nonlinear model by
putting some working hypotheses in evidence [16, 17], which allowed the study of behavior of
the latter. The model adopted is based on the transformation of PARK.

Expressed in the d-q coordinates, are given the following state space form:
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where Rs is the resistance of the stator windings, (Ld, Lq) are d and q axis inductances, (id, iq) are
the dq components of the stator current, φf amplitude of the flux induced by the permanent

magnets of the rotor in the stator phases, p number of pole pairs, j combined inertia of rotor
and load, Tl shaft mechanical torque, f combined viscous friction of rotor and load, ω angular
velocity of the rotor (vd, vq) denote the averaged stator voltage in dq- coordinate (Parks
transformation of the triphase stator voltages) these voltages are expressed in function of the
corresponding control action:

vq ¼ vdcu1; vd ¼ vdcu2 (4)

2.2. DC/AC inverter-grid modeling

The supply network is connected to a single-phase inverter consisting of four semiconductors
(IGBT with antiparallel diodes for bidirectional current mode) displayed in two branches. A
single switch on the same leg can be conductive at the same time, this converter connecting
with the network through an LCL filter, the latter they minimize the amount of current
distortion injected into the utility grid [18, 19]. Applying Kirchhoff’s laws, this subsystem is
described by the following set of differential equations:

di2
dt

¼ 1
L2

�r2i2 þ vc � vrð Þ (5)

dvc
dt

¼ 1
C

i1 � i2ð Þ (6)

di1
dt

¼ 1
L1

�r2i1 þ vdc � vcð Þ (7)

where L1and L2 are the self-inductances, r1 and r2 are its parasitic resistances, (i1, i2) are the
components of the current flowing the inductors L1 and L2 respectively. (vc, vr, vo) are the

Figure 1. Architecture of AC/DC/AC power converter in wind power system.
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voltages across the capacitor, in the grid side and in the output of inverter respectively. The
inverter undergoes the equations:

vo ¼ vdcu (8)

Elaborate partial model uses binary control signals, to develop the control laws, and it will be
based on the average model in which each variable is replaced by its average value over a
switching period.

Now, let us introduce the following notation:

ω ¼ x1; iq ¼ x2; id ¼ x3; i2 ¼ x4; vc ¼ x5; i1 ¼ x6

where x represents an averaging value over a cutting period of a real signal.

The state space equations obtained up to now are put together to get a state space model of the
whole system including the AC/DC/AC converters combined with the synchronous generator.
The whole model is rewritten here by:

_x1 ¼
Ld � Lq
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j
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_x5 ¼ 1
C

x6 � x4ð Þ (13)

_x6 ¼ 1
L1

�r2x6 þ vdcu� x6ð Þ (14)

3. Nonlinear controller design

The main challenge of our research work is to design a control law for the permanent magnet
synchronous generator, which is more powerful for monitoring control, disturbance rejection,
stability, parametric uncertainties of robustness, compliance with constraints Physics and
computation time, while maintaining the nonlinear aspect [20].

Since a few years, many evolutions have been made within the framework of the control of the
nonlinear systems whose backstepping technique forms part. The backstepping approach is a
systematic and recursive methodology for the synthesis of nonlinear control laws, the basic
idea of backstepping control is to make the system looped, equivalent to cascaded order one
subsystems Stable in the Lyapunov sense, which gives it robust qualities and an asymptotic
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global stability of the tracking error. For each subsystem, a so-called virtual control law is
calculated, in order to ensure the convergence of the first-order subsystems characterizing the
continuation of trajectories toward their equilibrium states (tracking errors are zero). The
determination of the control laws that flows from this approach is based on the use of
Lyapunov functions [14]

From the point of view of control, this is expressed in the following three objectives:

i. Speed control: forces the speed of the generator to follow a reference signal varies.

ii. PFC: the current injected into the network must be sinusoidal and in phase with the AC
supply voltage.

iii. Check the voltage of the DC bus at a given reference. This is usually set to a constant
value equal to the nominal input voltage of the drive.

The control to be applied in different parts of the system. The generator-side converter is
mainly used to control the speed of the generator to extract the maximum output power at
different wind speeds [16, 18], the mains-side converter is mainly used to control reactive
power on the one hand and Maintain the voltage In the DC bus capacitor of the constant value
and make the current output of the inverter in phase with the gate voltage.

A nonlinear recoil control design scheme is developed for PMSG speed tracking control.

3.1. Generator speed control

The system includes a fast mode (electrical currents) and a slow (mechanical) mode. The
adopted control strategy uses cascaded loops, two internal loops to control the currents of the
d and q axes, and an external loop to control the speed of the generator, in order to guarantee
satisfactory speed reference tracking quality despite [21]. The uncertainties of the generator
parameters. In this sense, we go through three steps, as shown in Figure 2. In each step, we
calculate the associated error and we ensure the stability of the system by choosing the good
function of Lyapunov in order to find the commands.

Figure 2. Rotor-side converter control system.
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Usually the current of the d-axis must be set to zero in order to keep the flow constant in the air
gap of the machine [22]. The current of the q-axis must follow a reference signal of the external
speed loop [23].

In order, the PMSG speed is used as a reference value for a controller to capture the maximum
power of the incident energy of the wind turbine.

3.1.1. Step 1: calculation of the virtual control law iqref

To solve the speed monitoring problem, the velocity control error and its path designated by
the reference value are defined:

e1 ¼ x1 � xref1 (15)

Let a virtual input x used to ensure the stability of the speed loop, the dynamics of the speed
control error is given by:

_e1 ¼ _x � _x ref
1 _e1 ¼

Ld � Lq
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j
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pϕf

j

� �
x2 � f

j
Ω� 1

j
Tl � _xref1 (16)

The asymptotic stability of the resulting closed loop system is guaranteed according to
Lyapunov stability theorem. To the speed of tracking error goes to zero, the Lyapunov func-
tion is constructed for the subsystem is given by:

V1 ¼ 1
2
e21 (17)

If this function is always positive (it is the case now) and its derivative is always negative, the
error will be stable and tends to zero.

The derivative of the function is written as follows:

_V 1 ¼ e1 _e1 (18)

For the derivative of the test to be still negative, it must take the derivative of the form:

_V 1 ¼ �k1e1 (19)

Where k1 > 0 is a positive control parameter introduced by the backstepping method, which
must always be positive and non-zero in order to satisfy the stability criteria of the Lyapunov
function. In addition, this parameter influences the dynamics of the control. By following the
backstepping method, a virtual command x2 used to ensure the stability of the velocity loop is
given by the following equation:

x2 ¼ j
p Ld � Lq
� �

x3 þ pϕf
þ f

j
x1 þ 1

J
Tl þ xref1 � k1e1

� �
(20)
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Once the virtual input x1 defined in the first loop to stabilize the dynamics of (13), we define
the second error on the current as follows:

e2 ¼ x2 � xref2 (21)

3.1.2. Step 2: calculation of the final control law u1

This step makes it possible to determine the control law u1 of the global system

Using Eq. (21), the temporal derivatives given by:

_e2 ¼ _x2 � _x ref
2 _e2 ¼ �Rs

Lq
x2 � p

Ld
Lq

x1 x3 � p
1
Lq

ϕf x1 þ
1
Lq

vdcu1 � _xref2 (22)

In order to ensure the convergence of the tracking error to zero, also requires that the current
be regulated and limited, we use the extension of the following Lyapunov function:

V2 ¼ V1 þ 1
2
e22 (23)

Its temporal derivative is given by the following equation:

_V 2 ¼ _V 1 þ e2 _e2 (24)

Finally, in order to make _V 2 negative, the voltage control input of the q-axis can be found by
choosing _V 2 by the following equation:

_V 2 ¼ �k2e22 (25)

Where k2 0 is a design constant.

We deduce the law of final control:
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2
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3
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3.1.3. Step 3: calculating the control law u2

This stage interests us to stabilize the subsystem (11) which aims to force the current id is equal
to 0.

The current tracking error:

e3 ¼ x3 � xref3 (27)

Its temporal derivative is given by the following equation:
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_e3 ¼ �Rs
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The third function of Lyapunov is selected so that:

V3 ¼ 1
2
e23 (29)

So that the derivative of the criterion is always negative, the derivative of V1 must take the

form _V 3 ¼ �k3e23 introduced by the backstepping method,

_V 3 ¼ e3 �Rs
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Using (28)–(30), the control law is given by:

u2 ¼ Ld
vdc

Rs

Ld
x3 � p

Ld
Lq

x1x2 þ _xref3 � k3e3

� �
(31)

3.2. DC/AC inverter-grid control design

Our goal is to inject active energy into the network while maintaining a very good power
factor (PFC). This means that the three-phase system absorbed by the converter should be
sinusoidal and in phase with the supply mains voltage [18]. We are therefore looking for a
regulator that forces the current to follow a reference signal of the form. For the moment, the
quantity is any real positive. The controller will now be designed by applying the
backstepping control technique to the system of Eqs. (12)–(14); The synthesis ends in three
stages since the relative degree of the system is equal to three when the output considered is
the current.

3.2.1. Step 4: stabilization of subsystem (12)

Let us introduce the following error on the current:

e4 ¼ L2 x4 � xref4

� �
(32)

With xref4 ¼ i2ref the reference of the signal

Given the Eq. (12) of the whole model, the dynamics of the error can be written as follows:

_e4 ¼ �r2x4 þ x5 � vr � L2 _x
ref
4 (33)

Suppose that x5 is the virtual control input used to ensure the overall asymptotic stability of
the current loop, taking Lyapunov’s candidate function as:
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Once the virtual input x1 defined in the first loop to stabilize the dynamics of (13), we define
the second error on the current as follows:

e2 ¼ x2 � xref2 (21)

3.1.2. Step 2: calculation of the final control law u1

This step makes it possible to determine the control law u1 of the global system

Using Eq. (21), the temporal derivatives given by:

_e2 ¼ _x2 � _x ref
2 _e2 ¼ �Rs

Lq
x2 � p

Ld
Lq

x1 x3 � p
1
Lq

ϕf x1 þ
1
Lq

vdcu1 � _xref2 (22)

In order to ensure the convergence of the tracking error to zero, also requires that the current
be regulated and limited, we use the extension of the following Lyapunov function:

V2 ¼ V1 þ 1
2
e22 (23)

Its temporal derivative is given by the following equation:

_V 2 ¼ _V 1 þ e2 _e2 (24)

Finally, in order to make _V 2 negative, the voltage control input of the q-axis can be found by
choosing _V 2 by the following equation:

_V 2 ¼ �k2e22 (25)

Where k2 0 is a design constant.

We deduce the law of final control:

u1 ¼
Lq
vdc

�k2e2 � p
j

Ld � Lq
� �

x3 þ ϕf

� �
e1þ

Rs

Lq
x2 þ p

Ld
Lq

x1 x3 � p
1
Lq

ϕf x1 þ _xref2

2
664

3
775 (26)

3.1.3. Step 3: calculating the control law u2

This stage interests us to stabilize the subsystem (11) which aims to force the current id is equal
to 0.

The current tracking error:

e3 ¼ x3 � xref3 (27)

Its temporal derivative is given by the following equation:
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_e3 ¼ �Rs

Ld
x3 þ p

Ld
Lq
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Ld

vdcu2 � _xref3 (28)
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2
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Ld
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Ld
Lq
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Ld
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� �
¼ �k3e23 (30)
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vdc

Rs

Ld
x3 � p

Ld
Lq

x1x2 þ _xref3 � k3e3

� �
(31)
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regulator that forces the current to follow a reference signal of the form. For the moment, the
quantity is any real positive. The controller will now be designed by applying the
backstepping control technique to the system of Eqs. (12)–(14); The synthesis ends in three
stages since the relative degree of the system is equal to three when the output considered is
the current.

3.2.1. Step 4: stabilization of subsystem (12)

Let us introduce the following error on the current:

e4 ¼ L2 x4 � xref4

� �
(32)

With xref4 ¼ i2ref the reference of the signal

Given the Eq. (12) of the whole model, the dynamics of the error can be written as follows:

_e4 ¼ �r2x4 þ x5 � vr � L2 _x
ref
4 (33)

Suppose that x5 is the virtual control input used to ensure the overall asymptotic stability of
the current loop, taking Lyapunov’s candidate function as:
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V4 ¼ 1
2
e24 (34)

The derivative of this equation gives:

_V 4 ¼ e4 _e4 (35)

A judicious choice of x5 and rendering V4 negative definitive and providing stability for the

dynamics of e4 is x5 = xref5 such that:

V4 ¼ �k4e24 (36)

By following the backstepping method and to ensure a continuous stability voltage, the virtual
control x5is given by the following equation:

x5 ¼ r2x4 þ vr þ L2 _x
ref
4 � k4e4 (37)

Since x5is not the actual control input, we define a second tracking error between the stabiliza-

tion function xref5 and the virtual control input x5.

e5 ¼ C x5 � xref5

� �
(38)

3.2.2. Step 5: stabilization of subsystem (13)

The temporal derivative of e5 is given by:

_e5 ¼ x6 � x4 � C _xref5 (39)

The virtual input xref5 is used to ensure the stability of the voltage loop. Then, considering the
candidate for the Lyapunov function:

V5 ¼ V4 þ 1
2
e25 (40)

We obtain the derivative of (40)

_V 5 ¼ �k4e24 þ e4
e4
C
þ _e5

� �
(41)

It can easily be verified that the time derivative _V5 is a negative defined function if the control
input is chosen such that:

x6 ¼ x4 þ k4e4 þ e5 k5e5 þ 1
C
e4

� �
(42)

where k5 > 0 is a positive synthetic constant. Indeed, this choice would imply that e5 ¼ �k5e5
what clearly establishes the exponential stability of the system (13)
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Since x6is not the actual control inputs, we define a third tracking error between the stabiliza-
tion functions and the virtual control input the x6.

e6 ¼ L1 x6 � xref6

� �
(43)

3.2.3. Step 6: stabilization of subsystem (14)

The third design step consists in choosing the actual control signal u, so that all errors (e4, e5, e6)
converge to zero. To this end, we should ensure that these errors depend on the actual control
signal. We begin to focus on; It follows from (43) that:

_e6 ¼ �r1x6 � x5 þ 1
vdc

u� L1 _x
ref
6 (44)

To analyze the error system, composed of Eqs. (43), (44), consider the candidate of the aug-
mented Lyapunov function:

V6 ¼ V5 þ 1
2
e26 (45)

The derivative is given by:

_V 5 ¼ �k5e25 þ e5
e5
C
þ _e6

� �
(46)

Using (44)–(46), the control law of the system is given by:

u ¼ 1
vdc

r1x1 þ x5 þ L1 _x
ref
6 � 1

L1
e5 � k6e6

� �
(47)

4. Simulation results and discussion

Simulation of the wind energy conversion (WEC) system the global control system described
by Figure 3 is simulated using the Matlab/Simulink (V. R2015a), operating under Windows 8.
The controlled part is a wind system including the synchronous generator and the associated
AC DC/AC power converters via LCL filter with the numerical values (Figures 4 and 5):

PMSG: Rs ¼ O:425 Ω, Ld ¼ Lq ¼ O:0084 H, φf ¼ O:433 Wb, j ¼ O:02 Kg:m:m, p¼ 4

Network and filter: vg ¼ 220V, 50 Hz, L1 ¼ L2 ¼ 5e�3H, r1 ¼ r2 ¼ 50e�3Ω

Controller parameters:

Speed and id regulator: k1 ¼ 2e�2, k2 ¼ 7:2e�3, k3 ¼ 2e�2

PFC regulator: k4 ¼ 3e�4, k5 ¼ 8e�3, k6 ¼ 3e�2

Vdc regulator: kp ¼ 18e�4, ki ¼ 9e�5
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The speed rotation ω of the generator does not change much value, it remains practically equal
to the reference valueΩrefwas shown by the appearance of the error between these two signals
which is zero, the current path isd takes the value 0 set at the start, and also notice clearly in the
transitional regime the speed of the system with the regulator

Figure 4. Figure of the rotor speed for a reference 100 (rad/s).

Figure 3. Block diagram of control system including the synchronous generator associated AC/DC/AC power converters.
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The rate of the current isq tends to a constant value and has the same shape as that of the
torque; We deduce that the electromagnetic torque is directly proportional to the current isq
shown in Figures 6 and 7 respectively.

Figures 8 and 9 respectively show the current i2 injected in the network and its reference
obtained from the DC bus controller and the error between these two signals

Figures 10 and 11, respectively, show the shape of the DC bus voltage vdc for a reference vdcref
(400 V) and the current i2 inject into the network with the supply voltage.

For this second simulation part, a random wind profile was applied in order to test the degree
of continuity and efficiency of the control used in this chapter.

The above figures show the results of the command by Backstepping applied to the GSAP. The
objective is to control the operation of the closed loop system by varying the first reference
rotational speed of 0 rad/s at 80 rad/s and then at a final value equal to the nominal speed:
157 rad/s. Figures 12–15, show the simulation results obtained using the nominal parameters

Figure 5. Figure of current isd for a reference 0.

Figure 6. The current along the axis q.
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of the generator. These figures describe the good system performance in a closed loop in terms
of trajectory tracking and disturbance rejection on multiple speeds: low and high speed. In
addition, the current d-axis of good follows its reference. Figures 16, 17, show that the output
current in phase with the power supply voltage and the DC link is stable at a constant value
which is check the control objectives.

Figure 8. Flow of i2 injected into the grid.

Figure 9. Error behavior between current i2 and its reference.

Figure 7. The electromagnetic force Te.
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Figure 10. DC bus voltage regulation.

Figure 11. Current i2 and vg:.

Figure 12. Figure of the rotor speed for a various reference.
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Figure 13. Error behavior between rotor speed and its reference.

Figure 14. Current id and its reference.

Figure 15. Error behavior between current id and its reference.
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Figure 16. Current i2 injected into the grid.

Figure 17. Current i2 and vg .

Figure 18. Active and reactive power.
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The active and inverted power injected into the grid are presented at the Figure 18, the reactive
power tends toward its reference value Qref ¼ 0, for the active power it is observed that the
variation in the speed of the machine influences the variation in power, When the speed of the
generator very large the value of the active power becomes greater

4.1. Interpretation of results

From the simulation results obtained, it can be noted from the first view that the regulator
based on the backstepping approach has practically slightly better performances than those
of the conventional regulator, especially in dynamic conditions, Where it can be observed in
all the figures presented in the simulations that the response time for is very short for the
signals to restore to the maximum values, so this fast correction either of the velocity or the
currents or voltages translates the continuation of our system And assured the performance
of our regulator

In the injection part, the power to the network it is observed that our regulator respects the
characteristics of our grid that it is the frequency or the phase on the one hand, and on the
other hand the power injected to the network one notes that the power Reactive voltage tends
to zero and the active power reacted with the variation of the speed of the generator when the
speed reaches the maximum power is totally transmitted to the network.

5. Conclusion

In this chapter, the nonlinear control of the wind conversion chain based on a synchronous
generator with permanent magnet controlled by the electronic converters with MLI control
was presented. This electrical combination enabled us to execute the control strategy designed
to this wind system studied which was the extraction of the maximum power called “MPPT”,
also the injection of the current to the network with a good power factor at the “Using a speed
control controlled by a backstepping approach. The simulation results obtained in this chapter
clearly show an acceptable degree of efficiency of the chosen regulation which causes the
system to return to its optimum point after a variation of the wind speed.
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Abstract

The introduction of renewable energy resources since the late 1990s as an alternative to
fossil energies has impact the development of wind energy and its integration to the
grid. From the early 2000s, the wind energy has positioned itself as the most grown-up
energy market in the world. This fact has introduced the need to deal with increasing
power demands with limited generation capabilities, in terms of generator power den-
sity, for low rotation speeds and medium voltage generation within a grid interconnec-
tion in high voltage, and other grid code demands, like THD, power factor regulation,
and the requirement of continuous operation under faulty condition. Until today, this
issue has been solved using classical power converter topologies, using three-level
voltage source converters (3LVSC) or multilevel configurations, such as neutral point
clamped and cascaded H-Bridge topologies. In this chapter, the main advantages and
drawbacks of classical multilevel converter topologies are analyzed, in terms of their
DC-link voltage stability capability and different approaches to DC-link control and to
new converter topologies, derived from classical topologies, are presented and com-
pared with simulation results.

Keywords: multilevel converter, neutral point clamped, cascaded H-Bridge,
modulation strategy, control scheme, voltage drift, model predictive control

1. Introduction

In the past decade, renewable energies like wind and solar energies have increased their
participation in the global energy matrix, increasing from a 10% of the global energy market
in 1993 to an 11% in 2011 with an estimated 16% in 2020. This in despite of fossil energies,
which are experimenting a decrease with the passing years [1]. Among these resources, wind
energy conversion systems have emerged as the leader at the present time. According to the
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Global Wind Energy Council (GWEC) annual report, over 27 [GW] of new wind power
generation capacity came online worldwide in 2008 representing a 36% growth rate in the
annual market, bringing the total global wind power capacity to over 383 [GW] through the
end of 2013. According to the global energy status report presented by the Global Wind
Energy Council (GWEC), during the period 2015–2016, the installed capacity of renewable
energies has experienced an estimated growth of around 47 [GW] on its total installed capacity.
In these orders, the total worldwide installed power is capable to supply about a 23.7% of the
global energy demands, representing half of the global demand growth. These facts have
positioned wind energy as the leading energy source with a growth of 63 [GW] for the same
period (Figure 1).

This indicates that there is a growing global demand for emissions-free wind power, which can
be installed quickly, virtually everywhere in the world, making wind energy conversion one of
the fastest growing sources of new electric generation.

From a technology point of view, an estimated of 330 manufacturers for commercial WECS
have been identified in at least 40 countries [2], and another 300 are technology suppliers for
parts, consulting and sales services. This development and maturity reached by the industry
have among other drivers, cost reduction, increased efficiency, reliability and proprietary
technology development.

One of the key technologies in WECS that has experienced extensive innovation in the last
decade is the generator and power converter interface to the grid. Configurations have moved

Figure 1. WECS penetration.
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from fixed speed induction generators, going through partial capacity converter stage in
doubly fed induction generators, to full-capacity converters used in synchronous generators
(with wound rotor and permanent magnet rotor) [3]. They can be further divided depending if
they feature a gearbox or not (gearless or direct-dive) or even a reduced gearbox (one stage).
Combinations of different configuration types, generators, power converters and gear options
have resulted in several commercial turbines and proprietary technology [3, 4]. In Figure 2, the
possible configurations for a WECS solution are presented.

1.1. Fixed-speed WECS

Fixed-speed configurations were introduced in the 1980s, and they are equipped with squirrel
cage induction generators (SCIG) or wound rotor induction generators (WRIG), connected
directly to the grid. They are designed to obtain maximum efficiency at rated wind speed. In
a fixed-speed WECS, the turbine speed is determined by the grid frequency, the generator pole
pair number, the machine slip and the gearbox ratio. A change in the wind speed will not affect

Figure 2. WECS configurations.
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the turbine speed to a large extent but will increase the electrical output power. In order to
increase the output power, some of these configurations use generators with two sets of
windings: one is used for low wind speeds (typically eight pole pairs) and the other for
medium and high wind speeds (typically four to six pole pairs).

Power control is achieved aerodynamically either by stall, active stall or pitch control. A soft
starter is normally fitted in order to reduce the inrush current during start-ups. Also, a reactive
power compensator is needed to reduce the generator reactive power demand as presented in
Figure 3.

The advantages of this WECS configuration are its simplicity, robustness and reliability. Its
drawbacks are the uncontrollable reactive power consumption, mechanical stress and no
power quality control [5].

1.2. Variable-speed WECS

Variable-speed configurations were developed first in the 1990s with the introduction of the
doubly fed induction generator (DFIG) and the wound rotor induction generator (WRIG).
These WECS configurations are designed to achieve maximum electrical power output over a
wide range of wind speeds, by using a maximum power point tracking (MPPT) control
technique. In this way, the generator rotational speed ωr is adapted in such a proportion to
the wind speed vs, to keep the turbine tip speed ratio λ1 corresponding to the turbine maxi-
mum performance power.

In the early 2000s, variable speed WECS configuration was extended to the use of wound rotor
synchronous generators (WRSG) and permanent magnet synchronous generators (PMSG)
including the extended use of multipole and multiphase configurations and full-scale power
electronics.

Figure 3. SCIG fixed-speed WECS configuration.

1
The ratio between the tangential speed of the tip of a blade and the actual velocity of the wind.
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Variable speed WECSs are generally divided into two categories, depending on the way of
interconnecting the generator to the grid. This are:

1. Partially rated power electronics

2. Full-scale power electronics interfacing wind turbines

1.2.1. Partially rated power electronics

In partially rated power electronics configurations, the generator is connected directly to the
grid via a power transformer. The first configuration uses a WRIG fitted with an external
resistance, which is controlled by means of power electronics as presented in Figure 4. This
controlled resistance acts as a dynamic slip controller, and it gives typically a speed range of 2–
5%. The power converter has to be designed for handling low voltage but high currents. At the
same time, an extra control freedom is obtained at higher wind speeds in order to keep the
output power fixed. This solution still needs a soft starter and a reactive power compensator,
which is in continuous operation.

The second solution is based on a DFIG generator fitted with back-to-back power converter in
parallel as presented in Figure 5. This configuration allows full frequency control by control-
ling the rotor slip, by means of adjusting the rotor winding frequency.

In this case, the power goes from the stator to the grid, while the rotor current is controlled via
a four-quadrant back-to-back converter. This configuration enables power flow from stator
and rotor to the grid. If the generator is running sub-synchronously, then the electrical power is
only delivered into the rotor from the grid. On the other hand, if the generator is running
super-synchronously (above the synchronous speed), electrical power is delivered through
both, the rotor and the stator, which represents a big improvement respect to the WRIG
configuration.

Figure 4. WRIG with external variable resistance configuration.
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1.2.2. Full-scale power electronics

In the late 2000s, the concept of full-scale power electronics (FSPE) for WECS was introduced.
It considers the generator connected to the grid via a power converter. This configuration
allows a complete control of the active and reactive power transferred to the utility while
operating the generator in its optimum TSR, hence maximum power output. It also has made
possible the use of bigger generators, in terms of rated power. As a consequence, wind power
conversion has been optimized over the entire speed range, and maintenance costs have been
reduced dramatically. Traditional gearbox becomes optional because FSPE allows the wind
turbine to work at low speeds. In addition FSPE enables full decoupling between the generator
and the grid allowing the implementation of maximum TSR control scheme, for the generator,
and voltage-oriented control (VOC) with full active and reactive power control for the inverter
stage. These features introduced by FSPE have given WECS the capability to participate
actively in grid voltage/frequency regulation, with capability to support the grid under faulty
operation conditions (in the range of DC-link voltage stability) [6].

Full-scale power electronics WECS can be implemented in geared or gearless configurations,
using squirrel cage induction generators (SCIG), permanent magnet synchronous generators
(PMSG) or wound rotor synchronous generators (WRSG) in geared or gearless implementations
as presented in Figure 6.

2. Control requirements for WECS converter topologies

WECS integration to the grid has also driven to new technological challenges, specifically in
the field of wind generator maximum tolerable voltage levels and power converter topologies,
for high power ratings. Today, the most accepted solutions for high power ratings are based in
variable speed WECS with full-scale power electronics configurations, using multilevel power
converters, where back-to-back topologies like neutral point clamped (NPC), active neutral
point clamped (ANPC) and cascaded H-Bridge (CHB) converters, shown in Figure 7, have

Figure 5. DFIG with partially rated power electronics configuration.
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become very popular solutions for most large-scale wind-farm projects, because these topolo-
gies have reached their technological maturity, proven during the past couple of decades as
referred in [7, 8].

In order to serve as a proper generator-grid power flow interface, WECSs have to accomplish
with the following control goals, which leave to two different control loops to be analysed:

1. Maximum generator power operation (maximum power tracking control MPPT)

2. DC-link voltage control and balance

3. Grid current control (active and reactive power)

2.1. Generator side control loop

The generator output power depends upon the accuracy to track the different TSR points for a
given wind condition as presented in Eq. (1):

Pw ¼ 1
2

CprA
ωr r
λT

� �3

(1)

Figure 6. Full-scale power electronics configuration.

Figure 7. NPC, ANPC and CHB topologies.
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Figure 8. Generator side control scheme.

Figure 9. Grid side control scheme.
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So as presented previously, the active power delivered by the generator is dependent on λT , so
maximum active power is reached via a maximum power point tracking (MPPT) control
scheme [6, 9, 10]. The control scheme implementation is shown in Figure 8.

2.2. Grid side control loop

Grid side control is achieved via active and reactive power control [11, 12]. Active and reactive
power delivered to the grid is controlled by the means of power decoupling in the synchro-
nous rotating reference frame dq, which is given by Eqs. (2)–(3). Decoupling is achieved using
virtual flux voltage-oriented control (VF-VOC) strategy or via a PLL orientation:

P ¼ 3
2
Re vd id þ jiq

� �� �
(2)

Q ¼ 3
2
Im vd id þ jiq

� �� �
(3)

Thus, by setting iq ¼ 0, it is possible to maximize the active power flow into the grid. However,
this control scheme requires of a synchronous reference frame orientation θk, which is pro-
vided by a virtual-flux space vector Ψ L (4), and its implementation is shown in Figure 9:

ψ
αβð Þ

o ¼
ðt
0
v αβð Þ τð Þdτ (4)

θk ¼ atan2 ψα
o ;ψ

β
o

� �
(5)

3. Power converter DC-link stability

As presented in the previous section in Eqs. (2)–(3), active and reactive power stable power
flow, from the generator to the grid, is highly dependent on the DC-link voltage vd stability.
Moreover, DC-link voltage level is directly dependent on the power harvested from the wind
speed and stored in the DC-link capacitor and then converted and rejected to the grid and
consumer centres. Both stages are controlled by the converter modulation strategy. Thus, the
modulation strategy and the converter topology have a preponderant incidence, in the power
flow stability and the DC-link voltage stability as a consequence.

In this matter, the main issue for multilevel power converters in FSPE configuration is referred to
the fact that most of the time generators will be operating at a fraction of their rated power, so in
order to deal with this fact, multilevel converters have to operate within their low modulation
index region. This represents a major concern in the case of the NPC and ANPC topologies.

3.1. Modulation strategies

3.1.1. Sinusoidal pulse width modulation (SPWM)

For multilevel topologies, level-shifted PWM (LS-PWM) strategy has become a standard as
modulation strategy for these topologies, because it is suitable for any multilevel converter
topology and presents low harmonic distortion [13, 14]. The switching pattern for a LS-PWM
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Figure 8. Generator side control scheme.

Figure 9. Grid side control scheme.
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2.2. Grid side control loop

Grid side control is achieved via active and reactive power control [11, 12]. Active and reactive
power delivered to the grid is controlled by the means of power decoupling in the synchro-
nous rotating reference frame dq, which is given by Eqs. (2)–(3). Decoupling is achieved using
virtual flux voltage-oriented control (VF-VOC) strategy or via a PLL orientation:

P ¼ 3
2
Re vd id þ jiq

� �� �
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� �� �
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scheme consists of ℓ� 1ð Þ triangular carriers and ℓ number of levels to be synthesize, as shown
in Figure 10.

3.1.1.1. Cascaded H-Bridge topology

The cascaded H-Bridge (CHB) converter consists of an arrangement of series-connected unit
cells (per leg), each one consisting an H-Bridge voltage source converter, with isolated DC-
sources.

For the 5L-CHB converter basic cell in Figure 11, the corresponding switching states are
presented in Table 1 as follows.

The isolated cell structure of the CHB converter and its floating condition with respect to
ground prevents the NP current flow; hence, no voltage unbalance on each cell DC-link
appears. This is due to the fact that only a single current path is established on each switching
cycle. So the energy flow direction is the same for each cell DC-link capacitor.

The main drawback of the CHB converter is the large number of isolated DC supplies and the
high number of components.

3.1.1.2. Neutral point clamped topology

Considering the 3L-NPC converter basic cell shown in Figure 12, the generated switching
states are summarized in Table 2.

Figure 10. Level-shifted PWM. (a) 3 level converter LS-PWM scheme (b) 5 level converter LS-PWM scheme.

Figure 11. CHB LS-PWM switching states: (a) 2E state, (b) E state, (c) zero state and (d) �2E state.
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S11 S11 S21 S121 vxN

1 0 1 0 2vd

1 0 1 1 vd

1 0 0 0

1 1 1 0

0 0 1 0

0 0 0 0 0

1 0 1 1

1 1 0 0

1 1 1 1

0 0 0 1

0 1 1 0

0 1 1 1 �vd

0 1 0 0

1 1 0 1

0 0 0 1

0 1 0 1 �2vd

Table 1. 5L-CHB switching states per leg using LS-PWM (fundamental cell).

Figure 12. NPC LS-PWM switching states: (a) P state, (b) N state and (c) zero state.

S1 S1 S2 S2 vxN

P 1 0 1 0 vd

0 0 1 1 0 0

N 0 1 0 1 �vd

Table 2. 3L-NPC switching states per leg using LS-PWM (fundamental cell).
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The main drawback of the neutral point clamped topologies is that depending on the
switching state and modulation index, they develop neutral point (NP) circulating currents,
which leads to unbalance in the DC-link capacitors, because of an uneven energy flow to and
from the DC-link capacitors, driving to unsymmetrical voltages. The NP circulating current io
can be expressed as in Eqs. (6) and (7):

io ¼ Sx0 ix þ Sy0 iy þ Sz0 iz (6)

Sx0, Sy0, Sz0 ∈ 0; 1½ � (7)

where Sx0 Sy0 Sz0 are the corresponding zero switching states for each phase xyz, given the
voltage references as in Eq. (8):

v∗xðtÞ ¼ m sin ðωstÞ
v∗yðtÞ ¼ m sin ωst� 2π

3

� �

v∗zðtÞ ¼ m sin ωstþ 2π
3

� �

8>>>>><
>>>>>:

(8)

where m stands for the modulation index and ωs the modulating reference frequency; then, the
output currents can be expressed as in Eq. (9):

ixðtÞ ¼ Î sin ðωstþ fÞ
iyðtÞ ¼ Î sin ωst� 2π

3
þ f

� �

izðtÞ ¼ Î sin ωstþ 2π
3

þ f

� �

8>>>>><
>>>>>:

(9)

with f the power factor corresponding to the operating condition. The duty cycle for switches
dk and dx can be expressed as

dx

�
m sin ðωtÞ ωt∈ ½0,π�
0 ωt∈ ½π, 2π� (10)

dk

�
1 ωt∈ ½0;π�
1þm sin ðωtÞ ωt∈ ½π, 2π� (11)

Expressing Eq. (7) in terms of their duty cycles can be expressed as in Eq. (12):

io ¼
X
k

dk � bdk
� �

ik ∀k ¼ x, y, z (12)

From Eqs. (8)–(12), the average NP circulating current can be found to be as in Eq. (13):

Io ¼ ∣dx � bdx∣ ix þ ∣dy � bdy∣ iy þ ∣dz � bdz∣ iz (13)
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As presented in Figure 13, the zero switching state establishes a path for which NP current io
can flow, leading to voltage unbalance in the DC-link capacitors.

A solution for the problem of NP circulating current can be achieved by means of the modu-
lation scheme, in particular by choosing two modulating signals vkp and vnp ∀k ¼ x, y, z, such
that:

vkp ¼
vk þmin vx; vy; vz

� �
2

vkn ¼ vk �max vx; vy; vz
� �
2

8>><
>>:

(14)

3.1.2. Space vector modulation (SVM)

3.1.2.1. Neutral point clamped topology

Space vector modulation (SVM) strategy enables the possibility to use some redundant
switching states, as presented in Table 3.

Due to the nature (type) of each vector, with respect to its corresponding switching state,
different voltage space vectors will have different effects on the voltage drift of the DC-link
capacitors. This effect can be summarized as follows:

• Zero voltage space vectors v0 have no effect on voltage deviation.

• Small vectors Vk∀k∈ 1;…6½ � k∈Z have a predominant effect on the voltage drift by raising
or decreasing the neutral point voltage.

• In Medium vectors Vk∀k∈ 7;…12½ � k∈Z in this case, the effect of the switching state
cannot been determined exactly, so NP voltage will raise or decrease depending on the
system state.

• Large vectors Vk∀k∈ 12;…18½ � k∈Z have no influence on the voltage drift.

In order to deal with voltage drift, the dwell time of a small vector can be equally distributed
within both redundant switching states, over a sampling period, depending on the sector of

Figure 13. NPC LS-PWM switching states: (a) P state, (b) N state and (c) zero state.

DC-Link Control Schemes in Multilevel Converters for WECS
http://dx.doi.org/10.5772/intechopen.72360

107



The main drawback of the neutral point clamped topologies is that depending on the
switching state and modulation index, they develop neutral point (NP) circulating currents,
which leads to unbalance in the DC-link capacitors, because of an uneven energy flow to and
from the DC-link capacitors, driving to unsymmetrical voltages. The NP circulating current io
can be expressed as in Eqs. (6) and (7):

io ¼ Sx0 ix þ Sy0 iy þ Sz0 iz (6)

Sx0, Sy0, Sz0 ∈ 0; 1½ � (7)

where Sx0 Sy0 Sz0 are the corresponding zero switching states for each phase xyz, given the
voltage references as in Eq. (8):

v∗xðtÞ ¼ m sin ðωstÞ
v∗yðtÞ ¼ m sin ωst� 2π

3

� �

v∗zðtÞ ¼ m sin ωstþ 2π
3

� �

8>>>>><
>>>>>:

(8)

where m stands for the modulation index and ωs the modulating reference frequency; then, the
output currents can be expressed as in Eq. (9):
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Due to the nature (type) of each vector, with respect to its corresponding switching state,
different voltage space vectors will have different effects on the voltage drift of the DC-link
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cannot been determined exactly, so NP voltage will raise or decrease depending on the
system state.
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Figure 13. NPC LS-PWM switching states: (a) P state, (b) N state and (c) zero state.
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the reference space vector. In other words, redundant switching states can be used to minimize
the voltage drift effect. However, depending on the reference space vector amplitude (in other
words depending on the desired modulation index), the proposed scheme will be more or less
effective; thus, when medium vectors are involved, the voltage drift will be a consequence of
the load state.

3.1.3. Finite-set model predictive control (FSMPC)

As presented previously, SVM scheme introduces more degrees of freedom, compared to the
SPWM method, and as a consequence, redundant switching states are obtained. By selecting

Space vector Switching state Type Magnitude

V0 [0 0 0] Zero vector 0

[P P P]

[N N N]

V1 [P 0 0] Small vector 1
3 vd

[0 N N]

V2 [P P 0]

[0 0 N]

V3 [0 P 0]

[N 0 N]

V4 [0 P P]

[N 0 0]

V5 [0 0 P]

[N N 0]

V6 [P 0 P]

[0 N 0]

V7 [P 0 N] Medium vector
ffiffi
3

p
3 vd

V8 [0 P N]

V9 [N P 0]

V10 [N 0 P]

V11 [0 N P]

V12 [P N 0]

V13 [P N N] Large vector 2
3 vd

V14 [P P N]

V15 [N P N]

V16 [N P P]

V17 [N N P]

V18 [P N P]

Table 3. 3L-NPC switching states per leg using SVM (fundamental cell).
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the appropriated space vector and switching sequence, the flow of a neutral point current can
be mitigated. However, some switching states have an unknown effect on the NP current, so
its effect on the DC-link voltage stability is not clearly defined.

Moreover, SVM leads to high computational cost and complexity, especially when the number
of voltage levels increases. It has also to be clarified that due to the unknown behaviour of
some switching states in the NP current and the dwell time limitation, the circulating neutral
point current is not mitigated at all, as stated in [15, 16].

In order to deal with these constraints, which cannot be solved using classical linear modula-
tion techniques, and to accomplish with the DC-link stability control requirements, finite-set
model predictive control (FS-MPC) appears as an available and powerful control scheme,
whose control action will select the most appropriated voltage space vector, to fulfil some
control goals, via the minimization of a imposed cost function.

The FCS-MPC approach eliminates the need of linear controllers and modulation scheme. This
approach is basically an optimization algorithm whose actuation depends on a discrete-time
model of the converter switching pattern and its interaction with the load/grid and DC-link. In
other words, it depends on how the energy flows from the DC-link to the load/grid and how
the voltage on the DC-link is affected by these dynamics.

3.1.3.1. Load/grid model

Considering the converter-grid model presented in Figure 14, the following mathematical
model given in Eq. (15) can be established:

vjN tð Þ ¼ Rs ij tð Þ þ Ls
d
dt

ij tð Þ � ej tð Þ ∀j ¼ a; b; cf g (15)

By rotating the space vector state variables of (15) into a stationary reference frame αβ and
expressing the mathematical model in the state space form, Eqs. (16) and (17) are obtained:

d
dt

iαs tð Þ ¼ 1
Ls

vαs tð Þ � eαg tð Þ � Riαs tð Þ
h i

(16)

d
dt

iβs tð Þ ¼ 1
Ls

vβs tð Þ � eβg tð Þ � Riβs tð Þ
h i

(17)

where vαs tð Þ and vβs tð Þ can be expressed in terms of generated voltage space vector vαβs as a
function of the switching state Si and the DC-link voltage vdc, so

v
αβð Þ

s ¼ f Si; vdc; tð Þ (18)

vαs ¼ R v
αβð Þ

s

� �
(19)

vβs ¼ I v
αβð Þ

s

� �
(20)
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the appropriated space vector and switching sequence, the flow of a neutral point current can
be mitigated. However, some switching states have an unknown effect on the NP current, so
its effect on the DC-link voltage stability is not clearly defined.

Moreover, SVM leads to high computational cost and complexity, especially when the number
of voltage levels increases. It has also to be clarified that due to the unknown behaviour of
some switching states in the NP current and the dwell time limitation, the circulating neutral
point current is not mitigated at all, as stated in [15, 16].

In order to deal with these constraints, which cannot be solved using classical linear modula-
tion techniques, and to accomplish with the DC-link stability control requirements, finite-set
model predictive control (FS-MPC) appears as an available and powerful control scheme,
whose control action will select the most appropriated voltage space vector, to fulfil some
control goals, via the minimization of a imposed cost function.

The FCS-MPC approach eliminates the need of linear controllers and modulation scheme. This
approach is basically an optimization algorithm whose actuation depends on a discrete-time
model of the converter switching pattern and its interaction with the load/grid and DC-link. In
other words, it depends on how the energy flows from the DC-link to the load/grid and how
the voltage on the DC-link is affected by these dynamics.

3.1.3.1. Load/grid model

Considering the converter-grid model presented in Figure 14, the following mathematical
model given in Eq. (15) can be established:

vjN tð Þ ¼ Rs ij tð Þ þ Ls
d
dt

ij tð Þ � ej tð Þ ∀j ¼ a; b; cf g (15)

By rotating the space vector state variables of (15) into a stationary reference frame αβ and
expressing the mathematical model in the state space form, Eqs. (16) and (17) are obtained:
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(17)
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v
αβð Þ

s ¼ f Si; vdc; tð Þ (18)

vαs ¼ R v
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s

� �
(19)

vβs ¼ I v
αβð Þ
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� �
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The model given in Eqs. (19) and (20) is converted into its discrete-time expression for a given
sampling time Ts, approximating the derivative using the backward Euler approximation Eq. (21):

d
dt

x tð Þ ¼ x kþ 1½ � � x k½ �
Ts

(21)

So the discretised load/grid model in the αβ stationary reference frame is given in Eqs. (22) and
(23):

iαs kþ 1½ � ¼ Λ1 vαs k½ � � eαg k½ �
� �

þΛ2 iαs k½ � (22)

iβs kþ 1½ � ¼ Λ1 vβs k½ � � eβg k½ �
� �

þΛ2 iβs k½ � (23)

with Λ1 ¼ Ts
Ls
,Λ2 ¼ 1� Ls

R Ts
� �

, and the grid voltage space vector e
αβð Þ

g can be treated as the

system internal perturbation di:

i
αβð Þ

s kþ 1½ � ¼ Λ1 f Sn; vdc; kð Þ � di k½ �ð Þ þΛ2 i
αβð Þ

s k½ � (24)

3.1.3.2. DC-link model

The DC-link capacitor voltage dynamics are defined by Eq. (25):

idc ℓð Þ tð Þ ¼ C
d
dt

vdc ℓð Þ tð Þ ∀ℓ ¼ Up; Lowf g (25)

The discrete-time model for Eq. (25) can be obtained as in Eq. (26):

vdc ℓð Þ kþ 1½ � ¼ vdc ℓð Þ k½ � þ Γ idc ℓð Þ k½ � (26)

with Γ ¼ Ts
C ; it must be also noted that the capacitor current flow idc ℓð Þ is a function of the

switching state Sn and the current flow to the load/grid is as given in Eq. (27):

idc ℓð Þ ¼ h Si; vdc; kð Þ (27)

Figure 14. Grid converter model.
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3.1.3.3. Model predictive control algorithm

The objectives of the MPC control algorithm are the following:

• Obtain the desired output load current fixed by the reference.

• Minimize the DC-link capacitor voltage drift.

To deal with these constraints, a cost function is build, whose objective is to minimize the
quadratic error, between the reference and the predicted value of the state variable x kþ 1½ �,
given a switching state Si. The cost function gi can be expressed as in Eq. (28):

gi ¼ w1

Xn

i¼1

i
∗ αβð Þ
s kþ 1½ � � i

αβð Þ
s kþ 1½ �

� �2

þ w2

Xn

i¼1

v∗dc ℓð Þ kþ 1½ � � vdc ℓð Þ kþ 1½ �
� �2

(28)

In Eq. (28), w1 and w2 are weighting factors used to give the priority to the control the state
variables and must be adjusted for each system in particular. The switching state to be synthe-
sized Sn will result from the optimization of the cast function gn given as in (29)

Si ¼ min gi
� �

(29)

Using the predictive model for the system state variables given in Eqs. (24) and (26), and the cost
function optimization presented in Eqs. (28) and (29), the MPC algorithm can be constructed as
the flow diagram presented in Figures 15 and 16.

Figure 15. MPC algorithm.
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The model given in Eqs. (19) and (20) is converted into its discrete-time expression for a given
sampling time Ts, approximating the derivative using the backward Euler approximation Eq. (21):

d
dt

x tð Þ ¼ x kþ 1½ � � x k½ �
Ts

(21)

So the discretised load/grid model in the αβ stationary reference frame is given in Eqs. (22) and
(23):

iαs kþ 1½ � ¼ Λ1 vαs k½ � � eαg k½ �
� �

þΛ2 iαs k½ � (22)

iβs kþ 1½ � ¼ Λ1 vβs k½ � � eβg k½ �
� �

þΛ2 iβs k½ � (23)

with Λ1 ¼ Ts
Ls
,Λ2 ¼ 1� Ls

R Ts
� �

, and the grid voltage space vector e
αβð Þ

g can be treated as the

system internal perturbation di:

i
αβð Þ

s kþ 1½ � ¼ Λ1 f Sn; vdc; kð Þ � di k½ �ð Þ þΛ2 i
αβð Þ

s k½ � (24)

3.1.3.2. DC-link model

The DC-link capacitor voltage dynamics are defined by Eq. (25):

idc ℓð Þ tð Þ ¼ C
d
dt

vdc ℓð Þ tð Þ ∀ℓ ¼ Up; Lowf g (25)

The discrete-time model for Eq. (25) can be obtained as in Eq. (26):

vdc ℓð Þ kþ 1½ � ¼ vdc ℓð Þ k½ � þ Γ idc ℓð Þ k½ � (26)

with Γ ¼ Ts
C ; it must be also noted that the capacitor current flow idc ℓð Þ is a function of the

switching state Sn and the current flow to the load/grid is as given in Eq. (27):

idc ℓð Þ ¼ h Si; vdc; kð Þ (27)

Figure 14. Grid converter model.
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3.1.3.3. Model predictive control algorithm

The objectives of the MPC control algorithm are the following:
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To deal with these constraints, a cost function is build, whose objective is to minimize the
quadratic error, between the reference and the predicted value of the state variable x kþ 1½ �,
given a switching state Si. The cost function gi can be expressed as in Eq. (28):

gi ¼ w1

Xn

i¼1

i
∗ αβð Þ
s kþ 1½ � � i

αβð Þ
s kþ 1½ �

� �2

þ w2

Xn

i¼1

v∗dc ℓð Þ kþ 1½ � � vdc ℓð Þ kþ 1½ �
� �2

(28)

In Eq. (28), w1 and w2 are weighting factors used to give the priority to the control the state
variables and must be adjusted for each system in particular. The switching state to be synthe-
sized Sn will result from the optimization of the cast function gn given as in (29)

Si ¼ min gi
� �

(29)

Using the predictive model for the system state variables given in Eqs. (24) and (26), and the cost
function optimization presented in Eqs. (28) and (29), the MPC algorithm can be constructed as
the flow diagram presented in Figures 15 and 16.

Figure 15. MPC algorithm.

DC-Link Control Schemes in Multilevel Converters for WECS
http://dx.doi.org/10.5772/intechopen.72360

111



3.1.4. The direct power control approach

Direct power control strategy is based on the power flow balance between the power source,
e.g. the wind turbine generator system, and the output power, which is demanded by the grid
and the power stored in the DC-link interface. So, the apparent power is known to be as in
Eqs. (30) and (31):

S ¼ vi∗ (30)

S ¼ pþ jq (31)

Active and reactive power components can be written in the αβ stationary reference frame as
in Eq. (32):

Ps ¼ vαs i
α
s þ vβs iβs

Qs ¼ vαs i
β
s � vβs iαs

8<
: (32)

Active and reactive power flow is given by the instantaneous variation of active and reactive
power as written in Eq. (33):

d
dt
Ps ¼ vαs

d
dt
iαs þ iαs

d
dt
vαs þ vβs

d
dt
iβs þ iβs

d
dt
vβs

d
dt
Qs ¼ vαs

d
dt
iβs þ iαs

d
dt
vβs � vβs

d
dt
iαs ��iβs

d
dt
vαs

8>><
>>:

(33)

The power stored in the DC-link capacitor is given Eq. (34):

Sdc ¼ vd Sk is (34)

where Sk stands for the switching state vector of the converter and can be defined as in Eq. (35):

Sk ¼ S1 S2 S3½ �T (35)

In the case of the NPC converter, Sk is represented per phase, so k∈ a; b; cf g.

Figure 16. MPC simulation results.
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The DC-link voltage dynamics can be written as in Eq. (36), so

C
d
dt
vc ¼ Sk i (36)

The generator can be considered as a symmetrical three-phase voltage source, so the
corresponding voltages in the stationary reference frame αβ are to be found as Eqs. (37) and (38):

vα ¼ bVs sin ωtð Þ (37)

vβ ¼ �bVs sin ω tð Þ (38)

Active and reactive power dynamics can be computed using Eq. (33) and taken the converter-
grid model presented in Eq. (15) into consideration, building the following model, based on
the power flow:

P kþ 1½ � ¼ P k½ � þ f pi k½ �Ts (39)

Q kþ 1½ � ¼ Q k½ � þ f qi k½ �Ts (40)

4. New converter topologies for WECS

Since most WECS operate in low voltage, they require parallel connection of several converters
to be able to handle all the power. An alternative to parallel connection has been adopted by
mainstream manufacturers by providing multiple three-phase winding outputs of the genera-
tor enabling the connection of back-to-back converters as independent channels to the grid. In
this field of application, the dual three-phase generator or multiple three-phase winding
generators have become a popular solution.

As presented previously, multichannel configurations are commonly based on 3L-NPC topol-
ogies, which introduce DC voltage drift and a linear increasing number of semiconductors and
capacitors as function of the number of channels (number of multiple generator windings).
These facts introduce the idea of new converter topologies, capable of handling multiple three-
phase groups, at the same time, with a single DC-link.

In this line of research, a nine-switch back-to-back topology for wind energy conversion system,
as shown in Figure 17, is proposed [17–19]. The topology is derived from two three-phase
voltage source converters that share a positive and a negative busbar, respectively. Hence three
switches are eliminated of the 12 needed for a back-to-back configuration. This comes at expense
of some forbidden switching states and limitations in the modulation index of one of the
converters, which depends on the difference of the input and output converter frequencies.

4.1. Converter modulation

Unlike the conventional 12-switch back-to-back converter topology, the 9-switch topology
introduces some restrictions for the rectifier and inverter modulation. The allowed switching
states per leg referred to rectifying stage of the converter Figure 18 are shown in Table 4.
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d
dt
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d
dt
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dt
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dt
iβs þ iβs
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dt
vβs

d
dt
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d
dt
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dt
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dt
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dt
vαs
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>>:
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The DC-link voltage dynamics can be written as in Eq. (36), so

C
d
dt
vc ¼ Sk i (36)

The generator can be considered as a symmetrical three-phase voltage source, so the
corresponding voltages in the stationary reference frame αβ are to be found as Eqs. (37) and (38):

vα ¼ bVs sin ωtð Þ (37)

vβ ¼ �bVs sin ω tð Þ (38)

Active and reactive power dynamics can be computed using Eq. (33) and taken the converter-
grid model presented in Eq. (15) into consideration, building the following model, based on
the power flow:

P kþ 1½ � ¼ P k½ � þ f pi k½ �Ts (39)

Q kþ 1½ � ¼ Q k½ � þ f qi k½ �Ts (40)

4. New converter topologies for WECS

Since most WECS operate in low voltage, they require parallel connection of several converters
to be able to handle all the power. An alternative to parallel connection has been adopted by
mainstream manufacturers by providing multiple three-phase winding outputs of the genera-
tor enabling the connection of back-to-back converters as independent channels to the grid. In
this field of application, the dual three-phase generator or multiple three-phase winding
generators have become a popular solution.

As presented previously, multichannel configurations are commonly based on 3L-NPC topol-
ogies, which introduce DC voltage drift and a linear increasing number of semiconductors and
capacitors as function of the number of channels (number of multiple generator windings).
These facts introduce the idea of new converter topologies, capable of handling multiple three-
phase groups, at the same time, with a single DC-link.

In this line of research, a nine-switch back-to-back topology for wind energy conversion system,
as shown in Figure 17, is proposed [17–19]. The topology is derived from two three-phase
voltage source converters that share a positive and a negative busbar, respectively. Hence three
switches are eliminated of the 12 needed for a back-to-back configuration. This comes at expense
of some forbidden switching states and limitations in the modulation index of one of the
converters, which depends on the difference of the input and output converter frequencies.

4.1. Converter modulation

Unlike the conventional 12-switch back-to-back converter topology, the 9-switch topology
introduces some restrictions for the rectifier and inverter modulation. The allowed switching
states per leg referred to rectifying stage of the converter Figure 18 are shown in Table 4.
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The modulation strategy proposed is a classical 12-switch back-to-back converter PWM mod-
ulation, where the restrictions for the middle switches are obtained from Figure 19 and
implemented as follows:

Sj ¼ Sj�3 ⊕ Sjþ3 ∀j∈ 4; 5; 6½ � (41)

Thus, the DC-link enables the decoupling of the generator and grid side, then constant fre-
quency mode modulation scheme can be implemented; thus, both voltage reference space
vectors having a constant phase shifting angle δ will always to be found at least in contiguous
sectors; then in this case, the maximum modulation index is given by Eq. (42):

m ¼ 1ffiffiffi
3

p (42)

Figure 18. Nine-switch converter topology, rectifying stage.

S1 S4 S7 vxN vyN

1 0 Vd Vd

0 0 0 0

0 1 Vd 0

Table 4. Allowed switching states (one leg shown).

Figure 17. Nine-switch converter back-to-back topology.
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4.2. DC-link voltage control

DC-link voltage control is achieved using a modified structure of the active and reactive control
scheme presented in Eqs. (2)–(3) in Section 2.2 of this chapter.

A virtual flux-oriented control (VFOC) strategy with active and reactive control is implemented
for each inverter output. The active power delivered by the inverter is used to control the DC-
link capacitor voltage, while the reactive power is set on each three-phase output group to obtain
unity power factor operation, just as a common back-to-back VSC. The control implementation
for one channel is shown in Figure 20.

Figure 19. Nine-switch converter modulation strategy implementation.

Figure 20. Nine-switch converter grid side control scheme.
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4.2. DC-link voltage control

DC-link voltage control is achieved using a modified structure of the active and reactive control
scheme presented in Eqs. (2)–(3) in Section 2.2 of this chapter.

A virtual flux-oriented control (VFOC) strategy with active and reactive control is implemented
for each inverter output. The active power delivered by the inverter is used to control the DC-
link capacitor voltage, while the reactive power is set on each three-phase output group to obtain
unity power factor operation, just as a common back-to-back VSC. The control implementation
for one channel is shown in Figure 20.

Figure 19. Nine-switch converter modulation strategy implementation.

Figure 20. Nine-switch converter grid side control scheme.
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Results for the generator side performance are shown in Figure 21. In Figure 21(a) and (b),
during the speed step-up, no electrical torque is produced, thus allowing the mechanical
torque to speed up the generator as shown in Figure 21(a). Once the wind turbine reaches the
speed reference ω∗

r provided by the MPPT controller, the electrical torque starts to build up,
until it reaches the desired setting point, converging to its steady state; the FOC outer loop PI
controller ensures zero steady-state speed error, while the inner control loop ensures iq current,
hence mechanical torque tracking.

In Figure 22, a derivation of the previously topology is presented, but in a multiphase,
multichannel configuration, so each nine-switch converter is providing dual power flow. This
fact forces the converter to operate in VFM modulation mode, thus reducing the DC-link
modulation index.

4.3. Future work

The nine-switch converter topology has proven to have many advantages to deal with
multiphase, multichannel WECS configurations, by having the ability to manage simulta-
neously different voltage space vector references in a single DC-link capacitor. This feature
ensures a simple control scheme, based in active and reactive power control.

Future work on this converter topology includes the research on MBPC and sliding mode
control of the nine-switch converter in back-to-back and bidirectional configurations.

Figure 21. Generator side simulation results: (a) rotor speed, (b) torque, (c) DC-link voltage and (d) generator side
currents.
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5. Conclusions

In this chapter, an overview on WECS is presented with the main focus on full-scale power
converters employed with a squirrel cage, permanent magnet and wound rotor synchronous
generators. With the combination of different types of generators and power converters, a
variety of WECS configurations have been investigated. Various technical issues related to
CHB and NPC multilevel converter configurations were discussed referred to their DC-link
voltage stability as function of its modulation scheme.

The operating principle of the FCS-MPC strategy is presented for ideal and implementation
cases. The cost function flexibility and potentiality in achieving different control and technical
requirements are discussed. The generalized approach based on FS-MPC strategy has been
presented for multilevel NPC converters. The dynamics of the load/grid currents and DC-link
capacitor voltages are formulated as a function of switching states and the mathematical
prediction model of the converter. The proper selection of the switching states leads to the
minimization of the cost function. It has to be noted that the weighting factors assigned to each
term on the cost function are dependent on the operational requirements and the stability of
the mathematical model. The proposed method shows an intuitive and promising approach to
balance the DC-link capacitor voltages, even with the perturbations in the system model.

The main drawback of NPC converter topologies is the requirement of neutral point current
compensation, due to the natural path established in some switching states. On the other hand,
for CHB converter topologies, no neutral point current is allowed to flow, due to its floating
neutral condition, leading to DC-link voltage stability.

DC-link voltage stability is hardly related not only to the grid side active and reactive power
demands and voltage symmetry but also to the power converter topology and modulation

Figure 22. Multichannel nine-switch converter topology.
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capacitor voltages are formulated as a function of switching states and the mathematical
prediction model of the converter. The proper selection of the switching states leads to the
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Figure 22. Multichannel nine-switch converter topology.
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strategy. As presented, neutral point clamped topologies are more attractive from the point of
view of the multilevel voltage output wave form, which has better performance in terms of
THD and grid code compatibility. On the other side, H-Bridge-based topologies present a
better DC-voltage stability and simpler control schemes. In these fields, the nine-switch con-
verter appears as suitable alternative. An extensive study with the implementation of MPC
and sliding mode control for the nine-switch topology has to be undertaken, to evaluate its
performance under grid fault operation and to evaluate restricted switching states and voltage
stability.
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