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Preface

The purpose of this book is to foster discussion on the current applications in the field of
engineering safety by learning from previous system failures. This book contains various
application examples to promote a holistic view to manage and therefore mitigate system
failures. The predominant worldview in the current engineering arena is that system fail‐
ures can be prevented at the design phase. This worldview is obvious if we examine the
mainstream, current methodologies for managing the system failures. These methodologies
use a reductionist approach. And it is often pointed out that most of such methodologies
have difficulty coping with emergent properties in a proactive manner and preventing the
introduction of various side effects from quick (i.e., temporary) fixes, which lead to repeat‐
ing failures of similar type. This book intends to provide managers with a comprehensive
overview of the current state-of-the-art praxises in the field of engineering safety by holisti‐
cally examining the system failures to prevent further occurrence. Also, it provides manag‐
ers with a bird’s-eye view learning from various approaches through utilizing system of
system methodologies (SOSMs). The brief introduction and core concept of SOSMs are pro‐
vided in the introductory chapter. On the basis of SOSM framework, various approaches are
developed for risk management and engineering system failure arena, that is, system of sys‐
tem failures (SOSFs). And SOSFs provide managers with a practical reflection to be able to
bring to bear, on the complex, diverse, and rapidly changing problem situations they con‐
front, holistic approaches based on the variety of possible perspectives.

The chapters address the most recent developments in the theoretical and practical aspects
of these important fields, which, due to their special nature, bring together in a systematic
way, many disciplines of engineering, from the traditional to the most technologically ad‐
vanced. The authors of these chapters are various practitioners and theory developers in‐
volved in using the system thinking and system engineering approaches at the scale of
increased complexity and advanced computational solutions to such systems. The chapters
cover the areas such as failure assessment in aeronautical engineering, seismic resistance of
offshore pipeline engineering, electrical engineering, critical infrastructure failure, and sys‐
tem of system theory.

The editor is grateful to all the authors and publishing process manager for their enthusias‐
tic contributions.

Dr. Takafumi Nakamura
Fujitsu Fsas Inc., Japan
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1. Introduction

Managers are expected to cope with ever-changing complexity and diversity. They are asked 
to tackle a much greater diversity of problems learning from previous failures. This book 
provides managers with a bird’s eye view learning from various approaches through uti-
lizing system of system methodologies (SOSM). In order to promote holistic view and pro-
mote creativity, Jackson [1, 2] introduced SOSM. SOSM classifies the world of objects into two 
dimensions: systems and participants. The system dimension has two domains: simple and 
complex. The participant dimension has three domains: unitary, plural, and coercive. On this 
basis, holistic approaches can be classified into four types (Figure 1):

Figure 1. Systems approaches related to problem context in the system of system methodologies (SOSM).
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1. Systems approaches for improving goal seeking and viability.

2. Systems approaches for exploring purposes.

3. Systems approaches for ensuring purposes.

4. Systems approaches for promoting diversity.

2. System of system failures (SOSF)

Based upon the SOSM framework, various approaches are developed for risk management 
and engineering system failure arena, that is, system of system failures (SOSF) [3–5].

In the Preface, the editor noted that this book intends to provide the reader with a comprehen-
sive overview of the current state-of-the-art in engineering safety by holistically examining 
system failures for the purpose of preventing further occurrence of system failures. This pro-
vides managers a practical reflection to be able to bring to bear, on the complex, diverse and 
rapidly changing problem situations they confront, holistic approaches based on the variety 
of possible perspectives.

3. The structure of the book

A short conclusion closes the argument. In this introductory chapter, the editor sought to 
make clear the structure of the book and the logic underlying that structure. The book struc-
ture is summarized by SOSM in Table 1.
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Abstract

Electrical overstress (EOS) and electrostatic discharge (ESD) have been an issue in devices, 
circuit and systems for electronics for many decades, as early as the 1970s, and continued 
to be an issue to today. In this chapter, the issue of EOS and ESD will be discussed. The 
sources of both EOS and ESD failure history will be discussed. EOS and ESD physical 
models, failure mechanisms, testing methods and solutions will be shown. The chapter 
will close with discussion on how to provide both EOS and ESD robust devices, circuits, 
and systems, design practices, and procedures, as well as EOS and ESD factory control pro-
grams. EOS sources also occur from design characteristics of devices, circuits, and systems.

Keywords: electrical overstress, electrostatic discharge, latchup, system failure, 
component failure

1. Introduction

Electrostatic discharge (ESD) and Electrical overstress (EOS) have been an issue with the coming of 
the electrical age, when electricity and electrical product were first introduced into the mainstream 
of society [1–5]. With the scaling of semiconductor components, electrostatic discharge (ESD) has 
been a growing issue [2]. With the introduction of electrical power systems, the telephone, and 
electronics, inventions such as circuit breakers, and fuses became the first type of electrical over-
stress protection concepts to avoid over-load of electronic systems [1, 16–25]. Electrostatic dis-
charge (ESD) and electrical overstress (EOS) will be discussed in the following sections.

In electronic design, a plethora of electrical events can occur. Figure 1 illustrates the type of 
topics including ESD, EOS, latchup as well as electromagnetic interference (EMI), and electro-
magnetic compatibility (EMC).

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2. Electrostatic discharge (ESD)

Electrostatic discharge (ESD) is a common form of component level failure from manufactur-
ing, shipping, and handling. Today, the ESD models and performed for qualification and 
shipping of semiconductor components are as follows [4]:

• Human Body Model (HBM).

• Charged Device Model (CDM).

Additional models that are still performed, but not used for qualification of components 
include [4]:

• Machine Model (MM).

• Transmission Line Pulse (TLP).

• Very-Fast Transmission Line Pulse (VF-TLP).

• Latchup.

• Transient Latchup.

2.1. Human body model (HBM)

ESD pulse models have been established to quantify the interaction of semiconductor chips 
and human beings. An important model is the human body model (HBM). Today, HBM is the 
most widely established standard for the reliability and quality in the semiconductor industry 
[2–4, 6]. The HBM test is integrated into the qualification and release process of the quality 
and reliability teams for components in corporations, and foundries [6].

Figure 1. ESD, EOS, Latchup, EMI and EMC.

System of System Failures10

The human body model is regarded as an electrostatic discharge (ESD) event, not an electrical 
overstress (EOS) event [1–11]. HBM represents the interaction the electrical discharge from a 
human being and component. The model assumes that the human being is the initial condition.

The human body model (HBM) became of interest in early days in the mining industry in the 
1950s. In the Bureau of Mines, investigation reports discussed the issue of electrostatic in the 
mining industry. A first publication was published by P.G. Guest, V.W. Sikora, and B.L. Lewis 
as the Bureau of Mines, Report of Investigation 4833, U.S. Department of Interior, January 1952 
[7]. A second article of interest was published by D. Bulgin, referred as D. Bulgin. Static 
Electrofication. British Journal of Applied Physics, Supplemental 2, 1953 [8].

An early investigator of issues with the human body model standard was T. M. Madzy and 
L.A. Price II of IBM in 1979 discussed a test system titled “Module Electrostatic Discharge 
Simulator” [4]. In this article, it was discussed that the ESD simulator was used within IBM 
since 1974. In 1980, H. Calvin, H. Hyatt, H. Mellberg, and D. Pellinen proposed values for 
the resistance and capacitance for the human ESD event for the finger tip and field enhanced 
discharges in “Measurement of Fast Transients and Application to Human ESD,” published 
in the 1980 Proceedings of the EOS/ESD Symposium [4, 10–11]. The proposed resistance for 
the finger tip was averaged 1920 Ω, and capacitance of 110 pF, whereas the field enhanced 
discharge was a resistance of 550 Ω, and 120 pF. In 1981, H. Hyatt, H. Calvin, and H. Mellberg 
investigated the human ESD event, published in the 1981 Proceedings of the EOS/ESD 
Symposium, titled “A closer look at the human ESD event” [4, 10–11].

HBM failure mechanisms are associated with permanent damage on the peripheral circuitry 
of a semiconductor chip [3]. Additionally, HBM failures can occur power rails and ESD power 
clamps between the power rails. HBM failures can occur in both passive and active semicon-
ductor devices. The failure signature is typically isolated to a single device, or a few elements. 
ESD circuits are designed to be “tuned” to be responsive to specific pulse widths; this is an 
issue for EOS events since they are not “tuned” for EOS events. For example, the RC-triggered 
ESD power clamp is tuned to the HBM pulse, not EOS events.

HBM ESD failures are also distinct from EOS events [1, 4]. HBM events will not typically cause 
failures in the package, printed circuit board (PCB), or single component devices mounted on 
a printed circuit board.

Human body model (HBM) failures can occur in diode and MOSFET structures. Integrated cir-
cuit diode structures fail at the contact interface, silicon surface, or junction region. Human body 
model failure occurs in a metal oxide semiconductor field effect transistor (MOSFET) structure. 
Integrated circuit MOSFET structures failure occurs from MOSFET source-to-drain, or at the 
MOSFET gate. From HBM failures, typically, the failure is MOSFET source-to-drain failures [2, 3].

An example of an ESD protection network is known as a dual-diode network [3]. The dual-
diode ESD network is a commonly used network for complimentary metal oxide semicon-
ductor (CMOS) technology. A first p-n diode element is formed in an n-well region where 
the p-anode is the p-diffusion implant of the p-channel MOSFET device and the n-cathode 
is the n-well region connected to the power supply VDD. This is sometimes referred to as 
the “up diode.” A second p-n diode element is formed in an p-well or p-substrate region 
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ductor (CMOS) technology. A first p-n diode element is formed in an n-well region where 
the p-anode is the p-diffusion implant of the p-channel MOSFET device and the n-cathode 
is the n-well region connected to the power supply VDD. This is sometimes referred to as 
the “up diode.” A second p-n diode element is formed in an p-well or p-substrate region 
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where the n-cathode is the n-diffusion implant of the n-channel MOSFET device, or the 
n+/n-well implant and the p-anode is the p-well region or p-substrate region connected 
to the power supply VSS. This is sometimes referred to as the “down diode.” This circuit 
provides a “forward bias” ESD protection solution for positive and negative ESD pulse 
events to the two power rails VDD and VSS. An advantage of the dual-diode ESD network is 
that it is easily to migrate from technology generation to technology generation. In shallow 
trench isolation (STI) technology, this structure is scalable. A second advantage is that it 
has a low turn-on voltage of 0.7 V. A third advantage is that it can be designed with low 
capacitance, making it suitable for CMOS, advanced CMOS, and RF technologies. A fourth 
advantage is that it does not contain MOSFET gate dielectric failure mechanisms.

An example of a signal pin ESD network consisting of a grounded gate n-channel MOSFET device [3]. 
The grounded gate NMOS (also referred to as GGNMOS) ESD network is a commonly used network 
for complimentary metal oxide semiconductor (CMOS) technology. Typically, it is a n-channel MOS-
FET whose MOSFET drain is connected to the signal pin, and whose MOSFET source and gate are 
connected to the ground power rail. This circuit remains “off” in normal operation. When the signal pin 
exceeds the MOSFET snapback voltage, this circuit discharges to the VSS power rail. When the signal 
pin is below the ground potential, the MOSFET drain forward biases to the p-well or p-substrate region. 
An advantage of the GGNMOS ESD network is that it is a natural scalable solution. As the technology 
scales, the MOSFET snapback voltage reduces, leading to an earlier turn-on of the MOSFET.

2.2. Charged device model (CDM)

The charged device model is an electrostatic discharge (ESD) test method that is part of the quali-
fication of semiconductor components [4]. The charged device model (CDM) standard is sup-
ported by ESD Association as ANSI/ESD ESD-STM5.3.1-1999 [12]. Presently, there are four CDM 
test standard (ESDA S5.3.1, JEDEC JESD22-C101, AEC-Q100-011 Rev. C, and JEITA ED-4701-300). 
Each require different test platform, testing, waveform, and calibration requirements [4]. The 
charged device model (CDM) event is associated with the charging of the semiconductor compo-
nent substrate and package. The charging of the package occurs through direct contact charging, 
or field-induced charging process (e.g. the field-induced charge device model (FICDM)).

There is presently an effort to align the CDM standards between the ESD Association and the 
JEDEC organization, by establishing a joint ESDA/JEDEC standard. The ESDA/JEDEC joint 
standard (JS-002 2014) will replace existing CDM ESD standards JEDS22-C101 and ANSI/ESD 
S5.3.1. The new joint standard will preserve test systems in the field, and improve the wave-
form measurement process.

The charged device model (CDM) pulse is regarded as the fastest event of all the ESD events 
[4, 12–15]. Note that the CDM pulse waveform is influenced by the test platform and mea-
surement metrology. The test platform is influenced by the field plate, field plate dielectric 
thickness and material type, and the probe assembly (e.g. test head, and ground plane). The 
metrology is influenced by the oscilloscope and verification module specifications.

First, the event is oscillatory. The CDM current pulse rise time is on the order of 250 ps, and 
with peak currents in the range of 10 A. The energy spectrum of the CDM pulse event extends 
to 5 GHz frequency. The CDM pulse waveform has a fast current pulse. The time scale of the 
CDM event is significantly lower than the thermal diffusion time; hence CDM events are in 
the “adiabatic regime” of a Wunsch-Bell power-to-failure curve [4].

System of System Failures12

In the calibration and verification procedure, the JEDEC standard requires a 1 GHz oscillo-
scope, whereas the ESDA standard requires 3 GHz [13]. Both standards today are bandwidth 
limited signal since the CDM waveform is faster that 1 GHz. These oscilloscopes were chosen 
based on availability at the time. It is well know that the energy spectrum of the CDM pulse 
waveform can extend into the 5 GHz frequency.

CDM event damage occurs in the semiconductor chip through the substrate. It can also occur 
through the power supply. Charge is stored on the package, and the substrate.; then the 
power supply rapidly discharges through the grounded pin. The CDM failure mechanism 
can be small “pin-hole” in a MOSFET gate structure; this can occur in receiver networks, as 
well as metal interconnects.

The current path for charged device model (CDM) in components is significantly different from 
other electrostatic discharge (ESD) events. In the case of the charged device model (CDM), the 
package and/or chip substrate is charged through a power or ground rail. The component itself 
is charged slowly to a desired voltage state. As a result, the current flows from the component 
itself to the grounded pin during ESD testing. This is significantly from other ESD tests that 
ground a reference, and then apply an ESD event to a signal or power pin. As a result, the current 
path that a CDM event follows is from inside the component to pin that is grounded during test.

To avoid CDM failures of the MOSFET gate structure, an additional charged device model 
(CDM) ESD network is used [3] The ESD network comprises of a first stage dual-diode net-
work placed adjacent or in proximity of the signal pad. A second set of diodes (e.g. second 
stage network) are placed adjacent to the receiver circuit. A resistor is placed between the first 
and second stage. Three paths are possible for the CDM current from a charged ground rail 
(e.g. p-substrate) to the grounded receiver pin. For a positive charging of the substrate, the 
current flows from the substrate to any possible path that will reach the grounded signal pad 
node. A first path is through the n-channel MOSFET receiver circuit gate and to the second 
stage ESD diode. A second path is through the substrate to the second stage diode network. A 
third path is through the substrate to the first stage ESD network.

In the case of the first stage ESD protection circuit is far from the signal pad, the substrate 
resistance can be significant. For the third path, the total resistance from the grounded loca-
tion to the grounded signal path is the sum of the substrate resistance and the ESD diode series 
resistance. In the case that the receiver network is adjacent to the second stage ESD network, 
the current will prefer to follow the second path instead of first path. When the impedance 
of the n-channel MOSFET receiver (e.g. Path A) is higher than resistance through the second 
path, the receiver gate structure can avoid rupturing of the MOSFET gate dielectric. To insure 
that the current flows through the second path through the second stage CDM ESD network, 
the circuit must be physically close to the receiver, and a low series resistance diode element.

3. Electrical overstress (EOS)

Electrical overstress (EOS) has been an issue in devices, circuit and systems for electronics 
for many decades, as early as the 1970s, and continues to be an issue today [1]. EOS failures 
are occurring at the device manufacturer, supplier, assembly and the field. In the electronic 
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industry, many products and applications are returned from the field due to “EOS” failure. 
To make progress in addressing the electrical overstress (EOS) issue, it is important to provide 
a framework for evaluation and analysis of EOS phenomena.

Electrical overstress (EOS) sources exist from natural phenomena, and power distribution 
[1, 14–25]. Switches, cables, and other power electronics that can be a source of electrical 
overstress. EOS sources exist in devices, circuits and systems. In the following sections, these 
issues will be discussed [1].

3.1. EOS design issues

Many of the electrical overstress (EOS) issues can occur from the design of the semiconduc-
tor component, the system and its integration. Examples of EOS source design issues are as 
follows [1]:

• Semiconductor process - application mismatch.

• Printed circuit board (PCB) inductance.

• Printed circuit board (PCB) resistance.

• Latchup sensitivity [5].

• Safe operating area (SOA) power rating violation.

• Safe operating area (SOA) voltage rating violation.

• Safe operating area (SOA) current rating violation.

• Transient safe operating area - di/dt and dv/dt.

Figure 2 illustrates the safe operating area (SOA) of a semiconductor device. There is a current 
limit, and a voltage limit on the borders of the SOA. At the corner of the SOA, the limitation 
is a thermal limit, and a second breakdown limit. Thermal limit has to do with the thermal 
limit of a device. The second breakdown limit has to do with second breakdown or thermal 
breakdown limit.

Testing and test simulation of devices, components and systems are an important part of the 
evaluation to electrical overstress (EOS) [4]. EOS test simulation is valuable part of under-
stand EOS failures. EOS testing provides [1, 4]:

• Root cause analysis.

• Replication of failure signature.

• Technology EOS hardness evaluation.

• Technology benchmarking.

• Component reliability qualification.

• System qualification.

System of System Failures14

Field returns occur in all electronic components independent of the technology generation 
and period of time of evaluation. One of the key difficulties in the semiconductor industry is 
the ability to track, record and maintain a database of these field failures.

EOS events do not have a characteristic time response. EOS events are typically slower, and 
distinguishable from ESD events by having longer characteristic times. The time constant for 
EOS events range from sub-microseconds to seconds.

Electrical over-voltage (EOV), electric over-current (EOC), and electrical over-power (EOP) 
can lead to failure mechanisms; these can lead to melted packages, blown single component 
capacitors and resistors, ruptured packages, blown bond wires, cracked dielectrics, fused and 
melted metal layers, and molten silicon.

The failure analysis process can comprise of the following steps:

• Information gathering.

• Failure verification.

• Failure site identification and localization.

• Root cause determination.

• Feedback of root cause.

• Corrective action.

• Documentation reports.

3.2. EOS failure mechanisms

Visual external or internal inspection can be applied to evaluate EOS failure mechnanisms. 
Visual damage signatures can include the following:

Figure 2. Safe operating area (SOA).
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• Package lead damage.

• Foreign material.

• Cracks.

• Package discoloration.

• Corrosion.

Visual damage can also be evaluated from internal inspection. For internal inspection, the fol-
lowing visual damage signatures are:

• Melted metallurgy.

• Cracked inter-level dielectrics.

• Molten silicon.

There are certain categories of failures that electrostatic discharge (ESD) does not typically 
cause, and EOS events do cause. Failures that typically are caused by EOS phenomena but 
not ESD are as follows [1]:

• Printed circuit board (PCB) damage.

• Package molding damage.

• Package pin damage.

• Wire bond damage.

Today, electrical overstress (EOS) is still an issue in today’s electronic systems. To address 
electrical overstress in systems, electrical overstress (EOS) protection device are added to 
printed circuit boards (PCB), cards, and systems. The integration of EOS protection devices 
into systems.

3.3. EOS protection devices

Electrical overstress (EOS) protection devices are supported by a large variety of technologies. 
Although material and operation may differ between the EOS protection devices, their electri-
cal characteristics can be classified into a few fundamental groups [16–25].

EOS protection networks can be identified as a voltage suppression device, or as a current-lim-
iting device. The voltage suppression device limits the voltage observed on the signal pins or 
power rails of a component, preventing electrical over-voltage (EOV). The current-limiting device 
prevents a high current from reaching sensitive nodes, avoiding electrical over-current (EOC) [1].

Voltage suppression devices can also be sub-divided into two major classifications [1]. Voltage 
suppression devices can be segmented into devices that remain with a positive differential resis-
tance, and those that undergo a negative resistance region. For positive differential resistance, 
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these devices can be referred to as “voltage clamp” devices where dI/dV remains positive for all 
states; for the second group, there exists a region where dI/dV is negative. The first group can be 
classified as “voltage clamp devices” whereas the second group can be referred to as an “S-type 
I-V characteristic device”, or as a “snapback device.” In the classification of voltage suppression 
devices, the second classification can be associated with the directionality; a voltage suppres-
sion device can be “uni-directional” or “bidirectional.”

The choice of electrical overstress (EOS) device to use in an application is dependent on the 
electrical characteristics, cost, and size. The electrical characteristics that are of interest are the 
breakdown voltage, and the forward conduction [1].

The types of voltage suppression devices used electrical overstress (EOS) are Transient 
Voltage Suppression (TVS) Diodes [22], Thyristor devices, Varistor devices [21], Polymer 
Voltage Suppression (PVS) devices, and Gas Discharge Tube (GDT) devices [23].

Current-limiting devices can be used in a series configuration for electrical overstress (EOS) 
protection. EOS current-limiting devices can be as follows [16–24]:

• Resistors.

• Resetting fuses.

• Non-resetting fuses.

• eFUSE.

• Positive temperature coefficient (PTC) devices.

• Circuit breakers.

The choice of the current-limiting EOS protection device is a function of the cost, size, rated 
current, time response, I2t value, rated voltage, voltage drops, and application requirements.

Diodes are uni-directional type EOS structure, but can be utilized in a forward or reverse 
breakdown mode of operation for a voltage limiting EOS solution [1]. Schottky diodes are 
also commonly used uni-directional electrical overstress (EOS) protection device [1]. Schottky 
diodes have a forward conduction state, and reverse blocking state. Schottky diodes have a 
lower forward turn-on (e.g. 0.35 V) compared to standard silicon p-n junction (e.g. 0.7 V). For 
electrical overstress, Schottky diodes are mounted on printed circuit board (PCB) by soldering 
in the leads through vias, or surface mount. Schottky diodes are not as commonly used within 
components to provide electrostatic discharge (ESD) protection due to lack of availability. 
Schottky diodes are uni-directional type EOS structure, but can be utilized in a forward or 
reverse breakdown mode of operation for a voltage limiting EOS solution. Zener diodes are 
also used as a uni-directional electrical overstress (EOS) protection device [1].

Zener diodes are used for electrostatic discharge (ESD) protection for high voltage and power 
applications. Zener diodes are not used for ESD protection for low voltage CMOS applica-
tions. For electrical overstress (EOS) single component Zener diodes are mounted on printed 
circuit board (PCB) through vias, or surface mount. Zener diodes are uni-directional type EOS 
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these devices can be referred to as “voltage clamp” devices where dI/dV remains positive for all 
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• eFUSE.
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also commonly used uni-directional electrical overstress (EOS) protection device [1]. Schottky 
diodes have a forward conduction state, and reverse blocking state. Schottky diodes have a 
lower forward turn-on (e.g. 0.35 V) compared to standard silicon p-n junction (e.g. 0.7 V). For 
electrical overstress, Schottky diodes are mounted on printed circuit board (PCB) by soldering 
in the leads through vias, or surface mount. Schottky diodes are not as commonly used within 
components to provide electrostatic discharge (ESD) protection due to lack of availability. 
Schottky diodes are uni-directional type EOS structure, but can be utilized in a forward or 
reverse breakdown mode of operation for a voltage limiting EOS solution. Zener diodes are 
also used as a uni-directional electrical overstress (EOS) protection device [1].

Zener diodes are used for electrostatic discharge (ESD) protection for high voltage and power 
applications. Zener diodes are not used for ESD protection for low voltage CMOS applica-
tions. For electrical overstress (EOS) single component Zener diodes are mounted on printed 
circuit board (PCB) through vias, or surface mount. Zener diodes are uni-directional type EOS 
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structure, but can be utilized primarily in reverse breakdown mode of operation for a voltage 
limiting EOS solution.

Zener diodes are used uni-directional electrical overstress (EOS) protection device. Zener 
diodes are typically used as a voltage clamping EOS protection device, and typically used 
in the breakdown state. Schottky and Zener diodes can both be integrated into a given 
application.

An EOS protection device used for high voltages is the varistor. A varistor is also known as a 
voltage dependent resistor (VDR). The varistor element behaves like a diode, forming a non-
linear current-voltage (I-V characteristic).

Another EOS protection device is the metal oxide varistor (MOV) device; this is the most common 
varistor composition [1, 21]. Zinc oxide, combined with other metal oxides are integrated between 
two metal electrodes. Metal oxide varistors can also include bismuth, cobalt, and manganese. The 
operation of the MOV device is based on conduction through ZnO grains; current flows “diode-
like” through the grain structures creating a low current flow at low voltages. At higher volt-
ages, the current flow is dominated by a combination of thermionic emissions and tunneling. This 
diode-like behavior forms the diode-like characteristic provides the high resistance/low voltage 
state, and the low resistance/high voltage state. An advantage of the MOV structure is it has a high 
trigger voltage, making it suitable for EOS protection in power electronics (e.g. 120–700 V applica-
tions) [1, 21]. The disadvantage of these elements is that it has high capacitance, high on-resistance, 
high trigger voltage, and variability of the device response (e.g. on-resistance and clamping volt-
age) in the MOV device characteristics. Key device parameters of varistor are the energy rating, 
operating voltage, response time, maximum current and breakdown voltages.

Gas discharge tubes (GDT) devices can be used to avoid electrical overstress (EOS) in systems 
[1, 23]. Gas discharge tubes (GDT) are bidirectional, allowing for protection for both positive 
and negative EOS events. GDT elements are suitable from surge protection. GDT devices 
have high trigger voltages (unless used as a first stage followed by other low voltage second-
ary EOS solutions) [1].

Gas-filled tubes (GDT) utilize electrical discharge in gases. An applied voltage initiates the 
device by ionizing the electrical gas, followed by electrical glow discharge, and an electrical 
arc. With creation of an electrical arc, the GDT device becomes a low resistance shunt for 
EOS protection. These gas-filled tubes can contain hydrogen, deuterium, and noble gases (e.g. 
helium, neon, argon, krypton, and xenon). GDT devices can vary their electrical characteris-
tics by choices of the gas type, pressure, electrode design, and spacings.

GDT devices undergo three states: (1) electrical breakdown, (2) glow discharge, and (3) elec-
trical arc [1, 23]. The electrical breakdown is a high voltage low current state prior to trigger-
ing of the GDT device. A glow discharge region forms a second state which incorporates a low 
current high voltage state. Lastly, after full ionization of the gas, a low voltage high current 
state occurs with a low “on-resistance.”

GDT devices have high trigger voltages suitable for LDMOS power electronic applications to 
HV LDMOS (e.g. 120 V), and UHV LDMOS applications (e.g. 600–700 V) [1, 23]. These devices 
are used in a number of high voltage switch devices, such as ignitrons, krytons, and thyratrons. 
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One of the disadvantages of the GDT devices is the slow turn-on times typically in the micro-sec-
onds. An example of some of the electrical characteristics can exhibit d.c. breakdown from 75 to 
600 V, with a single surge response of 40 kA in 10–20 s, or multiple surges of magnitude of 20 kA.

The electrical circuit breaker is used in industrial, commercial, and residential electrical sys-
tems for high currents. Electrical circuit breakers have issues of physical size, weight, cost, 
and time response. Circuit breakers can be used to protect household appliances, and large 
scale switchgear high voltage circuits. The circuit breaker is an electrical switch designed for 
the purpose of electrical over-current events, short circuits, or fault detection. Circuit breakers 
are typically “tripped” by the high current event, and can be manually reset. The concept of 
the circuit breaker was invented by Charles Grafton Page, in 1836 [17].

A class of circuit breakers is the thermal-magnetic circuit breaker [1]. Thermal-magnetic cir-
cuit breakers are used to avoid “short-circuit” currents. Thermal-magnetic circuit breakers 
are sensitive to temperature. Thermal-magnetic circuit breakers contain a bi-metal switch 
and an electromagnet. The bi-metal switch provides over-current protection. During current 
over-load, the bi-metal switch heats up, leading to bending of the element. The electromagnet 
responds to short-circuit currents [1].

Power controllers are used for low power and low voltage applications; power controllers typi-
cally are low voltage high efficiency products that can carry amperes of current per channel. 
Buck-converters use over-current protection logic and networks; over-current functions protect 
the switching converter from an output short by monitoring current flow in the application. 
Hence, in power applications, it is possible to integrate electrical over-voltage (EOV) and elec-
trical over-current (EOC) within a component design. Many analog and power applications 
also contain thermal protection networks as well to avoid thermal runaway and EOS damage.

4. Challenges in the future

Future challenges exist in improve reliability and safety in components and systems due to 
electrostatic discharge (ESD) and electrical overstress (EOS). Challenges include the following:

• Achieving EOS and ESD standards protection levels in future technology generations.

• Maintaining chip and system level performance objectives without lowering of ESD and 
EOS protection levels.

• Electronic system failure from CMOS latchup in scaled future technology.

• Electronic system failure from overheating in handheld and portable devices.

5. Conclusions

In conclusion, ESD and EOS failures occur in devices, components and systems in electronics in 
the past, and in the future with the introduction of both single component to VLSI technology. 
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600 V, with a single surge response of 40 kA in 10–20 s, or multiple surges of magnitude of 20 kA.
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and time response. Circuit breakers can be used to protect household appliances, and large 
scale switchgear high voltage circuits. The circuit breaker is an electrical switch designed for 
the purpose of electrical over-current events, short circuits, or fault detection. Circuit breakers 
are typically “tripped” by the high current event, and can be manually reset. The concept of 
the circuit breaker was invented by Charles Grafton Page, in 1836 [17].

A class of circuit breakers is the thermal-magnetic circuit breaker [1]. Thermal-magnetic cir-
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cally are low voltage high efficiency products that can carry amperes of current per channel. 
Buck-converters use over-current protection logic and networks; over-current functions protect 
the switching converter from an output short by monitoring current flow in the application. 
Hence, in power applications, it is possible to integrate electrical over-voltage (EOV) and elec-
trical over-current (EOC) within a component design. Many analog and power applications 
also contain thermal protection networks as well to avoid thermal runaway and EOS damage.

4. Challenges in the future

Future challenges exist in improve reliability and safety in components and systems due to 
electrostatic discharge (ESD) and electrical overstress (EOS). Challenges include the following:

• Achieving EOS and ESD standards protection levels in future technology generations.

• Maintaining chip and system level performance objectives without lowering of ESD and 
EOS protection levels.

• Electronic system failure from CMOS latchup in scaled future technology.

• Electronic system failure from overheating in handheld and portable devices.

5. Conclusions

In conclusion, ESD and EOS failures occur in devices, components and systems in electronics in 
the past, and in the future with the introduction of both single component to VLSI technology. 
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Significant advancements have been made in the understanding of failure mechanisms, as well 
as solutions to address them have been applied in semiconductor electronics.
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Abstract

Damage of offshore oil-and-gas pipelines results in significant pollution of the marine
environment. Extent of pipeline damage during an earthquake depends on a number of
factors: the seismic force and the seismic waves’ propagation direction, the geological
and groundwater conditions, the operation and process duties, the pipeline design and
the joints, the pipeline material’s characteristics, and the extent of pipeline wear.
Requirements to the structural reliability of subsea pipelines are much stricter than those
set to underground and overhead pipelines. An offshore pipeline is in the combined
stressed condition. It is characterized by tension of the pipeline walls caused by pressure
pulsations and cyclic bending due to the vibrations. This chapter tackles the vibration
analysis issues. The main goal is to present to the industry specialists the principles of
vibration assessment as applied to the offshore pipelines in seismic regions and to
outline solutions of the vibration problems. The dynamic calculations of the offshore
pipelines based on the natural frequency analysis are represented in the industrial
construction standards only.

Keywords: marine subsea pipeline, stresses in the pipeline wall, pipeline vibration, the
amplitude of offshore pipeline movements, seismic resistance of the offshore pipeline

1. Introduction

During operation of the offshore pipelines, the vibration processes occur as a result of pump
plant running, activation of shutoff valves, emergency shutdowns, and external effects. Vibra-
tion protection issues are highlighted in the manual (design documentation), but during the
design stage of the offshore pipeline system, these factors are not taken into consideration. Sea
pipelines are new type of constructions in Russia. Only in VSN R 42-81 [8] are considered
dynamic problem definition laying sea pipelines. All private oil-extracting companies are not
interested in researches. A research of vibrations of pipelines demands the state researches.

The provisions [2–4] take into account the following stresses acting on the offshore pipeline:
pressure of the product being transported, temperature exposures, and weight coating; how-
ever, dynamic nature of loading on the pipeline wall is not considered during the operation.
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When calculations are made in regard of hazard assessment of the pipeline vibrations, criteria
shall be used to determine the vibration behavior of the pipelines. Vibrations of the pipelines
caused by external effects such as impact and earthquake can be described by a general
integral of the forced vibration equation.

For example, in case of vibrations of the base plate to which a pipeline support is fixed
(Figure 1а and b), the latter has a dynamic impact by which degree is determined by the
support yield δA, Р = Y0δA cosωt.

It is highly important to have an opportunity to determine stressed condition of the pipelines
subject to vibrations in the form of elastic curves, which occur during vibrations caused by
external excitations.

Stresses in the pipeline wall can be regarded as criteria.

2. Vibration structure

It is used as a reliability factor of the structure under vibrations [1, 3]. Under harmonic
vibrations, the vibration velocity can serve as a reliability criterion for the pipeline.

The harmonic vibrations are characterized by two parameters: frequency of vibrations and
displacement amplitude:

y ¼ Y0 sinωt (1)

Vibration velocity and vibration acceleration are expressed as follows:

v0 ¼ ωY0; g0 ¼ ω2Y0 (2)

3. Bending vibrations of the pipelines

Under bending vibrations of the pipelines, when distribution of stresses and vibration veloci-
ties is significantly different for various fixing conditions, factor с shall be determined individ-
ually for each case [3].

d2y
dx2

þmω2

T
y ¼ 0 (3)

Form of the elastic curve of the pipeline is expressed by a sine wave.

y zð Þ ¼ Y0 sin
iπz
L

, y zð Þ ¼ Y0y zð Þ (4)

where Y0 is an amplitude of vibrations.

Bending moment in the random location on the pipeline is equal to:
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M zð Þ ¼ EIy00 zð Þ ¼ �EI
i2π2

L2
Y0 sin

iπz
L

(5)

where I is a moment of inertia.

Maximum stresses in the pipeline:

σmakc ¼ EI
i2π2

WL2
Y0, (6)

then W is a moment of resistance in the pipeline.

At initial approximation, certain typical ideal forms of vibrations are used for vibration analy-
sis. Then, the natural vibration frequency of the pipeline is expressed by the following formula:

ωi ¼ i2π2

L2

ffiffiffiffiffiffiffi
EIg
rF

s
(7)

where F is a square section of the pipeline.

According to [3, 5], the maximum vibration velocity is determined from the following equa-
tion:

Vmax ¼ vbaseKη (8)

where vbase is a vibration velocity of the base plate; η is a dynamic magnification factor; k is a

form engagement factor: k ¼ Ð 1
0 ydz=

Ð 1
0 y2dz, y, z are dimensionless forms of pipeline vibra-

tions and current coordinate.

Expansion bends are regarded as vibration damping elements for the pipelines to ensure their
vibration resistance. The expansion bends prevent the transfer of vibrations along the pipeline.

4. Analysis of pipeline vibrations

Stresses across the cross sections of the pipeline under natural vibrations can be determined
from the following equation:

Figure 1. Force excitation of vibrations. (а) Excitation through an elastic support; (b) kinematic excitation of vibrations.
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σk ¼ ED
2

Ck ωð Þ ∂
2yk zð Þ
∂z2

: (9)

Stresses acting on the pipeline can be expressed as follows:

σ ¼ Y0
EIy}
W zð Þ ,

where EI is bending rigidity of pipe, N�m2.

Allowable amplitude of vibration equals to:

Y0½ � ¼ σ½ �W zð Þ
EIy}

, (10)

where [σ] is a permissible stress in the pipe metal.

The analysis of pipeline vibrations is performed using root mean square of instantaneous
vibration parameters over a period determined by the following formula [8]:

y ¼ 1
T

ðT
0
y2dt: (11)

Measurement results of real pipeline vibrations show that such vibrations are of complex, and
in some cases, they are of random nature. For the determination of stresses in the pipeline
walls, the process loads Рр due to operating pressure of the product being transported, the
effect of hydrostatic water head pressure shall be taken into consideration as well as time-
variable loading on the pipeline such as pressure pulsations and seismic forces. It is effective to
use spectral method during the analysis of the pipeline random vibrations [1, 3].

The internal pressure of the gas line generates random vibrations.

Elastic stress in the pipe walls can be expressed as follows:

δ ¼ F
A
¼ p2D

2t
,when p2 ¼ 2Et

ΔD
D2 ¼ 4Et

D2 d, (11a)

where δ is a dynamic stres, N/m2. Pressure changes in this manner p sin ωt ¼ p2 þ p3, in this
case the balance between the elastic and internal force in the pipe wall shall be equal to:

p1 ¼ p2 þ p3 ¼
4Et
D2 dþ tδa

As displacement and acceleration, at a given frequency, are related by �ω2, the expression can
be changed to:
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p1 ¼ þ δ� 4Et
D2ω2

� �
ta (12)

Or

p1 ¼
4E
D2 � ω2

� �
td (13)

Combined stress in the axial direction due to pressure pulsations and vibration:

σt ¼ σΔpt þ σV (14)

5. Spectral transforms

Spectral density corresponds to the spectral form of the internal pressure sinusoidal vibrations
u(t) = sin ω0t. Periodic function spectrum ST(f) is determined by a direct Fourier transform of
the time function

ST fð Þ ¼
ð∞
�∞

sT tð Þe�j2πftdt ¼ S fð Þ∙ 1
T

X∞
m¼�∞

δ f �m
T

� �

¼ 1
T
∙
X∞
m¼�∞

S
m
T

� �
∙δ f �m

T

� �
¼

X∞
m¼�∞

C m½ �∙δ f �m
T

� � (15)

Complex weights of S-functions at frequencies multiple of 1/Т. They represent expansion
coefficients of the function (15) into a Fourier series as follows:

C m½ � ¼ 1
T
∙S

m
T

� �

Time function sТ(t) and spectral function С[т] of the impact are the main characteristics. They
are interrelated by a complex Fourier series.

The function containing n vibrations is described by the following equations,

F tð Þ ¼ sinω0t at 0 < t <
2πn
ω0

and F tð Þ ¼ 0 at 0 > t >
2πn
ω0

:

Then amplitude spectrum is determined by the following expression:

S ωð Þ ¼ 2ω0
nπω
ω0

ω2
0 � ω2

����
���� (16)

At small values of ω0: S ωð Þ ≈ 1
ω.

Vibration Strength of Pipelines
http://dx.doi.org/10.5772/intechopen.72794

27



σk ¼ ED
2

Ck ωð Þ ∂
2yk zð Þ
∂z2

: (9)

Stresses acting on the pipeline can be expressed as follows:

σ ¼ Y0
EIy}
W zð Þ ,

where EI is bending rigidity of pipe, N�m2.

Allowable amplitude of vibration equals to:

Y0½ � ¼ σ½ �W zð Þ
EIy}

, (10)

where [σ] is a permissible stress in the pipe metal.

The analysis of pipeline vibrations is performed using root mean square of instantaneous
vibration parameters over a period determined by the following formula [8]:

y ¼ 1
T

ðT
0
y2dt: (11)

Measurement results of real pipeline vibrations show that such vibrations are of complex, and
in some cases, they are of random nature. For the determination of stresses in the pipeline
walls, the process loads Рр due to operating pressure of the product being transported, the
effect of hydrostatic water head pressure shall be taken into consideration as well as time-
variable loading on the pipeline such as pressure pulsations and seismic forces. It is effective to
use spectral method during the analysis of the pipeline random vibrations [1, 3].

The internal pressure of the gas line generates random vibrations.

Elastic stress in the pipe walls can be expressed as follows:

δ ¼ F
A
¼ p2D

2t
,when p2 ¼ 2Et

ΔD
D2 ¼ 4Et

D2 d, (11a)

where δ is a dynamic stres, N/m2. Pressure changes in this manner p sin ωt ¼ p2 þ p3, in this
case the balance between the elastic and internal force in the pipe wall shall be equal to:

p1 ¼ p2 þ p3 ¼
4Et
D2 dþ tδa

As displacement and acceleration, at a given frequency, are related by �ω2, the expression can
be changed to:

System of System Failures26

p1 ¼ þ δ� 4Et
D2ω2

� �
ta (12)

Or

p1 ¼
4E
D2 � ω2

� �
td (13)

Combined stress in the axial direction due to pressure pulsations and vibration:

σt ¼ σΔpt þ σV (14)

5. Spectral transforms

Spectral density corresponds to the spectral form of the internal pressure sinusoidal vibrations
u(t) = sin ω0t. Periodic function spectrum ST(f) is determined by a direct Fourier transform of
the time function

ST fð Þ ¼
ð∞
�∞

sT tð Þe�j2πftdt ¼ S fð Þ∙ 1
T

X∞
m¼�∞

δ f �m
T

� �

¼ 1
T
∙
X∞
m¼�∞

S
m
T

� �
∙δ f �m

T

� �
¼

X∞
m¼�∞

C m½ �∙δ f �m
T

� � (15)

Complex weights of S-functions at frequencies multiple of 1/Т. They represent expansion
coefficients of the function (15) into a Fourier series as follows:

C m½ � ¼ 1
T
∙S

m
T

� �

Time function sТ(t) and spectral function С[т] of the impact are the main characteristics. They
are interrelated by a complex Fourier series.

The function containing n vibrations is described by the following equations,

F tð Þ ¼ sinω0t at 0 < t <
2πn
ω0

and F tð Þ ¼ 0 at 0 > t >
2πn
ω0

:

Then amplitude spectrum is determined by the following expression:

S ωð Þ ¼ 2ω0
nπω
ω0

ω2
0 � ω2

����
���� (16)

At small values of ω0: S ωð Þ ≈ 1
ω.

Vibration Strength of Pipelines
http://dx.doi.org/10.5772/intechopen.72794

27



Upon the completion of the vibration analysis according to the scheme of the single-degree-of-
freedom system (which includes the reduced weight of the pipeline and its components, and
elastic support action), stresses and deformations in the support elements shall be calculated.

Transfer function of the maximum stress relative to acceleration of the pipeline supports can be
written as

Hσ ω; zð Þj j ¼ Ck ωð Þ ED2 y00k zð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 � ω2
� �2 þ 2βωω0

� �2q : (17)

Spectral density of the pipeline response to random excitations will be equal to

ΦYY ωð Þ ¼ ΦQQ ωð Þ
ω2

0 �ω2
� �2 þ 2βωω0

� �4 (18)

Considering the tensile strength and fatigue strength, the allowable amplitudes of stresses in
the pipeline wall can be calculated from the following formulas:

σΛm ¼ σ�1βk

nm 1þ σ�1
σB

1þqr
1�qr

� � , σΔt ¼ σ�1βk

nt 1þ σ�1
σB

1þqt
1�qrt

� � (19)

where σВ is a tensile strength; σ�1 is a fatigue strength under symmetrical loading cycle; β is a
coefficient that takes into consideration the effect of the pipeline surface finish on the fatigue
strength: for new pipelines β = 0.80–0.85, for corrosion susceptible pipelines, this coefficient is
reduced to β = 0.5; k is a stress concentration factor [1, 3, 4].

Stress ratio is shown as follows:

qr ¼
Pp � ΔP
Pp þ ΔP

, qt ¼
PpD= 2δð Þ � σt
PpD= 2δð Þ þ σt

,

During the installation of the pipeline system, the rated natural load shall be assumed as
maximum* at the most probable sea condition for the time period under review, which is
determined using (Нз, Тр), and applicable stream and wind conditions. Rated load is assumed
as maximum at the most probable parameters of the natural environment (in other words,
waves, stream, and wind- LE), and equals to.

R LEð Þ ¼ 1� 1
N

where R(LЕ) is a probability distribution function LЕ.

N is a number of loading cycles of minimum 3 h in length at a certain sea condition.

Note that the specific sea condition for the time period under review can be interpreted as a sea
condition for an applicable location and period of pipe laying. Ordinary requirement is that the
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duration of the time period shall be long enough to consider all potential delays. Pipe laying
period shall not exceed this time interval.

σ�1 value can be defined either using reference data or Manson formula [4]:

σ�1 ¼ 1:75σB=N0:12

here N is a number of loading cycles.

6. Pipeline vibration limiting

Pipeline vibration limiting regulations can be divided into the following categories:

• for pipeline soundness and quality

• for pipeline vibration resistance under exposure to external vibrations.

The requirements [design documentation] state that “the maximum allowable amplitude of
vibrations of the process pipelines is 0.2 mm at vibration frequency of max 40 Hz” [2].

Offshore pipeline specifications do not provide either limitations for the pressure pulsations or
vibration limitations.

Low-frequency vibrations of the pipelines under principal modes, when such vibrations are
close to be harmonic, can be easily evaluated on the basis of the amplitude of vibration
displacement since in this case they are proportional to the stresses induced in the pipelines
and can be regarded as a strength factor of the pipelines.

We get the following expression for k-form of the vibrations using formula [5], for the root
mean square value of vibrations:

ffiffiffiffiffiffiffiffiffiffiffi
σ2k zð Þ

q
¼

ð∞
0
Ck ωð Þ ΦQQ ωð Þdωffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ω2
0 � ω2

� �2 þ 2βωω0
� �2q

2
64

3
75ED

2

In the event of random vibrations, the combined stress in the pipeline is the following:

σ2 zð Þ ¼
XN

k¼1

σ2k zð Þ:

However, in the regulatory documents for offshore pipelines, there are not only restrictions on
pressure pulsations but also restrictions on vibrations. Low-frequency oscillations of pipelines
along lower forms, when these oscillations are close to harmonic, can be conveniently estimated
from the amplitude values of the vibrational displacement because in this case they are propor-
tional to the stresses arising in the pipelines and are indicators of the strength of the pipelines.
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Vibration velocity can be written as:

Vl ¼
ðT
0
a tð Þdt ¼

ðT
0
B0 sin ωtdt ¼ B0n=2πf K (20)

where Vl is vibration velocity (mm/s); a is vibration acceleration (mm/s2) with amplitude В0; fk
is frequency of multiplicity factor k.

During the evaluation of the vibration strength, the maximum amplitude of equivalent vibra-
tion stresses shall be determined for each representative section of the pipeline. This amplitude
is obtained as a result of various modal superpositions. Dimension of the transfer function
depends on the type of disturbance and response against which the transfer function is
determined.

When exposed to random vibrations, root-mean-square value of the maximum stress in the
pipeline can be found using the transfer function for the maximum stress with respect to
acceleration of the pipeline supports:

Hσ ω; zð Þj j ¼ Ck ωð Þ ED2 y00k zð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 � ω2
� �2 þ 2βωω0

� �2q (21)

where D is outside diameter of pipe.

Pipeline response to broadband random vibrations can be defined as a combined effect of
several narrowband random vibrations. The narrowband vibrations of the pipelines occur as a
response to the broadband excitation under low damping. The mean frequency of the narrow-
band vibrations can be calculated from the Rice’s formula:

ω2
0 ¼

Ð∞
�∞ ω2ΦYY ωð ÞdωÐ∞
�∞ ΦYY ωð Þdω ¼ R}

y 0ð Þ
Ry 0ð Þ ¼

σ2_y
σ2y

(22)

Root mean square value of the pipeline movement to be subject to vibrations can be calculated
from the following formula:

σ ¼
ðf 2
f 1

η2f Φ fð Þdf
" #1=2

, here σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

η2f iΦ f i
� �

Δf i:

vuut (23)

where ηf is a dynamic response factor-relation between displacement amplitude of the anchor
points for the pipeline and relative displacement amplitude of the pipeline sections at specified
frequency; Ф(f) is a spectral density of the disturbed random vibration in the frequency band
f1 and f2; Δfi is an interval of the frequency band segmentation f1, f2; N is a number of intervals
of the frequency band segmentation.
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Development of the standardized vibration limits is complicated due to a wide variety of the
requirements to the characteristics of the vibration capacity of various equipments.

However, for determination of the pipeline system reliability exposed to vibrations, it is required
to consider the effect of vibrations on failures and malfunctions on the basis of certain assump-
tions regarding damage accumulation in the structures and failure occurrence. If stresses in the
elastic elements of pipelines (supports) are considered failure criteria, the vibration strength of
the supports shall be evaluated using calculation models of support structures. The private oil-
extracting companies apply burying of pipelines. It is just concealment of a problem. In the
seismic phenomena, vibrations arise in the thickness of the Earth.

During the analysis of the first fundamental forms of vibrations which lie within 20 Hz,
vibration displacement is frequently used as a test parameter.

The following stages are included into the obligatory vibration tests of the pipeline: study of the
operating conditions of the system and analysis of the dynamic loads acting on the pipeline;
determination of the potential failure patterns; and selection of failure occurrence criteria due
to vibrations.

According to the regulations of the Ministry of Gas Industry, emergency vibration level [2] is
measured using vibration velocity Ve = 18 mm/s, and the warning vibration level is estimated
by the exceedance Ve = 41 mm/s [9, 10].

During the pipeline vibration analysis, it is necessary to know rigidity characteristics of the
system components. The rigidity of pipe of permanent round section is characterized by the
following parameters: EI is bending rigidity, N�m2.

Up to the present moment, frequency ranges have not been yet defined for the offshore pipe-
lines where one or another vibration parameter shall be used for vibration limitation purposes.

The allowable amplitude of vibrations is defined as follows:

Vmax ¼ vbasekη Vmax:

Amplitude of vibration stresses at different frequencies is determined during calculation of the
forced vibrations of the pipeline [8].

The main criterion of the pipeline vibration strength is detuning of natural frequencies fj from
discrete frequencies of the excitatory loads fip, defined as described in 2.2 [6].

Let us determine safe vibration velocity for the pipeline kinematically excited on the movable
base plate. Amplitudes of vibration voltage at different frequencies are determined by the
results of calculation of forced oscillations of the pipeline. The way to ensure the vibration
resistance of the pipeline is to detune the natural frequencies fj of the structure [7].

Vibrations of marine pipelines with a protective coating to decrease the interaction of the pipe-
line with the coating result in cracking in the coating of corrosion and damage to the coating.
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Vibration velocity can be written as:
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ω2

0 � ω2
� �2 þ 2βωω0

� �2q (21)

where D is outside diameter of pipe.

Pipeline response to broadband random vibrations can be defined as a combined effect of
several narrowband random vibrations. The narrowband vibrations of the pipelines occur as a
response to the broadband excitation under low damping. The mean frequency of the narrow-
band vibrations can be calculated from the Rice’s formula:

ω2
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Ð∞
�∞ ω2ΦYY ωð ÞdωÐ∞
�∞ ΦYY ωð Þdω ¼ R}

y 0ð Þ
Ry 0ð Þ ¼

σ2_y
σ2y

(22)

Root mean square value of the pipeline movement to be subject to vibrations can be calculated
from the following formula:

σ ¼
ðf 2
f 1

η2f Φ fð Þdf
" #1=2

, here σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN
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η2f iΦ f i
� �

Δf i:
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where ηf is a dynamic response factor-relation between displacement amplitude of the anchor
points for the pipeline and relative displacement amplitude of the pipeline sections at specified
frequency; Ф(f) is a spectral density of the disturbed random vibration in the frequency band
f1 and f2; Δfi is an interval of the frequency band segmentation f1, f2; N is a number of intervals
of the frequency band segmentation.
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Development of the standardized vibration limits is complicated due to a wide variety of the
requirements to the characteristics of the vibration capacity of various equipments.

However, for determination of the pipeline system reliability exposed to vibrations, it is required
to consider the effect of vibrations on failures and malfunctions on the basis of certain assump-
tions regarding damage accumulation in the structures and failure occurrence. If stresses in the
elastic elements of pipelines (supports) are considered failure criteria, the vibration strength of
the supports shall be evaluated using calculation models of support structures. The private oil-
extracting companies apply burying of pipelines. It is just concealment of a problem. In the
seismic phenomena, vibrations arise in the thickness of the Earth.

During the analysis of the first fundamental forms of vibrations which lie within 20 Hz,
vibration displacement is frequently used as a test parameter.

The following stages are included into the obligatory vibration tests of the pipeline: study of the
operating conditions of the system and analysis of the dynamic loads acting on the pipeline;
determination of the potential failure patterns; and selection of failure occurrence criteria due
to vibrations.

According to the regulations of the Ministry of Gas Industry, emergency vibration level [2] is
measured using vibration velocity Ve = 18 mm/s, and the warning vibration level is estimated
by the exceedance Ve = 41 mm/s [9, 10].

During the pipeline vibration analysis, it is necessary to know rigidity characteristics of the
system components. The rigidity of pipe of permanent round section is characterized by the
following parameters: EI is bending rigidity, N�m2.

Up to the present moment, frequency ranges have not been yet defined for the offshore pipe-
lines where one or another vibration parameter shall be used for vibration limitation purposes.

The allowable amplitude of vibrations is defined as follows:

Vmax ¼ vbasekη Vmax:

Amplitude of vibration stresses at different frequencies is determined during calculation of the
forced vibrations of the pipeline [8].

The main criterion of the pipeline vibration strength is detuning of natural frequencies fj from
discrete frequencies of the excitatory loads fip, defined as described in 2.2 [6].

Let us determine safe vibration velocity for the pipeline kinematically excited on the movable
base plate. Amplitudes of vibration voltage at different frequencies are determined by the
results of calculation of forced oscillations of the pipeline. The way to ensure the vibration
resistance of the pipeline is to detune the natural frequencies fj of the structure [7].

Vibrations of marine pipelines with a protective coating to decrease the interaction of the pipe-
line with the coating result in cracking in the coating of corrosion and damage to the coating.
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Example.

Vibration strength of pipelines.

Low-frequency vibrations of the pipelines under principal modes, when such vibrations are
close to be harmonic, can be easily evaluated on the basis of the amplitude of vibration dis-
placement because in this case they are proportional to the stresses induced in the pipelines
and can be regarded as a strength factor of the pipelines.

σ�1 value can be defined either using reference data or Manson formula [4]:

σ�1 ¼ 1, 75σB=N0:12, here N is a number of loading cycles.

Let us consider the following example of calculating the allowable stress amplitudes in the
pipeline wall.

Researches were made for vibration speed (response characteristic: root mean square value of
Vmax = 0.0103 cm/s) and pressure pulsation amplitude of ΔP = 0.5 MPa for the landfall section
of the offshore pipeline with rated pressure of 17.5 MPa. Outside diameter of the pipeline is D
= 406 mm, wall thickness is 17.5 mm. Material grade is X52 (σв = 455 MPa, σ�1 ≈ 916 MPa, E =
0.20457�106MPa, σe = 358 MPa). Pipe section modulus is W = 0.00199 m3.

Kt≔1

σBB�β�k=806.08

nm1 � 1þ σBB
σB

� 1þ rq
1� rq

� �
¼ 64:214

If length l of the pipeline section is 30 m, displacement y0 is determined by the formula (7) and
is equal to 0.026 m, considering the formula (9) vmax = 0.035 m

If pressure pulsation ΔР is 0.5 MPa and work pressure is 15.7 MPa (β = 0.8), stress variation on
the pipeline wall is 6.386 MPa. Stress ratio (17) qr is 0.938. Stress amplitude in the pipeline wall
is equal to σΔq ¼ 12.553 MPa considering steel tensile strength and fatigue strength (refer to
Table 1).

Temperature fluctuations Δt = 5� result in stress variation of 12.36 MPa in the pipeline wall and
are equal to rt = 0.817 as shown in the formula (19). Allowing for tensile strength and fatigue

Name of the characteristics Steel

Х52∅406 Х65∅711

Yield strength, МPа 358 448

Strength limit Rm, МPа 455 530

Permissible stresses in metal pipes σ, МPа 255.6 292.8

Table 1. The main physical characteristics of steel pipe [2].
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strength of the pipeline steel (see Table 1), stress amplitude σΔt ¼ 38.322 MPa in the pipeline
wall. Fatigue strength factor of the pipeline shall be at least п = 2.0 [3].

Let us review the seismogram of seismic intensity 6 to MSK-64 scale for the vibration strength
analysis of the landfall section of the offshore pipeline. The seismic impact is characterized by
the following parameters: maximum acceleration amax = 0.94485 cm/s2 at t = 0.12 s (Figure 2).

We get the line spectrum of the signal consisting of the harmonics:

Δω ¼ 2π
Tmin

¼ 2π
N∙Δt

rad=sð Þ

where Тmin is a minimum period.

Periodogram results can be interpreted as dispersed data at frequencies given in Table 2 and
Figure 3.

Figure 2. Accelerogram recording used during calculations.

Ser.no. Frequency Period Periodogram Density Spectral density in hamming window

0 0.00000 0.0 1488.55 0.035714

1 0.02174 46.0 2836.21 1828.18 0.241071

2 0.04348 23.0 1695.297 1839.68 0. 446429

3 0.06522 15.3333 1456.8 1528.67 0.241071

4 0.08696 11.5 1341.92 1355.41 0.035714

5 0.1087 9.2 1255.43 1258.18

6 0.13044 7.66667 1174.63 1174.32

7 0.15217 6.67143 1092.56 1091.35

8 0.17391 5.75 1007.15 1005.84

9 0.19585 5.11111 918.245 917.192

10 0.21739 4.6 826.556 825. 941
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strength of the pipeline steel (see Table 1), stress amplitude σΔt ¼ 38.322 MPa in the pipeline
wall. Fatigue strength factor of the pipeline shall be at least п = 2.0 [3].
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Ser.no. Frequency Period Periodogram Density Spectral density in hamming window

11 0.23913 4.18182 733. 242 733.16

12 0.26087 3.83333 639.703 640.204

13 0.28261 3.53846 547.464 548.566

14 0.30435 3. 28571 458.096 459.796

15 0.32609 3.06667 373.16 375.439

16 0.34783 2.875 294.168 296.99

17 0.36957 2.70588 222.536 225.855

18 0.3913 2.55556 159.563 163.32

19 0.41304 2.42105 106.391 110.52

20 0.43478 2.3 63.992 68.417

21 0.45652 2.19048 33.139 37.781

22 0.47826 2.09091 14.398 19.172

Table 2. Vibration impact periodogram.

Figure 3. Vibration impact periodogram.
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Mean mathematic amplitude Вк over a period of observation Т shall be written as:

B0 ¼ 1
T

ðT
0
BK tð Þdt, (24)

where BK tð Þ is a behavior of k-х components of vibration spectrum.

Vibration velocity can be written as:

Vl ¼
ðT
0
a tð Þdt ¼

ðT
0
B0sinωtdt ¼ B0n=2πf K (25)

where Vl is vibration velocity (mm/s); a is vibration acceleration (mm/s2) with amplitude В0; fk
is frequency of multiplicity factor k.

According to the standards of the Ministry of Gas Industry [6], an emergency vibration level is
equal to the vibration speed Ve = 18 mm/s, and an alarm vibration level exceeds Ve = 41 mm/s.
For pipeline sections more than 0.5 m, the vibration displacement span is restricted to 0.5 mm
(refer to the standards of the National Compressor Engineering Association “Souzcompre-
ssmach”) [2].

Based on the allowable strength from [2], the allowable amplitude of vibrations is calculated
for the pipeline of 408 mm diameter and 17.5 mm wall thickness, and allowable stress is
255.6 MPa. The effective span length of the pipeline section under review is 30 m. Amplitude
of forced vibrations Y0 is 0.061 m. Safe vibration speed of the pipeline, which is excited kine-
matically on the moving platform, is 0.035 m/s.

7. Conclusion

Offshore pipelines can be regarded as new constructions in Russia. Industry-Specific Construc-
tion Standard specifies dynamic vibrations of the pipeline.

None of the private oil companies is interested in studying vibration strength of the pipelines;
they make references to the existing standards. Offshore pipeline vibration analysis is very
important and requires government involvement. Such researches should be performed by the
large scientific institutes.

Private companies use a pipe burial method. The pipelines can be buried; however, it is not a
way to solve the problem. Seismic impacts come from under the ground.

Vibrations of marine pipelines with a protective coating to decrease the interaction of the
pipeline with the coating result in cracking in the coating.
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Abstract

In this chapter, there has been presented destruction estimation models of construction
elements of aircraft in different cases of the state of readiness. The following cases have
been examined: when a diagnostic parameter indicating the state of readiness exceeds
critical point; when unexpected failure occurs as a result of overload impulse; when a
diagnostic parameter increases and as a result premature failure occurs; when damage
can be indicated with a diagnostic parameter and an unexpected failure may occur.
Differential calculus of Fokker-Planck type has been used in creating the model. Second
part of the chapter includes a method of probability and risk evaluation of technical
damage to functional-relief (redundant) systems using the Poisson model. The chapter
raised the problem of diagnosis errors and erroneous usability evaluation, and describes
the example of a real event of an aircraft landing without the released landing gear as a
consequence of an erroneous diagnostics. The rescue process in a situation of an aviation
accident hazard was described briefly.

Keywords: aircraft, probability, failure, protective systems, diagnostic

1. Introduction

In this chapter, the concept of a hazard in transport systems will be restricted and limited to the
aviation technology. It is also assumed that these threats will be related to the possibility of the
occurrence of catastrophic and signalled damage due to technical reasons caused by destruc-
tive processes, which appear during the aircraft operation. The current aircraft is characterised
by a high level of reliability and durability. The reliability and durability tests of aviation
technology are carried out in two different ways. The first way involves station tests of the
selected units of objects and construction systems under simulated loads and operating condi-
tions, while diagnosing the technical condition and recording data on the course of destruction
processes.
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The second way is to use an external central computerised system of monitoring and analysing
the operation process of the entire set of objects, including a system of recording operational
events and an information processing system. The system of recording information obtained
during diagnostic checks and detected damage divided by types, symptoms, causes and
effects is of particular importance. The recorded data are used for determination of the reliabil-
ity and safety characteristics, and provide the opportunity to estimate a functioning resource.

2. Safety hazard due to sudden and developing damage in transport
systems

Despite many efforts in the processes of designing and implementation of new aircraft construc-
tions, the occurrence of not signalled (sudden) damage, the effects of which are serious, took
place. They may occur in the process of operation for many reasons, and mostly due to the lack
of complete recognition of many processes that take place during the aviation equipment oper-
ation. So far, there has been also a lack of methodology for optimal shaping of construction
elements based on destruction models, which would take into account all possible types of their
loads and assessment of the environmental impact effects in the long-term operation.

For example, it is possible to distinguish some causes of sudden (catastrophic) damage. They
are as follows [1]:

• The loss of the volume strength of the element, which can be damaged as a result of the
occurrence of excessive permanent deformations, the occurrence of an ad hoc crack, or a
fatigue crack, which exceeded the critical value.

• The loss in material properties in the construction elements as a result of functioning of
ageing processes.

• The loss of the element’s usability as a result of the surface wear or the inclusions of
foreign matters between the cooperating elements.

• The random increase in the concentration of vapours of chemicals and the occurrence of
circumstances conductive to uncontrolled explosions.

• The random shortcuts in the electronic circuits.

All the causes leading to catastrophic damage are the subject of numerous experimental and
theoretical considerations.

The occurrence of catastrophic damage to the aircraft equipment usually results in serious
failures or catastrophes and large losses. Therefore, it is necessary to estimate the risk of
incurring these losses.

The term of risk is understood as the probability of the occurrence of critical damage or an
adverse event in case of the occurrence of losses. In our case, a negative phenomenon will
include the occurrence of catastrophic damage to aircraft. The level of the accepted risk of
negative events is determined by the frequency of their occurrence and costs. In Figure 1, a
method for determination of the accepted risk range is presented.
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where R(t)—probability of failure to the catastrophic damage occurrence.

E[O]—expected value of the cost of developing the construction and reliability test (in
order to eliminate catastrophic damage).

E[S]—expected value of the risk resulting from the frequency of the failure and losses as a
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E[K]—expected value of the total cost E[K] = E[O] + E[S].

Figure 1 shows the possibility of moving from the zero-risk policy of a threat to the ‘accept-
able’ risk policy based on the principle ‘as low the risk, as it is reasonably achievable’.

The basis for estimating the risk of threat is a forecast of the occurrence of negative phenomena
during operation resulting in catastrophic damage.

In this chapter, the selected models, which can be used for estimating the reliability and risk of
the occurrence of catastrophic damage in the accepted time period of the device operation, will
be presented.

3. Types of damage causing threats and models for assessing the
probability of their occurrence

3.1. Classification of construction systems and wear processes

By assumption, the aviation technology has high reliability requirements, which, in practice,
are implemented through special inspection procedures and appropriate design solutions
involving the introduction of excesses of structure, strength, power, information, etc. The
structural excess is characterised by elements or functional systems, basic and reserve-
protective ones. After damage to the basic system, the protection systems start functioning. It
ensures a high safety level of aircraft flights, which is one of the most important issues in the
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The second way is to use an external central computerised system of monitoring and analysing
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air transport. Despite these protections and great efforts of technical services, the failures that
cause accidents occur.

The protecting systems constituting the reserve of basic systems significantly increase the
production costs and reduce the overall performance, such as capacity, range, fuel consump-
tion, etc. They also require special treatment in the operation of aircraft, so that they have very
high probability of correct functioning at the very low probability of use.

The accuracy of continuous or periodic identification of the state of usability is an important
issue. The person stating the state of usability of basic and reserve technical systems can make
two types of errors:

• an error of the first type consists of qualifying the usable device as unfit;

• an error of the second type consists of qualifying the unfit device as usable;

The result of the erroneous statement on the system activating the emergency release of the
landing gear was the emergency landing of PLL LOT plane, Boeing 767-300ER, on November
1, 2011 at Warsaw Chopin Airport, which will be discussed in the further part of the chapter.

The wear and ageing processes of various elements are correlated with time or the functioning
duration, or with calendar time in a varying degree. Generally, the construction elements and
functional systems may be classified into three types:

• Elements having strongly correlated parameters determining the state of usability with
the functioning duration or time, which can be identified with the existence of the mem-
ory related to the past.

• Elements having poorly correlated parameters of the state of usability with the function-
ing duration or time, which imply weak relationships of operating time with the technical
condition change, wear and damage.

• Elements without correlation with the operating time, number of activation, or other
measure of the functioning duration, with randomly occurring damage.

3.2. Elements strongly correlated with functioning time

In case of elements of the first group, it is possible to create the technical condition trajectory
and to expect a moment of time, in which the limit state will occur. It is also possible to predict
a moment of the element or unit secure taking out of service. In this case, a process of damage
can be described with a suitably selected model for normal distribution, even with a small
variance [2]. The suitable quantile of the random variable of functioning duration between
damage can be a basis for developing a programme of diagnosing, maintenance and repairs.
This group of elements can include slide bearings, gears, tyre treads of gear wheels, etc. A
good model describing the time of the correct operation is normal distribution.

3.2.1. Normal distribution

The normal distribution sometimes constitutes limit distribution, to which many other types of
distribution asymptotically approach in the operational processes of devices, together with an
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increase in the number of experiments. Based on operational tests, it can be concluded that the
normal distribution provides an approximate (asymptotic) description of the random variable of T
time of proper operation of the device’s element to damage, and it can be used when the element’s
wear and ageing parameters create a continuous random process to achieve the limit state.

The random variable of T life time of tested objects has normal distribution, if its probability
density is given by the following formula:

f tð Þ ¼ 1
σ

ffiffiffiffiffiffi
2π

p � exp � t�mð Þ2
2σ2

" #
(1)

where m = E(T )—expected value and σ2 ¼ D2 Tð Þ—variance of the random variable are the
distribution parameters.

The shape of f(t) density function curve of normal distribution characterises the population of
objects in terms of homogeneity. The homogeneity of the population of the same elements of
devices in terms of their durability in operation is represented by the coefficient of variation
v = σ/m (Figure 2).

For v small values, it is possible to accurately predict the moment of time for achieving the
limit state in the operating time interval (0, t),

The reliability function value is calculated as follows:

R tð Þ ¼ 1� F tð Þ ¼ 1�
ðt

�∞

f tð Þdt ¼
ðþ∞

t

f tð Þdt ¼ 1
σ

ffiffiffiffiffiffi
2π

p
ðþ∞

t

exp � t�mð Þ2
2σ2

" #
dt (2)

In order to simplify the calculations in practice, the so-called standardised variable is adopted:

u ¼ t�m
σ

(3)

it indicates a number of average (standard) deviation in terms of which the random variable Tt

being the implementation of life time of the particular i element differs from its expected value
m = E(T ).

With t = m + σu, taking into account that dt = σdu, the above formula is as follows:

f tð Þ ¼ 1ffiffiffiffiffiffi
2π

p � exp �u2

2

� �
(4)

However, the formula for the reliability function is as follows:

R tð Þ ¼ 1ffiffiffiffiffiffi
2π

p
ðþ∞

mþσ�u
exp � u2

2

� �
du (5)

Due to the fact that the integral
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distribution parameters.

The shape of f(t) density function curve of normal distribution characterises the population of
objects in terms of homogeneity. The homogeneity of the population of the same elements of
devices in terms of their durability in operation is represented by the coefficient of variation
v = σ/m (Figure 2).
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1ffiffiffiffiffiffi
2π

p �
ð0

�∞

exp � u2

2

� �
du ¼ 0:5 (6)

and the function

1ffiffiffiffiffiffi
2π

p
ðmþσu

0

exp � u2

2

� �
du ¼ Φ uð Þ (7)

are called the Laplace function (integral), the final form of the equation of the reliability
function will be as follows:

R uð Þ ¼ 0:5� Φ uð Þ and F uð Þ ¼ 0:5þ Φ uð Þ (8)

The above presented formulas for normal distribution of life time of the aircraft elements
provide the right accuracy of calculations at a high degree of homogeneity of a feature and
tested objects, which is characterised by small deviation values and the standard one, that is,
when the expected value E(T ) = m, where m >> σ, m > 2÷3ð Þσ is practically accepted.

In these cases, for which m
σ < 2, it is recommended to use truncated normal distribution with

the parameters of m, σ, for which the probability density function is as follows:

f tð Þ ¼ 1
aσ

ffiffiffiffiffiffi
2π

p � exp � t�mð Þ2
2σ2

" #
(9)

where m means the average life time of the object to damage, t means a current variable,
σ2 ¼ D2 Tð Þ means a variance, while σ > 0 and t > 0, and a constant is determined on the basis
of the following formula:

a ¼ 1
F0 m

σ

(10)

Figure 2. The probability density of normal distribution for different values of v coefficient of variation.
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The use of the truncated normal distribution in the reliability tests of technical objects has the
following practical sense. The equation for the density function of the normal distribution
applies for all t values, from �∞ to þ∞. In the operational reliability tests of cars and their
elements, there is always the relationship that t > 0, for which the density function is given by
the above formula

f tð Þ ¼ 1
aσ

ffiffiffiffiffiffi
2π

p � exp � t�mð Þ2
2σ2

" #
(11)

however, R(t) reliability function is provided by the following formula:

R tð Þ ¼
ð∞

t

f tð Þdt ¼ 1
aσ

ffiffiffiffiffiffi
2π

p
ð∞

t

exp � t�mð Þ2
2σ2

" #
dt (12)

Because

t�m
σ

¼ u (13)

where

dt ¼ σdu (14)

substituting these figures, it is possible to obtain:

R tð Þ ¼ 1
aσ

ffiffiffiffiffiffi
2π

p
ð∞

mþσu

exp � 1
2
u2

� �
du (15)

The solution of the above integral includes the expression:

R tð Þ ¼ F0 uð Þ
F0 m

σ

� � (16)

3.3. Elements poorly correlated with functioning time

The second group includes elements and structures operating in the variable conditions that are
subject to the material fatigue, vibration, corrosion, etc. The process of damage to the other
group’s elements can be described by the models with variable parameters and high dispersion,
such as: gamma, log-normal, Weibull and others [2]. The selection of operating programmes is
very difficult, especially in cases of aviation technology, where the failure of a function of the
object’s construction system threatens the safety of people, the environment or causes significant
material losses. In this case, it is important to apply the density of services, matching them to the
damage threatening the safety or the most common ones.
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subject to the material fatigue, vibration, corrosion, etc. The process of damage to the other
group’s elements can be described by the models with variable parameters and high dispersion,
such as: gamma, log-normal, Weibull and others [2]. The selection of operating programmes is
very difficult, especially in cases of aviation technology, where the failure of a function of the
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material losses. In this case, it is important to apply the density of services, matching them to the
damage threatening the safety or the most common ones.
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With the development of the construction, it is important to mount the diagnosing systems for
tracing (monitoring) the technical condition and signalling the pre-failure states in the units
and functional systems. A certain way out of the situation involves monitoring of the course of
induced forces with the use of a system of recorders adapted to record all relevant operational
events, especially those threatening the safety of use. With the diagnosing and IT system for
monitoring the state and the process of damage, it is possible to determine the area, in which
the technical condition trajectory is placed, or to identify the durability resource.

3.3.1. Gamma distribution

In this distribution, it is assumed that for randomly selected moments of t time in the object,
the energy with the same value of individually operating induced forces (external loads) is
cumulated, and that after putting k number of induced forces, the object is damaged.

The density function of this probability is as follows:

f tð Þ ¼
1

Γ kð Þ
0

λktk�1e�λt

for
for

t ≥ 0

t < 0

8<
: (17)

where

k—number of events enforcing the ageing process, the cumulated effects of which cause the
occurrence of damage in the object,

Γ kð Þ—gamma function is determined by the following formula:

Γ kð Þ ¼
ð∞

0

xk�1e�xdx (18)

For total k, there is the relationship:

Γ kð Þ ¼ k� 1ð Þ! (19)

and the gamma distribution is called the Erlang distribution.

In this case, F(t) distribution function has the following form:

F tð Þ ¼ 1�
Xk�1

n¼0

λ � tð Þn
n!

e�λt (20)

In Figure 3, the gamma distribution density for various values k and λ was presented. At the
same time, it is characteristic that the individual induced force (load) action results in the
aircraft ageing (or increase of the energy cumulated in it in a stepped manner). The individual
increase of effects of such an induced force has a constant value. Furthermore, the probability
of the occurrence of the aircraft ageing increases in the time interval (t, t + Δt):

System of System Failures44

p tð Þ ¼ p ¼ λΔtþ 0Δt (21)

does not depend on the number of such increases, which occurred in time preceding tmoment. In
otherwords, the condition ‘without consequences’ that is significant for the simple Poisson’s stream
of damage is assumed. The above assumptions remain valid also for the normal distribution.

In case of the assumption that SG is a maximum permissible level of cumulation of n(t) stimuli,
which result in ageing of a tested element of the aircraft and that for the number of stimuli

N tð Þ ≥ SG (22)

this object becomes unfit for further correct operation in the system, k number of induced
forces, the cumulated energy of which is necessary for causing its damage, is calculated from
the following relationship:

k ¼ SG
y

(23)

where y means the value, by which the ageing takes place (e.g., wear) of the element in a
stepped manner under the impact of a single stimulus. However, λmagnitude is characterised
by the average intensity of the aircraft ageing:

λ ¼ 1
y
¼ dE η tð Þf g

dt
(24)

By using the formula for the function of F(t) cumulated density of damage and R(t) = 1 � F(t)
relationship, the element’s reliability function for the Erlang distribution will be expressed by
the following formula:

R tð Þ ¼ 1� F tð Þ ¼
Xk�1

n¼0

λ � tð Þn
n!

e�λt ¼ e�λt
Xk�1

n¼0

λ � tð Þn
n!

(25)

Figure 3. Gamma distribution density with different values k and λ.

Probabilistic Methods for Damage Assessment in Aviation Technology
http://dx.doi.org/10.5772/intechopen.72317

45
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of the occurrence of the aircraft ageing increases in the time interval (t, t + Δt):

System of System Failures44

p tð Þ ¼ p ¼ λΔtþ 0Δt (21)

does not depend on the number of such increases, which occurred in time preceding tmoment. In
otherwords, the condition ‘without consequences’ that is significant for the simple Poisson’s stream
of damage is assumed. The above assumptions remain valid also for the normal distribution.

In case of the assumption that SG is a maximum permissible level of cumulation of n(t) stimuli,
which result in ageing of a tested element of the aircraft and that for the number of stimuli

N tð Þ ≥ SG (22)

this object becomes unfit for further correct operation in the system, k number of induced
forces, the cumulated energy of which is necessary for causing its damage, is calculated from
the following relationship:

k ¼ SG
y

(23)

where y means the value, by which the ageing takes place (e.g., wear) of the element in a
stepped manner under the impact of a single stimulus. However, λmagnitude is characterised
by the average intensity of the aircraft ageing:

λ ¼ 1
y
¼ dE η tð Þf g

dt
(24)

By using the formula for the function of F(t) cumulated density of damage and R(t) = 1 � F(t)
relationship, the element’s reliability function for the Erlang distribution will be expressed by
the following formula:

R tð Þ ¼ 1� F tð Þ ¼
Xk�1

n¼0

λ � tð Þn
n!

e�λt ¼ e�λt
Xk�1

n¼0

λ � tð Þn
n!

(25)

Figure 3. Gamma distribution density with different values k and λ.
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The expected value E(T ), D2(T ) variance and v(T) coefficient of variation for this distribution is
as follows:

E Tð Þ ¼ k
λ
; D2 Tð Þ ¼ k

λ2 ; v Tð Þ ¼ D2 Tð Þ
E Tð Þ ¼

ffiffiffi
1
k

r
(26)

3.4. Elements without correlation with operating time

The elements of the third group are subject to the exponential reliability law, in which the
constant intensity of damage is assumed. The damage have a random nature and most often
come from:

• manufacture errors (material and technological errors);

• overloads of a different nature;

• non-compliance with the instructions for use or operation technology.

The elements of the third group include bodies, glass housings and covers made of plastic,
electronics components, etc.

3.4.1. Exponential distribution

If (T ) time of correct operation to damage is recorded in a continuous manner and the intensity
of damage λ tð Þ is constant and does not depend on time in the entire interval (0, t), that is,

λ tð Þ ¼ λ ¼ const (27)

the exponential distribution is used.

The F(t) distribution function of this distribution of (T ) time of the correct operation in the
interval (0,t) is calculated on the basis of the following relationship:

F tð Þ ¼ P T ≤ tf g ¼ 1� e�λt ¼ 1� exp �λt½ � (28)

and f(t) function of distribution density for t > 0 is calculated on the basis of the relationship:

f tð Þ ¼ dF tð Þ
dt

¼ λe�λt ¼ λexp �λt½ � (29)

where

λ > 0—means the distribution parameter (intensity of damage).

Moments of the exponential distribution are given by the following formula:

E Tð Þ ¼ 1
λ

and D2 Tð Þ ¼ 1
λ2 (30)

The equality E Tð Þ ¼ 1
λ is true only for those elements of the device, for which the intensity of

damage in the entire range of operation (0, t) is constant, and therefore, it does not increase or
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does not decrease with time of operation. The value of λ parameter affects the shape of the
exponential distribution density curve presented in Figure 4.

When t < 0, the function is f(t) = 0,

When (Tk) time of proper operation to damage is treated discretely [3] (e.g., by K�1 number of
activating the object without damage to the moment of K activation, during which the failure
will occur). Then, the geometric distribution is used. The F(t) distribution function of (Tk) time
for proper operation is calculated in the following way:

F tð Þ ¼ P Tk ≤Kf g ¼ 1� 1� pð Þkþ1 (31)

where

p—means the probability of damage to the unit at K activation, it can be also calculated from
the relationship providing the approximate values:

F tð Þ ¼ P T ≤Kf g ¼ 1� e
K

E Tð Þ ¼ 1� exp � K
E Tð Þ

� �
(32)

where

E Tð Þ—expected value of time of proper operation to damage.

Therefore, for the purposes of operation, it is possible to use the following formula:

R tð Þ ¼ exp �λt½ � ¼ exp � t
E Tð Þ

� �
(33)

In relation to the fact that F(t) distribution function is the complement to the reliability function
unity:

R tð Þ þ F tð Þ ¼ 1 (34)

Figure 4. Example courses of the exponential distribution density for different values of the parameter λ.
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The expected value E(T ), D2(T ) variance and v(T) coefficient of variation for this distribution is
as follows:

E Tð Þ ¼ k
λ
; D2 Tð Þ ¼ k

λ2 ; v Tð Þ ¼ D2 Tð Þ
E Tð Þ ¼

ffiffiffi
1
k

r
(26)

3.4. Elements without correlation with operating time

The elements of the third group are subject to the exponential reliability law, in which the
constant intensity of damage is assumed. The damage have a random nature and most often
come from:

• manufacture errors (material and technological errors);

• overloads of a different nature;

• non-compliance with the instructions for use or operation technology.

The elements of the third group include bodies, glass housings and covers made of plastic,
electronics components, etc.

3.4.1. Exponential distribution

If (T ) time of correct operation to damage is recorded in a continuous manner and the intensity
of damage λ tð Þ is constant and does not depend on time in the entire interval (0, t), that is,

λ tð Þ ¼ λ ¼ const (27)

the exponential distribution is used.

The F(t) distribution function of this distribution of (T ) time of the correct operation in the
interval (0,t) is calculated on the basis of the following relationship:

F tð Þ ¼ P T ≤ tf g ¼ 1� e�λt ¼ 1� exp �λt½ � (28)

and f(t) function of distribution density for t > 0 is calculated on the basis of the relationship:

f tð Þ ¼ dF tð Þ
dt

¼ λe�λt ¼ λexp �λt½ � (29)

where

λ > 0—means the distribution parameter (intensity of damage).

Moments of the exponential distribution are given by the following formula:

E Tð Þ ¼ 1
λ

and D2 Tð Þ ¼ 1
λ2 (30)

The equality E Tð Þ ¼ 1
λ is true only for those elements of the device, for which the intensity of

damage in the entire range of operation (0, t) is constant, and therefore, it does not increase or
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does not decrease with time of operation. The value of λ parameter affects the shape of the
exponential distribution density curve presented in Figure 4.

When t < 0, the function is f(t) = 0,

When (Tk) time of proper operation to damage is treated discretely [3] (e.g., by K�1 number of
activating the object without damage to the moment of K activation, during which the failure
will occur). Then, the geometric distribution is used. The F(t) distribution function of (Tk) time
for proper operation is calculated in the following way:

F tð Þ ¼ P Tk ≤Kf g ¼ 1� 1� pð Þkþ1 (31)

where

p—means the probability of damage to the unit at K activation, it can be also calculated from
the relationship providing the approximate values:

F tð Þ ¼ P T ≤Kf g ¼ 1� e
K

E Tð Þ ¼ 1� exp � K
E Tð Þ

� �
(32)

where

E Tð Þ—expected value of time of proper operation to damage.

Therefore, for the purposes of operation, it is possible to use the following formula:

R tð Þ ¼ exp �λt½ � ¼ exp � t
E Tð Þ

� �
(33)

In relation to the fact that F(t) distribution function is the complement to the reliability function
unity:

R tð Þ þ F tð Þ ¼ 1 (34)

Figure 4. Example courses of the exponential distribution density for different values of the parameter λ.
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then, R(t) for the geometric distribution is:

R tð Þ ¼ 1� 1� exp � K
E Tð Þ

� �� �
¼ exp � K

E Tð Þ
� �

(35)

and for the exponential distribution, R(t) is:

R tð Þ ¼ 1� 1� exp �λtð Þ� � ¼ exp �λtð Þ (36)

In Figure 5, the reliability functions R tð Þ ¼ P T > tf g of the geometric distribution and the
exponential distribution were presented. In the first case, the graph constitutes a step curve.
However, the second graph constitutes a continuous curve. It was assumed that the parame-
ters p and λ of both functions are the same, and their value is p = λ = 0.1.

Another way, which makes it possible to estimate the probability values of the occurrence of
catastrophic damage in the aircraft devices, can include the use of models, including the limit state.

4. Estimation of the average number of the aircraft failure within a given
period

A quantitative description and probability evaluation of damage to the basic and protection
systems of the aircraft can be carried out in accordance with the postulates of the Poisson
process [4].

Assuming that:

• probability of damage is directly proportional to the length of the concerned time period
and the number of operated aircraft;

• proportionality factor identifying the risk of damage is constant;

Figure 5. Reliability function courses; distribution: a—geometric, b—exponential.
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The following system of equations is right:

P0 tþ Δtð Þ ¼ P0 tð Þ 1� λN tð ÞΔtð Þ
P1 tþ Δtð Þ ¼ P1 tð Þ 1� λN tð ÞΔtð Þ þ P0 tð ÞλN tð ÞΔt

⋮
Pn tþ Δtð Þ ¼ Pn tð Þ 1� λN tð ÞΔtð Þ þ Pn�1 tð ÞλN tð ÞΔt
for n > 0

(37)

where

P0 t; tþ Δtð Þ—probability of non-occurrence of damage to basic and protection systems in the
time interval of Δt;

Pi t; tþ Δtð Þ, (i = 1,…n)—probability of the occurrence of ‘i’ number of damage in the time
interval of Δt;

N tð Þ—number of operated aircraft, in which the considered damage may occur;

λ—proportionality factor that represents the damage risk;

Δ t—adopted time interval of aircraft operation (or the aircraft’s flying time length).

By dividing Eq. (37) by Δ t and going to the border with Δ t ! 0, it is possible to obtain the
following system of equations:

P
0
0 ¼ �λN tð ÞP0 tð Þ

P
0
1 ¼ �λN tð ÞP1 tð Þ þ λN tð ÞP0 tð Þ

⋮
P

0
n ¼ �λN tð ÞPn tð Þ þ λN tð ÞPn�1 tð Þ

(38)

For the system of equations (38), the initial conditions are as follows:

P0 0ð Þ ¼ 1
Pn 0ð Þ ¼ 0 for n > 0

(
(39)

Equation (38) is a linear differential equation and it is solved recursively. First, P0 tð Þ is found.
By having the knowledge of P0 tð Þ, then, P1 tð Þ is determined, and so on.

The solution of the system of equations (39) takes the form of:

P0 tð Þ ¼ e

�λ

ðt

0

N tð Þdt

⋮

Pn tð Þ ¼ 1
n!

λ
ðt

0

N tð Þdt
2
4

3
5

n

e

�λ

ðt

0

N Lð Þdt

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(40)
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then, R(t) for the geometric distribution is:

R tð Þ ¼ 1� 1� exp � K
E Tð Þ

� �� �
¼ exp � K

E Tð Þ
� �

(35)

and for the exponential distribution, R(t) is:

R tð Þ ¼ 1� 1� exp �λtð Þ� � ¼ exp �λtð Þ (36)

In Figure 5, the reliability functions R tð Þ ¼ P T > tf g of the geometric distribution and the
exponential distribution were presented. In the first case, the graph constitutes a step curve.
However, the second graph constitutes a continuous curve. It was assumed that the parame-
ters p and λ of both functions are the same, and their value is p = λ = 0.1.

Another way, which makes it possible to estimate the probability values of the occurrence of
catastrophic damage in the aircraft devices, can include the use of models, including the limit state.

4. Estimation of the average number of the aircraft failure within a given
period

A quantitative description and probability evaluation of damage to the basic and protection
systems of the aircraft can be carried out in accordance with the postulates of the Poisson
process [4].

Assuming that:

• probability of damage is directly proportional to the length of the concerned time period
and the number of operated aircraft;

• proportionality factor identifying the risk of damage is constant;

Figure 5. Reliability function courses; distribution: a—geometric, b—exponential.
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The following system of equations is right:

P0 tþ Δtð Þ ¼ P0 tð Þ 1� λN tð ÞΔtð Þ
P1 tþ Δtð Þ ¼ P1 tð Þ 1� λN tð ÞΔtð Þ þ P0 tð ÞλN tð ÞΔt

⋮
Pn tþ Δtð Þ ¼ Pn tð Þ 1� λN tð ÞΔtð Þ þ Pn�1 tð ÞλN tð ÞΔt
for n > 0

(37)

where

P0 t; tþ Δtð Þ—probability of non-occurrence of damage to basic and protection systems in the
time interval of Δt;

Pi t; tþ Δtð Þ, (i = 1,…n)—probability of the occurrence of ‘i’ number of damage in the time
interval of Δt;

N tð Þ—number of operated aircraft, in which the considered damage may occur;

λ—proportionality factor that represents the damage risk;

Δ t—adopted time interval of aircraft operation (or the aircraft’s flying time length).

By dividing Eq. (37) by Δ t and going to the border with Δ t ! 0, it is possible to obtain the
following system of equations:

P
0
0 ¼ �λN tð ÞP0 tð Þ

P
0
1 ¼ �λN tð ÞP1 tð Þ þ λN tð ÞP0 tð Þ

⋮
P

0
n ¼ �λN tð ÞPn tð Þ þ λN tð ÞPn�1 tð Þ

(38)

For the system of equations (38), the initial conditions are as follows:

P0 0ð Þ ¼ 1
Pn 0ð Þ ¼ 0 for n > 0

(
(39)

Equation (38) is a linear differential equation and it is solved recursively. First, P0 tð Þ is found.
By having the knowledge of P0 tð Þ, then, P1 tð Þ is determined, and so on.

The solution of the system of equations (39) takes the form of:

P0 tð Þ ¼ e

�λ

ðt

0

N tð Þdt

⋮

Pn tð Þ ¼ 1
n!

λ
ðt

0

N tð Þdt
2
4

3
5

n

e

�λ

ðt

0

N Lð Þdt

8>>>>>>>>>>>>><
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The probability that n damage requiring the launch of protection systems will occur in the time
interval (0,t) is described with the Poisson distribution, whereas the role of the expression ‘λt’

is replaced with the following magnitude λ
Ðt
0
N tð Þdt due to the low frequency of the occurrence

of this type of damage in the process of the aircraft operation.

The integral
Ðt
0
N tð Þdt can be replaced with the following total:

ðt

0

N tð Þdt $
XN

i¼1

ti (41)

where

N—number of aircraft operated within the considered time;

ti—flying time of the aircraft within the considered time.

For a single aircraft, the probability of the damage occurrence during the considered t flying
time will be:

q1 ¼ 1� e�λt (42)

where

q
1—probability of damage in one aircraft;

t—aircraft’s flying time.

Since λ risk of damage to both systems (basic and protection) that causes the failure is low, the
expression e�λt can be expanded into a power series.

Hence

e�λt ffi 1� λt (43)

By substituting Eq. (43) to (42), the following is obtained:

q
2 ffi lt (44)

With the relationship (44), it is possible to estimate the probability of the failure occurrence in a
single aircraft.

The probability of correct aircraft functioning is expressed by the following relationship:

P1 ¼ 1� bλt (45)

In order to estimate the average number of failures during a given period for the operated
aircraft park, the following relationship can be used:
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E n½ � ¼
X∞
n¼1

nPn tð Þ ¼ bλ
XN

i¼1

ti (46)

where

ti—flying time within a given period of i aircraft

N—number of operated aircraft.

We are often interested not only in the probability that n damage will occur for given flying
time, but in the magnitude of λ coefficient characterising the intensity (risk) of the damage
occurrence. In order to determine the estimator of λ parameter, a maximum likelihood method
will be used. It should be supposed that we observed and recorded the occurrence of damage
in several separate time intervals, when the aircraft’s flying time was: t1, t2,…, ti. As a result of
the observation, the following was obtained:

• in the interval (0, t1), n1 of damage occurred;

• in the interval (t1, t2), n2 of damage occurred;

⋮

• in the interval (ti�1, ti), ni of damage occurred;

The probability of the occurrence of the said number of damage, that is, n1+ n2 +…+ ni during
operation with the intensity of their occurrence of λ is expressed by the relationship:

L ¼ λT1ð Þn1
ni!

e�λT1 � λT2ð Þn2
n2!

e�λT2⋯
λTið Þni
ni!

e�λT1

¼ λn1þn2þ…þniTn1
1 Tn2

2 … Tni
i

n1!n2! …ni!
e�λ T1þT2þ…þTið Þ

(47)

where

Ti ¼ ti � ti�1 (48)

The above recorded probability, considered as a function of λ variable, at defined n1, n2,…, ni,
T1, T2,…Ti is called the likelihood. Currently, such a value of λ, for which L likelihood adopts the
greatest value, is found. For this purpose, relationship (47) is subjected to logarithms and a
derivative in relation to λ, which is equated to zero, is calculated. By solving the obtained
equation in this manner, it is possible to find the relationship for λ.

Hence

bλ ¼ n1 þ n2 þ…þ ni
T1 þ T2 þ…þ Ti

(49)

With the help of the relationship (49), the estimator of λ coefficient with the use of the
maximum likelihood method is determined.
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The probability that n damage requiring the launch of protection systems will occur in the time
interval (0,t) is described with the Poisson distribution, whereas the role of the expression ‘λt’

is replaced with the following magnitude λ
Ðt
0
N tð Þdt due to the low frequency of the occurrence

of this type of damage in the process of the aircraft operation.

The integral
Ðt
0
N tð Þdt can be replaced with the following total:
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N tð Þdt $
XN

i¼1

ti (41)

where

N—number of aircraft operated within the considered time;

ti—flying time of the aircraft within the considered time.

For a single aircraft, the probability of the damage occurrence during the considered t flying
time will be:

q1 ¼ 1� e�λt (42)

where

q
1—probability of damage in one aircraft;

t—aircraft’s flying time.

Since λ risk of damage to both systems (basic and protection) that causes the failure is low, the
expression e�λt can be expanded into a power series.

Hence

e�λt ffi 1� λt (43)

By substituting Eq. (43) to (42), the following is obtained:

q
2 ffi lt (44)

With the relationship (44), it is possible to estimate the probability of the failure occurrence in a
single aircraft.

The probability of correct aircraft functioning is expressed by the following relationship:

P1 ¼ 1� bλt (45)

In order to estimate the average number of failures during a given period for the operated
aircraft park, the following relationship can be used:

System of System Failures50

E n½ � ¼
X∞
n¼1

nPn tð Þ ¼ bλ
XN

i¼1

ti (46)

where

ti—flying time within a given period of i aircraft

N—number of operated aircraft.

We are often interested not only in the probability that n damage will occur for given flying
time, but in the magnitude of λ coefficient characterising the intensity (risk) of the damage
occurrence. In order to determine the estimator of λ parameter, a maximum likelihood method
will be used. It should be supposed that we observed and recorded the occurrence of damage
in several separate time intervals, when the aircraft’s flying time was: t1, t2,…, ti. As a result of
the observation, the following was obtained:

• in the interval (0, t1), n1 of damage occurred;

• in the interval (t1, t2), n2 of damage occurred;

⋮

• in the interval (ti�1, ti), ni of damage occurred;

The probability of the occurrence of the said number of damage, that is, n1+ n2 +…+ ni during
operation with the intensity of their occurrence of λ is expressed by the relationship:

L ¼ λT1ð Þn1
ni!

e�λT1 � λT2ð Þn2
n2!

e�λT2⋯
λTið Þni
ni!

e�λT1

¼ λn1þn2þ…þniTn1
1 Tn2

2 … Tni
i

n1!n2! …ni!
e�λ T1þT2þ…þTið Þ

(47)

where

Ti ¼ ti � ti�1 (48)

The above recorded probability, considered as a function of λ variable, at defined n1, n2,…, ni,
T1, T2,…Ti is called the likelihood. Currently, such a value of λ, for which L likelihood adopts the
greatest value, is found. For this purpose, relationship (47) is subjected to logarithms and a
derivative in relation to λ, which is equated to zero, is calculated. By solving the obtained
equation in this manner, it is possible to find the relationship for λ.

Hence

bλ ¼ n1 þ n2 þ…þ ni
T1 þ T2 þ…þ Ti

(49)

With the help of the relationship (49), the estimator of λ coefficient with the use of the
maximum likelihood method is determined.
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Hence, relationship (47) takes the following form:

bq ¼ bλt (50)

where

t—aircraft’s flying time within the year.

Relationship (50) makes it possible to estimate the probability of the damage occurrence in a
single aircraft within a given time interval.

5. Catastrophic damage model of the device including the limit state

These models can be used for determination of the probability of the occurrence of various
negative events in the devices for the following cases:

• when the parameter, specifying their state, will exceed the limit state;

• when a chance of the catastrophic damage occurrence is constant along the increasing
parameter, which evaluates its state;

• when a chance of the catastrophic damage occurrence increases together with an increase
in the parameter, which evaluates its state;

• when the parameters determining a chance of the damage occurrence constitute random
variables.

It is assumed that:

• The device’s technical condition is determined by one dominant diagnostic parameter. Its
current value is determined by z.

• A change in the diagnostic parameter value occurs only during the aircraft flight:

• The parameter z is non-decreasing.

May Uz,t mean the probability that in the moment of t, the diagnostic parameter value will be
equal to z. For example, it can be assumed that z may mean, for example, the crack length or
the surface wear value.

In order to describe an increase in the parameter value in the random basis, the following
differential equation was adopted:

Uz, tþΔt ¼ 1� λΔtð ÞUz,t þ λΔtUz�Δz, t (51)

where

Δz—increase in the diagnostic parameter value during one flight of the aircraft;

λΔt—probability of the aircraft flight in the time interval of Δt, whereas λΔt ≤ 1;

λ—intensity of the aircraft flights.
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Eq. (51) in the function notation adopts the following form:

u z; tþ Δtð Þ ¼ 1� λΔtð Þu z; tð Þ þ λΔtu z� Δz; tð Þ (52)

where

u z; tð Þ—density function of the diagnostic parameter z at the time of t.

After taking into account the physics of the diagnostic parameter increase and appropriate
transformation, the Fokker-Planck differential equation is obtained from Eq. (52). As a result of
solving this equation, the following density function is obtained:

u z; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
z�btð Þ2
2at (53)

where

b—average increase in the diagnostic parameter per time unit;

a—average increase square of the diagnostic parameter per time unit;

The probability of the catastrophic damage occurrence with the use of the relationship (53) can
be presented in the following way:

Q t; zdð Þ ¼
ð∞

zd

1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
z�btð Þ2
2at dz (54)

where

zd—diagnostic parameter value specifying the limit state.

The risk level of the catastrophic damage occurrence in the operating time function can be
determined after transformation of relationship (54) as follows [5]:

Q tð Þzd ¼
ðt

0

f tð Þzddt (55)

where

f tð Þzd ¼
zd þ bt

2t
1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
zd�btð Þ2
2at (56)

6. Assessment of a chance of the catastrophic damage occurrence with
the constant level along the increasing diagnostic parameter value

In point 5, a case of the device operation, when the catastrophic damage occurred only after
exceeding the limit state by the diagnostic parameter value, was considered. Currently, the next
case is considered, when the opportunity of additional one (the second type of catastrophic
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Hence, relationship (47) takes the following form:

bq ¼ bλt (50)

where

t—aircraft’s flying time within the year.

Relationship (50) makes it possible to estimate the probability of the damage occurrence in a
single aircraft within a given time interval.

5. Catastrophic damage model of the device including the limit state

These models can be used for determination of the probability of the occurrence of various
negative events in the devices for the following cases:

• when the parameter, specifying their state, will exceed the limit state;

• when a chance of the catastrophic damage occurrence is constant along the increasing
parameter, which evaluates its state;

• when a chance of the catastrophic damage occurrence increases together with an increase
in the parameter, which evaluates its state;

• when the parameters determining a chance of the damage occurrence constitute random
variables.

It is assumed that:

• The device’s technical condition is determined by one dominant diagnostic parameter. Its
current value is determined by z.

• A change in the diagnostic parameter value occurs only during the aircraft flight:

• The parameter z is non-decreasing.

May Uz,t mean the probability that in the moment of t, the diagnostic parameter value will be
equal to z. For example, it can be assumed that z may mean, for example, the crack length or
the surface wear value.

In order to describe an increase in the parameter value in the random basis, the following
differential equation was adopted:

Uz, tþΔt ¼ 1� λΔtð ÞUz,t þ λΔtUz�Δz, t (51)

where

Δz—increase in the diagnostic parameter value during one flight of the aircraft;

λΔt—probability of the aircraft flight in the time interval of Δt, whereas λΔt ≤ 1;

λ—intensity of the aircraft flights.
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Eq. (51) in the function notation adopts the following form:

u z; tþ Δtð Þ ¼ 1� λΔtð Þu z; tð Þ þ λΔtu z� Δz; tð Þ (52)

where

u z; tð Þ—density function of the diagnostic parameter z at the time of t.

After taking into account the physics of the diagnostic parameter increase and appropriate
transformation, the Fokker-Planck differential equation is obtained from Eq. (52). As a result of
solving this equation, the following density function is obtained:

u z; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
z�btð Þ2
2at (53)

where

b—average increase in the diagnostic parameter per time unit;

a—average increase square of the diagnostic parameter per time unit;

The probability of the catastrophic damage occurrence with the use of the relationship (53) can
be presented in the following way:

Q t; zdð Þ ¼
ð∞

zd

1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
z�btð Þ2
2at dz (54)

where

zd—diagnostic parameter value specifying the limit state.

The risk level of the catastrophic damage occurrence in the operating time function can be
determined after transformation of relationship (54) as follows [5]:

Q tð Þzd ¼
ðt

0

f tð Þzddt (55)

where

f tð Þzd ¼
zd þ bt

2t
1ffiffiffiffiffiffiffiffiffiffi
2πat

p e�
zd�btð Þ2
2at (56)

6. Assessment of a chance of the catastrophic damage occurrence with
the constant level along the increasing diagnostic parameter value

In point 5, a case of the device operation, when the catastrophic damage occurred only after
exceeding the limit state by the diagnostic parameter value, was considered. Currently, the next
case is considered, when the opportunity of additional one (the second type of catastrophic
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damage), possible to be implemented in every moment of the aircraft operation, is added to the
previous one.

Additionally, the intensity of the occurrence of this type of additional damage will be intro-
duced:

μ ¼ P
Δt

) P ¼ μΔt ≤ 1 (57)

where

P—probability of the occurrence of this type of damage in a single aircraft flight;

Δt—time interval, in which the flight is to take place;

μ—additional damage intensity.

Other necessary parameters and magnitudes in this point will be the same as in point 4. The
differential equation, in order to describe an increase in the value of the diagnostic parameter
changes, adopts the following form (in the function notation):

u z; tþ Δtð Þ ¼ 1� λΔtð Þ 1� Pð Þu z; tð Þ þ λΔt 1� Pð Þu z� Δz; tð Þ (58)

From Eq. (58) after transformation, the following partial differential equation is obtained:

∂u z; tð Þ
∂t

¼ �μu z; tð Þ � b tð Þ ∂u z; tð Þ
∂z

þ 1
2
a tð Þ ∂

2u z; tð Þ
∂z2

(59)

where

b tð Þ—average increase in the diagnostic parameter per time unit;

b tð Þ ¼ λ 1� Pð ÞΔz (60)

a tð Þ—average increase in the diagnostic parameter’s current value per time unit;

a tð Þ ¼ λ 1� Pð ÞΔz2 (61)

Δz—increase in the diagnostic parameter value during one flight (determined with the use of
accuracy of changes in this parameter).

In Ref. [2], it was shown that the equation solution (59) adopts the following form:

u z; tð Þ ¼ μe�μtu z; tð Þ (62)

where

u z; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πA tð Þp e�

z�B tð Þð Þ2
2A tð Þ (63)

B tð Þ ¼
ðt

0

b tð Þdt (64)
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A tð Þ ¼
ð
a tð Þdt (65)

By using relationship (62), it is possible to determine the additional catastrophic damage
occurrence within the range of 0; tð Þ.

Q1 tð Þ ¼
ðt

0

μe�μt
ð∞

�∞

u z; tð Þdz
2
4

3
5dt ¼ 1� e�μt (66)

Hence, it is possible to write the relationship for the total probability of the occurrence of both
types of catastrophic damage in the time interval 0; tð Þ:

Q tð Þ ¼ 1� e�μt� �þ e�μt
ð∞

zd

u z; tð Þdz (67)

The formula for the aircraft reliability adopts the following form:

R tð Þ ¼ e�μt
ðzd

�∞

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πA tð Þp e�

z�B tð Þð Þ2
2A tð Þ (68)

where B tð Þ and A tð Þ specific relationships (64) and (65).

7. Model outline of the catastrophic damage occurrence with the increasing
chance of its occurrence together with the diagnostic parameter increase

In order to solve the problem, The Yule’s process will be used by carrying out its modifica-
tion. The method of this modification is provided in Ref. [6]. In this case, it is necessary to
perform the diagnostic parameter value discretisation. The discretisation method is pro-
vided in Figure 6.

where

Ek—diagnostic parameter value states.

λΔt—probability of the aircraft flight, as result of which a change in the state may occur.

Figure 6. Discretisation diagram of the diagnostic parameter.
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7. Model outline of the catastrophic damage occurrence with the increasing
chance of its occurrence together with the diagnostic parameter increase

In order to solve the problem, The Yule’s process will be used by carrying out its modifica-
tion. The method of this modification is provided in Ref. [6]. In this case, it is necessary to
perform the diagnostic parameter value discretisation. The discretisation method is pro-
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qk tð Þ—probability of the development process interruption (i.e., state changes). This probabil-
ity depends on the state.

h—average value of the diagnostic parameter increase in time Δt (one flight).

May Pk tð Þ mean the probability that in the moment of t, the diagnostic parameter value
achieved the state Ek (where k ¼ 1, 2,…).

For these arrangements, it is possible to arrange the following system of the infinite number of
equations:

P0 tþ Δtð Þ ¼ P0 tð Þ 1� μ0 þ λ
� �

Δt
� �þ 0 Δtð Þ

⋮ for k ¼ 1, 2,…
Pk tþ Δtð Þ ¼ Pk tð Þ 1� μ0 þ kμþ λ

� �
Δt

� �þ Pk�1 tð ÞλΔtþ 0 Δtð Þ
(69)

After division of both sides of k equation by Δt and transition to the border at Δt ! 0, the
following system of equations is obtained:

P
0
0 tð Þ ¼ � μ0 þ λ

� �
P0 tð Þ

⋮ for k ¼ 1, 2,…
P

0
k tð Þ ¼ � μ0 þ λþ kμ

� �
Pk tð Þ þ λPk tð Þ

(70)

The initial condition for each of these equations is as follows:

Pi 0ð Þ ¼ 1 dla i ¼ 0
0 dla i 6¼ 0

�
(71)

The system of Eq. (70) is solved recursively. Having the results of the solved system of equations,
it is possible to determine the probability (reliability) that in the time interval 0; tð Þ, the cata-
strophic damage will not occur. This relationship can be determined by adding up the obtained
relationships Pk tð Þ. Hence

R tð Þ ¼
X∞

k¼0

Pk tð Þ (72)

The probability of the fact that to the moment of t, the catastrophic damage will occur, can be
specified by the following relationship:

Q tð Þ ¼ P T ≤ tf g ¼ 1� R tð Þ (73)

After the adding up operation performance, the following form of the solution is obtained [6]:

Q tð Þ ¼ 1� e
λ
μ� λþμ0ð Þt�λ

μe
�μt

(74)

Hence, the time distribution density to the moment of the catastrophic damage occurrence.

f tð Þ ¼ μ0 þ λ 1� e�μt� �� �
e
λ
μ 1�e�μtð Þ� λþμ0ð Þt (75)
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8. Outline of the aircraft reliability assessment method taking into
account signalled and catastrophic damage

8.1. Description of operation conditions and adoption of assumptions

It is assumed that the aircraft operation is done in such a way that the following arrangements
and assumptions are correct:

1. In order to assess the technical condition, n diagnostic parameters are used. So the techni-
cal condition vector adopts the following form [7]:

x ¼ x1; x2;…; xnð Þ (76)

2. Instead of the diagnostic parameter values in the reliability assessment, the following
deviations are used:

zi ¼ xi � xi nom i ¼ 1; 2;…; nð Þ (77)

where

xi—i diagnostic parameter.

xi nom—nominal value of i parameter.

3. Deviation values zi (i = 1, 2,…, n) are positive.

4. The deviation limit values are zdi . If 0 ≤ zi < zdi i ¼ 1; 2;…; nð Þ, the aircraft is operational.
When at least one deviation exceeds the limit value, the aircraft is considered to be unfit
for operation.

5. It is assumed that zi i ¼ 1; 2;…; nð Þ deviations are independent random variables, that is,
a change in the value of one deviation does not change the value of other deviation.

6. The change in zi deviation values occurs as a result of the aircraft operation, which is
during the aircraft flight.

7. The speed of changes in the deviation values can be described with the use of the
following relationship:

dzi
dN

¼ g zi; cið Þ (78)

where

zi—diagnostic parameter deviation;

ci—indicators characterising the local operating conditions of elements, which the increase
in the diagnostic parameter’s deviation value depends on;

N—number of aircraft flights.

By using relationship (78), it is possible to determine the deviation value during one flight:
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Δzi ¼ g zi; cið ÞΔN for ΔN ¼ 1 (79)

8. The intensity of the aircraft flights λ is determined by the following relationship:

λ ¼ P
Δt

(80)

where

Δt—is the time interval, in which the aircraft flight will take place with P probability. The
time interval of Δt should be properly selected (depending on functioning of the aircraft
operating system), for λΔt ≤ 1.

By using the intensity of flights λ, it is possible to determine the number of performed
flights of the aircraft to the moment of t in accordance with the following relationship:

N ¼ λt (81)

9. It is assumed that the aircraft is operated. The task of the technical service is, among
others, not to allow for the occurrence of signalled damage and to maximally limit the
possibility of the occurrence of catastrophic damage, which is the cause of the aircraft
failures and crashes.

10. It is assumed that the sets of signalled and catastrophic damage to the aircraft are sepa-
rate. Hence, the aircraft reliability in this case can be written in the following form:

R tð Þ ¼ R1 tð ÞR2 tð Þ (82)

where

R1 tð Þ—probability of the fact that to the moment t there will be no catastrophic (sudden)
damage in the aircraft.

R2 tð Þ—probability of the fact that to the moment t there will be no damage signalled in the
aircraft.

Despite the attempts and great effort of technical services, currently, it is impossible to
completely eliminate the risk of the catastrophic damage occurrence.

It is adopted that in case of a single flight of the aircraft, the probability determining the
possibility of the catastrophic damage occurrence is Q. The progressive technical service of the
aircraft is to prevent this probability increase together with an increase in operating time.

8.2. Aircraft reliability determination including signalled and catastrophic damage

Under the adopted probabilistic assumptions, a description of the deviation increase of diag-
nostic parameters in the function of the aircraft operating time can be considered separately for
each diagnostic parameter. In view of the above, it is assumed that the process of deviation
changes of i diagnostic parameter is considered.

May Uzi, t mean the probability of the fact that in the moment t, the deviation of i parameter is zi.
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For the adopted arrangements, the dynamics of changes (increase) of i deviation can be
characterised with the use of the following differential equation [3]:

Uzi, tþΔ t ¼ 1� λΔtð ÞUzi, t þ λΔt Uzi�Δzi, t (83)

where

1� λΔtð Þ—probability of the fact that in the time interval of Δt, the aircraft flight will not take
place;

λΔt—probability of the aircraft flight in the time interval of Δt.

Hence 1� λΔtð Þ þ λΔt ¼ 1

Eq. (83) expresses the following sense. The probability of the fact that in the moment of tþ Δt,
the deviation value of i diagnostic parameter will be zi, if in tmoment, it had this value and did
not increase because of the lack of the aircraft flight or, in tmoment, it had zi � Δzi value and in
the time interval of Δt, Δzi increased, because the flight did not take place.

Differential Eq. (83), in the function notation, adopts the following form:

u zi; tþ Δtð Þ ¼ 1� λΔtð Þ u zi; tð Þ þ λΔtu zi � Δzi; tð Þ (84)

where

u zi; tð Þ—deviation density function of i diagnostic parameter from the nominal value.

Differential Eq. (84) can be transformed to the partial differential equation, with the use of the
following approximation:

u zi; tþ Δtð Þ ¼ u zi; tð Þ þ ∂u zi; tð Þ
∂ t

Δt

u zi � Δzi; tð Þ ¼ u zi; tð Þ � ∂u zi; tð Þ
∂ zi

Δzi þ 1
2

∂2u zi; tð Þ
∂ z2i

Δ zið Þ2
(85)

By substituting Eqs. (85) to (84), it is possible to obtain:

u zi; tð Þ þ ∂u zi; tð Þ
∂z

Δt ¼ 1� λΔtð Þ u zi; tð Þ þ λΔt u z1; tð Þ � ∂u zi; tð Þ
∂zi

Δzi þ 1
2
∂2u zi; tð Þ

∂z2i
Δzið Þ2

" #
(86)

Hence, after simplification, the following is obtained:

∂u zi; tð Þ
∂t

Δ t ¼ �λΔziΔt
∂u zi; tð Þ

∂zi
þ 1
2
λΔt Δzið Þ2 ∂2u zi; tð Þ

∂z2i
(87)

By dividing two sides of (87) equation by Δt, the following is obtained:

∂u zi; tð Þ
∂t

¼ �bi tð Þ ∂u zi; tð Þ
∂zi

þ 1
2

ai tð Þ ∂2u zi; tð Þ
∂z2i

(88)
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ai tð Þ ∂2u zi; tð Þ
∂z2i

(88)

Probabilistic Methods for Damage Assessment in Aviation Technology
http://dx.doi.org/10.5772/intechopen.72317

59



where

bi tð Þ ¼ λΔzi—means the average increase of i deviation of the diagnostic parameter from the
normal value per time unit;

ai tð Þ ¼ λ Δzið Þ2—means the average increase square of i deviation from the normal value per
time unit;

Δzi—is determined by relationship (79) for ΔN = 1.

The solution of the specific Eq. (88), which meets the following conditions, is searched for:

when t ! 0, the equation is convergent to the Dirac function, that is, u zi; tð Þ ! 0, dla z 6¼ 0
u 0; tð Þ ! ∞ but in a way that the integral of u function is equal to the unity for t > 0.

For such an adopted condition, the equation solution (88) adopts the form:

u zi; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πAi tð Þ

p e�
zi�Bi tð Þð Þ2
2Ai tð Þ (89)

where

Bi tð Þ ¼
ðt

0

bi tð Þdt (90)

Ai tð Þ ¼
ðt

0

ai tð Þdt (91)

Relationship (90) determines the average value of the deviation, and relationship (91) deter-
mines the deviation variance.

By using relationship (89), the reliability in the aspect of the damage signalled for i diagnostic
parameter can be written in the following form:

Ri tð Þ ffi
ðzdi

�∞

u zi; tð Þ d zi (92)

By taking into account all the diagnostic parameters and adopted assumptions, the reliability
formula adopts the following form:

R2 tð Þ ¼
Yn

i¼1

Ri tð Þ (93)

Now the relationship for the second component of R1(t) aircraft reliability is determined due to
the catastrophic damage.

The catastrophic (sudden) damage is caused by incomplete control and knowledge of the
aircraft technical condition.
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It results from the aircraft operation that a group of damage occurs as a result of sudden
changes in measurable and non-measurable parameters due to the inability to observe the
changes of their values. The exceeding of the applicable limits also affects an increase in the
risk of the aircraft catastrophic damage occurrence.

The damage intensity plays a basic role in the probabilistic description of the occurrence of this
type of damage.

The intensity of damage is expressed by the following relationship:

χ tð Þ ¼ lim
Δt!0þ

P t < T < tþ ΔtjT > tð Þ
Δt

(94)

where

T—time random variable to the catastrophic damage occurrence;

t—aircraft operation time;

P(�)—contingent event probability.

From relationship (94), after transformation, it is possible to obtain the following differential
equation:

R
0
1 tð Þ þ χ tð ÞR2 tð Þ ¼ 0 (95)

Eq. (95), for the initial condition R1 t ¼ 0ð Þ ¼ 1, has the following solution:

R1 tð Þ ¼ e
�
Ðt
0

χ tð Þdt
(96)

If

χ tð Þ ¼ χ ¼ const, then:
R1 tð Þ ¼ e�χ t (97)

In order to use relationship (95), it is important to estimate χ parameter. Based on the observa-
tions of operation of a specific type of aircraft, it is possible to obtain the times of the occur-
rence of this type of damage tk, where k = 1, 2,…, ω.

Time tk is time for the occurrence of the first of this type of damage in k aircraft calculated from
the beginning of operation.

In order to estimate χ parameter, a method of moments will be used. The comparison of the
expected value of operating time calculated from the theoretical relationship, with the average
value determined on the basis of the observation, will be made.

The theoretical average time of given operation to the moment of the catastrophic damage
occurrence is:

E T½ � ¼
ð∞

0

R1 tð Þdt ¼
ð∞

0

e�χt ¼ 1
χ

(98)
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The average value of the aircraft operating time (from the moment of the catastrophic damage
occurrence) calculated on the basis of the observation will be:

E
_

T½ � ¼

Pω
k¼1

tk

ω
(99)

Hence

1
χ∗ ¼

Xω

k¼1

tk

ω

χ∗ ¼ ω
Xω

k¼1

tk

(100)

If the probability of the sudden damage occurrence during one flight is known, the intensity of
this type of damage can be estimated by the following relationship:

χ∗ ¼ Q
Δt

(101)

The relationship for estimation of R1(t) reliability will be:

R1 tð Þ ¼ e�χ∗t (102)

After taking into account relationships (93) and (102), the aircraft reliability formula will be:

R tð Þ ¼ e�χt
Yn

i¼1

Ri tð Þ (103)

8.3. Modification of the applied method for the aircraft reliability determination
including sudden and signalled damage

By starting the modification of the applied method in point ‘8.2’, the following additional
assumptions are adopted:

• The aircraft catastrophic damage causes its withdrawal from operation;

• It is assumed that there is one dominant parameter among diagnostic parameters. Its
dynamics of changes is the greatest, and due to its causes, the signalled damage is formed
in the quickest manner.

• The probabilities associated with the aircraft flight frequency and the possibility of its
withdrawal from operation constitutes separate, independent sets of events.

λΔtþ 1� λΔtð Þ ¼ 1 (104)

χΔtþ 1� χΔtð Þ ¼ 1 (105)
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For such specified probabilities, the following equation is right:

1� λΔtð Þ 1� χΔtð Þ þ λΔt 1� χΔtð Þ þ 1� λΔtð ÞχΔtþ λΔtχΔt ¼ 1 (106)

But

χ ¼ Q
Δt

(107)

Hence

1� λΔtð Þ 1�Qð Þ þ λΔt 1�Qð Þ þ 1� λΔtð Þ Qþ λΔt Q ¼ 1 (108)

1� λΔtð Þ 1�Qð Þ þ λΔt 1�Qð Þ þ Q ¼ 1 (109)

The description of deviation changes in the dominant diagnostic parameter currently marked
with z will be started. The variable z has the same meaning as zi used in point ‘7.2’ and the
regularities of its increase are the same as zi.

May Uz,t mean the probability that in the moment t, the dominant diagnostic parameter
deviation is z.

By using relationship (109) and assuming that z deviation increase is determined by first two
components of this relationship, the differential Eq. (83) can be written in the following form:

Uz, tþΔt ¼ 1� λΔtð Þ 1�Qð ÞUz,t þ λΔt 1�Qð ÞUz�Δz, t (110)

Eq. (109) in the function notation adopts the following form:

u z; tþ Δtð Þ ¼ 1� λΔtð Þ 1�Qð Þu z; tð Þ þ λΔt 1�Qð Þu z� Δz; tð Þ (111)

Eq. (111) is transformed into the partial differential equation with the use of the approximation
(85) and relationship (109).

For greater transparency, u(z,t) is added to and subtracted from the right side of Eq. (111).

After completing these operations, the following is obtained:

u z; tð Þ þ ∂u z; tð Þ
∂t

Δt ¼ u z; tð Þ � u z; tð Þ þ 1� λΔtð Þ 1�Qð Þu z; tð Þþ

þ λΔt 1�Qð Þ u z; tð Þ � Δz
∂u z; tð Þ

∂z
þ 1
2

Δzð Þ2 ∂
2u z; tð Þ
∂z2

� � (112)

Hence

u z; tð Þ � u z; tð Þ þ ∂u z; tð Þ
∂t

Δt ¼ � 1� λΔtð Þ 1�Qð Þ þ λΔt 1�Qð Þ þQð Þu z; tð Þþ

þ λΔ t 1�Qð Þ u z; tð Þ � Δz
∂u z; tð Þ

∂z
þ 1
2

Δzð Þ2 ∂
2u z; tð Þ
∂z2

� � (113)

Finally, the following partial differential equation is obtained:
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u z; tð Þ þ ∂u z; tð Þ
∂t

Δt ¼ u z; tð Þ � u z; tð Þ þ 1� λΔtð Þ 1�Qð Þu z; tð Þþ

þ λΔt 1�Qð Þ u z; tð Þ � Δz
∂u z; tð Þ

∂z
þ 1
2

Δzð Þ2 ∂
2u z; tð Þ
∂z2

� � (112)

Hence

u z; tð Þ � u z; tð Þ þ ∂u z; tð Þ
∂t

Δt ¼ � 1� λΔtð Þ 1�Qð Þ þ λΔt 1�Qð Þ þQð Þu z; tð Þþ
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2
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2u z; tð Þ
∂z2
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∂u z; tð Þ
∂t

¼ �χu z; tð Þ � b tð Þ ∂u z; tð Þ
∂z

þ 1
2

a tð Þ ∂
2u z; tð Þ
∂z2

(114)

where

χ—intensity of the withdrawal of a specific type of aircraft due to the catastrophic damage
occurrence:

χ ¼ Q
Δt

(115)

b(t)—average increase in the dominant parameter deviation per time unit:

b tð Þ ¼ λ 1�Qð ÞΔz (116)

a(t)—average increase square of the dominant parameter deviation per time unit:

a tð Þ ¼ λ 1�Qð ÞΔz2 (117)

Δz—specified by relationship (79).

Eq. (114) is more general than the Fokker-Planck equation, written in the form of the relation-
ship (88).

Eq. (114) has an additional element ‘-χu(z,t)’.

In order to present the equation solution (114), the equation solution (88) will be used. If the
equation solution (88) constitutes the relationship (89), then, the equation solution (114) con-
stitutes the following function:

u z; tð Þ ¼ χe�χt u z; tð Þ (118)

where

u z; tð Þ—is the equation solution (88) and is presented by the relationship (89). In this solution,
in the integrals (90) and (91), it is important to use the relationships (116) and (117).

In order to justify that the function (118) is the equation solution (114), the following transfor-
mation is presented:

A derivative after the relationship time (118) is calculated.

∂u z; tð Þ
∂t

¼ χ2e�χtu z; tð Þ þ χe�χt ∂u z; tð Þ
∂t

¼

¼ χu z; tð Þ þ χe�χt �b tð Þ ∂u z; tð Þ
∂z

þ 1
2
a tð Þ ∂

2u z; tð Þ
∂z2

� �
¼

¼ χu z; tð Þ � b tð Þ ∂u z; tð Þ
∂z

þ 1
2
a tð Þ ∂

2u z; tð Þ
∂z2

(119)

Hence, it can be observed that the function (118) is the equation solution (114).
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Function (114) has the density function characteristics, because:

ð∞

�∞

ð∞

0

u z; tð Þdz dt ¼
ð∞

0

ð∞

�∞

u z; tð Þdz
2
4

3
5dt ¼ 1 (120)

By using relationship (118), the aircraft unreliability is determined

Q tð Þ ¼
ðt

0

χe�χt
ðzd

�∞

u z; tð Þdzþ
ð∞

zd

u z; tð Þdz
2
4

3
5dt ¼ 1� e�χt (121)

Thus, it is possible to write that:

Q tð Þ ¼ Q1 tð ÞR2 tð Þ þQ1 tð ÞQ2 tð Þ (122)

where

Q1 tð Þ—unreliability caused by the aircraft catastrophic damage;

Q2 tð Þ—unreliability caused by the deviation increase of the dominant parameter above the
limit value.

R1 tð Þ—aircraft reliability referring to the catastrophic damage;

R2 tð Þ—aircraft reliability referring to the dominant parameter;

Thus, the aircraft reliability will be:

R tð Þ ¼ R1 tð Þ � R2 tð Þ (123)

Hence

R tð Þ þQ tð Þ ¼ 1 (124)

Thus, the aircraft reliability formula will be:

R tð Þ ¼ e�χt
ðzd

�∞

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πA tð Þp e�

z�B tð Þð Þ2
2A tð Þ dz (125)

where

B(t) and A(t) are determined by relationships (90) and (91).

The above method applies to the cases, in which the effects of action of destructive processes
cumulate, that are correlated with the aircraft operating time and this process is disrupted by
the possibility of the occurrence of the sudden damage caused by, for example, overload
pulses, hard landings, etc.
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2

a tð Þ ∂
2u z; tð Þ
∂z2
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∂t

¼

¼ χu z; tð Þ þ χe�χt �b tð Þ ∂u z; tð Þ
∂z

þ 1
2
a tð Þ ∂

2u z; tð Þ
∂z2

� �
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∂z
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2
a tð Þ ∂
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∂z2
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Hence, it can be observed that the function (118) is the equation solution (114).
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This method may allow to estimate durability, due to individual diagnostic parameters. The
data obtained in this way can be used in order to improve the technical service. The sequence
of diagnostic controls adequately spread over operating time allows to prevent the signalled
damage occurrence.

Therefore, it can be assumed that:

R2 tð Þ ¼
Yn

i¼1

ðzd

�∞

u1 zi; tð Þdzi ≈ 1 (126)

The aircraft reliability, including the technical service, can be estimated by the following
relationship:

R tð Þ ¼ e�χ∗t (127)

The presented methods for determining the relationships for the aircraft reliability are condi-
tioned by the adopted assumptions. They can be modified in accordance with the assump-
tions. The more accurately the adopted assumptions will reflect the actual conditions, the more
precisely the aircraft reliability will be estimated. The methods can be adapted to specific cases
for determination of the catastrophic damage probability values, including the physics of
occurring phenomena and operating conditions. The aircraft reliability forecasts can be used
for consideration of specific problems with the reliability assessment and durability of ele-
ments, units and devices.

9. Reliability incorrect assessment results in air systems

9.1. Analysis of errors of diagnosing and stating the usability state of technical systems

The reliability of diagnostic equipment and the ergonomics of technical systems affect the
errors made by the operator. The chapter raised the problem of diagnosis errors and erroneous
usability evaluation and describes the example of a real event of the aircraft landing without
the released landing gear, as a consequence of erroneous diagnosing. The rescue process in a
situation of an aviation accident hazard was briefly described in this chapter. A person
equipped with diagnostic equipment can make two types of errors, whose measurements are
the occurrence probabilities marked with symbols α and β.

α—means an error of the first type, which consists of qualifying the usable device as unfit;

β—means an error of the second type, which consists of qualifying the unfit device as usable.

Making the first type error in the identification process of the aircraft’s usability may cause
losses due to unplanned downtime and repeated inspection. In case of making the second type
error, more dangerous consequences with the possibility of an aviation accident are often
caused;
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Three factors determining identification errors can be mentioned:

• monitoring susceptibility of the object: it shows the extent, to which the object is adapted
to the inspection, and a way in which the inspection procedures identify the actual state,
as well the percentage of features not subject to the inspection;

• technical equipment of the operator inspecting the state of the object and procedures of
interpreting the results

• predispositions of the operator, his or her qualifications, personal characteristics;

• circumstances of the inspection, climatic conditions, time stress, information stress, etc.

As it results from the above considerations, the identification error is a parameter of the
systemic nature. The object designer, the designer of diagnostic equipment, the operator
equipped with diagnostic equipment of sufficient quality and the training of the operator
conducting identification are responsible for the object state identification error. Despite the
fact that the identification error depends on many factors, it is the person conducting the
identification who is legally and morally responsible for the effects resulting from the identifi-
cation error. The removal of responsibility from the operator follows the specified tests
conducted by the specially appointed expert teams. These teams often include also experts
from scientific and research institutions. These teams determine the causes of the erroneous
qualification of the object condition. It results in a stressful situation for the operator, who does
not always understand the essence of various sources of misidentification, blaming himself or
herself for adverse events. The problem of the first and second type errors during the identifi-
cation of the usability state has a legal-moral, economic and technical aspect.

The source of the error is sometimes unreliability of diagnosing units equipped with the
necessary equipment and procedures of stating the usability state. With regard to the object,
on which the condition is identified, it can be said that there are the following events on it:

A01—The event involving the fact that the object is in the state of usability and it will keep this
state during the identification. The probability of such an event is marked with P01.

A02—The event involving the occurrence of damage detected in the identification process in
the object until or during identification. The probability of such an event is q02.

A03—The event involving the occurrence of damage not detected during the identification in
the object until or during the identification process. The probability of such an event is marked
with q03.

These probabilities meet the condition:

P01 þ q02 þ q03 ¼ 1 (128)

The diagnosis process may include the following events:

A11—The event involving the fact that the diagnosis is correctly carried out and the object state
statement is flawless. The probability of such an event is P11.
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This method may allow to estimate durability, due to individual diagnostic parameters. The
data obtained in this way can be used in order to improve the technical service. The sequence
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R2 tð Þ ¼
Yn

i¼1

ðzd

�∞

u1 zi; tð Þdzi ≈ 1 (126)

The aircraft reliability, including the technical service, can be estimated by the following
relationship:

R tð Þ ¼ e�χ∗t (127)
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Making the first type error in the identification process of the aircraft’s usability may cause
losses due to unplanned downtime and repeated inspection. In case of making the second type
error, more dangerous consequences with the possibility of an aviation accident are often
caused;
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A12—The event involving the fact that the object was considered unfit regardless of its state.
The probability of such an event is q12.

A13—The event involving the fact that the object was considered usable regardless of its state.
The probability of such an event is q13.

A14—The event involving the fact that the object was considered unfit, whereas, in fact, it is
usable, and the object was considered usable, whereas, in fact, it is unfit. The probability of
such an event is marked with q14.

These probabilities meet the condition:

P11 þ q12 þ q13 þ q14 ¼ 1 (129)

The probability of an event involving the fact that the object considered unfit, in fact, is usable,
that is, making the first type error is given by the following formula:

α ¼ 1� P01

1� q02 P11�q14ð Þ
P11þq13

(130)

The probability of an event involving the fact that the object will be considered usable, whereas
it is, in fact, unfit, that is, making the second type error is given by the following formula:

β ¼ 1� 1
1þ P01

1�P01þq02
P11�q14
q12�q14

(131)

The impact of possible events is the process of diagnosis on the values of the first and second
type errors results from the provided formulas.

9.2. Shaping of the first and second type errors by the operator teaching method

Figure 7 shows the course of function αm of reducing the error of the first type as a result of m
repetition of action performed by the operator or diagnosing team for different values of the
experimentally determined coefficient C αð Þ.
These errors in the function of the number of m tests are given by the following formulas:

αm ¼ α 1� α C αð Þ½ �m�1 (132)

βm ¼ β 1� β C β
� �� �m�1 (133)

The intensity of learning has a significant impact on the reduction of the first and second type
errors. As a result of the training, the operator learns using the controls, reading instrument
indications and interpretation of symptoms of the object’s usability and unfitness. For the
purposes of teaching the operator, the specific states are modelled. As a result of conducted
research and analyses, C αð Þ, C β

� �
coefficients characterising the quantitative progress of the

training and the intensity of reducing the first and second type errors are determined.
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9.3. Example result of erroneous diagnosing

The fact of a certain error in diagnosing can be stated on the example of the above-mentioned
emergency landing of the PLL LOT plane, Boeing 767-300ER, on November 1, 2011 at Warsaw
Chopin Airport. It should be reminded that the Boeing 767-300 plane of the Polish airlines LOT
departed from the Newark airport (USA) after midnight on November 1, 2011. Thirty minutes
after the takeoff from Newark, the crew of the Polish plane signalled a failure of the central
hydraulic system. The machine had another system, the emergency and electrical one, which
could retract the landing gear. After the departure, the plane was filled with fuel and despite
the failure it would not be justified to fly around over the U.S. territory for many hours because
only after fuel consumption, it would be possible to check the operation of the system
extending the landing gear and to try to land. The captain decided to continue the flight,
although he could not be sure as to the emergency system usability, and he intended to verify
the operation in the territory of Poland. Over Warsaw, it occurred that the usability of the
entire landing gear control system was evaluated erroneously because its extension failed,
although the flaps had extended. Then, the decision on emergency landing was made. The
result of the incorrect evaluation of the situation described above was the plane failure, which
is a rare event in the aircraft operation.

The members of the government committee investigating the circumstance of the emergency
landing showed that the emergency system was efficient but the aircraft crew did not use it
because one of the key fuses, which secured several aircraft’s systems, including the emer-
gency landing gear extension system, was disabled. If the fuse had been enabled, the dramatic
landing at the Warsaw’s Okęcie would not have happened.

9.4. Rescue process of the critical situation

In the considered flight, an event involving consideration of the activating element as usable,
regardless of its state, occurred, and it was not subject to diagnosing [2]. The unaware classifi-
cation of the unfit device as usable without diagnosing is a systemic error of the second type.

Figure 7. The course of αm function for C αð Þ various values for α ¼ 0, 1.
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In the model representing the situation of the emergency landing on November 1, 2011, it is
possible to distinguish the following elements (Figure 8): protected object—landing gear extension
system, protecting object—emergency landing gear extension system and the activating element.

In Figure 8, the probabilistic characteristics of the implementation time of the security task and
available time were marked.

TOB—random variable of the security task implementation time,

FOB tð Þ—distribution function of the random variable of the security task implementation time,

tOB,—random variable implementation: time of the flight over the airport and search for the
solution,

TD—random variable of available time: time of the flight limited by fuel residues,

FD tð Þ—distribution function of the random variable of available time,

tD—implementation of the random variable of available time: maximum time of the flight
limited by fuel residues.

The available time determines the reasonable time necessary to prevent a dangerous situation.
In general, this time may be determined by, for example, a fuel resource, a resource of an active
substance or any other type of energy extending the system operation.

The analysis of the situation and taking activities at available time can be described as follows:

• receiving information about the hydraulic system leak;

• making the decision to continue the flight;

• initiation of the landing procedure;

• receiving information about a faulty protection system (electrical system);

• analysis of the obtained information and search for a solution;

• making the decision about the emergency landing on the aircraft fabric covering;

• implementation of the made decision;

• inspection of the made decision.

Figure 8. Relief system model with the protection system.
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After receiving the information about a defective protection system (electrical system) and
inability to release the landing gear, there was the search for solutions, which had to take place
at the available time—TD. After recognition of the erroneous evaluation of the emergency sys-
tem, the only solution left was the use of a different emergency protection system in the form of
the fuselage designed for this purpose. Owing to the pilot’s wise action, great skills and precise
operation, the implementation of the made decision on the emergency landing was successful.
This type of situation can be described with the salvage equation, which designates the proba-
bility of the danger defuse at the available time through the convolution of distribution functions
of random variables of the available time and implementation time of the rescue task.

P TOB < TDð Þ ¼
ð∞

0

FD tþ τð ÞdFOB tð Þ (134)

The probability distribution of the available time depends on the type of event. For example,
for a survivor at sea, it will be the time of survival dependent on circumstances (temperature of
the water and his or her own equipment); for the aircraft, the remained flight persistence; for a
parachutist, remaining height, etc. The probability distribution of the implementation time of
an intervention task also depends on many factors—the type of the task, the degree of the
rescue team or system’s readiness, action efficiency.

In the cited example, making the right decision and the precise landing proved to be the right
action preventing from crash. The implementation of random variables in the considered event
in the relationship, (tOB < tD) fulfilled the salvage condition.

The presented analysis of the diagnosis errors and the rescue process model were presented in
a shortened version due to the limited scope of the chapter.
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Abstract

The purpose of this chapter is to provide a comprehensive overview of a critical infra-
structure system, of failures and impacts that occur within it and of the resilience, which 
effectively reduces the risk of these impacts spreading on to dependent subsystems. The 
chapter presents a basic description of a critical infrastructure system and of the hierar-
chic arrangement of its subsystems and linkages between them. Critical infrastructure 
system failures, including their causes and impacts on dependent subsystems and on 
society as a whole, are presented in the following section. Particular focus is given to the 
propagation of impacts in a critical infrastructure system and the current approaches to 
their modeling. The chapter concludes by expounding on the resilience of critical infra-
structure subsystems and its impact on the minimization of failures in critical infrastruc-
ture subsystems in circumstances involving emergencies.

Keywords: critical infrastructure, system, disruption, failure, impacts, resilience

1. Introduction

Society has traditionally depended on a broad variety of services as much as on the infra-
structures providing them. Over time, some of these infrastructures, or rather their elements 
considered to be of vital importance to society, began to be regarded as critical. At present, 
these infrastructures constitute the critical infrastructure system [1], which consists of indi-
vidual subsystems, i.e., sectors, subsectors, and elements. There are dependencies between 
critical infrastructure subsystems which can, due to a disruption in the functionality of one 
subsystem, spread to dependent subsystems, and thereby escalate the impacts from emergen-
cies on society.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2. Critical infrastructure system description

The issue of critical infrastructure protection began to be addressed in the United States in 
response to a terrorist bombing on a federal building in Oklahoma City in 1995 [2]. Over the 
following years, other countries also started tackling these problems, e.g., from 1998 in Canada 
and from 1999 in the United Kingdom, Germany, Sweden, and Switzerland. Following the 
September 11, 2001 attacks, the majority of European countries proceeded to define “Critical 
Infrastructure” and began to take actions aimed at its protection [3].

The US Department of Homeland Security (DHS) currently defines a critical infrastructure 
as “systems and assets, whether physical or virtual, so vital to the United States that the incapacity 
or destruction of such systems and assets would have a debilitating impact on security, national eco-
nomic security, national public health or safety, or any combination of those matters” [4]. A critical 
infrastructure at the European Union level is specified in a Council Directive [1], defining a 
critical infrastructure as “an asset, system or part thereof located in Member States which is essential 
for the maintenance of vital societal functions, health, safety, security, economic or social well-being of 
people, and the disruption or destruction of which would have a significant impact in a Member State 
as a result of the failure to maintain those functions.”

The hierarchic arrangement of a critical infrastructure system has three levels that constitute 
a vertical classification [3]: system level, sector level, and element level (see Figure 1). The 
system level is the basic classification of a critical infrastructure according to its functions. 
This level comprises two areas, namely the technical infrastructure and the socioeconomic 
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commodities (e.g., energy and water supply) or sectors providing technical services (e.g., 
transport or ICT systems). The socioeconomic infrastructure is composed of sectors that pro-
vide social or economic services (e.g., health care, financial and currency markets, emergency 
services, and public administration). There are significant dependencies between two types 
of critical infrastructure [5]. For instance, all of the socioeconomic sectors require the unre-
stricted availability of commodities produced by the technical infrastructure sectors, whereas 
the technical infrastructure, by contrast, fully depends on the socioeconomic sectors, espe-
cially in crisis situations.

The sector level is composed of the individual sectors and subsectors of a critical infrastruc-
ture. This level represents the classification of specific sectors and their mutual linkages. The 
transportation sector, for example, is made up of five subsectors, namely road transport, rail 
transport, air transport, inland waterways transport, and ocean and short-sea shipping and 
ports [1]. The individual elements that form the element level are the basic building blocks of 
the critical infrastructure system. These elements reach different degrees of relevance within 
the system, depending on the extent of the impact that their disruption or failure can poten-
tially produce.

It is imperative that a critical infrastructure system be viewed in a comprehensive manner, 
taking into account its networked arrangement where individual subsystems are interlinked 
via various types of linkages. The basic structure of these linkages arises from their character 
and includes one-way linkages, which represent an influence or dependency, and two-way 
linkages involving interdependency. Rinaldi et al. [6] have classified interdependencies in 
more detail as physical, cybernetic, geographic, and logical in nature and noted that interde-
pendencies increase the risk of failures or disruptions in multiple infrastructures. Pederson 
et al. [5] have subsequently further classified these linkages for lower levels of detail.

3. Impacts of critical infrastructure system failures on dependent 
subsystems and society

Like any other complex system, a critical infrastructure system includes a multitude of ele-
ments with different levels of importance, categorized into several levels and interconnected 
by linkages of various types and intensity. Such a structural arrangement leads to a broad 
correlation between individual subsystems, which determines the manner and intensity of 
propagation of impacts from critical infrastructure system failures on dependent subsystems 
and society.

3.1. Critical infrastructure system failures

The functioning of a critical infrastructure system is constantly being threatened by a wide 
range of security threats. These threats can be generally categorized into five basic groups [7]:

• climatological threats (including natural disasters such as floods, tornadoes, heavy snow-
fall, or extensive fires);
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• geological threats (e.g., earthquakes, volcanic activity, landslides);

• biological threats (e.g., pandemics);

• technological threats (including technological emergencies such as radiation emergencies, 
hazardous chemical spills, flooding caused by damage to hydraulic structures, widespread 
disruptions to engineering networks, public water supply emergencies or major road, rail, 
or air traffic accidents); and

• criminal threats (e.g., terrorism, criminal activity, armed conflicts).

The effects produced by these threats on a critical infrastructure system or its subsystems can 
cause adverse events, which can in turn lead to disruptions or in extreme cases, failures of dif-
ferent subsystems. This involves, in particular, disruptions to functional parameters causing 
a decline in the performance of specific elements (see Figure 2) where the decline is directly 
proportional to the intensity of the emergency and the degree of resilience of the respective 
critical infrastructure element.

Depending on the category of threats, three types of emergencies, that subsequently gener-
ate individual failures, can occur in a critical infrastructure system. These include intentional 
anthropogenic events (i.e., terrorism and criminal activity), unintentional anthropogenic 
events (i.e., technological emergencies), and natural events (i.e., climatological, geological, 
and biological threats). Once generated, the failures can propagate further within a critical 
infrastructure system and produce negative impacts of different character, intensity, and 
effect. Rinaldi et al. [6] were the first to define the basic types of failure propagation in a criti-
cal infrastructure system:

• A cascading failure occurs when a disruption in one infrastructure causes the failure of 
element in a second infrastructure, which subsequently causes a disruption in the second 
infrastructure (e.g., electric power failure could create disruption in other infrastructures).

• An escalating failure occurs when an existing disruption in one infrastructure exacerbates 
an independent disruption of a second infrastructure, generally in the form of increasing 
the severity or the time for recovery of the second failure (e.g., disruption in ICT network 
may escalate to disruption in a road transport network).

• A common cause occurs when two or more infrastructure networks are disrupted at the 
same time: elements within each network fail because of some common cause (e.g., action 
of natural disaster to all local infrastructures).

Over the following years, numerous scholarly papers and studies attempting to elaborate on 
and tackle the issue of failure propagation within a critical infrastructure system from different 
viewpoints were published based on the work of Rinaldi et al. [6]. These include Visualization 
of Critical Infrastructure Failure [8], Cascading Effects of Common-Cause Failures in Critical 
Infrastructures [9], Analyzing Critical Infrastructure Failure with a Resilience Inoperability 
Input–Output Model [10], or Time-based critical infrastructure dependency analysis for 
large-scale and cross-sectoral failures [11] to name a few.
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3.2. Impacts of critical infrastructure system failures

Critical infrastructure system failures subsequently produce negative impacts. These impacts 
can propagate further not only within the critical infrastructure system (between dependent 
subsystems), but also outside the system where they can specifically affect society, including 
national interests such as state security, the economy, and basic human needs [1].

The intensity and propagation of the impacts from critical infrastructure system failures is 
affected by several external and internal factors of the system concerned. While the external fac-
tors include, in particular, resilience of society and the character, and the scope and duration of 
an emergency; the principal internal factors include the type and scope of the failure inside the 
system [6], subsystem linkages, and subsystem resilience. The nature of the impacts is charac-
terized by the scope, structure, intensity, duration, and effect of the emergency (see Figure 3) [3].

In the event of a disruption to a critical infrastructure system, the impacts spread into two 
basic areas. The first instance involves impacts within the system where the failure of one 
critical infrastructure subsystem causes a failure of another subsystem in what is known as 
a cascading effect [6]. In the second instance, the impacts exert influence outside the system, 
specifically, on society, producing negative effects on national interests such as security, the 
economy, and basic human needs [3].

In both of the above-mentioned cases, the impacts may be classified as direct or indirect from 
a structural point of view. The immediate effect of a disrupted subsystem on another subsys-
tem or directly on society is considered to be a direct or primary action. In contrast, indirect 
effects of impacts occur vicariously through any critical infrastructure subsystem, regard-
less of whether or not they affect another subsystem or society as a result. Indirect effects 
of impacts may be secondary (through one subsystem) or multi-structural (through several 
subsystems) in character [3].

Figure 2. Disruption to an element in a critical infrastructure system.
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Other important factors determining the character of impacts are their intensity and duration. 
The impact intensity depends on the extent of a failure in a subsystem, that in turn affects 
another critical infrastructure subsystem, as well as on the level of their linkage. If the link-
age is weak, the impact intensity is low and the subsequent impact on the affected subsystem 
is limited. However, if this linkage is strong, the impact intensity is high and the impact on 
the affected subsystem can be devastating or absolute. The impact duration, which may be 
short-term, medium-term, or long-term, represents an important variable with respect to the 
impact intensity. Ouyang et al. [12] present the typical time progression of a critical infrastruc-
ture disruption, dividing it into prevention, propagation, damage, assessment, and recovery 
periods [3].

Another key factor determining the character of impacts is the effect of their action. If the 
impacts of a disrupted subsystems act on another subsystem or society in one way only, the 
impact effect can be regarded as a single impact. However, if the impact effects are multi-way 
(e.g., through the combination of direct and indirect impacts) and occur concurrently in real-
time, then the effects are considered to be synergistic [3].

Figure 3. Aspects that create the character of impacts in a critical infrastructure system [3].
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3.3. Propagation of impacts in a critical infrastructure system

The above-mentioned aspects, shaping the character of impacts, also significantly contribute 
to the propagation of these impacts in a critical infrastructure system. At the core of their prop-
agation lie critical infrastructure system failures caused by the negative effects of security risks 
(i.e., causes of disruptions or failures of a critical infrastructure), which can be either external 
or internal in nature. Such impacts can then exert a direct influence on society (i.e., direct 
impacts), spread further across the critical infrastructure, and cause other failures, which lead 
to additional impacts (i.e., cascading impacts) or they can, due to a cascading effect, act jointly 
on a single target (i.e., synergistic impacts). See Figure 4 for a graphical representation of all 
the potential ways in which impacts can propagate within a critical infrastructure system.

Direct impacts are impacts caused by the disruption or failure of a critical infrastructure sub-
system, which act directly on society. The effects of a security threat (e.g., a terror attack) to a 
component of a critical road infrastructure of international importance (e.g., a major freeway 
bridge) can be used as an example. These negative effects result in the disruption to the func-
tional parameters of the freeway, which has a direct impact on society (in this instance on 
passengers and freeway network operators).

Cascading impacts are impacts caused by the disruption or failure of a critical infrastructure 
subsystem, which spread further across the critical infrastructure, resulting in failures in 
dependent subsystems that in turn lead to an escalation in other impacts. The effects of a secu-
rity threat (e.g., a gale) to a component of a critical electric energy infrastructure of national 
importance (e.g., 110 kV distribution system) can be used as an example. These negative effects 
result in the disruption to functional parameters of the distribution system, which cascades 
into dependent subsystems (e.g., a railroad signaling system). The disruption to a distribution 
system then results in a cascading impact on society due to nonfunctioning railroad transport.

Figure 4. Ways of impact propagation in a critical infrastructure system.
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Synergistic impacts are impacts caused by the disruption or failure of two or more critical 
infrastructure subsystems which occur concurrently, thereby exacerbating their impacts on 
society [3, 9]. The effects of a security threat (e.g., a technological accident) to element of a 
critical electric energy infrastructure of international importance (e.g., a nuclear power plant) 
can be used as an example. These negative effects result not only in direct impacts on society 
(i.e., large-scale power outages), but also in the impacts cascading to dependent subsystems 
(e.g., heat production and distribution), the disruption of which produces additional impacts 
on society. This situation brings about a synergistic effect, consisting of the added effect of 
joint impacts on society, and increasing their mere sum [3].

3.4. Modeling of impacts of critical infrastructure system failures

Modeling the anticipated propagation of impacts constitutes an important approach contrib-
uting to their minimization in a critical infrastructure system. However, it involves a complex 
process which should be based on mathematical modeling as well as on the integration of 
innovative approaches to analyze the critical infrastructure system. The basis for this process 
should include, in particular [13]:

• early indication of impacts using a bottom-up approach;

• harmonization and transformation of cross-cutting criteria at the regional level;

• European critical infrastructure risk and safety/security management; and

• implementation of a preferential critical infrastructure risk assessment.

An early indication of impacts through the application of a bottom-up approach should 
be based on the determination of resilience disruption indicators in interconnected criti-
cal infrastructure subsystems. It is a holistic approach to assess the resilience of a critical 
infrastructure based on a comprehensive perception of specific political, economic, social, 
technological, legislative, and ecological environments. The essence of this approach is a sys-
tematic approach consisting of a cross-sectoral evaluation based on a research into the mutual 
linkages between individual critical infrastructure subsystems. It factors in the propagation 
of cascading impacts and synergistic effects in a critical infrastructure system. The refer-
enced system solution should be applied using a progressive bottom-up approach, which is 
based on a critical infrastructure evaluation from the lowest level (city, region) upwards and 
has already been implemented in a number of developed countries (e.g., Switzerland and 
the Netherlands). This approach can be viewed as the logical continuation of the ongoing 
research into critical infrastructure security in terms of integrating the research results, via 
identifiers describing the critical infrastructure status, into a composite resilience indicator 
(see Figure 5) [13].

The application of the bottom-up approach is closely related to the need to harmonize 
and transform cross-cutting criteria at the regional level. Individual Member States of the 
European Union have already set the cross-cutting criteria values for national critical infra-
structure elements. However, the vast majority of states have failed to disclose these val-
ues, making the follow-up research into the modeling of the impacts on society particularly 
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 challenging. For this purpose, it is possible to use the results of the international RAIN project 
[15] undertaken as part of the EU's 7th Framework Programme. Based on recommendations 
arising from a European Union directive [1] and a regulation on the criteria for determining 
critical infrastructure elements adopted by the government of the Czech Republic [16], the 
following cross-cutting criteria were defined for a wider international debate within the RAIN 
project [15]:

• health impacts—the number of victims with a threshold value of more than 25 fatalities 
or more than 250 individuals hospitalized for a period exceeding 24 hours per 1 million 
inhabitants within the region under review;

• economic impacts with an economic loss threshold value of over 0.5% of gross domestic 
product; and

• impacts on the public with a threshold value of more than 12,500 individuals per 1 million 
inhabitants within the region under review affected by extensive restrictions in the provi-
sion of essential services or by other major disruptions to everyday life.

A provisional transformation of national criteria could form the basis for the setting of cross-
cutting criteria values at the regional level (note: however, this method of setting regional 
values is not ideal in terms of applying the bottom-up approach as it is more akin to the top-
down approach due to the transformation of national criteria). The transformation involves 
the dynamic conversion of threshold values for national cross-cutting criteria to regional crite-
ria. This ratio is mainly applied as a proportion of the population of a given state to the popu-
lation of the region concerned, and of the threshold values of national cross-cutting criteria to 
those of regional cross-cutting criteria. In principal, static threshold values are converted to 
dynamic values not only due to the varying population sizes in different regions, but also due 
to the different levels of gross domestic product generated in these regions [17].

Figure 5. Development of the approach to a critical infrastructure research [14].
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European critical infrastructure risk and safety/security management comprises an important 
aspect of modeling the impacts of critical infrastructure failures. In adopting this approach, 
risks are recognized at an early stage, allowing for a timely indication of impacts on indepen-
dent critical infrastructure subsystems. The following methodologies should be employed 
with a view to optimize the risk and safety/security management system and comply with the 
requirements for crisis preparedness plans applicable to critical infrastructures entities, as an 
equivalent to the Operator Security Plan:

• Methodology for selected CIs system resilience element evaluation [18]; and

• Methodology for ensuring the protection of CIs in the production, transmission, and dis-
tribution of electricity [19].

Implementation of a preferential critical infrastructure risk assessment provides another 
important basis for the modeling of impacts produced by critical infrastructure failures [20]. 
This allows the assessor to introduce subjective conditions into an otherwise objective process 
of risk assessment, providing the assessor with an option to partially influence the assessment 
process by preferring certain factors over others. The significance of this phase of the assess-
ment process lies in the fact that different entities perceive certain risks from different points 
of view, which creates a conducive environment for discussion of all stakeholders, ensuring 
the most appropriate safety/security actions are taken. Moreover, a preferential critical infra-
structure risk assessment also provides an important basis for the modeling of impacts of 
critical infrastructure failures as its results determine vulnerabilities enabling the propagation 
of impacts throughout the critical infrastructure system [13].

4. Resilience of critical infrastructure subsystems

The purpose of each critical infrastructure subsystem is to deliver services to recipients. It 
is therefore essential to ensure that each subsystem is fully functional and that appropriate 
steps are taken to minimize its failures and curtail the propagation of any potential impacts 
on society or any other dependent critical infrastructure subsystems. According to existing 
scientific knowledge, the best and most effective way of minimizing the impacts of critical 
infrastructure system failures is to reach the highest possible level of resilience with respect 
to all of its subsystems.

4.1. Definition of resilience

The term resilience was first defined in connection with the resistance and stability of ecologi-
cal systems where two types of system behavior were identified [21]. The first type, stability, 
is the ability of a system to return to an equilibrium state after a temporary disturbance and 
the more rapidly it returns, the more stable it is. The second type of system behavior, known 
as resilience, is a measure of the ability of a system to absorb impacts without significant 
changes to the system status. Over time, this perspective was expanded to include the sphere 
of sociology, which then led to resilience being explored in socio-ecological systems. Based on 
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the achieved results, the research into resilience gradually spread to other disciplines such as 
psychology, economy, and engineering.

In 2001, Holling shed light on understanding the complexity of economic, ecological, and 
social systems with the publication of a definition based on two fundamental components of 
each system, namely hierarchy and adaptive cycles [22]. Together they form panarchy accord-
ing to Holling. Panarchy can be defined as a structure in which systems of nature and humans 
are interlinked in never-ending adaptive cycles of growth, accumulation, restructuring, and 
renewal.

The research into the resilience of socio-ecological systems also sparked an interest in research 
focused on resilience in society. The resilience of a society is dependent on its ability to respond 
to a stress factor and can be defined as “The ability of a system, community or society exposed to 
hazards to resist, absorb, accommodate, adapt to, transform and recover from the effects of a hazard in 
a timely and efficient manner, including through the preservation and restoration of its essential basic 
structures and functions through risk management” [23].

Resilience gradually began to be defined in general terms for any system, including engineer-
ing. Resilience was first described in connection with a critical infrastructure in a document 
entitled Critical Infrastructure Resilience Final Report and Recommendations [24], where it 
is defined as the ability to absorb, adapt to, and/or rapidly recover from a potentially dis-
ruptive event. By contrast, the critical infrastructure resilience strategy [25] defines critical 
infrastructure resilience as the ability to reduce the magnitude and/or duration of a disruptive 
event. These definitions clearly show what constitutes resilience, or rather what character-
istics enhance the resilience of a system. For example, Chandra [26], based on his study of 
socio-ecological systems, includes the following attributes in engineering systems resilience: 
redundancy, adaptability, flexibility, interoperability, and diversity.

As research into the resilience of critical infrastructures has since been pursued by numerous 
leading research workers and institutions, the definition of resilience has been repeated over 
and over again without any added value. However, the different approaches to determin-
ing their attributes/aspects/components/properties/characteristics/capacities/abilities/assets/
parameters may be worth mentioning. Below are some examples of the different approaches:

• Ehlen et al. [27]—absorption, adaptation, and recovery.

• Keeping the country running [28]—the ability to anticipate, absorb, adapt, and/or rapidly 
recover. For the system to function as a whole, it must incorporate four assets or elements: 
resistance, reliability, redundancy, response, and recovery.

• Carlson et al. [29]—the form of linkages between six aspects (anticipation, resistance, ab-
sorption, ability to respond, adaptability, and recovery), which according to the author 
define resilience, and four parameters (preparedness, mitigation, response, and recovery), 
which characterize the process of enhancing the resilience capacity of a system.

• Béné et al. [30]—three basic aspects: absorptive capacity (the ability to cope with the im-
pacts of adverse changes and shocks), adaptive capacity (the ability of a system to adapt to 
changes), and transformative capacity (the ability to create a fundamentally new system).
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• Presidential Policy Directive—Critical Infrastructure Security and Resilience [31]—the abil-
ity to prepare, resist, and rapidly recover.

• Hromada et al. [32]—preparedness and adaptability as the basis for the fulfillment of 
the resilience function. Key indicators: robustness, preparedness, ability to respond, 
recoverability.

• Eid et al. [33]—the ability to anticipate, resist, absorb, respond, adapt, and rapidly recover 
from a disruption.

• Ortiz De La Torre et al. [34]—prepare, prevent, and protect (before the disruption), miti-
gate, absorb and adapt (during the disruption), and respond, recover and learn (after the 
disruption).

• Bologna et al. [35]—the overall activities of modeling, and analysis of critical infrastructure 
system aimed to evaluate the ability to prevent, absorb, adapt, and recover from a disrup-
tive event, either natural or man-made.

• Nan and Sansavini [36]—ability of the system to withstand a change or a disruptive event 
by reducing the initial negative impacts (absorptive capability), by adapting itself to them 
(adaptive capability), and by recovering from them (restorative capability).

Some experts consider critical infrastructure resilience to be the primary national policy 
framework and a vital criterion for the future sustainability of cities or infrastructures as such, 
and argue that, from a broader perspective, resilience is indispensable in terms of population 
protection and crisis management [33, 37].

4.2. Concept of critical infrastructure resilience

Based on the accepted definitions, resilience can be said to represent the level of internal 
preparedness of critical infrastructure subsystems for emergencies or the ability of these sub-
systems to perform and maintain their functions when negatively affected by internal and/
or external factors. Strengthening resilience (e.g., Action Plan for Critical Infrastructure [38] 
or Labaka et al. [39]) minimizes the vulnerability of subsystems, which in turn curtails the 
occurrence, intensity, and propagation of failures and their impacts in a critical infrastructure 
system and society.

Understanding and clear definition of resilience represent the cornerstone of resilience 
assessment and strengthen with respect to critical infrastructure subsystems. In fact, critical 
infrastructure system resilience must be understood as a cyclic process based on continual 
strengthening of resilience of individual subsystems (see Figure 6). The crucial phases of this 
process are prevention, absorption, recovery, and adaptation.

The first phase of the critical infrastructure resilience cycle is prevention. In individual critical 
infrastructure subsystems, this is determined by permanent preparedness and protection of 
each subsystem. Prevention is provided on a continuous basis until a subsystem disruption 
occurs, at which time it is suspended, and for the duration of the emergency, replaced by 
absorption.
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Absorption, the second phase of the resilience cycle, is initiated if a subsystem is disrupted 
due to an emergency and is determined by the critical infrastructure subsystem robustness. 
Accordingly, robustness is determined by the ability of a critical infrastructure element to 
absorb the effects of an emergency. In a critical infrastructure system, two types of robust-
ness are recognized, namely structural and security robustness. Structural robustness is deter-
mined by the progress in the decline of a function and the level of redundancy, while security 
robustness is based on the level of protective measures, detection, and ability to respond.

The recovery phase starts after the effects of an emergency have worn off. This phase is char-
acterized by recoverability, which is the capacity of a subsystem to recover its function to the 
required level of performance after the effects of an emergency no longer exist. The success 
of recovery is determined by the available resources and the time required to complete the 
recovery process.

The final phase of the critical infrastructure resilience cycle is adaptation, which is essentially 
the ability of an organization to adapt a subsystem to subsequent effects of an emergency. It 
represents the dynamic long-acting ability of an organization to adapt to changes in circum-
stances. Adaptation is determined by the internal processes of an organization focused on 
the strengthening of resilience, i.e., risk management and innovation/education processes. 
However, strengthening of the resilience of a subsystem already occurs during the recovery 
phase of its performance.

4.3. Resilience assessment in a critical infrastructure system

The Resilience Assessment and Evaluation of Computing Systems compilation monograph 
[40] was the first comprehensive overview study exploring critical infrastructure resilience 
assessment in the field of information and communication technology. Another impor-
tant monograph, Critical Infrastructure System Security and Resiliency [41], introducing a 
practical methodology for the development of an efficient system of critical infrastructure 

Figure 6. Cycle of critical infrastructure resilience.
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protection, was published a year later. This methodology focuses both on the prevention of 
emergencies and the mitigation of its consequences. The same year saw the publication of the 
Resilience Measurement Index: An Indicator of Critical Infrastructure Resilience study [42], 
whose main objective is to measure the ability of a critical infrastructure to reduce the magni-
tude and/or duration of impacts from disruptive events.

In 2013, the European Commission published a working document on a new approach to 
the European Programme for Critical Infrastructure Protection: Making European Critical 
Infrastructures more secure [43]. This document clearly emphasized the importance of resil-
ience and interdependencies in a critical infrastructure as well as the need to develop tools 
and methods for their assessment.

In addition, the issue of measuring critical infrastructure resilience has long been explored by 
the Swiss Federal Institute of Technology in Zurich (Eidgenössische Technische Hochschule 
Zürich). The institute presents the results of its risk and resilience research in the form of 
scientific reports, with the issue of resilience measurement addressed in detail in the SKI 
Focus Report 8: Measuring Resilience [44] and the SKI Focus Report 9: Measuring Critical 
Infrastructure Resilience [45].

There are also several major international projects dealing with critical infrastructure resil-
ience assessment at present, including SMART RESILIENCE: Smart Resilience Indicators for 
Smart Critical Infrastructures, IMPROVER: Improved Risk Evaluation and Implementation of 
Resilience Concepts to Critical Infrastructure, RESILIENS: Realizing European Resilience for 
Critical Infrastructure, or RESILIENCE 2015: Dynamic Resilience Evaluation of Interrelated 
Critical Infrastructure Subsystems.

In 2016, a comprehensive approach based on the results of leading research projects was 
published in the Guidelines for Critical Infrastructures Resilience Evaluation document [35]. 
This approach has its basis in the evaluation of individual indicators constituting resilience, 
the resulting composite indicator being a function of indicators in technical (i.e., prevention, 
absorption, adaptation, and recovery), personal, organizational, and cooperative dimensions.

Additional significant approaches to evaluate resilience have been presented, for example, 
in an interim report of the project RESILIENS D2.2: Qualitative, Semi-Quantitative and 
Quantitative Methods and Measures for Resilience Assessment and Enhancement [34]. The 
second part of the document presents a critical infrastructure resilience assessment tool 
(CI-RAT), which has been developed as part of this project and is based on a semi-quantitative 
methodology for CI resilience assessment, and on a CI resilience management concept.

5. Conclusion

The chapter entitled “Failures in a Critical Infrastructure System” presents a comprehensive 
overview of a critical infrastructure system, which may be regarded as the basis for ensuring 
the functional continuity of society from both the economic and social perspectives. The intro-
ductory part of the chapter is designed as a historical framework, defining critical infrastruc-
tures in relation to legislative, normative, and institutional processes involved in addressing 
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the issues concerned. The described framework formulates the basis, approaches, and logic of 
a hierarchical system arrangement in connection to interdependencies and linkages between 
elementary elements. Infrastructure failures have been classified in terms of their sources and 
causes because the potential impacts of failures in selected dependent systems can have pro-
found effects on the functioning of society as a whole. It was argued that the impacts of fail-
ures in dependent systems increase the occurrence of cascading and synergistic effects, which 
fundamentally affect the resilience of individual elements and the general function of the 
system. This led to establishing the relationship between system resilience and failures with 
respect to critical infrastructure network elements.

Based on these facts, the impacts of failures and their propagation were described in the 
context of the necessity to model such impacts. In this regard, the significance and appli-
cability of top-down and bottom-up approaches in relation to the exploration of mutual 
linkages was further compared as one of the identifiers describing the critical infrastruc-
ture status. The significance of identifying and labeling critical infrastructure elements 
is, therefore, also viewed from the perspective of the need for a more objective setting 
of cross-cutting criteria values, equally applicable at the regional level. As already men-
tioned, element resilience exerts a substantial effect on the overall impacts of potential 
failures. That is why a resilience framework for critical infrastructure subsystems was 
established with a view to defining resilience, formulating a resilience concept, and set-
ting up a resilience evaluation process in a critical infrastructure system. The presented 
facts are based on the Ministry of the Interior of the Czech Republic Security Research 
project—RESILIENCE 2015: Dynamic Resilience Evaluation of Interrelated Critical 
Infrastructure Subsystems and form a resilience knowledge base as the ability of a system, 
community, or society exposed to adverse events to resist, absorb, accommodate, adapt 
to, transform, and recover from the effects of a hazard in a timely and efficient manner, 
including through the preservation and recovery of its essential basic structures and func-
tions through risk management.
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Abstract

Dealing with complexities and uncertainties in the design and planning of human-engi-
neered systems such as urban systems is crucial. When the stakes are so high and conse-
quences of alternative actions are so uncertain, a systematic consideration of complexities 
and uncertainties is warranted. This chapter describes a system-of-systems (SoS) frame-
work to represent the interdependencies and dynamics among human and engineered 
systems. The framework comprises a set of tools including network theory, system 
dynamics, and exploratory modeling and analysis. Based on the framework, three case 
studies are presented. The first case analyzes urban systems’ vulnerabilities to climate 
change using the context of the 2004 hurricane in South Florida, USA. The second case is 
a comparison of the performance of two design options for natural-gas powered electric-
ity power plant. The third case is a system analysis for supporting an economic revival in 
the US Midwest City. The applications reveal information about (1) critical infrastructure 
nodes, (2) robustness of decisions under uncertainty, and (3) dynamics relevant to sup-
port decision-making.

Keywords: urban systems’ vulnerabilities, urban economic revival, infrastructure 
investment decision, robust performance, failure modes

1. Introduction

Urban systems are increasingly under strain as about 54% of the world’s populations currently 
are city inhabitants [1]. A growing trend of population growth and urbanization will increase 
this proportion to 66% by 2050. In urban systems, infrastructures constitute the physical 
framework within which our economy and society operate [2]. Disruptions in infrastructure, 
therefore, pose considerable threats to some of the very pillars of modern life. Infrastructures 
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including energy, food, water, transportation, manufacturing, and telecommunications are 
key components in enabling modern society to function.

From a conceptual point of view, urban infrastructure can be considered as a couple human-
engineered system. An engineered system (ES) is a combination of technological components that 
work in synergy to collectively perform a useful function [3].

Recent structural changes, such as deregulation in the energy sector, have revealed infrastruc-
ture’s vulnerabilities. Public dissatisfactions began to surface as the lack of capacity, reliabil-
ity, and vulnerability of such provisions become increasingly prevalent causing politicians 
to take serious considerations. At the same time, many infrastructures have appeared to be 
inert to change because these infrastructures have long technical life time and are deeply 
interwoven in our social, economic, and political structure. Lack of systematic knowledge in 
addressing uncertainties may contribute to ad hoc political decisions, which may block timely 
adaptation and discourage further investment in the infrastructure system [4].

A system-of-systems (SoS) perspective is an attempt to structure the complexity of human-
engineered systems by taking a broader view than just the physical design (i.e., traditional 
system engineering view) and operational aspect, to include commercial and financial, eco-
nomic, social, and policy aspects couched within multiple levels. The goal is to improve anal-
ysis for decision-making.

A system-of-systems (SoS) consists of multiple, heterogeneous, distributed systems embed-
ded in networks at multiple levels that evolve over time. Complexity in an SoS stems primar-
ily from the heterogeneity of its constituent systems, the distributed nature of these systems. 
The complexity brought by the system heterogeneity exists both within a domain (e.g., power 
generation) and across domains (e.g., power generation, energy service economics, and gov-
ernmental policy/regulation).

The chapter first describes a generic SoS conceptual model that characterizes the interdepen-
dencies among SoS constituents. Next, a model of uncertainty space evolution over time is 
presented. Three case studies are then presented to illustrate the framework. In the last sec-
tion, the added values of SoS framework are discussed.

2. Conceptual model

2.1. Characterization of SoS interdependencies

An SoS consists of constituent systems that include individual engineered and actor system 
(Figure 1). An engineered system (ES) represents the performance and capabilities of relevant 
physical/technological systems. An actor system (AS) represents the development and opera-
tion of resources by an actor and, possibly, the management of other actor behavior residing 
either horizontally at the same SoS level or vertically across level.

The model is described using system model elements that are central to the policy analysis 
approach [5]. Policies (P) are the set of instruments within the control of the decision makers 
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that can change the system. External forces (X) refer to factors that are not controllable by the 
decision maker but may influence the system significantly. The structure of an actor system 
can be specified as a set of endogenous factors (I) together with relationships (R), which may 
include functional, behavioral, or causal ones. The results of these interactions, the model 
outputs, are called outcomes of interest (O). The value systems (W) of decision makers and 
stakeholders reflect their goals and preferences. Notice that an engineered system is devoid 
of policy instruments and has no value systems.

An SoS of urban systems can then be constructed via assemblage of some ES and AS systems 
in a structure resembling the nested system in Figure 2. Each element represents an ES, which 
resides at the lowest level (α level) and an AS, which resides at the β level and above.

Based on the framework, several terms can be defined:

• A scenario is a single realization of one set of external forces (X).

• System structure is the configuration of E and R.

• Uncertainty space, S covers the entire scenarios, system structure, and value systems (XERW).
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exploring multiple hypotheses about the SoS of interest by varying the assumptions underly-
ing the system model. EMA is used to explore the implications of multiple hypotheses about 
the system by means of computational experiments. A computational experiment is a single 
computer run of the system model using one set of assumptions.
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including energy, food, water, transportation, manufacturing, and telecommunications are 
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2.2.1. Characterization of the evolution of SoS uncertainty space over time

Figure 3 shows an ‘uncertainty space funnel’ that models how the future realizations of the 
model variables will unfold in a time horizon of n periods. In a future of multiple discrete 
time periods, one unique realization in the first period leads to multiple possible realizations 

Linkage of interdependencies Formalism

An outcome of an ES is an external factor for another ES   o  ES i   =  x  ES j;i≠j   

An outcome of an ES is an external factor for an AS   o  ES i   =  x  AS i   

An outcome of an ES influences actor decision   p  AS i   = f ( o  ES i  )   

An actor’s decision is an external factor for an ES   p  AS i   =  x  ES i   

An actor’s decision is an external factor for another actor   p  AS i   =  x  AS j;i≠j   

An actor’s decision influences another actor’s decision   p  AS i   = f ( p  ASj;i≠j  )   

The realization of an outcome of interest of an actor affects the decision of another actor   p  AS i   = f ( o  AS j;i≠j  )  

A value system of one actor becomes an exogenous factor of another   x  AS i   =  w  AS j;i≠j   

The outcomes of one actor system affect the value system of another actor   w  AS i   = f ( o  AS j;i≠j  )  

Table 1. Interdependencies among SoS elements.

Figure 2. A system-of-systems consisting of engineered (ES) and actor systems (AS).
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in the second period, each of which will then lead to multiple possible realizations in the third 
period, and so on until the last period is reached.

Uncertainty spaces at one particular period can be modeled in different ways. For example, 
the uncertainty space1 [(s1)1] and the uncertainty space2 [(s2)1] can have exactly the same nature 
(i.e., the X, E, R, and W elements) and the same size (i.e., the choice of range of the X, E, R, and 
W elements). When a structural change occurs, however, the nature and size of one uncer-
tainty space may be totally different with the other.

Three main characteristics of SoS uncertainty space are described as follows:

1. The degree and scope of uncertainty increases as the time period progresses. This is a default 
characteristics since the longer the time span the greater the uncertainty.

2. The degree and scope of uncertainty actually decreases as time progresses. This occurs, 
for example, in case the threshold market share of a certain technology is reached, which 
reduces the range of the share of other technologies (i.e., lock-in effect).

3. The nature of the uncertainty space in one period is different from that in the subsequent pe-
riod, which may also depend on the realization preceding it. For example, when a structural 
change (I, R) occurs, some of the variables become irrelevant and new ones need to be added. 
Also, the value system of decision makers and stakeholders may change over time. Future 
decision makers may have different decision criteria or put different weights on the criteria.

Figure 3. The evolution of SoS uncertainty space.
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This way of characterizing SoS uncertainty space highlights its path dependency nature. 
Suppose that (s1)0 is the realization of the uncertainty space in period0 (i.e., the initial condi-
tion). In period1, the uncertainty space that is path dependent on the initial condition (s1)0 is 
the uncertainty space1 [(s1)0]. The evolution of uncertainty space progresses over time until the 
end of analysis’ time horizon, Periodn. In Periodn, there will be a set of uncertainty spaces, each 
originated from the realizations of all the preceding periods (i.e., uncertainty space1 ([(si)n-1],…,  
[(si)2], [(si)1], [(si)0]). One future path (illustrated by the dashed arrows), for example, can be 
represented by (s1)0 (s1)1 (s1)2… (s1)n.

3. Case study 1: vulnerabilities of urban systems

An urban system is a complex system comprising an infrastructure-actor network, whose 
complexity is confounded by their close physical proximity and functional interdependen-
cies. An understanding of its complexities can support policymakers to maintain quality of life 
amidst perturbations, growth and decay, discontinuities, and stress in the system. Building 
upon [8], we aim to establish the level of influence and vulnerability of a network of multiple 
infrastructure-actor networks in urban systems.

3.1. A typology of urban system complexities

An overall urban system comprises several individual systems such as energy, water, tele-
communication, and transportation. We develop a typology for classifying different types of 
system interdependency (Figure 4), which is based on (1) whether the network accounts for 
the connectivity within an individual system (i.e., intrasystem) or across systems (i.e., inter-
system) and (2) whether the context of such connectivity takes place in an emergency condi-
tion (i.e., with drastic service discontinuities) or in a non-emergency one.

To a certain extent, each of the resulting quadrants has a different focus of inquiry and hence 
policy implications in terms of actors’ actions and coordination. For instance, the first quadrant 
(Q1) focuses on connectivity within a single sector (e.g., transportation) in a non-emergency 
condition. An example of inquiry in this sector may revolve around the issue of reducing 
traffic congestion. By contrast, in the third quadrant (Q3), the inquiry considers interdepen-
dencies among multiple sectors (e.g., a city as a whole) and addresses broader issues (e.g., 
impacts of extreme weather events). In this chapter, we focus on the fourth quadrant.

3.2. Network theory perspective and the network model

Network theory is employed to obtain measures that can illuminate the degree of infrastruc-
ture influence and vulnerability within an urban system. We consider a particular infrastruc-
ture as a node. A directional link between two nodes means that the failure in the source 
affects the end node. This formulation implies that fewer links among nodes are actually 
desirable. We use and interpret sample data from [9] to model the (inter)dependencies among 
infrastructure and the repair team for the urban systems in Florida during the 2004 hurri-
cane season. The resulting network model of infrastructure-actor connectivity is depicted in 
Figure 5. To generate some network measures, we employ the UCINET software [10].
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3.3. Results and implications

A summary of the network measures is given in Table 2. Each of the measures and its implica-
tion is described later.

3.3.1. Centrality degree

It counts the number of outgoing (i.e., influence) and incoming (i.e., dependence) links. For the 
case study, road infrastructure exerts the most influence to others, whereas (waste) water plant 
and electricity transmission receive most influence from others and hence are most vulnerable. 
This insight can inform prioritizing infrastructures that need to be decoupled from other.

3.3.2. Betweenness centrality

This measures node importance in terms of its role as an ‘intermediary’ in a failure path. The 
electricity plan appears to play the most dominant role. Consequently, urban system needs to 
be disconnected with electricity plant by, for example, having own backup power.

3.3.3. Eigen-vector centrality

It measures the importance of an infrastructure not only by the number of nodes it affects but 
also the importance of the nodes to which it affects. It appears that the supervisory control 

Figure 4. A typology of urban system complexities.
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and data acquisition (SCADA) system is the infrastructure with the highest score because 
it affects three very important nodes such as electricity transmission, electricity plant, and 
phone/Internet infrastructure.

Table 2. Summary results of network analysis of urban infrastructure systems.

Figure 5. Infrastructure-actor network in the context of Florida urban systems.
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Our initial work employs network theory to establish the degree and influence and vulner-
ability of infrastructure-actor interdependency in urban systems. The insight obtained from 
the work can potentially be used to set priority of actions and to find a balance between vul-
nerability and performance.

4. Case study 2: investments in energy infrastructure

Uncertainties abound in making investment decisions in energy infrastructure such as elec-
tricity power plant. There are some major uncertainties they have to deal with in liberalized 
energy markets ([11]). It is difficult to predict the future electricity demand price as well as 
the price of input fuels. In addition, there are several structural uncertainties. These include 
regulation on price mechanisms (e.g., price cap) and environment (e.g., cooling water, emis-
sions, and waste), the developments in the natural gas industry (e.g., the extraction of gas 
through fracking), and the unbundling of the energy industry into separate electricity genera-
tion, transmission, and distribution function.

4.1. SoS model of investment in energy infrastructure

An SoS model for electricity power plant investment is given in Figure 6. It consists of two 
engineered (power plant and house building technologies) and three actor systems (utility 
companies, household consumers, and public utilities commission).

Figure 6. SoS model for electricity power plant investment.
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Some of the main elements of system-of-systems model are described as follows:

• Policies (P): At the beta level, policy variables for utility companies involved: the size of the 
plant, the timing of plant construction, and maintenance policies. These are the actions that 
would become external forces to the power plant technologies at the alpha level. For the 
household consumers, their decisions are mainly associated with energy consumption and 
investments in energy saving measures, which in turn affect house building technologies 
(at alpha level).

• External forces (X): At the beta level, the utility companies would be concerned and un-
certain factors such as electricity pricing regulations, macroeconomic variables, and tech-
nological options. The household consumers would be uncertain about natural gas price, 
electricity demand, and electricity price. At the gamma level, the public utilities seemingly 
would face uncertainties about political climate and dynamics in societal values.

• Endogenous factors I: For utility companies, they are the variables that determine the cash 
flow of the investment: (1) installed and used capacity, (2) costs: construction (sunk cost), 
fixed and variable operations costs, and fuel, and (3) revenues.

• Outcome of interest (O): Profitability is one key outcome for utility companies, which will 
be measured in net present value (NPV). For public utilities commissions, one outcome 
they want to monitor is the level of service reliability and affordability.

• The relationships (R): For utility companies, the relationships involved include: (1) revenue 
functions, (2) cost functions, and (3) functions that translate the costs, revenues, and dis-
count factors (i.e., interest rate) into NPV.

• The value system of the decision makers (W): Utility companies are driven to maximize 
profitability. In contrast, the utilities commissions are mandated to promote and protect 
public interests.

4.2. Computational model of electricity power plant investment

Based on the abovementioned definition of SoS, a simple computational model of electricity 
infrastructure investment was developed. In response to these uncertainties, utility compa-
nies may choose not to invest in capital intensive, long lead-time generating technologies such 
as large nuclear- or hydropower plants or in technologies with relatively high pollution such 
as coal plant. Instead, they may opt for cheaper, smaller, and less polluting plants that have 
shorter lead times to build [12].

The model compares the performance of two alternative investment decisions. Investment1 
builds a power plant with a production capacity of 563 MW, whereas Investment2 constructs 
a smaller plant of 264 MW. Both power plants use natural gas fueled combined cycle plant 
technology. The complete model is described in [6].

The uncertainty space for the investment decisions spans a period of 20 years and is dis-
cretized into an interval of 10 years. Major uncertainties of future conditions over the time 
span include several factors. First is electricity demand of which an annual growth rate range 
between −5 and 5% was taken. Second is the change in electricity price that was assumed to 
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grow between −20 and 20% per 10 year. Lastly, the volatility of natural gas price is modeled 
using a binomial method [13]. The gas price change follows a ‘random walk’ pattern with 
specific upward (up) and downward (down) movement factor.

To assess the success of investment decisions, three decision criteria are used: net present value 
(NPV), regret, and robustness criterion. A regret value represents the difference between the 
NPV of a decision compared to the NPV of the best alternative in a particular scenario. Based 
on the NPV and regret criteria, an investment is considered to be successful if it has a posi-
tive NPV and has ‘no’ (NPV difference: 0—$0.09 million) or ‘mild’ (0.1—$14.9 million) regret. 
On the other hand, an investment is considered to fail, if it has ‘a lot’ (15—$99.9 million) and 
‘overwhelming’ (greater than $100 million) regret even though the NPV is positive. Failure 
also includes all regret outcomes with negative NPV.

A robustness score represents the ratio of the number of successful scenarios with the total 
number of scenarios. Four categories of robustness can be specified. The robustness falls into 
Category I if the score is between 1 and 0.75 and Category II for the score between 0.5 and 
0.74. A decision is considered robust if it has Category I and II score. Decision makers should 
then compare the robustness of decision alternatives and choose a decision with maximum 
robustness.

4.3. Results and analysis

Computational experiments were performed across the uncertainty space. The resulting regret 
category and robustness score of Investment1 and Investment2 is given and compared in Figure 7. 
For Investment1, a mapping of regret category is illustrated for a scenario at Period1 (i.e., year 
1–10), in which electricity demand grows by 5%, the gas price moves upward, and electricity 
price increases by 20%. Compared to Investment2, at the end of Period2 (i.e., year 20), Investment1 
ends up largely successful. This is indicated by 44 scenarios (out of 50) with ‘no’ and ‘mild’ 
regret. This performance is aggregated into a single robustness score of 0.88 (i.e., 44 divided 
by 50), which falls into robustness Category I. The same calculation is repeated for all other 
scenarios (a total of 2500).

In a multiple period decision problem, the robustness score can be further aggregated by tak-
ing score average. In this way, the path dependency of decision performance can be traced 
back to the time when the decision is made (i.e., Period0). The nested robustness score for 
Investment1 and Investment2 is 0.16 and 0.42, respectively. Based on these results, Investment2 
should be chosen because it performs better in more scenarios than Investment1.

4.4. Seeking failure modes: future conditions that might turn a robust decision into 
a failure

Decision makers are also interested in knowing other conditions that will make their seem-
ingly promising decision fail. To illustrate sensitivity, analysis was performed on the interest 
rate, which has been held constant at 5%. Figure 8 shows that the ranges of interest rate that 
will make Investment1 fail. For example, when the interest rate reaches 11%, the Investment1 
is no longer robust across some of the most favorable conditions in period1 because all the 
robustness scores fall into Categories III and IV.
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Some of the main elements of system-of-systems model are described as follows:
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plant, the timing of plant construction, and maintenance policies. These are the actions that 
would become external forces to the power plant technologies at the alpha level. For the 
household consumers, their decisions are mainly associated with energy consumption and 
investments in energy saving measures, which in turn affect house building technologies 
(at alpha level).

• External forces (X): At the beta level, the utility companies would be concerned and un-
certain factors such as electricity pricing regulations, macroeconomic variables, and tech-
nological options. The household consumers would be uncertain about natural gas price, 
electricity demand, and electricity price. At the gamma level, the public utilities seemingly 
would face uncertainties about political climate and dynamics in societal values.

• Endogenous factors I: For utility companies, they are the variables that determine the cash 
flow of the investment: (1) installed and used capacity, (2) costs: construction (sunk cost), 
fixed and variable operations costs, and fuel, and (3) revenues.

• Outcome of interest (O): Profitability is one key outcome for utility companies, which will 
be measured in net present value (NPV). For public utilities commissions, one outcome 
they want to monitor is the level of service reliability and affordability.

• The relationships (R): For utility companies, the relationships involved include: (1) revenue 
functions, (2) cost functions, and (3) functions that translate the costs, revenues, and dis-
count factors (i.e., interest rate) into NPV.

• The value system of the decision makers (W): Utility companies are driven to maximize 
profitability. In contrast, the utilities commissions are mandated to promote and protect 
public interests.

4.2. Computational model of electricity power plant investment

Based on the abovementioned definition of SoS, a simple computational model of electricity 
infrastructure investment was developed. In response to these uncertainties, utility compa-
nies may choose not to invest in capital intensive, long lead-time generating technologies such 
as large nuclear- or hydropower plants or in technologies with relatively high pollution such 
as coal plant. Instead, they may opt for cheaper, smaller, and less polluting plants that have 
shorter lead times to build [12].

The model compares the performance of two alternative investment decisions. Investment1 
builds a power plant with a production capacity of 563 MW, whereas Investment2 constructs 
a smaller plant of 264 MW. Both power plants use natural gas fueled combined cycle plant 
technology. The complete model is described in [6].

The uncertainty space for the investment decisions spans a period of 20 years and is dis-
cretized into an interval of 10 years. Major uncertainties of future conditions over the time 
span include several factors. First is electricity demand of which an annual growth rate range 
between −5 and 5% was taken. Second is the change in electricity price that was assumed to 
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grow between −20 and 20% per 10 year. Lastly, the volatility of natural gas price is modeled 
using a binomial method [13]. The gas price change follows a ‘random walk’ pattern with 
specific upward (up) and downward (down) movement factor.

To assess the success of investment decisions, three decision criteria are used: net present value 
(NPV), regret, and robustness criterion. A regret value represents the difference between the 
NPV of a decision compared to the NPV of the best alternative in a particular scenario. Based 
on the NPV and regret criteria, an investment is considered to be successful if it has a posi-
tive NPV and has ‘no’ (NPV difference: 0—$0.09 million) or ‘mild’ (0.1—$14.9 million) regret. 
On the other hand, an investment is considered to fail, if it has ‘a lot’ (15—$99.9 million) and 
‘overwhelming’ (greater than $100 million) regret even though the NPV is positive. Failure 
also includes all regret outcomes with negative NPV.

A robustness score represents the ratio of the number of successful scenarios with the total 
number of scenarios. Four categories of robustness can be specified. The robustness falls into 
Category I if the score is between 1 and 0.75 and Category II for the score between 0.5 and 
0.74. A decision is considered robust if it has Category I and II score. Decision makers should 
then compare the robustness of decision alternatives and choose a decision with maximum 
robustness.

4.3. Results and analysis

Computational experiments were performed across the uncertainty space. The resulting regret 
category and robustness score of Investment1 and Investment2 is given and compared in Figure 7. 
For Investment1, a mapping of regret category is illustrated for a scenario at Period1 (i.e., year 
1–10), in which electricity demand grows by 5%, the gas price moves upward, and electricity 
price increases by 20%. Compared to Investment2, at the end of Period2 (i.e., year 20), Investment1 
ends up largely successful. This is indicated by 44 scenarios (out of 50) with ‘no’ and ‘mild’ 
regret. This performance is aggregated into a single robustness score of 0.88 (i.e., 44 divided 
by 50), which falls into robustness Category I. The same calculation is repeated for all other 
scenarios (a total of 2500).

In a multiple period decision problem, the robustness score can be further aggregated by tak-
ing score average. In this way, the path dependency of decision performance can be traced 
back to the time when the decision is made (i.e., Period0). The nested robustness score for 
Investment1 and Investment2 is 0.16 and 0.42, respectively. Based on these results, Investment2 
should be chosen because it performs better in more scenarios than Investment1.

4.4. Seeking failure modes: future conditions that might turn a robust decision into 
a failure

Decision makers are also interested in knowing other conditions that will make their seem-
ingly promising decision fail. To illustrate sensitivity, analysis was performed on the interest 
rate, which has been held constant at 5%. Figure 8 shows that the ranges of interest rate that 
will make Investment1 fail. For example, when the interest rate reaches 11%, the Investment1 
is no longer robust across some of the most favorable conditions in period1 because all the 
robustness scores fall into Categories III and IV.
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Figure 8. Sensitivity of favorable scenarios to interest rate.

Figure 7. Investment robustness outcomes (a) Investment1 (563 MW) and (b) Investment2 (264 MW).
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5. Case study 3: informing economic revival initiatives in the 
northern Illinois region

5.1. Introduction

The economy of the Northern Illinois Region, USA with Rockford as its largest city has suf-
fered since the late 1980s as a result of the decline of manufacturing industry. Currently, a 
diverse initiative has been launched by various agencies to try to reverse the trend.

The case study presents a development of a decision-support tool to inform policymakers 
and stakeholders to revive the region’s economy. To this end, the proposal will implement a 
holistic system approach. The approach used will be a combined system dynamics and SOS 
perspective. The issues that will be addressed include the interactions between the city qual-
ity of life factors and investment decisions.

5.2. SoS conceptualization

The combined SOS perspective and system dynamics have a capability to model economic 
decisions at three different levels such as city, company, and individual. Figure 9 shows the 
multi-level decision making occurring within a macroeconomic context.

5.3. System dynamics approach

System dynamics is an approach to understand the behavior of complex systems over time. 
It deals with internal feedback loops and time delays that affect the behavior of the entire 

Figure 9. SoS for urban systems.
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system. It employs a causal loop and a stock and flow model to represent the change and 
accumulation of system variables (Figure 10a, b, respectively).

5.4. Dynamics at macroeconomic level

At the macroeconomic level, the approach captures the relationships between key economic 
factors of production (labor, land, capital, and technology) and economic output (e.g., pro-
duction and GDP) (Figure 11).

At this level, several causal and feedback loops can be identified. We can identify, for example, 
two loops associated with migration. An increase in net migration will add to work force, and 
availability of work force will in turn reduce the rate of net migration (Loop 1). In the same way, 
an increase in migration will increase the competition for housing (reduced house availability) 
and availability of housing will make the city more attractive (increased net migration) (Loop 2).

5.5. Dynamics at city level

For the greater Rockford area, for instance, much efforts have been put in to increase the attrac-
tiveness for companies to invest (Source). The efforts focus on industrial infrastructure but 
also on factors contributing to the quality of life (school quality, housing, safety, health care, 
recreation facilities and parks) (Figure 12). They clearly want exploit the positive feedback in 
which companies expect quality workers, who in turn is attracted by improved quality of life.

5.6. Dynamics at company level

At company level, an issue of interest is how investment decisions affect the production 
capacity and company’s hiring (Figure 13).

Figure 10. System dynamics main building blocks (a) causal loop and feedback diagram. (b) Stock and flow diagram.
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Figure 11. A macroeconomic view of urban system interdependencies.

Figure 12. Interrelationships between investment decisions and city attractiveness.

Dealing with Complexities and Uncertainties in a System-of-Systems: Case Studies on Urban…
http://dx.doi.org/10.5772/intechopen.73706

109



system. It employs a causal loop and a stock and flow model to represent the change and 
accumulation of system variables (Figure 10a, b, respectively).

5.4. Dynamics at macroeconomic level

At the macroeconomic level, the approach captures the relationships between key economic 
factors of production (labor, land, capital, and technology) and economic output (e.g., pro-
duction and GDP) (Figure 11).

At this level, several causal and feedback loops can be identified. We can identify, for example, 
two loops associated with migration. An increase in net migration will add to work force, and 
availability of work force will in turn reduce the rate of net migration (Loop 1). In the same way, 
an increase in migration will increase the competition for housing (reduced house availability) 
and availability of housing will make the city more attractive (increased net migration) (Loop 2).

5.5. Dynamics at city level

For the greater Rockford area, for instance, much efforts have been put in to increase the attrac-
tiveness for companies to invest (Source). The efforts focus on industrial infrastructure but 
also on factors contributing to the quality of life (school quality, housing, safety, health care, 
recreation facilities and parks) (Figure 12). They clearly want exploit the positive feedback in 
which companies expect quality workers, who in turn is attracted by improved quality of life.

5.6. Dynamics at company level

At company level, an issue of interest is how investment decisions affect the production 
capacity and company’s hiring (Figure 13).

Figure 10. System dynamics main building blocks (a) causal loop and feedback diagram. (b) Stock and flow diagram.

System of System Failures108

Figure 11. A macroeconomic view of urban system interdependencies.

Figure 12. Interrelationships between investment decisions and city attractiveness.

Dealing with Complexities and Uncertainties in a System-of-Systems: Case Studies on Urban…
http://dx.doi.org/10.5772/intechopen.73706

109



Figure 13. Company’s hiring mechanism as a response to customer orders.

Figure 14. Worker’s motivation and work accomplishment dynamics.
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The level of regional employment (at macroeconomic level) depends on the number of job 
vacancies at companies. The demand for workers will be driven by the need to fill production 
capacity, which in turn depends on customers’ orders as they are influenced by how well the 
economy is doing (i.e., economic growth at macroeconomic level).

5.7. Dynamics at individual level

At individual motivational level, research has suggested psychological behavior that can 
be best captured using system dynamics [14]. Figure 14 illustrates factors that are affecting 
workers’ motivation at work and their accomplishments. For instance, quality of work will 
depend on the effort devoted, which in turn depends on work pressure.

6. Concluding remarks

Urban systems are facing pressures from population growth, urbanization, and climate 
change. Keeping the status quo could lead to failures in the systems. Given these challenges, 
better understanding of various elements of urban systems and their interdependencies is 
needed to inform decisions to improve the systems.

The chapter presents a system-of-systems (SoS) framework to structure complexity of urban 
systems. A way to deal with future uncertainties within urban system SoS is described. 
As a whole, SoS forms a network of decision makers and engineered systems at various 
levels. Over time, the elements of SoS and their relationships will evolve. Their uncer-
tainties can be handled using a computational approach called exploratory modeling and  
analysis (EMA).

The framework described in the chapter is applied to three case studies. Each case study 
highlights a unique aspect of urban systems. Different tools were employed to generate 
insights relevant for decision-making. The first case study looked at the vulnerabilities of 
urban system under perturbations and disruptions. It uses data related to urban infrastruc-
ture in Florida, USA that was devastated by hurricane. Network theory was applied to iden-
tify nodes of infrastructure that are influential in causing system failures and are critical for 
recovery.

The second case study assesses the performance of alternative investment decisions on elec-
tricity power plant. EMA is applied to define and explore uncertainty space in terms of mea-
sures of regret and robustness of each investment alternative. Once a preliminary robust 
decision has been identified, EMA can reveal a set of circumstances that may cause the deci-
sion to fail. The last case study conceptualizes the dynamics of urban economic revival within 
a larger macroeconomic environment. A system dynamics tool was employed to represent 
the context of an economic region in Midwest, USA. Detailed causal loop and stock-and-flow 
models were developed to specify factors and their relationships across individual, company, 
and city level.
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