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Preface

Density functional theory (DFT) is a method of obtaining approximate solutions to Schro-
dinger equation for many-body systems, where electron density rather than wave function
is the central variable. Although DFT can be traced back to 1927 when the Thomas-Fermi
model was developed, it was first put on a firm theoretical footing in 1964 by Kohn and
Hohenberg in the framework of two Hohenberg-Kohn theorems.

DFT owes its popularity in the predictive power for physical and chemical properties and
the ability to handle large systems accurately and efficiently. Now, DFT ranks as the most
widely used quantum mechanical method, and its success is clearly demonstrated by the
overwhelming amount of research articles in the past decades that report results by means
of DFT methods. A vast number of DFT software packages are available to us, such as
Gaussian, VASP, DMOL, ADF, and Wien. Some of them are easy to use, which significantly
promotes the popularization of DFT methods.

There are numerous books and reviews that showcase the contemporary advances of DFT
methods, while DFT is always being developed toward higher accuracy and larger systems
with less computational costs. In addition, DFT has expanded its business rapidly and plays
an increasingly larger role in a number of disciplines such as chemistry, physics, material,
biology, and pharmacy. A major goal of this book is to draw together contributors from the
various research fields, to spread knowledge of current capabilities and new possibilities,
and to stimulate the exchange of information between disparate disciplines. This book is
divided into five sections that include original chapters written by experts in their fields.
The first section describes the recent developments of DFT methods and the validation of
these computational techniques that is equally important. The following sections are the ap-
plications of DFT methods in the various domains: Section 2 includes spectra and thermody-
namics that establish direct contacts with experiments such as spectral assignments, Section
3 focuses on catalysis and mechanism that identifies short-time intermediates and presents
complicated reaction processes at the atomic level, Section 4 involves material and molecu-
lar designs that see the power of DFT methods by predicting the properties of existing and
new materials with hitherto unprecedented accuracy, and Section 5 (multidisciplinary inte-
gration) is to broaden the insights with respect to DFT applications. This section contains
only one chapter from our lab, showing the tremendous advantages and bright prospects in
computational soil science. As a matter of fact, DFT methods have been widely used and
bring forth a number of interdisciplines that are probably better known to us, such as com-
putational biology, molecular pharmacy, and computational nanoscience.

I would like to express my sincere gratitude to all authors who have contributed to this book.
They are Ataf Ali Altaf, Amin Badshah, Basant A. Ali, Burkhard Kirste, Chang Zhu, Daniel
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Chapter 1

The DFT+U: Approaches, Accuracy, and Applications

Sarah A. Tolba, Kareem M. Gameel, Basant A. Alj,
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Abstract

This chapter introduces the Hubbard model and its applicability as a corrective tool
for accurate modeling of the electronic properties of various classes of systems. The
attainment of a correct description of electronic structure is critical for predicting fur-
ther electronic-related properties, including intermolecular interactions and formation
energies. The chapter begins with an introduction to the formulation of density func-
tional theory (DFT) functionals, while addressing the origin of bandgap problem with
correlated materials. Then, the corrective approaches proposed to solve the DFT band-
gap problem are reviewed, while comparing them in terms of accuracy and computa-
tional cost. The Hubbard model will then offer a simple approach to correctly describe
the behavior of highly correlated materials, known as the Mott insulators. Based on
Hubbard model, DFT+U scheme is built, which is computationally convenient for accu-
rate calculations of electronic structures. Later in this chapter, the computational and
semiempirical methods of optimizing the value of the Coulomb interaction potential (L)
are discussed, while evaluating the conditions under which it can be most predictive.
The chapter focuses on highlighting the use of U to correct the description of the physi-
cal properties, by reviewing the results of case studies presented in literature for various
classes of materials.

Keywords: first principles, Hubbard U correction, GGA+U, DFT+U, LDA+U, spin
crossover, metal organic framework, solid defects, band structure

1. Introduction

Density functional theory (DFT) is one of the most convenient computational tools for the
prediction of the properties of different classes of materials [1, 2]. Although its accuracy is
acceptable as long as structural and cohesive properties are concerned, it dramatically fails in
the prediction of electronic and other related properties of semiconductors up to a factor of

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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two [3]. However, reaching a correct description of electronic structure is critical for predict-
ing further electronic-related properties, including intermolecular interactions and formation
energies. In order to solve this problem, computationally heavier jobs must be employed,
using either larger basis sets or hybrid functionals, which include the solution of the exact
Hartree-Fock (HF) equations, in order to reach relatively higher accuracies [4]. Nevertheless,
in some cases, even solving exact HF equations can fail in correctly predicting the bandgap
for a certain class of semiconductors that possess strong correlations between electrons, such
as Mott insulators [5, 6]. Consistent research efforts have been employed in order to formu-
late more accurate functionals, by using corrective approaches or alternatives to the density
functionals. The applicability of these alternatives and corrections has large dependence on
the type of the system studied, its size and complexity, and the computational cost required.
One of the corrective approaches employed to relieve the DFT electronic bandgap problem
is the DFT+U correction method, which is the focus of this chapter. Compared to the alterna-
tive approaches, such as the hybrid functionals and the post-Hartree-Fock methods, DFT+U
correction has proved to be as reliable as the other methods, but with a critical advantage
of considerably lower computational cost. By successfully correcting the electronic structure
of the studied system using the U correction, further accurate predictions of intermolecular
interactions and formation energies can be reached [6]. In addition, the U correction can fur-
ther enhance the description of physical properties, other than the electronic structure, includ-
ing magnetic and structural properties of correlated systems, the electron transfer energetics,
and chemical reactions. However, one of the drawbacks of the Hubbard method is that it fails
in predicting the properties of systems with more delocalized electrons, such as metals. The
relative success of the DFT+U method is related to its straightforward approach to account for
the underestimated electronic interactions by simply adding a semiempirically tuned numeri-
cal parameter “U” [5]. This interaction parameter can be easily controlled, making the DFT+U
method a tool to give a qualitative assessment of the influence of the electronic correlations on
the physical properties of a system.

One of the mostly implemented methods in the DFT+U realm is the LDA+U method. It is
widely used due to its simple implementation on the existing LDA codes, which makes
it only slightly computationally heavier than the standard DFT computations [6]. In this
chapter, we discuss the fundamental formulation of the LDA+U method and examine its
applicability for practical implementations for different classes of materials, where DFT
is usually found to be impractical. Popular cases of DFT shortage are discussed includ-
ing materials with strong correlations, defective solid-state materials, and organometallics,
while reviewing literature case studies that studied these classes of materials with DFT+U
calculations. The methodology of optimizing the U correction is inspected, where it can be
either formulated from first principles or achieved empirically by tuning the U value, while
seeking an agreement with experimental results of the system’s physical properties. In this
chapter, we also present a review of the practical implementation of U, while assessing its
corrective influence on improving the description of a variety of physical properties related
to certain classes of materials. In addition, the effect of the calculation parameters on the
chosen U value is discussed, including the choice of the localized basis set and the type of
DFT functional employed.
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2. Theoretical formulation

2.1. Standard DFT problem

Using exact HF or DFT solutions, the aim is always to reach, as close as possible, the exact descrip-
tion of the total energy of the system. Unluckily, reaching this exact energy description is impos-
sible and approximations have to be employed. In DFT, electronic interaction energies are simply
described as the sum of classical Columbic repulsion between electronic densities in a mean field
kind of way (Hartree term) and an additive term that is supposed to encompass all the correla-
tions and spin interactions [1]. This additive term, namely the exchange and correlation (xc), is
founded on approximations that have the responsibility to recover the exact energy description
of the system. This approximated xc functional is a function of the electronic charge density of
the system, and the accuracy of a DFT calculation is strongly dependent on the descriptive ability
of this functional of the energy of the system [2]. It is generally difficult to model the dependence
of the xc functional on electronic charge density, and thus, it can inadequately represent the
many-body features of the N-electron ground state. For this reason, systems with physical prop-
erties that are controlled by many body electronic interactions (correlated systems) are poorly
described by DFT calculations. For these systems, incorrect description of the electronic structure
induces the so-called “bandgap problem,” which in turn, imposes difficulties in utilizing DFT to
predict accurate intermolecular interactions, formation energies, and transition states [7].

The problem of DFT to describe correlated systems can be attributed to the tendency of xc func-
tionals to over-delocalize valence electrons and to over-stabilize metallic ground states [5, 6].
That is why DFT fails significantly in predicting the properties of systems whose ground state
is characterized by a more pronounced localization of electrons. The reason behind this delocal-
ization is rooted to the inability of the approximated xc to completely cancel out the electronic
self-interaction contained in the Hartree term; thus, a remaining “fragment” of the same electron
is still there that can induce added self-interaction, consequently inducing an excessive delocal-
ization of the wave functions [5]. For this reason, hybrid functionals were formulated to include
a linear combination of a number of xc explicit density and HF exact exchange functionals, that
is self-interaction free, by eliminating the extra self-interaction of electrons through the explicit
introduction of a Fock exchange term. However, this method is computationally expensive
and is not usually practical when larger, more complex systems are studied. Nonetheless, HF
method, which describes the electronic structure with variationally optimized single determi-
nant, cannot describe the physics of strongly correlated materials such as the Mott insulators. In
order to describe the behavior of these systems, full account of the multideterminant nature of
the N-electron wave function and of the many-body terms of the electronic interactions is needed
[6]. Therefore, it is predicted that applying DFT calculations using approximate xc functionals,
such as LDA or GGA, will poorly describe the physical properties of strongly correlated systems.

2.2. Mott insulators and the Hubbard model

According to the conventional band theories, strongly correlated materials are predicted to be
conductive, while they show insulating behavior when experimentally measured. This serious
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flaw of the band theory was pointed out by Sir Nevil Mott, who emphasized that interelectron
forces cannot be neglected, which lead to the existence of the bandgap in these falsely predicted
conductors (Mott insulators) [8]. In these “metal-insulators,” the bandgap exists between bands of
like character i.e., between suborbitals of the same orbitals, such as 3d character, which originates
from crystal field splitting or Hund’s rule. The insulating character of the ground state stems
from the strong Coulomb repulsion between electrons that forces them to localize in atomic-
like orbitals (Mott localization). This Coulomb potential, responsible for localization, is described
by the term “U,” and when electrons are strongly localized, they cannot move freely between
atoms and rather jump from one atom to another by a “hopping” mechanism between neighbor
atoms, with an amplitude f that is proportional to the dispersion (the bandwidth) of the valence
electronic states. The formation of an energy gap can be settled as the competition between the
Coulomb potential U between 3d electrons and the transfer integral ¢ of the tight-binding approx-
imation of 3d electrons between neighboring atoms. Therefore, the bandgap can be described by
the U, t and an extra z term that denotes the number of nearest neighbor atoms as [6]:

B, = U-2z 1)
Since the problem is rooted down to the band model of the systems, alternative models
have been formulated to describe the correlated systems. One of the simplest models is the
“Hubbard” model [9]. The Hubbard model is able to include the so-called “on-site repulsion,”
which stems from the Coulomb repulsion between electrons at the same atomic orbitals, and
can therefore explain the transition between the conducting and insulating behavior of these
systems. Based on this model, new Hamiltonian can be formulated with an additive Hubbard
term that explicitly describes electronic interactions. The additive Hubbard Hamiltonian can
be written in its simplest form as follows [6]:

H,, =t Zw),ﬁ (c:g c,t he)+UY, non, )

As predicted, the Hubbard Hamiltonian should be dependent on the two terms t and U,
with (i.j) denoting nearest-neighbor atomic sites and ¢, ¢, and n, are electronic creation,
annihilation, and number operators for electrons of spin on site 7, respectively. The hopping
amplitude ¢ is proportional to the bandwidth (dispersion) of the valence electrons, while the
on-site Coulomb repulsion term U is proportional to the product of the occupation numbers
of atomic states on the same site [6]. The system’s insulating character develops when elec-
trons do not have sufficient energy to overcome the repulsion potential of other electrons on
neighbor sites, i.e., when ¢ « U. The ability of the DFT scheme to predict electronic properties
is fairly accurate when ¢ » U, while for large U values, DFT significantly fails the HF method,
which describes the electronic ground state with a variationally optimized single determi-
nant, that cannot capture the physics of Mott insulators.

2.3. DFT+U

Inspired by the Hubbard model, DFT+U method is formulated to improve the description
of the ground state of correlated systems. The main advantage of the DFT+U method is that
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it is within the realm of DFT, thus does not require significant effort to be implemented in
the existing DFT codes and its computational cost is only slightly higher than that of nor-
mal DFT computations. This “U” correction can be added to the local and semilocal density
functionals offering LDA+U and GGA+U computational operations. The basic role of the U
correction is to treat the strong on-site Coulomb interaction of localized electrons with an
additional Hubbard-like term. The Hubbard Hamiltonian describes the strongly correlated
electronic states (d and f orbitals), while treating the rest of the valence electrons by the normal
DFT approximations. For practical implementation of DFT+U in computational chemistry,
the strength of the on-site interactions is described by a couple of parameters: the on-site
Coulomb term U and the site exchange term J. These parameters “U and |” can be extracted
from ab initio calculations, but usually are obtained semiempirically. The implementation of
the DFT+U requires a clear understanding of the approximations it is based on and a precise
evaluation of the conditions under which it can be expected to provide accurate quantitative
predictions [5, 6].

The LDA+U method is widely implemented to correct the approximate DFT xc functional.
The LDA+U works in the same way as the standard LDA method to describe the valence elec-
trons, and only for the strongly correlated electronic states (the d and f orbitals), the Hubbard
model is implemented for a more accurate modeling. Therefore, the total energy of the system
(B pa.y) 18 typically the summation of the standard LDA energy functional (E, ,) for all the
states and the energy of the Hubbard functional that describes the correlated states. Because
of the additive Hubbard term, there will be a double counting error for the correlated states;
therefore, a “double-counting” term (E, ) must be deducted from the LDA’s total energy that
describes the electronic interactions in a mean field kind of way [5].

ELDA + U[p(r)] = ELDA[p(r)] + EHub[{annam}] - Edc[nlul ®)

Therefore, it can be understood that the LDA+U is more like a substitution of the mean-field
electronic interaction contained in the approximate xc functional. Nonetheless, the E, term
is not uniquely defined for each system and various formulations can be applied to different
systems. The most dominant of these formulations is the FLL formulation [10-12]. It is based
on the implementation of fully localized limit (FLL) on systems with more localized electrons
on atomic orbitals. The reason for this formulation popularity is due to its ability to expand
the width of the Kohn Sham (KS) orbitals and to effectively capture Mott localization. Based
on this formulation, the LDA+U can be written as:

ELDA+U [p(r)] + Zl [%I Zm,a#m e nrln(I nl{: - %l n’(nl - 1)] (4)

where »" m are the localized orbitals occupation numbers identified by the atomic site index
I, state index m, and by the spin ¢. In Eq. (4), the right-hand side second and third terms are
the Hubbard and double-counting terms, specified in Eq. (3). The dependency on the occu-
pation number is expected as the Hubbard correction is only applied to the states that are
most disturbed by correlation effects. The occupation number is calculated as the projection
of occupied KS orbitals on the states of a localized basis set:

7
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M = Do fal Vi 105005 1) ®)

where the coefficients frepresent the occupations of KS states (labeled by k-point, band, and
spin indices), determined by the Fermi-Dirac distribution of the corresponding single-particle
energy eigen values. According to this formulation, the fractional occupations of localized
orbitals is reduced, while assisting the Mott localization of electrons on particular atomic
states [5].

Although the above approach described in Eq. (4) is able to capture Mott localization, it is
not invariant under rotation of the atomic orbital basis set employed to define the occupa-
tion number of n in Eq. (5). This variation makes the calculations performed unfavorably
dependent on the unitary transformation of the chosen localized basis set. Therefore, “rota-
tionally invariant formulation” is introduced, which is unitary-transformation invariant of
LDA+U [12]. In this formulation, the electronic interactions are fully orbital dependent, and
thus considered to be the most complete formulation of the LDA+U. However, a simpler
formulation that preserves rotational invariance, which is theoretically based on the full
rotationally invariant formulation, had proved to work as effectively as the full formula-
tion for most materials [11]. Based on the simplified LDA+U form, it has been customary to
utilize, instead of the interaction parameter U, an effective U parameter: U , = U-], where
the “J” parameter is known as the exchange interaction term that accounts for Hund’s rule
coupling. The U_ is generally preferred because the | parameter is proven to be crucial to
describe the electronic structure of certain classes of materials, typically those subject to
strong spin-orbit coupling.

3. Practical implementations of the Hubbard correction

DFT+U is applicable for all open shell orbitals, such as d and f orbitals for transition metal ele-
ments with localized orbitals existing in extended states, as in the case of many strongly cor-
related materials and perovskites, where localized 3d or 4f orbitals are embedded in elongated
s-p states. A complicated many-electron problem is made of electrons living in these localized
orbitals, where they experience strong correlations among each other and with a subtle coupling
with the extended states. Isolating a few degrees of freedom relevant to the correlation is the
idea in the Hubbard model, where screened or renormalized Coulomb interaction (U) is kept
among the localized orbitals’ electrons [13]. In other word, the localized orbitals in the bandgap,
which are present as localized states (d- and f-states), are too close to the Fermi energy. From
that aspect, the U value should be used to push theses states away from the Fermi level, such
as that provided by the GGA+U theory, which adds to the Hamiltonian a term that increases
the total energy preventing the unwanted delocalization of the d- or f-electrons, when two d- or
f-electrons are located on the same cation [14]. It is worth mentioning that using too large values
of U will over-localize the states and lead to an unphysical flattening of the appropriate bands,
which unlike fitting to many other properties, will make the fit worse. Also, the increase in the
U value can cause an overestimation of the lattice constants as well as a wrong estimation of
the ground state energy due to the electronic interaction error. Therefore, applying Hubbard
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Figure 1. Comparison of theoretical DOS calculated by LDA and LDA+U for (a) MnO and (b) FeO. Adapted with
permission from [15].

correction to solve the bandgap problem is necessary for predicting the properties of transition
metal oxides. Figure 1 shows the effect of U potential on correcting the failure of DFT to predict
correct bandgaps for strongly correlated materials. Note the underestimation of the bandgap in
case of MnO and the incorrect prediction of the metallic behavior of FeO [15].

3.1. Optimizing the U value

From the case studies and examples presented within this chapter, one can intuitively con-
clude that corrective functional LDA+U is particularly dependent on the numerical value of
the effective potential U ,, which is generally referred to in literature as “U” for simplicity.
However, the U value is not known and practically is often tuned semiempirically to make
a good agreement with experimental or higher level computational results. However, the
semiempirical way of evaluating the U parameter fails to capture its dependence on the vol-
ume, structure, or the magnetic phase of the crystal, and also does not permit the capturing
of changes in the on-site electronic interaction under changing physical conditions, such as
chemical reactions. In order to get full advantage of this method, different procedures have
been addressed to determine the Hubbard U from first principles [13]. In these procedures, the
U parameter can generally be calculated using a self-consistent and basis set in an indepen-
dent way. These different ab initio approaches for calculating U have been applied to different
material systems, where the U value is calculated for individual atoms. For each atom, the U
value is found to be dependent on the material specific parameters, including its position in
the lattice and the structural and magnetic properties of the crystal, and also dependent on
the localized basis set employed to describe the on-site occupation in the Hubbard functional.
Therefore, the value of effective interactions should be re-computed for each type of material

9



10 Density Functional Calculations - Recent Progresses of Theory and Application

and each type of LDA+U implementation (e.g., based on augmented plane waves, Gaussian
functions, etc.). Most programs these days use the method presented by Cococcioni et al. [16],
where the values of U can be determined through a linear response method [17], in which the
response of the occupation of localized states to a small perturbation of the local potential is
calculated. The U is self-consistently determined, which is fully consistent with the definition
of the DFT+U Hamiltonian, making this approach for the potential calculations fully ab initio.
The value of U implemented by Cococcioni et al. is U, = U-], where ] is indirectly assumed to
be zero in order to obtain a simplified expression [17]. Nonetheless, ] can add some additional
flexibility to the DFT+U calculations, but it may yield surprising results including reversing
the trends previously obtained in the implemented DFT+U calculations [18].

Despite the limitations of choosing the U value semiempirically for systems, where variations
of on-site electronic interactions are present, it is found to be the most common practice used
in literature, where the value of U is usually compared to the experimental bandgap. This
semiempirical trend in practical implementation of U is present because of the significant
computational cost of ab initio calculation of U, and in the cases of studying static physical
properties, the results of computed U are not necessarily found to be better than the empirical
ones. Within this practice, however, caution should be taken while pursuing the semiempiri-
cal method [19]. If it will be possible to describe all the relevant aspects of a system, except the
bandgap, with a reasonable U, one might then look into using a scissor operator or rigid shift
to the bandgap [20, 21]. However, in particular cases, where calculations aim at understand-
ing catalysis, it is natural to choose U to fit the energy of the oxidation-reduction, as catalysis
is controlled by energy differences [14]. Conversely, one of the possible solutions is to venture
into a negative value for the Hubbard U parameter, there is no obvious physical rationale for
that yet, but the results may match with experiment for both the magnetic moment and struc-
tural properties, as illustrated later in this chapter.

To elaborate the numerical U tuning procedure, three quick examples are presented below
that can show the correlation between the value of U and the predicted physical properties:

* The compilation of the correlated nature of cobalt 3d electrons in the theoretical studies of
Co,0, gives a good picture of the significant difference in the U value with the difference in
most of the calculated properties. The variety of U values have been used ranging from 2
to 6 for the properties including bandgap [22], oxidation energy [23], and structural param-
eters [24], which affect the choice of the value of U for each of these properties uniquely.
The calculated bandgap at the generalized gradient approximation (GGA)+U agrees well
with the experimental value of 1.6 eV. On the other hand, the calculated value using the
PBEQ hybrid functional (3.42 eV) is highly overestimated, due to neglecting the screening
problem of the Hartree-Fock approximation [25].

¢ From the study made by Lu and Liu [26] on cerium compounds presented some charac-
teristics for U values for Ce atoms in different configurations as isolated atoms and ions.
They illustrated that the ion charge (Ce atoms, Ce in Ce,H O, clusters, or CeQO,) does not
significantly affect the value of U and that when ions are isolated, the values are much
larger (close to 15 for Ce**" and 18 eV for Ce**).
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e Within the study of BiMnO, that has strongly distorted perovskite structure with the
GGA+U method, calculations show that distortions of the MnO, octahedral, which is con-
sidered the main unit in the crystal structure, are very sensitive to the value of the Coulomb
repulsion U. The study showed that large U value decreases the 3d-2p hybridization, and
therefore decreases the bonding effects, which in turn distortion increases the short Mn-O
distances, and thus overly expands the MnO, octahedral [27].

3.2. Variation of U with calculation methods and parameters

The parameters assigned for DFT calculations can significantly affect the choice of the opti-
mum U value. These parameters include pseudopotentials, basis sets, the cutoff energy, and
k-point sampling. As pseudopotentials are used to reduce computational time by replacing
the full electron system in the Columbic potential by a system only taking explicitly into
account the “valence” electrons [28], the pseudopotential will strongly affect the U value.
Thus, calculations have to be converged very well with respect to the cutoff energy and
k-point sampling, while taking into account that the symmetry used in DFT+U calculations,
because adding the U parameter often lowers the crystallographic symmetry, thereby the
number of k-points needs to be increased.

Not only is the U value affected by the parameters applied, but it is also strongly depen-
dent on the DFT method used. In a published review [29], a comparison of different cal-
culated U values using different approaches was highlighted for several transition metal
oxides. It was reported that with small U values, the electrons were still not localized, and
that the U value depends on the used exchange-correlation functionals (LDA or GGA),
the pseudopotential, the fitted experimental properties, and projection operators [30]. In
the computational study of strongly correlated systems, it can be usually found in litera-
ture that researchers refer to the utilization of (DFT+U) method in their calculations, which
may include generalized gradient approximation (GGA+U) [8], local density approxima-
tion (LDA+U) [31], or both [32]. To be able to choose the proper method of calculation for a
studied system, one should know the limitation of each of the two methods for that specific
system and to what extent is each method approved to be closer to the experimental values.
Knowing the optimum U value can be reached empirically by applying different values of
U for either GGA or LDA. From the following list of examples from literature, an assess-
ment of the performance of different values of U when applied to both GGA and LDA for
the same system can be realized:

* Griffin et al. [33] studied the FeAs crystal comparing the GGA+U and LDA+U levels
of accuracy, using U, = -2 to 4 eV. The results showed that for the bond distances and
angles in the crystal, the GGA+U gave results close to the experimental values when
U <1 eV, whereas using LDA, the structural properties were poorly predicted. It was
observed that increasing the value of U in the GGA+U increased the stabilization energy
for antiferromagnetic ordering. Both GGA+U and LDA+U overestimated the value of
magnetic moment. However, only the GGA+U could attain the experimental values of
magnetic moment for negative U_ [5].
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¢ Cerium oxides (CeO, and Ce,O,) were tested by Christoph et al. [34] comparing GGA+U
and LDA+U level of theory meanwhile studying the effect of the U, value on the calculated
properties. It was found that the value of U . is dependent on the property under examina-
tion. The sensitivity toward U, values was especially high for properties of Ce,O, because
it has an electron in the 4f orbital, which is sensitive to the change in the effective on-site
Coulomb repulsion due to the strong localization, in contrary to the CeQO, that has an empty
4f orbital. The GGA+U showed an acceptable agreement with experiment at lower energies
of U, than LDA did, with values of U, 2.5-3.5 eV for LDA+U and 1.5-2.0 eV for GGA+U,
which can be due to the more accurate treatment of correlation effects within the GGA po-
tential. On the other hand, the structural properties were better represented by the LDA+U
method for CeO,. Regarding Ce,O, electronic structure, both LDA+U and GGA+U results
showed a similarly good accuracy, while for the calculated reaction energies, LDA+U re-
sults showed better accuracy. [34]

* Sunetal. [35] studied PuO, and Pu,O, oxides using both GGA+U and LDA+U methods. Al-
though PuQ, is known to be an insulator [36], its ground state was reported experimentally
to be an antiferromagnetic phase [37]. For PuO,, at U =0, the ground state was a ferromag-
netic metal, which is different from experimental results. Upon increasing the amplitude
of U to 1.5 eV, the LDA+U and GGA+U calculations correctly predicted the antiferromag-
netic insulating ground-state characteristics. For the lattice parameters, it was found that
higher values of U (U =4 eV) were needed with the LDA+U than for GGA+U. At U=4¢eV,
it is expected that both LDA+U and the GGA+U would show a satisfactory prediction of
the ground-state atomic structure of Pu,0,. However, the study showed that above the
metallic-insulating transition, the reaction energy decreases with increasing U for the LDA
and the GGA schemes. Therefore, for both Pu,O, and PuO,, the LDA+U and GGA+U ap-
proaches, with U as large as 6 eV, failed to describe the electronic structure correctly. When
the energy gap increases, the electrons gain more localization that causes a difficulty of
making any new reactions, consequently increasing the reaction energy. When U exceeds
4 eV, the conduction band electrons approximately considered to be ionized; thus, the at-
oms (cores or ions) have got a better chance to react with other atoms which, resulting in a
reduction in the reaction energy.

As noticed in the previous studies, the U value is material dependent, besides being variable
among the level of theory used. In general, the more localized the system is, the more sensitive
it is to the value of U. The estimated value of U for a system of material using a specific level
of calculation should not be extended to another system; rather, it should be recomputed each
time for each material and even upon change of the level of calculation. Researchers will need
to perform calculations using different U values within different xc functionals to get the best
prediction of the calculated properties in comparison with the experimental measurements or
with the other computational results as benchmark.

3.3. The effect of U on pure and defected systems

The chemical properties of transition-metal systems with localized electrons, mainly within d
or forbitals, are typically governed by the properties of the valence electrons. Experimentally,
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these electrons are observed to be localized in their orbitals due to strong correlations [38],
whereas computationally, DFT approximated xc functionals tend to overly delocalize them
while over-stabilizing metallic ground states, and thus underestimating the bandgap for
semiconductors, and may reach false prediction of metallic behavior for systems like the Mottt
insulators. U can induce electronic localization due to the explicit account for the on-site elec-
tronic interactions. Another common problem that DFT calculations can impose is the predic-
tion of the properties of materials with defects, as the underestimation of the bandgap by
DFT can cause the conduction band (CB) or the valence band (VB) to kind of mask the true
defect states. This is because defects can cause unpaired electrons and holes to form, which
are overly delocalized by DFT, as it attempts to reduce the Coulomb repulsion due to self-
interaction error.

Ref. [39] discusses an example of this problem studying the anatase TiO,, where they showed
that the description of the distribution of electrons in the unit cell, created from oxygen vacan-
cies and hydrogen impurities, is wrongly predicted using GGA-PBE scheme of DFT calcula-
tions. In the case of oxygen vacancies, their calculations predicted a 2.6 eV bandgap, which
is about 0.6 eV smaller than that reported experimentally. The electrons left in the system
upon vacancy formation are completely delocalized over the entire cell. These electrons are
incorrectly shared over all the Ti atoms of the cell, and as a result, the atomic displacements
around the vacancies are predicted to be symmetric. All these findings indicate the difficulty
of DFT methods to describe the properties of defects in wide bandgap metal oxides. Also, the
accuracy of the description of the electronic structure of the partially reduced oxide systems
was reviewed and discussed within the first principle methods [40].

The electronic structure of TiO,~both pristine and doped-is one of the examples that is fre-
quently studied in literature. Typically, in the anatase and rutile phases, computational studies
encountered the problem of considerable underestimation of the bandgap, which presented
a barrier in the prediction of further related properties. Titania is widely studied in various
photoelectrochemical applications, and accurate theoretical assessment is required to be able
to enhance its catalytic properties. In addition, to further improve the properties of TiO, as
a photocatalyst, an optimization of the band structure is required, including narrowing the
bandgap (Eg) to improve visible light absorption, and proper positioning of the valence band
(VB) and the conduction band (CB) [41]. Efforts on narrowing the bandgap of the TiO, have
been done through doping with metallic and nonmetallic elements that typically replace Ti
or O atoms, and thus change the position of the VB and or the CB leading to a change in the
bandgap [42]. In the following subsections, titania will be used as an example to assess the
effect of U correction by presenting results from literature for both pristine and doped cases.
We will monitor the behavior of the materials before and after U correction, while assessing
the significance of the U correction for correct prediction of the material’s properties.

3.3.1. The Bandgap problem: pristine TiO, with U correction

Regarding the electronic structure of titania, the bandgap was underestimated by the standard
DFT, while found to be overestimated when the hybrid functional Heyd-Scuseria-Ernzerhof
(HSEO6) was applied. However, the bandgap prediction was markedly improved by adding
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the Hubbard U correction. The obtained band structures using GGA-PBE showed bandgaps of
2.140 and 1.973 eV for anatase and rutile, respectively. However, upon applying the localiza-
tion of the excess electronic charge using +U correction, the predicted bandgaps are accurate
and in a good agreement with the experimental and the computationally expensive hybrid
functional (HSE06) results [43], Figure 2. In another study, for rutile TiO2, the prediction of the
experimental bandgap is achieved with a U value of 10 eV, whereas the crystal and electronic
structures were better described with U <5 eV [19].
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Figure 2. Total DOS of pure TiO, (anatase and rutile) [43]. Copyright (2014) — American Chemical Society.

Dompablo et al. [19] compared the effect of the U parameter value (0 < U < 10 eV) within
the LDA+U and the GGA+U on the calculated properties of anatase TiO,. Both LDA+U and
GGA+U required a small value of U (3 and 6 eV, respectively) to reproduce the experimental
measurements, Figure 3. However, using very large U values leads to mismatching, where
the lattice parameters (a and c) and the volume of unit cell are increasing with increasing U,
due to the Coulomb repulsion increase. Note that standard DFT and the hybrid functional
HSEOQ6 failed to calculate the crystal lattice.

On the other hand, the calculated bandgap within the GGA+U and LDA+U methods was
found to be in better agreement with experiments compared to the conventional GGA or
LDA, with small difference in the required U value. The bandgap was shown to increase
by increasing the U value till 8.5 eV, which gave a result close to the experimental bandgap
and in agreement with those obtained in previous DFT studies [44]. For values of U larger
than 8.5, the bandgap was overestimated. It is worth to mention that this value (8.5 eV) is
considered high when compared to other U values for other transition metal oxides [29]. In
all these calculations, the Hubbard U parameter was used for the d or f orbitals of transition
metals. However, when the Ti-O bonding is considered, while applying the correction only
to the 3d-states, it can be estimated that this correction might have an influence over the Ti-O
covalent bonding, where the Ti states are shifted and the 2p states of oxygen are not changed
[45]. In this regard, several first principle calculations were derived to study the electronic,
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structural, and optical properties of TiO, polymorphs by applying the U correction for the
oxygen’s 2p orbitals and titanium’s 3d orbitals [46]. In order to correct the bandgap, while
avoiding the use of large U values and the bonding problem, Ataei et al. [47] reported that
with values of 3.5 eV for both O 2p and Ti 3d-states, the results for the lattice constants, band-
gap, and gap states are in good agreement with the experimental reports.
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Figure 3. Calculated c/a ratio vs. U value. Reproduced from [19], with the permission of AIP Publishing.

3.3.2. Doped-TiO, with U correction

In a recent study [40], a comparison was performed to elucidate the effect of different U
values in representing the bandgap states produced by interstitial hydrogen atom and oxy-
gen vacancy within the bulk Ti anatase structure. The dependence on the method used was
observed, beside the value of U within GGA+U scheme, see Figure 4. When the U correction
was not applied, the bandgap is underestimated, as expected, and the electrons caused by the
oxygen vacancy or the hydrogen impurity are fully delocalized and have conduction band
character. Upon applying the U correction, the states start to localize and are became deeply
localized in the gap with increasing the value of U. In all these calculations, the Hubbard U
correction was applied for the Ti 3d orbitals only; by applying the correction for the 2p oxygen
orbitals with U = 3.5, the results were in agreement with previous results [47].

The intrinsic defects in TiO, (vacancies) have been computationally studied, providing a fast-
cheap method to guide researchers in choosing the defect position in the solid crystal. The
oxygen vacancy in the rutile crystal was investigated [48] using the DFT+U with U value
of 4.0 eV, indicating that oxygen vacancy in the rutile crystal introduces four local states
with two occupied and two unoccupied states, with no change in the bandgap (2.75 eV)
[48]. The Ti vacancy effect on the bandgap (E,) was also studied [49] using the GGA+U with
U values of 7.2 eV. It was found that Ti vacancy caused ferromagnetism besides widening
the valence band, and switching the TiO, from n-type to p-type semiconductor with higher
charge mobility [49].

15
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Figure 4. Total and partial density of states DOS for anatase TiO, doped with (oxygen vacancies and interstitial H atom)
obtained with GGA-PBE+U. Adapted with permission from [39]; (a) U=0, (b) U=2, (c) U=3, (d) U=4.

4. Modeling of organometallics using the (+U)

Hubbard correction is a computational tool that can be applied widely not only to crystals but
also to the strongly correlated metals attached to other noncorrelated systems such as organic
moieties. One of these important systems is metal organic framework (MOF).

4.1. Metal organic frameworks (MOFs)

MOFs are crystalline nanoporous materials where a centered transition metal is linked to
different types of ligands, which provide a very large surface area [50] that can allow their
use in supercapacitors and water splitting applications. Most of the MOFs have open metal
sites, which are coordinative unsaturated metal sites with no geometric hindrance. While the
whole material remains as a solid, the structure allows the complex framework to be used in
gas capturing and storage, and the binding energy between the MOFs and the gas or water
molecules allows the prediction of the capturing mechanism. The cage shape of the MOFs and
the organic moiety allow their use in many applications such as drug delivery and fertilizers,
while the magnetic behavior of MOFs allows the researchers to correctly predict how it can be
used in applications. Quantum mechanics frame of work is usually used to describe the full
interaction between the centered metal ion and the surrounding ligands, due to the fact that
the synthesis of these materials is both time and money consuming. The complex geometry
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resulted from the computational calculations is important to predict the small change in elec-
tronic structure upon application of external stimuli [51].

Density functional theory (DFT) has been used to model the MOFs as it allows the “mapping”
of a system of N interacting electrons onto a system of N noninteracting electrons having the
same ground state charge density in an effective potential. However, DFT fails to describe
electrons in open d- or f-shells [8]. The pure DFT calculations usually wrongly estimate the
bandgap and the ferromagnetic (FM) or antiferromagnetic (AFM) coupling for the centered
metal in the MOFs. The reason for this wrong estimation is the localized spin and itinerant
spin density that are coupled via the Heisenberg exchange interaction [52, 53]. In this inter-
action, the ferromagnetic sign is assumed if the hybridization of the conduction electrons
(dispersive LUMO band) with a doubly occupied or empty d orbital of the magnetic center is
sufficiently strong. Owing to Hund’s rule, in the d shell, it is energetically favorable to induce
spin polarization parallel to the d-shell spin. The itinerant spin density, however, forms at an
energy penalty determined by the dispersion of the conduction band; the larger the density of
states at the Fermi level, the easier is for the itinerant spin density to form. The addition of an
extra interaction term that accounts for the strong on-site coulomb U correction has proved
to lead to good results [54]. One more advantage of the DFT+U is that it can be used to model
systems containing up to few hundred atoms [55]. The U parameter affects the predicted
electronic structure and magnetic properties; in the following paragraphs, we will discuss
some of the MOF applications and how to fit a proper magnitude of U in DFT+U calculations:

¢ The magnetic properties of the MOF of the complex dimethyl ammonium copper format
(DMACuF) were predicted correctly [56] using the (GGA+U) with convenient U values
(U =4-7 eV) for Cu 3d-states to describe the effect of electron correlation associated with
those states. Also, the magnetic properties of MOFs of TCNQ (7,7,8,8-tetracyanoquinodi-
methane) and two different (Mn and Ni) 3d transition metal atoms were predicted correctly
without synthesizing. But in this case to properly describe the d electrons in Ni and Mn
metal centers, spin-polarized calculations using the DFT+U with U value of (U =4 eV) were
performed [53]. It can be claimed that the varying of U in the range of 3 to 5 eV does not ap-
preciably change the values of the Ni and Mn magnetic moments, nor the corresponding 34
level occupations, in particular, that of the Ni (3dxz) orbital that crosses the Fermi level [53].

¢ The binding energy of CO, to a Co-MOF-74 was predicted [57] using DFT+U with U values
(U=0-6€eV), and it was found that the value of U between 2 and 5 eV gives lattice param-
eters matching with experiment due to the fact that the Co-O bond length decreases with U,
since U localizes the Co d-states, which allows the CO, molecule closer to the charged open
metal site, increasing the electrostatic contribution to the binding energy [57].

* The Cu-BTC [58], a material consisting of copper dimers linked by 1,3,5-benzenetricarbox-
ylate CO,H, (BTC) units, was studied for its ability to absorb up to 3.5 H,O per Cu as the
Cu binds to the closest oxygen of the water molecule [59]. The U parameter in the meta-
GGA+U calculation of the Cu-BTC was adjusted with the experimental crystallographic
structure and the bandgap by minimizing the absorption at 2.3 eV. The U values gave the
best results at 3.08 eV for Cu and 7.05 eV for O because those values reduced the calculated
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root mean square residual forces on the ions at their experimental fixed positions to its
minimum value. The nonzero U of oxygen greatly reduces the residual forces, while the
value of U for Cu ions controls the splitting in the Cu d levels, which have a great effect on
calculated bandgap [59].

4.2. Spin-crossover (SCO)

Spin-crossover (SCO) is a unique feature in which the centered transition metal ion linked to
the surrounding ligand has the ability to attain different spin states with different total spin
quantum numbers (S), while keeping the same valence state [47]. This property allows MOFs
and organometallics generally to reversibly switch between spin states upon application of
temperature, pressure, light, or magnetic field, such as changing between low spin and high
spin [60, 61]. The SCO can be predicted effectively using the U correction as well as the effect
of temperature on the SCO. The use of DFT+U to model SCO was first done by Lebegue et al.
[62]. SCO is generally appealing for metals that have availability to change between high
spin and low spin due to the small difference between the HOMO and LUMO levels. Iron
(Fe) is one of the most important examples for this property. Fe is important since it can be
found in many ores and can be used in many applications such as solar cells. Besides, Fe can
be called the source of life, which is the heme molecule in the blood and which is respon-
sible for the transfer of oxygen and carbon dioxide to and from the cell, respectively, consist
of Fe-porphyrin molecule. Modeling of those molecules and their reaction mechanisms pro-
vides information about drug reactions inside the blood stream. Unfortunately, the common
exchange-correlation functional fails to predict the properties of the deoxygenated active site
of hemoglobin and myoglobin and Fe-porphyrin molecules [63, 64]. Some of the examples of
SCO in Fe complexes are listed below:

* The SCO of [TiFe(CN),]*, [CrFe(CN),]*, [MnFe(CN),]*, and [CoFe(CN),]* frameworks has
been studied [65] using the DFT+U. It was found that high U values > 8 eV should be applied
to the low spin Fe site, while low U value should be applied to the high spin ion. The results
showed a great agreement with other DFT calculations. The generally used DFT-GGA failed
to predict the high spin of the five coordinate Fe complexes [68], but it could be obtained by
the DFT+U with U~ 4 eV and J~ 1 eV. The complexes Fe(phen) (NCS), and Fe(btr),(NCS),
were tested using a U value of 2.5 eV [62], with the energy difference between the low spin
state and high spin state is in agreement with the experimental values and proved that the U
coulomb term was needed. The study showed the importance of magneto elastic couplings
through the correlation between the spin state and the structure [62].

* Another study on the complex [Fe(pmd)-(H,O)M,(CN),].H,O (pmd = pyrimidine and
M = Ag or Au) showed an interesting SCO behavior according to temperature [66]. This
complex forms chain polymers that contain two different Fe(Il) ions Fel and Fe2. Through
hydration/dehydration, temperature changes between 130 and 230 K for the Ag-based co-
ordination polymer changing the SCO reversibly and this change is due to the structure
change caused by the water molecules in the network. For the Au-based complexes, only
the SCO transition was different in the hydrated framework [66]. Such behavior could be
explained using the DFT+U calculations [67]. The low spin-high spin transition was found
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to occur only on the sixfold nitrogen coordinate Fe, ion, while the Fe, ion coordinate with
four nitrogen and two oxygen from the water molecules. For the dehydrated compounds,
the effect of the Au atom caused a difference in the degree of the covalent bonding, which
resulted in a distinct behavior of the Au network as compared to the Ag network. The hy-
drated and dehydrated Ag networks were predicted to exhibit a low spin-high spin transi-
tion, whereas the dehydrated Au network was predicted to remain in a high spin state [55].

* Fe-porphyrin molecules were found to have an intermediate spin state. The ground-state
configuration was indicated to be (d,,)*(d_)*(d ?)* using Mossbauer [68-70], magnetic [71] and
NMR [72, 73] measurements. However, Raman spectroscopy predicted a ground state with
a configuration (d,,)*(d_)*(d?)" [74]. Therefore, a computational calculation was important to
predict the reason for those results. The DFT+U was used to predict the electronic structure
and magnetic properties of Fe molecules for a range of Coulomb U parameters (U =2-4 eV),
which is reasonable for iron [10, 75], and then compared to available data in literature. It was
found that GGA+U with U value of 4 eV provided an overall better comparison of the struc-
tural, electronic, magnetic properties, and energy level diagram of these systems [76, 77].

To summarize, DFT+U are good to predict the correlation in the centered metal in organome-
tallics. The spin change between FM and AFM states or in SCO can all be well predicted by
the Hubbard correction, while the pure DFT fails due to the correlation in the d or f orbitals
of the centered metal.

5. Solving the CO adsorption puzzle with the U correction

Studying surface chemistry is of great significance for enhancing the overall efficiency of many
electrochemical applications [78-80]. In catalysis, for example, understanding the adsorption
mechanism of species on catalytic surfaces—mainly electrodes—is essential in order to for-
mulate a design principle for the prefect catalyst that can reach the optimum efficiency for a
desired electrochemical process [81-83]. Typically, the adsorption of CO on metal surface is
widely acknowledged as the prototypical system for studying molecular chemisorption [84-87].
Despite the extensive experimental studies, grasping the complete theoretical description of the
“bonding model” has not yet been reached, due to the inability of experimental tools to fully
describe the details of molecular orbital interactions and to make a profound population analy-
sis, which is based on studying the electronic structures of the substrate and surface particles
[88, 89]. To this end, DFT can be utilized to explicitly describe electronic structures of the system
particles in greater details, which can help in extending the conceptual model of CO chemisorp-
tion [90-94]. Unfortunately, due to the inherent wrong description of the electronic structure by
DFT, wrong predictions of CO preferred adsorption sites are observed that contradict experi-
mental results, especially for the (111) surface facets of transition metals, leading to the so-called
“CO adsorption Puzzle” [95, 96]. The root of this DFT problem resides on the fact that both local
density and generalized gradient approximation functionals underestimate the CO bandgap,
predicting wrong positions of the CO frontier orbitals, which results in an overestimated bond
strength between the substrate and surface molecules [97].

19
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One of the popular solutions that has been exploited by researchers to resolve the adsorption
site prediction puzzle is the DFT+U correction [97, 98]. In this approach, the position of the
2m* orbital is shifted to higher values, by adding the on-site Coulomb interaction parameter.
By doing so, the interaction of CO 2r* orbital with the metallic d-band will no longer be over-
estimated, bringing the appropriate estimation of the CO adsorption site. Kresse et al. [99]
first implemented this method and successfully obtained a site preference in agreement with
experiment, emphasizing that the use of such a simple empirical method is able to capture the
essential physics of adsorption. DFT calculations utilizing GGA functionals predict adsorp-
tion on the threefold hollow site for Cu(111) and in the bridge site on Cu(001), instead of the
experimental on-top site preference. Reference [98] implanted Kresse’s method to investigate
the adsorption of CO on Cu(111) and (001) surfaces with 1/4 monolayer (ML) coverage on
different adsorption sites. In that study, the HOMO-LUMO gap of the isolated CO molecule
was demonstrated to be increased by increasing the value of U. Also, upon changing the U
value, the corresponding adsorption energies of the CO over the different adsorption sites
were calculated.

Reviewing the Cu (111) surface results, five different U values (0.0, 0.5, 1.0, 1.25, and 1.5 eV)
were used in the calculations. It was observed that only 20 meV changes in the adsorption
energy (higher coordinated hollow sites) for U =1.25 and 0.03 eV for U = 1.5 eV. Nonetheless,
the absolute value of adsorption energy decreases linearly with increasing U, where the rate
of reduction is found to be larger for higher coordinated sites. It was observed that the site
preference between top and bridge sites to be reversed around the U value of 0.05 eV, while
between the top and hollow sites around U = 0.45 eV. Concerning the adsorbate (surface)
description in the study, the calculated interlayer relaxations were the same as that calculated
using the GGA (PW91) functional without the U correction. Not only does the U correction
help in solving the adsorption puzzle dilemma, but it can also enhance the description of
other related properties, such as the calculated work function and the vibrational spectra for
the CO-metal complexes, which are also demonstrated in Ref. [98] (Figure 5).
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Figure 5. A schematic sketch of the molecular eigenstates of the CO molecule. The DFT+U technique shifts the LUMO
orbitals to higher energies, but the energies of the occupied orbitals remain the same.
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6. Summary and outlook

In this chapter, the corrective capability of the DFT+U is overviewed and evaluated for a
number of different classes of materials. Generally, the addition of the on-site Coulomb inter-
action potential (U) to the standard DFT Hamiltonian proved to provide significant changes
to the predicted electronic structures, which can solve the inherent DFT bandgap prediction
problem. The value of U can either be theoretically calculated or semiempirically tuned to
match the experimental electronic structure. For the various case studies and applications
reviewed, the criticality of correcting the electronic structure predictions was manifested, as
it leads to significant improvements for the prediction of further electronic-related properties.
Prior to the practical assessment, the theoretical foundation of the DFT+U method is briefly
discussed and is verified to be rather simple adding only marginal computational cost to the
standard DFT calculations. Compared to other corrective approaches, the DFT+U formulation
demonstrated to be simpler in terms of theoretical formulation and practical implementations
with considerably lower computational cost, while having nearly the same predictive power;
it can even capture properties of certain materials that cannot be captured by other higher
level or exact calculations. One of the most popular implementations of the U correction is
the description of the electronic structure for strongly correlated materials (Mott insulators).
The behavior of these types of insulators cannot be captured by applying Hartree-Fock, band
theory based, calculations, as the root of this problem resides on the deficiency of the band
theory to capture such behavior, as it neglects the interelectron forces. One of the simple mod-
els, which explicitly accounts for the on-site repulsion between electrons at the same atomic
orbitals, is the Hubbard model. Based on this model, the DFT+U method is formulated to
improve the description of the ground state of correlated systems.

The theoretical and semiempirical techniques of the U optimization are discussed. The semiem-
pirical tuning is found to be the most common practice employed by researchers due to the
significant computational cost of ab initio calculations that U can have, and also, the computed U
is not necessarily being better than the empirical ones. However, the semiempirical evaluation of
U does not permit the capturing of changes in the on-site electronic interaction under changing
physical conditions, such as chemical reactions. The practical implementations of U correction
are discussed, while assessing the effect of the DFT scheme employed and the calculation param-
eters assigned on the numerical value of the optimum U utilized. The corrective influence of the
U correction is validated by reviewing different examples and case studies in literature. Starting
with the transition metal oxides, the effect of adding the U parameter to correctly describe the
electronic structure of pure and defected TiO2 is reviewed, showing the different optimum val-
ues of U utilized for each level of calculation. Then, the implementation of the Hubbard cor-
rection to the systems that comprises molecules with solid-state crystals is reviewed, such as
organometallics. The addition of U to the DFT calculation provides a better understanding of the
behavior of the metals inside the organometallic systems. One of the most importantly studied
organometallic systems is the metal organic frameworks (MOFs). Different examples in litera-
ture are reviewed, showing the effect of the U correction and how it can significantly improve the
prediction of the magnetic properties of such systems. Also, one of the unique features of organo-
metallics, which can be influenced the U correction, is the spin crossover (SCO). This property
allows the MOFs and the organometallics generally to reversibly switch between spin states
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upon changing the external parameters. The SCO is proved to be predicted more effectively by
applying the U correction, as demonstrated in the results presented in literature. Finally, the sig-
nificance of the DFT+U method is manifested upon describing the adsorption mechanism of CO
on transition metal systems. The influence of U correction on solving the so-called adsorption
Puzzle is demonstrated, which leads to the correct prediction of CO adsorption site preference,
which was an unresolved problem when DFT calculations are applied alone.

Upon reviewing the presented applications and different case studies, where the U correction
significantly improved the estimated results without changing the essential physics of the
systems, we can estimate the potential of the Hubbard correction to gain a greater weight in
the future of computational chemistry. Despite the convenience of the semiempirical tuning
of U, the capabilities of the Hubbard correction in this way cannot be fully exploited, as it can-
not be used to study systems with variations of on-site electronic interactions. On the other
hand, despite the availability of theoretical U calculation methods, their computational costs
are considerably large, compared to the semiempirical methods. Therefore, further improve-
ments to the ab initio calculation of U is still required, with lower computational costs, in order
to conceive full potential of the U correction that is able to capture phase changes and chemi-
cal reactions for the studied physical systems.
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Abstract

The aim of this chapter is to present constricted variational density functional theory (CV-
DFT), a DFT-based method for calculating excited-state energies. This method involves
constructing from the ground-state orbitals, a new set of ‘occupied’ excited-state orbitals.
Consequently, a constraint is applied to ensure that exactly one electron is fully transferred
from the occupied to the virtual space. This constraint also prevents a collapse to a lower
state. With this set of orbitals, one obtains an electron density for the excited-state and
therewith the CV-DFT excitation energy. This excitation energy can now be variationally
optimized. With our successful applications to systems differing in the type of exc-
itation, namely, charge-transfer, charge-transfer in disguise, and Rydberg excitations, as
well as in size, we demonstrate the strengths of the CV-DFT method. Therewith, CV-DFT
provides a valid alternative to calculate excited-state properties, especially in cases where
TD-DFT has difficulties. Finally, our studies have shown that the difficulties arising in the
TD-DFT excited states are not necessarily stemming from the functional used, but from the
application of these standard functionals in combination with the linear response theory.

Keywords: CV-DFT, excited state, charge-transfer, Rydberg excitations, ZnBC-BC

1. Introduction

The behavior of atoms and polyatomic systems in the excited-state are of immense importance
in the studies of several photophysical phenomena. Thus, the search for methods to study
systems in their electronically excited state is the subject of ongoing research [1-13]. Resul-
tantly, there are several methods to choose from within certain consideration such as system
size, expected level of accuracy and nature of initial and final electronic state of the system
under study. Therefore, some background knowledge is necessary for the accurate treatment
of excited states with the available methods. These methods fall under different families, and

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
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the ab initio wave function family of methods includes multi-reference configuration interac-
tion (MRCI) [14], multi-configurational self-consistent field (MCSCF) [15, 16], complete active
space self-consistent field (CASSCF) [17], time-dependent Hartree-Fock (TD-HF) [18-21],
restricted active space self-consistent field (RASSCF) [22], RASPT2 [23], complete active space
second-order perturbation theory (CASPT2) [24], equation-of-motion coupled cluster
(EOMCC) [25], n-electron valence state perturbation theory (NEVPT) [26], spectroscopically
oriented configuration interaction (SORCI) [27] and coupled cluster (CC) theory [28, 29].

However, the focus of this book is the Kohn-Sham density functional theory (DFT) [30] and
methods based on it. In this chapter, our attention is on the calculation of excited states. Excited-
state studies within DFT gained considerable attention owing to the increasing success of DFT in
ground-state studies. Significant research effort toward the development of excited-state methods
has resulted in a variety of approaches varying in both major and minor details, each method
having its own advantages and disadvantages. The result of this endeavor includes self-consistent-
field DFT (ASCF-DFT) [31-33] with extensions [34-36], time-dependent DFT [40-44], ensemble
DEFT [37-39, 45-47], constrained orthogonality method (COM) [48-50], restricted open-shell Kohn-
Sham (ROKS) [47, 51, 52], constrained DFT (CDFT) [53], ‘taking orthogonality constraints into
account’ (TOCIA) [54, 55], maximum overlap method (MOM) [56, 57], constricted variational
density functional theory (CV-DFT) [58] and extensions [59-62], orthogonality constrained DFT
(OCDEFT) [63] and guided SCF [64] among others. However, the most widely used by both expert
and nonexpert is TD-DFT in the form of linear response adiabatic time-dependent DFT [40, 41, 65—
69] (which we will refer to as TD-DFT) due to its successes.

The strengths and weaknesses of TD-DFT are well known and understood through extensive
benchmark studies carried out over the years. The strengths explain its wide usage by delivering
‘an excellent compromise between computational efficiency and accuracy’ [70]. The weaknesses
explain the ongoing fundamental studies searching for solutions in the cases where TD-DFT is
found lacking. These include its deficiency in describing Rydberg transitions [71-74], charge-
transfer (CT) transitions [75-84] and electronic transition with significant double contribution
[42, 43, 83-87]. TD-DFT is a formally exact theory; however, its practical application relies on the
adiabatic formalism where use is made of the available ground-state exchange-correlation (XC)
functionals [71, 82, 88-90]. As a result, one can necessarily trace all the problems encountered in
the application of TD-DFT to this approximation. The numerous research attempts to remedy the
pitfalls in TD-DFT are classified as follows:

1. Finding the XC functionals with the correct short- and long-range behavior or going
beyond the adiabatic approximation.

2. Developing new DFT-based excited-state methods.

An often-encountered problem with the development of specialized functionals is that it
usually performs very well for the purpose for which it was originally developed but unimag-
inably erratic for any other situation [71-74, 77, 79, 82, 88, 91-98].

Our contribution to this area of research is in the development of the constricted variational
DFT (CV-DFT) [58-62], which combines the strengths of ASCF-DFT and TD-DFT methods
without the need for ‘specialized” functionals.
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In this chapter, we will explain the idea and theory of CV-DFT, before we have a look at
different examples, where CV-DFT has been applied for transitions of Rydberg and charge-
transfer type following the publications [99-103].

2. Theory

In this chapter, we review the theoretical framework of CV-DFT in a nutshell. We refer to the
original publications [58-62, 104] for a more in-depth description.

2.1. The CV-DFT scheme
Here, we only consider the excitation from the closed-shell ground state described with single
Slater determinant, W = ‘¢1¢2...¢i...¢nm

DEFT starts from the ansatz which describes the excitation as an admixture of occupied
{$;i=1, o} and virtual {¢p,;a =1, -+, ny;; } ground-state orbitals [105]:

, where 11, is the number of occupied orbitals. CV-

yir

O =" Uud, (1)

where ¢>: is the excited-state orbital and n,; the number of virtual orbitals. The transition
matrix, U, only mixes between occupied and virtual orbitals (U;; = Uy = 0) and is skew
symmetric (U, = —Uj;). In CV-DFT, we use the exponential expansion of U which leads to
the unitary transformation Y:

o Uk
Y =exp(U) = ZF )
=0

Thus, once the transition matrix, U, is determined, a new set of orbitals is obtained over the

unitary transformation
(i)IOCC = Uk (POCC
vir k=0 vir

Due to the properties of the transition matrix, U, the ‘occupied” excited-state orbitals can be
written as

Moce Tyir

O =D Yidy+ D Yud,: (4)
] a

The corresponding excited-state density becomes
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Mocc

p(1L1) = gl (1)gi(1)

Nocc Myir Moce

= Z(Pi(l)@(l’) + ZZAPW' [0;(1), (1) + ¢, (1);(1")] ®)

+ iiAPijﬂbi(l)ﬂf’/(l') + iiAP”b(P“(l)%(l/)
: i a b

L

with the change in density matrix (AP). Later, one is given by

Nocc

APy =" YqYji (6)
i
Mocc
APy = Z (Y;iYii — 6j) )
i
Mocc
APy = YuiYi. ®)

1

In CV-DFT, we apply the important condition that one electron is fully transferred from
occupied into virtual spaces. This condition can be written as the following equation:

%APM =1 and %iAPﬁ =1 )
i

a

It should be noted that in CV-DFT we describe the excited state with a single Slater determi-
nant. Thus, we obtain the mixed and triplet states. While this is uncritical for triplet excitations,
for the singlet transition energy, we have to account for this by using the relation (which is also
referred to as sum rule) [61]

AEs = 2AEy — AEr. (10)

2.2. CV(n)-DFT

The nth-order CV-DFT, CV(n)-DFT, is determined from the maximum order of U in the CV-
DEFT energy description. To understand how the order of the applied transition matrix, U,
affects the excited-state energies, it is beneficial to discuss two extreme cases—second (1 = 2)-
order and infinite (n = eo)-order CV-DFT.

The second-order CV-DFT (CV(2)-DFT) limits the U up to the second order in the Kohn-Sham
energy description. For simplicity, the occupied excited-state orbitals in Eq. (4) are approxi-
mated to the second order in U:



Constricted Variational Density Functional Theory Approach to the Description of Excited States
http://dx.doi.org/10.5772/intechopen.70932

yir nocc yir

o = ¢+ Uath, - ZZUWUW +O{ } ' an

With these orbitals, some higher order contributions in U can arise in the density and therewith
also in the energy, but we only keep up to the second order in U, as the contribution of higher
order terms is negligible [60]. The second-order CV-DFT energy expression becomes

Exslp'(1,1)] = Exs[p”] + > Ually(ed — &%) + 3 UnllyKaiy
ai ai

+ EZ > UlyKe jy + EZ > Ui UyiKai o + O {UG)]
ai  bj ai  bj

(12)

where the two-electron integral is composed of a Coulomb and an exchange-correlation part:

Kot = Kt + K (13)
with
K= | [9,00,0 w2, @i 14

The exchange-correlation integral is further decomposed into the local (KS) and nonlocal (HF):
KA = [, 008,00 )i (15)
and
K = [ 4,08,0) v @, @andvy (16)

where f(r1) represents the regular energy kernel. We have shown that CV(2)-DFT is equivalent
to TD-DFT [59, 106] within the Tamm-Dancoff approximation (TDA) [107].

In the infinite-order theory (CV(e0)-DFT), the new set of excited-state orbitals is obtained taking
the sum in Eq. (3) to infinite order. These excited-state orbitals can be written in the convenient
form of natural transition orbitals (NTO) [108]. For this, we decompose the transition matrix,
U, into its singular values. Here, we also used a spin-adapted form for further description of
the different spin states in the excited-state calculation:

U’ = V(YUZ(W(HX)T (17)

where Z;; =y, and 0 € {a, B} depend on spin state (mixed and triplet states, respectively). This
leads to the occupied and virtual NTOs as
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Tocc

¢ = Z (W) (18)
]
e =3 (v 6. (19)

a

The resulting matrix W rotates ground-state KS orbitals as j runs over the occupied ground-
state orbitals to give the corresponding ith “occupied’ NTO orbital (¢{*). For its virtual coun-
terpart (¢:"), V does the similar role as W with a running over the virtual ground-state orbitals.
With these NTOs, we can rewrite Eq. (4) for the ‘occupied’ excited-state orbitals as

¢; = cos[y;] ¢ +sin[y,] . (20)

Also, the condition of exciting exactly one electron (Eq. (9)) is now written as

Nocc

> sin(ny)’ =1. 1)

1

With the sum rule in Eq. (10), the excited-state CV()-DFT energy of the mixed state becomes

Nocc
ey =SS e )
i

+ E ZZsinz [17')/1} sinz |:Tn/ ]i| (Kiou joa jUa ]'Lm Kim o ]'Uu ]'Ua — ZKiua joa jva jm )
i
(22)
Moce Moce
+ 5 ZZsin [m/J cos [m/J sin {r]y]} cos [m/j} (K,-oa oo joa o =+ Ko o ]'u(.)
i
Moce Moce
+ ZZZSin [m/i] sin [m/i] sin [m/]} cos {rn/]} (Klm e ja oo — Kipa o joa ]-va)
i
whereas the triplet exited-state energy has a simpler form:
Moce
AET = E:Sin2 [ny,] (e — &)
i
. (23)
+ 5 ZZsinz [T]'}/l] sin2 |:T]‘)/ ]:| ( Kz'm P joa joa K B B ]’Uﬁ ]’“ﬁ - ZKzﬂ" joa jl';s jZ‘/: )
i

The y values out of Eq. (21) give information about the excitation character [60]. Keeping only
the largest y value in the excitation will give the most general form of single orbital
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replacement [104], which is used as the ASCF-DFT-like scheme within the RSCF-CV(e)-DFT
formulation. This will be briefly mentioned in the next section.

2.3. SCF-CV(e)-DFT, R-CV(e)-DFT and RSCF-CV(e0)-DFT

In Egs. (22, 23), we obtain the excited-state energy of the mixed and triplet state. The transition
matrix, U, is the same as one obtains within TD-DFT (and thus the TD-DFT excitation vector is
implemented in CV-DFT). In SCF-CV(s)-DFT, U is optimized with the variational procedure
[60]. For this step, we derived the gradient of the mixed and triplet excited state. The detailed
procedures can be found in the [59-61, 104]. Further, also the orbitals which do not participate
in the excitation can be changed after the excitation. We refer to this change as the relaxation of
orbitals. This leads to R-CV(e<)-DFT. To account for this orbital relaxation effect, we introduced
R, which is orthogonal to U, and apply it on the orbitals from Eq. (4). Therewith, the ‘occupied’
and ‘virtual’ orbitals become

Y1) = 6,0+ Y Ra (1)~ 33 S RaRacs, (1) @
c c k

$u1) = 0,1) = > Raty(1) ~ 33 " RuRagy (1), )
k ¢k

It is possible to combine the approach of the variational optimization of the transition matrix
and orbital relaxation, meaning the variational optimization of U and R, resulting in the most
general form of CV-DFT (RSCF-CV(e)-DFT). The excitation energy expression of RSCF-CV (e)-
DFT can be written for the mixed and triplet state, respectively:

1 1
AEy = Ey® [pS‘ +5800 " Al +§AP3R} ~ E[pf. 0l

(26)
1 1
= JFKS {Pg + EAP}\JA'ng + EAP}\JA’R} Apy;Rdv,
o 1 1 o
AEr = EP® [Po +5 807", 0 + EAPITJ’R} ~ E|of o)
(27)

1 1
= JFKS {pg + EAPITJ’R, Ph+ 3 APITJ’R] Apy Rdvy

where p§ and pg are the ground-state density and ApUR indicates the excited-state density
changes including relaxation effect. The Fs is the Kohn-Sham Fock operator.

Another idea is to restrict the transition matrix, U, in CV-DFT to the case of single NTO
excitations, that is, Eq. (17) is approximated to include only one major excitation in the
transition matrix. Three different forms of such restrictions on U were shown and discussed
in the previous work [104], which referred to as SOR-R-CV(s)-DFT, COL-RSCF-CV()-DFT
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Transition U Relaxation R Introduced

Ordern Optimization Restrictions Order Optimization Singlets Triplets
CV(2)-DFT Second No No N/A  No T[58],1[109] T [60], I[110]
CV(4)-DFT Fourth No No N/A  No T[93], I[109] T [109], I [109]
CV/(s)-DFT o No No N/A  No T[59], I[111] T [60], I[60]
SCF-CV(es)-DFT o Yes No N/A  No T[59], 1[60] T [60], I[104]
RSCF-CV/(e)-DFT o Yes No Second Yes TI61],1[61] T [61] I[104]
SOR-R-CV/(ee)-DFT o No Uy =605  Second Yes T[62] T[62], 1[62]
COL-RSCF-CV/(o0)-DFT o Yes Uy = & Second Yes T [104] T [104], 1[104]
SVD-RSCF-CV/(e0)-DFT oo Yes y=1 Second Yes T [104] T [104], 1 [104]

“T” indicates that it is introduced theoretically.
‘I indicates that it is implemented into the code.

Table 1. Variation of CV-DFT applied.

and SVD-RSCF-CV(e)-DFT. Among the three methods, we have shown that SVD-RSCF-CV
(>)-DFT as rank 1 approximation is the most general form for such a single NTO excitation:

U = o7 (w}®)" (28)

where the v{° and w{“ are the vector of the largest singular value V°” and W** out of Eq. (17).
The SVD-RSCF-CV(e)-DFT was also shown to give the same excitation energies as ASCF-DFT
within 0.1 eV [104].

As a roundup we list the current different versions of CV-DFT in Table 1.

3. Applications

In this section, we will show examples of excitations where different versions of CV-DFT have
been applied successfully. These excitations are of Rydberg type or possess a dominant charge-
transfer character; the work has been published in [99-103]. We would like to note that all CV-
DFT-calculations presented here were carried out with developers versions of ADF [112, 113]
and we refer to the original publications for the technical details.

3.1. Rydberg excitations

It is well understood that the success of TD-DFT directly depends on how well the approxi-

mate exchange-correlation density functional used describes the potential (\752(7)). Further, it
is evident that functionals based on the local density approximation (LDA) or the generalized

gradient approximation (GGA) result in the potential, VX2(7), that is insufficiently stabilizing
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when compared to \A/I;%(?) from an exact functional derived from high-level wave function
theory [71-74]. This results in higher occupied orbital (¢;) and virtual orbital (£,) energies

obtained with V§SC’(7) as opposed to those ((¢;),(€,)) derived from 17§%(7). Additionally, the
weakness of V%ﬁ%(?) becomes apparent at medium and large separations r from the polyatomic

center of mass where it decays exponentially with r while VX(7) decays as ~ —1/r.

Excitation energies in TD-DFT are not necessarily affected by the instability of \7%(7) for
medium to large values of r in the valence region and in the density tail. This is primarily due
to the dependence of the excitation energies in TD-DFT to the difference &, — &;. As can be
noted, the large errors in the individual orbital energies might be canceled after the energy
difference is calculated provided that the average potential experienced by 1; and 1, shows

similar deviations from 175?:(7). Resultantly, the success of TD-DFT for valence excitations is
attributable to this phenomenon for transitions ¢, — 1, where the overlap S;, between the two
densities p’ and p" is large [92, 114]. However, for cases such as Rydberg transitions [71-74] as
well as charge-transfer excitations [77, 79, 82, 90, 96, 97, 115] where S;, is small, the error in

VX3(¥) gets more pronounced. It is a common practice in the case of small S;, to construct
specialized potentials [71-74, 77, 79, 82, 90-98] in which the proper —1/r decay is enforced
yielding acceptable results. The disadvantage here is that these parameterized potentials might
yield inaccurate results for transitions in which S;; >> 0.

Since Rydberg transitions are characterized by a single orbital replacement ¢, — 1, RSCF-
CV(e)-DFT will give results very similar to ASCE-DFT; this similarity in case of a single NTO
transition has been demonstrated in [104]. Although for ASCE-DFT, states of the same symme-
try as the ground-state almost always decompose to the ground-state, this weakness is absent
in RSCF-CV(>)-DFT. The RSCF-CV(e)-DFT triplet and singlet transition energies for these
single orbital replacement-type excitations are obtained as special case of Eqs. (26) and (27),
with the singlet excitation energy given as 2AEy; — AE7. In the analysis of Rydberg excitations
based on RSCF-CV(e)-DFT, the excitation energy is considered as a sum of the ionization
potential (IP) of a neutral species, A, and the electron affinity (EA) of the resulting cation, A,
after ionization: AE(¢p, — ¢,) = EA(A", ¢,, ¢,) + IP(A, ¢,). Thus, errors in the excitation
energies are due to error in the calculated EAs and IPs. Consequently, a method or ‘specialized’
XC functional that provide accurate EAs and IPs would in turn afford accurate Rydberg
excitation energies [100].

Shown in Table 2 for comparison with the experimental data are the IPs (N;) and EAs (N;)
calculated by RSCF-CV(=0)-DFT (or ASCF-DFT). The near-perfect agreement (RMSDs between
0.1 and 0.3 eV) with the experimental data is transferred to the excitation energies afforded by
the RSCF-CV()-DFT method. As noted previously by Verma and Bartlett for functionals used
within TD-DFT [118-120] and the authors of the work discussed here [100]. A test set including
73 excitations (32 singlet, 41 triplet) from nine different species (N5, 5; CO, 7; CH,O, 8§; C,Ho, §;
H,0, 10; C;H,4, 13; Be, 6; Mg, 6; Zn, 10) has been used. Broken down into the different species, the
results are given in Table 3 in terms of mean absolute error (MAE) and root-mean-square
deviation (RMSD).
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Energy term LDA BP86 B3LYP LCBP86*¢ LCBP86" Expt.

IP(N,, o4) 15.63 15.50 15.74 15.96 16.38 15.58%
IP(Ny, 7,) 17.46 17.07 16.87 17.22 17.18 17.07

EA(N,', g, 3sd,, S) —3.64 -3.61 -3.49 —3.55 —3.44 —3.38%
EA(N', g, 3pmy, S) -2.92 -3.01 —2.87 -2.81 -2.77 —2.68%
EA(N,", g, 3pay, S) —2.84 —2.95 -2.79 -2.71 —2.66 —2.60%
EA(N,", 1, 3sd,, S) -3.77 -3.77 -3.71 -3.73 -3.67 —3.83%
EA(Ny', g, 3s0,, T) -3.82 -3.81 -3.73 -3.79 -3.72 —3.58"

“Energies in eV.
b72].

‘Refers to LC functional combined with BP86 and w = 0.40.
“Represents LC functional combined with BP86 and w = 0.75.

°[116].
7).

$Evaluated as EA(A*, ¢, ¢,, S) = AEs(¢, — ¢,) — IP(A, ¢,).
"Evaluated as EA(A*, ¢, ¢,, T) = AEr(¢, — ¢,) — IP(A, §,).
Data represented in this table was first published in [100].

Table 2. IP” of N, and EA” of N calculated with ASCF using an extended basis set’ and five different functionals.

Species No. of states LDA BP86 B3LYP LCBP86*° LCBP86"
N, 5 0.27 0.34 0.05 0.23 0.62
CcO 7 0.22 0.43 0.13 0.12 0.37
CH,O 8 0.21 0.28 0.12 0.20 0.34
CH, 8 0.31 0.50 0.52 0.25 0.24
H,O 10 0.27 0.17 0.14 0.21 0.24
CHy 13 0.15 0.20 0.28° 0.28 0.29
Be 6 0.45 0.60 0.47 0.31 0.23
Mg 6 0.18 0.35 0.19 0.13 0.12
Zn 10 0.18 0.25 0.27 0.34 0.46
RMSD — 0.24 0.32 0.24 0.23 0.32

“Energies in eV.
b72].

‘Refers to LC functional combined with BP86 and w = 0.40.
Represents LC functional combined with BP86 and w = 0.75.

‘Comprising 12 states.

Data represented in this table was first published in [100].

Table 3. Summary of RMSDs of Rydberg excitation energies” calculated with ASCF using an extended basis set’ and five

different functionals.
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The results in Table 3 for RSCF-CV(«)-DFT (or ASCF-DFT) are in general better than TD-DFT
with the same functionals but at par with TD-DFT results with ‘specialized’ functionals [71-74].

With this benchmark the suitability of RSCF-CV(e)-DFT without the need for sophisticated (or
‘specialized’) functionals for Rydberg excitations has been demonstrated. The origin of this
good performance is attributable to the ability of RSCF-CV(=)-DFT to afford good estimates of
IPs and EAs for all functionals [100, 121, 122]. Admittedly, fortuitous error cancelation in IPs
and EAs obtained for both RSCF-CV(s)-DFT and TD-DFT plays a role in the accuracy of the
resultant excitation energies.

3.2. Charge-transfer excitations
In this subsection we will have a look at excitations with charge-transfer character.

It is well known that TD-DFT applied with standard local exchange and correlation functionals
has difficulties for transitions with charge-transfer character between two spatially separated
regions [82, 91, 109], a finding nicely explained by Drew, Weisman and Head-Gordon [114].
According to several authors, the reason lies in the exchange and correlation functional [79, 82,
91, 123, 124]. Indeed, a functional like CAM-B3LYP [125] includes a certain Hartree-Fock
exchange and results in a clear improvement of TD-DFT excitation energies for transitions
involving a charge-transfer character [79, 124, 126]. To further improve the asymptote of the
exchange-correlation potential, long-range corrected hybrid scheme like the ones proposed in
[76, 95, 98, 127] and asymptotically corrected model potential scheme like in [128, 129] have
been designed. Of course modifying the functional is not the only approach, and it is not
surprising also that other DFT-based approaches have been suggested, all having their own
assets and drawbacks. Several of them have been applied for excitations involving charge-
transfer character, for example, constrained orthogonality method (COM) [49, 50], maximum
overlap method (MOM) [56], constricted variational density functional theory (CV-DFT) [58]
and its extensions [104, 105], constrained density functional theory [130], self-consistent field
DFT (ASCE-DFT) [131], orthogonality constrained DFT (OCDEFT) [63], ensemble DFT [132, 133]
and subsystem DFT (FDE-ET) [134].

Ziegler et al. showed in [115] how the theoretical framework of CV-DFT is able to cope with
excitations including a charge-transfer character and demonstrated this capability with differ-
ent applications [102, 109, 121]. Here, we will have a look at examples out of three of these
mentioned types.

3.2.1. C;HxCyF 4 long-range charge-transfer excitations

Ethylene tetrafluoroethylene, C;HyxC,Fy, is a system well studied in literature [76, 91, 93, 114,
126, 134]. It allows for the study of the dependence of excitation energies on the separation of
the donor and acceptor and test for the expected —1/R behavior.

For the system C,H,xC,F,, two transitions are of particular interest, the excitations HOMO —
LUMO and HOMO-1 — LUMO + 1, both resulting in an excited state of b; symmetry. With
these transitions, a charge is transferred between the two molecules C;H, and C,F,. Although
the concrete orbital localization is highly functional dependent, the orbitals HOMO-1, HOMO,
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Figure 1. C,H4xC,F,: Representation of ground-state KS orbitals (LDA) (R = 5.0 A) (reprinted from [102], with the
permission of AIP Publishing).

LUMO and LUMO + 1 are from certain separation distance, dominantly located on one of the
fragments, as visible in Figure 1 (see, e.g., [77, 102]). It should be noted that for a classification
to one of the aforementioned types, it is sufficient when the mentioned ground-state orbitals
contribute the most, not necessarily uniquely.

The results obtained with CV-DFT and selected reference values for comparison are shown in
Figure 2.

First, consideration will be given to the singlet and triplet excitation results with different
versions of CV-DFT, where the transition matrix, U, is not optimized, before turning to the
most general form RSCF-CV/(0)-DFT.

CV(o0)-DFT results in a —1/R-like behavior, or when assuming a AE(R) = —c; /R + ¢ function,
fitting coefficients ¢; for the results presented in Figure 2 of 1.1 and 0.9 E,a, are obtained. For

16 ‘ : : : ‘ 16 — ‘ : ‘ —
A
14 + . o o ® ° 1 14 " ° J
oo & € ® JUPNSIPNEFS S A
1242 o ¢ | 121, o—e—O J
> I e >
o &
20 oo BT ] T ol |
w ® VS w
< S 4
8 r < 4 8 J
a o Q@@ o
6o | 61, "727” N |
4 Il Il Il Il Il Il 4 Il Il Il Il Il Il
5 6 7 8 9 10 5 6 7 8 9 10
R /Ang R /Ang
(@ HOMO  — LUMO (b) HOMO-1  — LUMO+1

Figure 2. C;HyxCoF, vertical excitation energies for singlets (circles) and triplets (triangles) using CV(e<)-DFT (orange),
R-CV(e0)-DFT (red) and RSCF-CV(e)-DFT (dark red). The values for the revised hessian out of [96] (purple-filled circles), LC-
BLYP out of [76] (black-filled circles) and SAC-CI out of [76] (gray-filled circles) are given as reference. The lines serve as a guide
for the eyes, and when the excitation is not dominated by one of the charge-transfer excitations, we set its value to zero (and are
therewith not visible in the figure). (reprinted from Senn F, Park YC. The Journal of Chemical Physics. 2016;145(24):244108-1 -
10). DOL: 10.1063/1.4972231. with the permission of AIP Publishing. Color specifications refer to the original figure).
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these excitations, similar energies are reported using the revised Hessian in [93]. In R-CV()-
DFT [61], relaxation of orbitals not directly participating is allowed (see Section 2.3), and it is of
no surprise that excitation energies decrease. These results still correspond to a —1/R behavior
(resulting in fitting coefficients ¢; for the values presented in Figure 2 of 1.1 and 0.9 Enay). For
the HOMO — LUMO transition, the values agree with those reported in [76] using LC-BLYP
(MAD = 0.2 eV, RMSD = 0.2 eV). Thus, the extrapolated infinite separation value, AEg_... =
12.7 eV, is close to the AEg_... = 12.5 eV reported in [76].

Turning next to the triplet excitations for both CV(e)-DFT and R-CV(e)-DFT, similar findings
are obtained. At longer distances, no spin interaction is expected; as envisioned the triplet

excitation energies match values obtained for the corresponding singlet excitation. Excluding
the HOMO — LUMO triplet excitations with R < 6 A, anice —1 /R behavior is obtained.

Until now all the applied methods have one thing in common: the transition matrix U has
not been optimized. This means the character of the transition itself has not been changed.
With CV-DFT being a variational method, the transition matrix U can be optimized with the
aim of minimizing the energy (see Section 2.3). In this case the RSCF-CV(e)-DFT method
[59-61] is applied, whose strength and merits have been demonstrated several times [100,
104, 121]. From Figure 2, it can clearly be seen that RSCF-CV(~)-DFT minimizes the excita-
tion energy at the expense of nearly distance-independent excitation energies and the loss of
the —1/R long-range dependence. This energy gain stems from the optimization of the
transition matrix U; a thorough explanation is given in [102]. In summary, the charge-transfer
transitions, HOMO — LUMO and HOMO-1 — LUMO + 1, are dominated by single NTO
transitions. Optimizing the transition matrix results in a mix of (mainly) two NTO transitions
with (at least one) different participating fragments, meaning that the two charge-transfer
excitations, clearly separated before, do mix now. This mixing of the two different excitations
leads to a smaller destabilization and a larger stabilization, resulting in a clear reduction of
the excitation energy [102]. An additional issue comes now from having a partial charge
ca €(0,1) located on fragment A and a partial charge 1 — c4 on fragment B, even when these
two fragments are further apart. Therefore, from a certain distance on this mixing should be
suppressed. To block the optimization algorithm from mixing such unwanted excitations in
RSCF-CV(e)-DFT calculations, two different strategies have been proposed in [102]. But
while working, they both depend highly on an arbitrarily chosen value for a threshold
parameter. It remains to be seen, if a strategy without the need of such a parameter can be
found for RSCE-CV(e0)-DFT.

3.2.2. Polyacenes: excitations with hidden charge-transfer character

The focus of this subchapter is on polyacenes, a system with an intramolecular charge-transfer-
like character, also referred to as charge-transfer in disguise [135]. The polyacenes are understood
as a number n, of linearly fused benzene rings. Such linear polyacenes possess m — 7* excita-
tions L, (or By, when the x-axis corresponds to the long molecular axis) and L, (or Bs,) with
distinct properties, described, for instance, in [136]. Additionally, these polyacenes have a singlet-
triplet gap for which a function of 1, has been proposed. An extrapolation of this function gave
rise to a discussion: if polyacenes with a certain size would have a triplet ground state [137-143].
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Polyacenes and their derivatives have been used in a plethora of applications; an overview of
some of these applications can be found in [144, 145]. Thus, it is not surprising that polyacenes
and their excitation energies have been studied extensively. While high-level calculations exist,
see, for example, the work presented in [140, 141, 143], considering the size of larger
polyacenes TD-DFT calculations is more common. But the latter ones applied with standard
functionals have several difficulties. This is why different methods and strategies have been
used, each one having its advantages, and we refer to [101] and references therein for more
details. Before moving on to the results obtained with CV-DFT, it must be noted that the
polyradical character in the ground-state builds up with increasing number of fused acenes,
which was deduced by Ibeji et al. [143] and was confirmed by Plasser et al. [146]. This
polyradical character gets bigger and for polyacenes larger than hexacene even big enough to
lead to a ‘breakdown of single reference approximation used to describe the ground-state of
polyacenes in conventional DFT” [132]. Within CV-DFT we rely on a DFT ground-state descrip-
tion. The awareness of this limitation is the reason why only polyacenes as large as hexacene
have been studied with CV-DFT.

We will now have a look at the singlet excitation energies. As these energies are not directly
measurable, we will use the modified experimental values from Grimme and Parac [136] as
reference, for simplicity referred to as experimental results.

As visible from Table 4 and Figure 3, CV(e)-DFT with LDA results in vertical singlet excitation
energies in a very good agreement with the experimental values [147], while for R-CV(e<)-DFT
[101], the values deviate more from the experimental ones, although still in an acceptable
agreement (a discussion of the difference is given in [101]). As can be seen from Table 4 and
Figure 3, both versions of CV-DFT obtain a crossover between 1'B,, and 1'Bs, for Anthracene
onwards, which is in agreement with experimental findings.

No. acene units Exp.® CV/(e)-DFT? R-CV(eo)-DFT

1By, 1'B;, AE¢ 1'B,, 1'B,, AE4 1B,y 1'Bs, AE¢
2 4.66 413 0.53 4.73 439 0.34 458 442 0.16
3 3.60 3.64 —0.04 3.68 3.73 —0.05 3.46 3.75 —-0.29
4 2.88 3.39 —0.51 291 3.32 —0.41 2.69 3.33 —0.63
5 2.37 3.12 —0.75 2.35 3.03 —0.68 2.15 3.04 —0.89
6 2.02 2.87 —0.85 1.93 2.82 ~0.89 1.74 2.83 ~1.09
MAD - — — 0.06 0.11 — 0.18 0.12
RMSD - - - 0.06 0.13 - 0.19 0.15
a Out of [136].
b Out of [147].
¢ Out of [101].

d AE = AE(1'By) — AE(1'Byy).

Table 4. Vertical singlet excitation energies (in eV) for linear polyacenes.
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Figure 3. Vertical singlet excitation energies for the states 1'B,, (circles) and 1'B,, (crosses) of linear polyacenes: R-CV/(c)-
DFT (maroon), ASCF-DFT (gray), CV-DFT (orange, out of [147]), [143] (dark blue), experimental values (black, out of [136]).
The solid lines serve as guides for the eyes. (reprinted with permission from Senn F, Krykunov M. The Journal of Physical
Chemistry. A. 2015;119(42):10575-10581. DOI: 10.1021/acs.jpca.5b07075. Copyright 2015 American Chemical Society. Color
specifications refer to the original figure).

Next, take a look at the obtained triplet excitation energies for the studied polyacenes, shown
in Table 5. The equivalency of CV(2)-DFT and TD-DFT with the TDA stated in theory section
(Section 2.2) is once again confirmed by the numbers in Table 5. It can also be seen that in the
triplet case, the energies obtained with R-CV(e)-DFT change only slightly in comparison with
the values obtained with CV(2)-DFT, on average by 0.05 eV (for comparison, singlet excitations
have a MAD of 0.30 eV for 1'B,, and 0.13 eV for 1'Bs,, values out of [101, 147]). This
surprisingly small difference is due to the nature of the excitation, and for a further discussion
of the contributions, we refer to [101].

As previously pointed out in [104], R-CV(e<)-DFT results in triplet states of excitation energies
being lower than the ones obtained by coupled cluster methods. Nevertheless, with a RMSD of
0.31 and 0.29 eV, respectively, when compared to the values given in [140 and 143], the results
are in reasonable agreement (we note that coordinates were optimized slightly differently).
The nature of the triplet excited states is in agreements with the findings of [148], namely, a
1°B,, state for the first triplet excitation, T; for the second triplet excitation, T»; 3B3u for
Naphthalene; and 3Blg for Anthracene to Hexacene.
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No. acene units Vertical Adiabatic

R-CV(«)-DFT* CV(2)-DFT* TDDFT® Ref.[143] Ref.[140] R-CV(<)-DFT* Exp.© Ref.[143]

2 3.16 3.08 3.08 3.34 331 2.89 264 270
3 2.15 2.09 2.09 247 247 1.94 1.86 2.06
4 1.49 1.44 1.44 1.82 1.76 1.31 127 148
5 1.02 0.99 0.99 1.37 1.37 0.88 0.86 1.11
6 0.69 0.66 0.66 1.07 1.00 0.57 054 083
MAD? — 0.05 0.05 0.31 0.28 — 0.09 0.19
RMSDH — 0.06 0.06 0.32 0.29 — 0.12  0.20
a Out of [101].

b With LDA as functional.

¢ Out of [143] and references therein.
d To be understood as the deviation of the values obtained with R-CV(e)-DFT in comparison to the values of this column
as reference values.

Table 5. Vertical and adiabatic triplet excitation energies (in eV) for linear polyacenes.

From Figure 4 one can see the singlet-triplet gap (ST) decreasing, resembling an exponential
function. In order to estimate the ST gap for infinitely large polyacenes, giving an indication if
there would be a ST crossover, several authors fitted the excitation energies to the function
f(ny) = aexp(—bn;) + ¢ (see [140, 142, 143]). With the results of R-CV(e)-DFT for the vertical

transition, the limes of an infinitely long polyacene ES (1, — ) = (0.3 + 4.5) kcal mol ' have

vert
been obtained and for the ‘adiabatic” transition Egg(nr — o0) = (=1.6 + 4.0) kcal mol " [101]. For
the ‘adiabatic’ or well-to-well excitations, results from different methods in literature are contro-
versial about a possible ST gap crossover ([140, 142] versus [143, 149, 150]); for TD-DFT it even
depends on the functional used [142]. Therefore, necessarily the findings presented here will
agree with some findings, while disagree with others. It should be noted that these energies are
very small, actually smaller than the estimated accuracy of the CV-DFT method, and with its
error it must be regarded as giving only a tendency for no ST crossover. Two additional points of
precaution which puts the value of the extrapolated results into question: (a) it has been shown
in [142] how a small change of a single excitation energy can influence the obtained polymeric
limit, and (b) one should have in mind the change of the ground-state character with the
polyacene length and, thus, the number of fused acenes.

3.2.3. Charge-transfer excitations in transition metals

The complicated electronic structure of transition metal (TM) complexes [151] makes them ideal
for testing the performance of newly developed methods. This section deals with charge-transfer
(and hidden charge-transfer) excitations in these complexes, more precisely the 3d complexes
MnO,~, CrO,> and VO,>~, as well as their 4d congeners RuO,, TcO,™, MoO,*" and 5d
homologues OsO,, ReO,~ and WO, [99]. For these systems, the three lowest valence excita-
tions involving transitions from 1#;, 2t, to 2e and 3t, are considered [99]. The comparison is
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Figure 4. Triplet excitation energies for the 1B, states of linear polyacenes: R-CV(co)-DFT (maroon), ASCE-DFT (gray), SVD-
R-CV(0)-DFT (orange), [143] (dark blue), [140] (light blue), experimental values (black, out of [143] and references therein).
The symbols are used to distinguish between vertical transitions (crosses) and adiabatic as well as ‘imitated adiabatic’
transitions (circles). The lines are the curves fitted to the function f(r,) = a exp(—bn,) + ¢ and serve as guides for the eyes.
(reprinted with permission from Senn F, Krykunov M. The Journal of Physical Chemistry. A. 2015;119(42):10575-10581. DOI:
10.1021/acs.jpca.5b07075. Copyright 2015 American Chemical Society. Color specifications refer to the original figure).

made with available experimental data [152, 153] and high-level ab initio calculations [154-160].
There are several adjustable parameters that can influence the excitation energies. These include
the size of the basis set used, functionals used, geometry (optimized structures or experimental
geometries), medium (since the complexes are anions), etc. Use was made of experimental
structures which lead to higher excitation energies (0.1-0.3 eV) compared to optimized struc-
tures. Marginal influence of solvation was found for the three valence excitations; the calculated
COSMO [161, 162] excitation energies lower the energies by 0.01-0.02 eV [163, 164].

Table 6 displays the RMSD between the first three experimental dipole-allowed transitions
and the corresponding values calculated by RSCF-CV/(e0)-DFT.

On average, the three functionals B3LYP, PBEQ with an intermediate fraction of HF exchange
and LCBP86* have the lowest RMSD of 0.2 eV, whereas the local functionals (LDA, BP86, BPE)
and BHLYP with the highest HF fraction and LCBP86 have a somewhat larger RMSD of 0.3 eV
for both 3d and 4d + 5d averages. TD-DFT with the same functionals performs poorly for the
3d complexes but shows good agreement with experiment for the heavier tetraoxo complexes.
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Complex LDA BP86 PBE B3LYP BHLYP PBEO LCBP86* LCBP86
MnO— 0.41 0.32 0.33 0.15 0.62 0.19 0.24 0.37
CrO2~ 0.40 0.31 0.34 0.09 0.55 0.04 0.22 0.32
VO,*- 0.25 0.14 0.16 0.07 0.18 0.14 0.27 0.37
RuO, 0.32 0.28 0.28 0.21 0.44 0.22 0.19 0.31
TcO-~, 0.10 0.13 0.13 0.25 0.13 0.29 0.27 0.17
MoO,*- 0.14 0.23 0.23 0.06 0.22 0.18 0.13 0.34
OsO4 0.53 0.51 0.50 0.27 0.39 0.31 0.21 0.26
ReO-4 0.36 0.43 0.43 0.14 0.25 0.16 0.14 0.16
WO, 0.43 0.51 0.51 0.14 0.11 0.07 0.11 0.16
Average 3d 0.35 0.26 0.28 0.10 0.45 0.12 0.24 0.35
Average 4d +5d¢ 0.31 0.34 0.34 0.19 0.27 0.22 0.19 0.24
Total average 3d" 0.33 0.31 0.32 0.16 0.34 0.18 0.21 0.28

“Root-mean-square deviation.

"The reference is the observed vertical excitation energies for the three first dipole-allowed transitions.
“For MoO4>- and WO,>~ only, the first two experimental transitions are available.

“Deviations are in eV.

‘No TDA was applied.

fAverage of the three 3d complexes.

4 Average of the six 4d and 5d complexes.

"Average over all complexes.

Data represented in this table was first published in [99].

Table 6. RMSDs for tetraoxo excitation energies based on RSCF-CV/(w)-DFT and a TZ2P basis set™ > & & ¢,

This shows a clear lack of consistency. However, RSCF-CV()-DFT shows good and consistent
performance for all complexes studied here.

Next, the excitation energies of the octahedral TM complexes [103] are presented. The analyses
will be primarily focused on Cr(CO), and [Fe(CN)y]*~ where experimental excitation energies
are available. The first system to be considered is Cr(CO)s; the RSCF-CV()-DFT results are
displayed in Table 7. The results afforded by RSCF-CV(e)-DFT are in good agreement with the
experimental data even at the RSCF-CV(e)-DFT/LDA level of theory. The RSCF-CV(e)-DFT/
LDA results show performance identical to the TD-DFT/B3LYP [151] and better performance
than TD-DFT with LDA and GGAs.

Considered next is the [Fe(CN)s]*~ complex; the results are shown in Table 8. The RMSDs here
were calculated with the lower limit of the experimental [153] excitation energies where ranges
are applicable. There are some theoretical calculations carried with TD-DFT [151] and other
DFT-based approaches [151] as well as some high-level ab initio methods [156]. Again, there are
good performances even for the LDA and GGA functionals. The accurate excitation energies
afforded by the RSCF-CV(e)-DFT method when compared to the experimental data are as a
result of, to some extent, fortuitous error cancelation.
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STATE RASPT2® LDA BP86 PBE B3LYP PBE0 BHLYP LCBP86* LCBP86" Expt.”
Singlet

1T1,(MC) 4.98 5.33 5.14 517 485 5.25 4.52 4.78 4.97 —
1T,(MLCT) 450 445 439 440 448 462 468 461 437 444
2!1Ty,(MLCT) 542 5.46 5.47 547 573 5.93 6.20 6.23 5.85 5.48
Triplet

13T1,(MC) 4.28 4.72 4.88 491 454 4.62 4.15 418 449 —
13T23(MC) 4.64/ 4.63 4.59 4.60 4.39 4.45 4.17 4.45 4.59 —
RMSD 0.06 0.02 0.04 0.03 018 0.34 0.54 0.54 0.27

“Energies in eV.

¥[154].

‘Represents LC functional combined with BP86 with w = 0.75.

9Refers to LC functional combined with BP86 using w = 0.4.

‘[152].

f155].

Data represented in this table was first published in [103].

Table 7. Calculated excitation energies” for Cr(CO)s based on the RSCF-CV/(e<)-DFT method.

STATE CASPT2® LDA BP8¢ PBE B3LYP PBE0 BHLYP LCBP86* LCBP86? Expt’
Singlet

1T1,(MC) 3.60 417 372 375 342 3.35 3.04 3.35 3.64 3.80-3.94
3T, (MLCT) — 557 557 564 610 6.44 — — 6.34 5.69-5.89
47, (MLCT)  — 583  5.80 572 625 6.63 - - 6.93 6.20

11T (MC) 4.33 405 374 412 447 4.46 4.47 4.14 4.37 4.43-4.77
Triplet

13T1,(MC) 2.67 3.60 339 341 298 2.90 249 2.56 2.93 2.94
RMSD 0.20° 042 041 033 025 0.44 0.40 0.29/ 0.44

“Energies in eV.
b[156].

‘Represents LC functional combined with BP86 with w = 0.75.
9Refers to LC functional combined with BP86 using @ = 0.4.

°[153].

fCalculated with three excitation energies.
Data represented in this table was first published in [103].

Table 8. Calculated excitation energies” for [Fe(CN)e]*~ based on the RSCF-CV(w)-DFT method.
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A look now at the electronic density change that accompanies the electronic excitation. Figure 5
(a and b) shows the plot of the density changes associated with the electronic transitions in Cr
(CO)s. The charge redistribution can be seen from the figure, where the density depletion (p,..),
the accumulation (p,;,) as well as the density change (Ap., = pyi, — Pocc) OCCurs, resulting from
the total change in density associated with the electronic transition. For the MLCT transition,
the p,.. (Figure 5a) is situated on the Cr metal center, the area or space spun by the density that
is reminiscent of the d,; and the p,; is mostly situated on the equatorial CO ligands. The
depletion density is in the yz plane, the accumulation density is situated on the CO ligand,
and there is little interaction between them as can be seen from the difference (Figure 5b). The
movement of density is from the metal center to the ligands corresponding to an intramolecu-
lar charge-transfer transition. It is clear from Figure 5c¢ that this transition has a significant
d — d character. In the density plots that follow, there is a depletion in the density situated on

e e
R 4
g oy

Figure 5. Ap associated with the CrCOg, red signifies depletion and green shows accumulation of density. (a) The density
change associated with the 11Ty, state. (b) Exemplifies the density redistribution associated with the 2Ty, state. (c)
Densities accompanying the calculated 11Ty state. (a) and (b) are MLCT-type transitions, and (c) is an example of MC-
type transition. See Seidu I. Excited-State Studies with the Constricted Variational Density Functional Theory (CV-DFT)
Method. PhD dissertation. University of Calgary; 2016 for coloured pictures.
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the metal with some contribution from the CO in the xy-plane and accumulation of density
largely on the central Cr metal along the yz-plane with some accumulation on the CO ligands
in the same plane.

Displayed in Figure 6 are the density plots for [Fe(CN)¢]*~. Similar features are seen here as
seen for Cr(CO)e. The differences in the density plots representing the MC transition; there is
more significant accumulation on the CN™ ligands, and the density accumulation is in the
same plane (xy-plane) as the depletion density (d,>_,2~dy,). As for the MLCT, the associated

density movement is identical to that of Cr(CO), (see Figure 6(b and c)).

The benchmark studies on the tetrahedral and octahedral TM complexes probed the ability of
RSCEF-CV(e<)-DFT to describe CT and hidden CT excitations. Use was made of the tetrahedral

d® metal oxides as the first benchmark series since the tetra oxides have a long history as a

ﬂpezzp'.-ir" oo

&
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Figure 6. Ap associated with the Fe(CN);~. (a) the density change associated with the 1! T4 state. (b) Exemplifies the
density redistribution associated with the 3!T;, state. (c) Densities accompanying the calculated 3' Ty, state. (a) Is an
example of MC-type transition, and (b) and (c) are MLCT-type transitions. Red signifies loss and green shows gain in
density. See Seidu I. Excited-State Studies with the Constricted Variational Density Functional Theory (CV-DFT) Method.
PhD dissertation. University of Calgary; 2016 for coloured pictures.
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challenging testing ground for new methods due to their complex electronic structure. In
general there is either a comparable performance for RSCF-CV(e<)-DFT and TD-DFT in cases
where TD-DFT shows good performances or RSCF-CV/(e)-DFT outperforms TD-DFT.

A trend that manifests itself at larger r for the TM complexes is the excitation energies which
become more functional dependent and less accurate. Further, the accuracy of RSCF-CV/(e)-
DFT for smaller r is not attributable to the ability of our method to afford accurate values of the
IP of the complex and the EA of the cation formed alone; some error cancelation occurs when
the IPs and EAs are combined to obtain the excitation energy. Finally, it is possible to plot the
density change associated with the electronic transitions afforded by our method with regions
of density depletion and accumulation supporting a qualitative classification of excitations as
MLCT or MC.

4. Conclusion

In this chapter we presented the CV-DFT method and its different variants. While CV(2)-DFT
is consistent with (adiabatic) TD-DFT within the TDA approximation, CV-DFT allows to go to
higher order. Indeed, its strength lies in going beyond linear response and therewith obtaining
distance-dependent contributions to the excitation energy naturally. Additionally, the theory
allows for the calculation of excitation energies for singlet and triplet states on the same
footing. Of course as a variational method, CV-DFT relies on an accurate ground-state descrip-
tion. The theoretical framework allows us to apply special restrictions as done in [104] and
therewith obtain a numerically stable method being numerically equivalent to ASCF-DFT.

How CV-DFT performs has been shown in Section 3 with the aid of selected examples of
charge-transfer or Rydberg excitation type. With these examples, we could demonstrate how
CV(e0)-DFT is able to reproduce the expected —1/R long-range behavior for charge-transfer
excitations. When orbital relaxation is allowed, the excitation energies obtained by R-CV(e)-
DFT with LDA agree nicely with the findings of long-range corrected functionals. For short
distance, the optimization of the transition matrix U is clearly beneficial [100, 104, 121]. But for
medium- and long-range distances, a notion of care is to be taken as the optimization may lead
to an unwanted mixing of transitions as shown in the case of C;H4xC,F,. Also, for excitations
with hidden charge-transfer character, meaningful results are obtained with CV-DFT, for
example, accurate results for the first singlet excitation energies of polyacenes [101, 147] for
polyacenes as large as hexacene. Not only is CV-DFT able to deliver meaningful results, even
for the LDA functional, it has an incredible ability to provide a qualitative picture of the nature
or type of excitation under consideration. This is seen in the case of the TM complexes, a
complicated yet excellent test set for assessing the range of applicability of every newly
developed method. In the case of Rydberg excitations, RSCF-CV(s)-DFT produces meaningful
results without the need for sophisticated (or ‘specialized’) functionals. This good performance
is attributable to the ability of our method affords good estimates of IPs and EAs for all
functionals [100, 121, 122]. Admittedly, fortuitous error cancelation in IPs and EAs obtained
for both RSCF-CV(e0)-DFT and TD-DFT plays a role in the accuracy of the resultant excitation
energies.
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Abstract

This research work has assessed many Minnesota density functionals to find their molecular
structure and electronic properties possessed by SYBR green I (SYBRGI) and ethidium
bromide (EtBr) nucleic acid stains. In the determination of the global descriptors that come
up from conceptual density functional theory (CDFT), the processes include: Self-Consistent
Field Energy Differences (ASCF) and higher occupied molecular orbital (HOMO) and lower
unoccupied molecular orbital (LUMO) frontier orbitals energies. Regarding the deduced
outcomes for the conceptual DFT indices, many of the descriptors have been adjusted to
achieve the “Koopmans in DFT (KID)” process. It has also been shown that the only density
functionals that confirm this approximation are the range-separated hybrids (RSH).

Keywords: computational chemistry, SYBR green I, chemical reactivity theory, molecular
modeling, conceptual DFT, ethidium bromide

1. Introduction

The chemical reactivity theory [also known as the conceptual density functional theory
(CDFT)] is a vital technique that is used to predict, evaluate, and interpret the results from
chemical processes [1-4].

Research done by Parr and his associates [1] reveals that several theories and models have
been discovered after the evaluation of the molecular system with the use of DFT. Almost all
the discovered theories are helpful in research because they enable scholars to achieve quanti-
tative forecasts of a chemical reactivity system. In addition to this, the theories can further be
quantified and are generally termed as conceptual DFT descriptors.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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To obtain the quantitative figures of conceptual descriptors, it may be necessary to analyze the
Kohn-Sham theory by calculating the energy system, molecular density, and the orbital ener-
gies associated with frontier orbitals [i.e., higher occupied molecular orbital (HOMO) and
lower unoccupied molecular orbital (LUMO)] [5-10].

For research on a molecular system, the first activity before proceeding is selection of the
model chemistry. Model chemistry is the collection of basic set, density function, together with
an implied solvent model that is known to be consistent for the problem under research.
Several studies provide insights on the way to choose the model chemistry. A researcher may
also decide to preview past studies when choosing the model.

Even though the fundamentals of DFT reveal that universal functional density is present and
that computations using this function can be used to obtain all the features of the system, it is
always necessary in practical cases that one refers to the estimated density functionals that
have been established for the past 3 decades. For the approximate functionals, almost all of
them are perfectly fit to be used in estimating some features, while some can be used for
estimating other features. In separate scenarios, you can encounter density functionals that
are perfectly fit for estimating the features of a given molecular system and a functional group.
It is also important to assess separate density functionals for a separate functional group which
can be added to the molecular system under research.

When researching on chemical reactivity (which is a process that entails the transfer of elec-
trons), a person performs computations for both ground and open systems, i.e., cation and
anion. It is not easy to obtain consistent outcomes using these computations (when diffuse
functions should be a part of the basis set) [5-10]. This necessitates adoption of a more
consistent technique that provides all the data that a person will require directly from the
outcomes of the computations at ground state in the molecular system under research. In
addition to this, a person may also want to find the deionization ability together with the
electron affinity of any system being researched without having to calculate the radical cation
and anion. This can be determined by the Koopmans’ theorem [7-10] that relies on Hartree-
Fock Theory, which states that the energy of the HOMO (i.e., I = —eH) can be used to estimate
the ionization potential. Alternatively, the electron affinity can be estimated using the minus
the energy of the LUMO (i.e.,, A = —¢L).

The legitimacy of the Koopmans’ theorem is yet again a contentious issue because of the
existing difference between the fundamental band gap and the HOMO and the LUMO gaps.
This can be termed as derivative discontinuity. It has again been discovered that an exact
physical description may be assigned to Kohn-Sham HOMO using “the Kohn-Sham analogue
of Koopmans’ theorem in Hartree-Fock theory” (this theory explains that in the exact theory,
the KS HOMO is opposite and same as the ionization potential) [11-14]. The effects brought
about by the difference between the fundamental band gap and the HOMO and the LUMO
gaps have ensured that no Koopmans’ theorem creates a direct relationship between the
LUMO energy and the electron affinity. To eliminate these effects, a suggestion has been made
by scholars to conceive that the ionization potential of the N + 1 electron system (anion) is
almost equal to the electron affinity of N electron system [15]. Regarding the range-separated
hybrids (RSH) density functionals [16-18], e.g., that the repulsive coulomb potential has to be
separated in the long-range (LR) and short-range (SR) terms, e.g., viar ' =1~ ' erf (yr) + 1 ' erfc
(yr), with y representing the range-separation parameter, it was highlighted by Kronik et al.



Assessment of the Validity of Some Minnesota Density Functionals for the Prediction of the Chemical...
http://dx.doi.org/10.5772/intechopen.70455

[15] that the legitimacy of the Koopmans’ theorem may be approximately approved with a
well-informed choice of this final parameter.

Use of the y-tuning technique can be useful in upgrading the features projected by the density
functionals. This is due to better utilization of the of Koopmans’ theorem, leading to a superior
understanding of frontier orbitals energies with I and A. An example can be cited from Lima
et al. [19], who just demonstrated a better explanation of the optical features of carotenoids
through tuning of some LR density functionals that are linked.

This therefore illustrates that conformity of any given density functional can be determined by
assessing how it has adopted the “Koopmans’ in DFT” (KID) process, which guides its behav-
ior to be almost equal to the ideal density functional. This is essential for any precise compu-
tation of the conceptual DFT descriptors that help in forecasting and analysis of chemical
reactivity in molecular systems. Still, the y-tuning technique for range-separated hybrids
density functional is system dependent. This implies that separate density functionals are to
be used in the computations of the descriptors for separate molecular features. We are then
going to concentrate on part of the density functionals that have displayed the required
precision in physics and chemistry [20].

The main aim of this study is to do a comparative research relating to the performance of the
just identified Minnesota family of density functionals for the account of the chemical reactiv-
ity of two nucleic acids intercalating stains, SYBR green I (SYBRGI) [21] and ethidium bromide
(EtBr) [22]. The molecular structures of the two are shown in Figure 1.

Br-

(a)

Figure 1. Molecular structures of (a) ethidium bromide (EtBr) and (b) SYBR green I (SYBRGI).
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2. Theoretical background

Within the context of DFT [2, 23], the chemical potential i, which estimates the escaping
tendency of the electron from the equilibrium point is stated as follows:

oE
= <W> o(r) M

where x represents the electronegativity.

Chemical hardness is represented by ), which is the opposition to charge transfer:

OE
- (2%) >
N/ ()

Employing a finite difference approximation and the Koopmans’s theorem [7-10], we can
write the above equation as:

(er +en) = —xk ©)

N —

u:f%(HA)z
n=(-A)=(eL —en) =1y 4)

where g is the HOMO energy and ¢, is the LUMO energy.

An expression for the electrophilicity index w is as below:

w2 (I+A?  (eL+en)

T TAI—A) A —en) K ©

Expressions for electrodonating w™ and electroaccepting w* powers are as below [24]:

_ @BI+A? @Bentea)
Ta1-aA)  16p, K ©)

and

o _(I+34° (en+3e)’ _ .
T4 -A) 16n, X @

To obtain a comparison for " and — @™, the explanation below for net electrophilicity has
been suggested [25]:

Aot =0t — (—w ) =" + 0 2o} — (~wg) = 0f + wg = Aok 8)
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3. Settings and computational details

In this research project, each of the computations was done using Gaussian 09 programs [26]
and the density functional methods as compelled in the computational package. The gradient
method was used to obtain the equilibrium geometries of molecules in this research. Addition-
ally, vibration frequencies and the force parameters were estimated through computation of
analytical frequencies on still areas after optimization to check whether they were the actual
minima. Def2SVP was used in this research project as the basic set for optimization of geom-
etry and frequencies. Computation of the electronic features was achieved using Def2TZVP
basic set [27, 28].

We chose a group of Minnesota density functionals, which give consistent outcomes when
computing the molecular structures and systems during the research activities. The group
below were selected: M11, which falls under RSH meta-generalized gradient approximation
(GGA) [29]; M11L, which falls under double-range local meta-GGA [30]; MN12L, which falls
under nonseparable meta-nonseparable gradient approximation (NGA) [31]; MN12SX, which
falls under nonseparable hybrid nonseparable meta-NGA [32]; N12, which falls under
nonseparable gradient estimation [33]; N12SX, which falls under RSH nonseparable gradient
estimation [32]; SOGGAL11, which falls under generalized gradient approximation (GGA)
density functional [34]; and SOGGA11X, which falls under generalized gradient approxima-
tion density functional [35]. GGA can be explained as a functional whereby the functional
relies on the both the up down spin densities and the minimized gradient. Nonseparable
gradient approximation (NGA) can be explained as a functional that relies on up down spin
densities and minimized gradient and falls under nonseparable. In the current research, each
of the computations was done where the solvent used was water and by doing the calculations
in conformity to the Solvation Model based on Density (SMD) solvation standard [36].

4. Results and discussion

Firstly, the molecular structures of SYBRGI and EtBr were first optimized by MOL structures,
then by finding the most stable conformers through Avogadro program [37, 38]. This was done
through random sampling with molecular mechanic techniques. After the optimization, the
resulting conformers were then re-optimized with MN125X, M11L, M11, N12, SOGGA11X,
and SOGGA11 density functionals. In addition, Def2SVP basic set and SMD solvation model
were used, water being used as a solvent.

The HOMO and LUMO energies (in eV), the ionization potential I and electron affinity A (in
eV), electronegativity x, chemical hardness 1, global electrophilicity w, electrodonating @™,
and electroaccepting @ powers, and the net electrophilicity Aw™ of the EtBr and SYBRGI
molecules calculated with the same density functionals and solvation model are presented in
Tables 1 and 2, respectively. The upper part of the tables shows the results derived assuming
the validity of the Kid procedure (hence the subscript K), and the lower part of the tables
shows the results derived from the calculated vertical I and A through a ASCF technique.
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Property M11 M11L MN12L MN125X N12 N12SX SOGGA11 SOGGA11X
HOMO —7.535 —4.956 —4.684 —5.187 —4.164 —4.951 —4.151 —6.108
LUMO —0.535 —3.028 —2.613 —2.576 —2.674 —2.511 -3.121 —1.808
XK 4.035 3.992 3.649 3.882 3.419 3.731 3.636 3.958
Nk 7.000 1.928 2.071 2.611 1.490 2.440 1.030 4.300
Wk 1.163 4.133 3.213 2.886 3.924 2.852 6.420 1.822
[ 4.781 10.383 8.380 7.876 9.651 7.723 14.722 5.891
W' 0.746 6.391 4732 3.994 6.232 3.992 11.086 1.933
Aw™g 5.527 16.774 13.112 11.869 15.883 11.714 25.808 7.824
1 5.585 5.183 4.883 5.216 4.520 4.970 4.819 5.385
A 2.711 2.782 2.408 2.624 2.344 2.579 2.788 2.663
X 4.148 3.983 3.646 3.920 3.432 3.775 3.804 4.024
n 2.874 2.401 2.475 2.592 2177 2.392 2.031 2.721
@ 2.994 3.303 2.685 2.965 2.706 2.978 3.562 2.975
o 8.241 8.748 7.348 8.051 7.263 7.993 9.152 8.132
w" 4.093 4.786 3.702 4.131 3.831 4.219 5.348 4.108
Aw™ 12.335 13.514 11.050 12.182 11.094 12.212 14.500 12.241

Table 1. HOMO and LUMO energies (in eV), the ionization potential I and electron affinity A (in eV), electronegativity X,
chemical hardness 1), global electrophilicity w, electrodonating w™ and electroaccepting w” powers, and the net
electrophilicity Aw™ of the EtBr molecule.

For examining the outcomes to determine if the KID process is fulfilled, and the drive from
past works [15, 19], we have come up with descriptors having the ability to compare the
outcomes from HOMO and LUMO computations with those attained using vertical I and A
and a ASCF technique. It should again be known that we have no plans to form a gap fitting by
reducing the descriptor. We plan to determine if the density functionals employed in this
research contain the fixed range parameter y that helps in effective execution of the KID
process. It is somehow astonishing that our research at present lacks the parameter y. We also
included a minus of the energy of the LUMO of the neutral system instead of using A as minus
of HOMO of the electron system [15, 19].

The initial three descriptors are associated with the basic accomplishment of “Koopmans in
DFT” estimation by associating ¢;; with —I, ¢, with —A, and their responses in explaining the
HOMO-LUMO gap:

]l = |€H +Egs(N_ 1) - Egs(N)| (9)

Ja = |er + Egs(N1) — Egs(N + 1) (10)

Jur =/} + 14 (11)
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Property M11 M11L MN12L MN125X N12 N12SX SOGGA11 SOGGA11X
HOMO —7.593 —5.132 —4.924 —5.325 —4.587 —5.160 —4.779 —6.099
LUMO —0.558 —2.933 —2.569 —2.545 —2.618 —2.460 —2.959 —1.768
XK 4.075 4.033 3.747 3.935 3.603 3.810 3.869 3.933
Nk 7.034 2.199 2.355 2.780 1.970 2.700 1.820 4.331
Wk 1.181 3.698 2.980 2.785 3.295 2.688 4112 1.786
[ 4.839 9.550 7.981 7.711 8.514 7.449 10.273 5.809
W' 0.763 5.517 4.234 3.776 4911 3.639 6.404 1.876
Aw*g 5.602 15.067 12.214 11.486 13.425 11.088 16.677 7.685
1 5.407 5.302 5.062 5.263 4.767 5.074 4.980 5.252
A 2.643 2.747 2.400 2.589 2.358 2.521 2.690 2.564
X 4.025 4.024 3.731 3.926 3.563 3.797 3.835 3.908
n 2.764 2.555 2.661 2.674 2.409 2.553 2.290 2.688
@ 2.931 3.169 2.615 2.882 2.635 2.824 3.210 2.841
W 8.048 8.509 7.262 7.894 7.202 7.706 8.481 7.803
w" 4.023 4.485 3.531 3.968 3.639 3.909 4.646 3.895
Aw™ 12.071 12.994 10.972 11.862 10.841 11.615 13.128 11.699

Table 2. HOMO and LUMO energies (in eV), the ionization potential I and electron affinity A (in eV), electronegativity x,
chemical hardness 1), global electrophilicity w, electrodonating w™ and electroaccepting w” powers, and the net
electrophilicity Aw™ of the SYBRGI molecule.

Four separate descriptors will then be used to examine how the density functionals under
research will help in forecasting the electronegativity y, the chemical hardness 1), the global
electrophilicity w, and the collection of conceptual DFT descriptors through deliberation of the
energies of the HOMO and LUMO or the vertical I and A:

T, = lx — x«l (12)
Ty = |n—nkl (13)
Jo = lw — wk] (14)

I =L+ +T (15)

D1 represents the initial collection of conceptual DFT descriptors.

Finally, we came up with four extra descriptors to determine the success of the density
functionals under research in forecasting of electrodonating power w—, the electroaccepting
power ", the net electrophilicity Aw™, together with the four descriptors combined and
considering the HOMO and LUMO energies or the vertical I and A:
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]u)’ = |CL)7 - wlz‘ (16)
o = 0" — ] a7)
]Awi = |AC() + _Awifd (18)

Too =\ + 2 + s (19)

D2 represents the second collection of conceptual DFT descriptors.

The results of the calculations of [, |4, Jur, [y Jy Jor Jo1 Jo = Joo + Jaw+, and Jp, for the EtBr and
SYBRGI are displayed in Tables 3 and 4, respectively.

As shown in Tables 1 and 2, and the outcomes from Tables 3 and 4, the precision provided
by the KID process is outstanding for the MN125X, which falls under RSH meta-NGA, and
N12SX, which falls under RSH NGA density functionals. In reality, values for J;, J4 and [p
is not zero. However, the values found can satisfactorily be likened to the past studies of
Lima et al. [19], whereby the minima were found by selecting a parameter that imposes
such a trend.

The outcomes are necessary because they reveal that we should not depend on Jj, J4, and Jur
alone, i.e., if we depend on outcomes from J,, alone, almost all the values will near zero. For
the remaining descriptors, only MN125X and N12SX reveal such trends. This shows that
outcomes for |, can be due to elimination of errors.

Authentication of the KID process is not done correctly by the GGA (SOGGA11) and hybrid-
GGA (SOGGA11X). Local density functionals like M11L, MN12L, and N12 are also inappro-
priate.

Descriptor M11 M11L MN12L MN125X N12 N12SX SOGGA11 SOGGA11X

J1 1.950 0.228 0.199 0.028 0.356 0.020 0.668 0.724
Ja 2.176 0.246 0.205 0.048 0.331 0.068 0.333 0.855
Jue 2.922 0.335 0.285 0.055 0.486 0.071 0.747 1.120
Ty 0.113 0.009 0.003 0.038 0.013 0.044 0.168 0.066
I 4127 0.473 0.403 0.019 0.687 0.048 1.001 1.579
Jo 1.831 0.830 0.528 0.079 1.219 0.126 2.858 1.154
Ip1 4.516 0.955 0.665 0.090 1.399 0.142 3.033 1.957
Jo— 3.460 1.635 1.033 0.175 2.388 0.271 5.570 2.242
Jor 3.347 1.626 1.030 0.137 2.401 0.227 5.738 2.176
Jaw+ 6.808 3.260 2.062 0.313 4.788 0.498 11.307 4417
Jp2 8.338 3.993 2.526 0.384 5.864 0.611 13.849 5.410

Table 3. Descriptors Ji, Ja, Ju Iy I Jar ID1s Joo = Jeots Jaw, @and Jp, for the ethidium bromide (EtBr) molecule calculated
from the results of Table 1.
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Descriptor M11 M11L MN12L MN125X N12 N12SX SOGGA11 SOGGA11X

J1 2.185 0.170 0.137 0.062 0.180 0.086 0.201 0.847
Ja 2.085 0.187 0.169 0.044 0.259 0.061 0.269 0.796
Jue 3.020 0.252 0.218 0.076 0.316 0.105 0.336 1.162
Ty 0.050 0.009 0.016 0.009 0.040 0.012 0.034 0.025
I 4.270 0.356 0.306 0.106 0.439 0.147 0.470 1.643
Jo 1.751 0.529 0.365 0.097 0.660 0.136 0.902 1.055
Ip1 4.615 0.638 0.477 0.144 0.794 0.201 1.018 1.952
Jo— 3.209 1.041 0.719 0.183 1.312 0.257 1.792 1.994
Joor 3.259 1.032 0.703 0.192 1.272 0.270 1.758 2.019
T+ 6.469 2.073 1.422 0.376 2.584 0.527 3.550 4.013
Jp2 7.923 2.539 1.742 0.460 3.165 0.646 4.348 4915

Table 4. Descriptors Ji, Ja, Jut Jx» Iy Jor It Jo—r Jo + Jaws @and p; for the SYBR green I (SYBRGI) molecule calculated from
the results of Table 2.

It is vital to know that even though the RSH hybrid NGA and RSH meta-NGA density
functionalities are necessary when computing the conceptual DFT descriptors, it is a different
case for RSH GGA (M11) density functional. According to Tables 1 and 2, this functional
doesnot provide enough explanation concerning LUMO energy, and this can be due to an
inaccurate figure of y in the functional. A fine tuning of y can handle the issue.

5. Conclusions

Weighing on the outcomes from this research work, DFT-based reactivity descriptors like
electronegativity, chemical hardness, global electrophilicity, electrodonating, and electro-
accepting powers, and net electrophilicity can be used to forecast EtBr’s chemical reactivity.

It has also been illustrated that the KID process can effectively be implemented by the RSH
meta-NGA (MN125X) and the RSH NGA (N12SX) density functionalities. They can then be
used in place of the tuned density functionals using a gap-fitting process, and we believe that
such a trend can be helpful when analyzing the chemical reactivity of bigger molecular
systems.
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Abstract

Applications of density functional theory (DFT) calculations to organic chemistry are
shown, beginning with geometry optimization and the calculation of vibrational fre-
quencies, infrared (IR) intensities, and thermodynamic properties. The isotropic chemi-
cal shielding values and anisotropies relevant to nuclear magnetic resonance (NMR) can
be calculated using gauge-invariant atomic orbitals (GIAOs); the calculation of spin-spin
couplings is possible but time-consuming. For free radicals, hyperfine couplings and g
tensors pertaining to EPR can be obtained. Regarding UV/vis spectra, wavelengths and
oscillator strengths can be calculated by using a time-dependent Hamiltonian. In addi-
tion to gas-phase acidities, approximate pK, values can be obtained, provided that
solvation is taken into account. Several sets of substituent parameters have been calcu-
lated: Hammett 0 and 0" parameters and inductive and mesomeric effects. Regarding
reaction mechanisms, geometries and energies of intermediates and transition structures
have been calculated for pericyclic reactions, nucleophilic aliphatic substitutions, elec-
trophilic aromatic substitutions, additions, and eliminations.

Keywords: density functional theory, spectroscopy, magnetic resonance, Hammett
parameters, reaction mechanisms, pericyclic reactions

1. Introduction

Focusing on density functional theory (DFT) calculations with Gaussian 09 [1] and the B3LYP/
6-311G(d,p) method, several applications to organic chemistry will be shown. After geometry
optimization, which yields the total energy, a frequency calculation can be done, yielding the
infrared spectrum (wave numbers and intensities) and, if requested, the Raman intensities and
the thermodynamic properties (enthalpy, entropy, and Gibbs free energy).

Using a time-dependent Hamiltonian, UV/vis spectra can be calculated (wave lengths and
oscillator strengths). Nuclear magnetic resonance (NMR) spectra can be calculated, providing

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [{(cc) ExgIN
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isotropic shielding values as well as tensor data (anisotropies) of all magnetic nuclei, using
gauge-invariant atomic orbitals (GIAOs). The calculation of spin-spin coupling constants is
also possible but requires much more computational time. For free radicals, EPR data can be
calculated: isotropic hyperfine coupling constants, hyperfine tensors, and g tensors; in this
case, the restricted B3LYP method has to be replaced by the unrestricted UB3LYP method.

Substituent effects such as the ¢ parameters in the Hammett equation can also be estimated.
Although a calculation of changes in the charge distribution might seem to be a promising
method for that purpose, it was found that calculated °F shielding values (“virtual NMR
experiments”) yielded much more convincing results. The calculation of gas-phase acidities
or basicities is straightforward, and the calculated data show a good correlation with experi-
mental data. However, the correlation with pK, values, which refer to aqueous solutions, is
very poor. A reasonable correlation was obtained by taking a few water molecules explicitly
into account, in addition to the bulk solvent properties of water.

Regarding organic reaction mechanisms, pericyclic reactions are particularly well amenable to
DFT calculations. Usually, the transition structure can be obtained which is characterized by a
single imaginary frequency, which belongs to the reaction coordinate. For many other reaction
types (substitutions, additions, eliminations, and rearrangements), at least an approximation
to the transition structure can be calculated. Moreover, starting with such a structure and
performing an optimization, the approximate dynamics of the reaction can be followed.

2. Geometries, energies, and thermodynamic data

2.1. Geometry optimization

As a starting point, a reasonable approximation to the geometry of the target molecule is
required. Preferably, the coordinate file should be given as Z matrix, and standard bond
lengths and angles may be used. A convenient tool for the generation of Z matrices is molden
[2]: in the Z-mat editor, start with methane, substitute by phenyl and finally by vinyl, and save
as Z matrix (GAMESS). Next, the input file for the quantum-chemical calculation has to be
created by supplementing the Z matrix file with the necessary parameters (see Appendix A).

After a successful calculation, the log file contains the energy (in Hartree) and the coordinates
of the optimized structure. Again, it is advantageous to use a tool such as molden for analyz-
ing the log file.

2.2. Calculation of thermodynamic properties

For a determination of the thermodynamic properties, it is necessary to calculate the (vibra-
tional) frequencies. In the Gaussian input file, the preliminary coordinates have to be replaced
by the optimized ones and the task “Opt” by “Freq”. (Actually, the request for “Freq Prop
Pop = Full” additionally provides useful information such as charges and dipole moment. By
default, the calculation is done for 298 K and 1.000 atm, but a different temperature or pressure
may be specified.)
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For the example molecule (p-methylstyrene), the salient results are as follows:

SCF Done: E(RB3LYP) —349.054882687 AU
Zero-point correction 0.159885 (Hartree/particle)
Thermal correction to energy 0.167687

Thermal correction to enthalpy 0.168631

Thermal correction to Gibbs free energy 0.127033

Sum of electronic and zero-point energies —348.894997

Sum of electronic and thermal energies —348.887196

Sum of electronic and thermal enthalpies —348.886252

Sum of electronic and thermal free energies —348.927850

Total E (thermal) 105.225 kcal/mol
Total CV 30.240 cal/mol-K
Total S (entropy) 87.551 cal/mol-K

Most data are given in Hartree (see Appendix A), they refer to the formation from atomic
nuclei and electrons. It is fairly easy to calculate the energy of formation from the atoms by
subtracting the energies obtained for respective calculations of free atoms. In order to obtain
approximate values for standard enthalpies of formation, bond energies and possibly
enthalpies of phase changes (to the gas phase) have to be taken into account. It should be
mentioned that the accuracy of these data, i.e., the agreement with experimental data, is not
very good. It is advisable to restrain to energy (or enthalpy) differences of similar structures.
Alternatively, approximate enthalpies of formation can be obtained more easily from semiem-
pirical calculations (such as MNDO, AM1, or PM3).

Energies of some important free atoms (UB3LYP/6-311G(d,p) in Hartree): H, —0.502155930031; C,
—37.8559889346; N, —54.5985431427; O, —75.0853856058; F, —99.7538096003; P, —341.280503655;
S, —398.132082447; and Cl, —460.166160487.

Hence, the following energy of formation from the atoms is obtained for p-methylstyrene, CoHj,,
AEf apomic = —348.887196—9 x (—37.8559889346)—10 x (—0.502155930031) = —3.161736288290
Hartree = —8301.139 kJ/mol.

Enthalpies required to generate free atoms from the elements in the standard state (kJ/mol) [3]:
H, 218.00; C, 716.67; N, 472.68; O, 249.17; F, 78.4; P, 314.55; S, 276.98; and Cl, 121.29.

These values have to be added to the above-given atomic energy of formation (ignoring
somewhat the difference between energy and enthalpy), yielding the following energy of
formation for our example: —8301.14 +9 x 716.67 + 10 x 218.00 = 328.89 kJ/mol.

The energy can be converted to the enthalpy by means of Eq. (1), assuming the validity of the
ideal gas law; An is the change in the number of moles of gases:
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AH = AE + AnRT )
k]
AH = AE + An x 2479 (T = 298.15K) @)

In the example, 1 mole of product molecules (in the gas phase) is formed from 19 moles of
atoms; therefore, An is —18 and the correction is —44.62 kJ/mol. Hence, the calculated enthalpy
of formation of p-methylstyrene in the gas phase is AH; = 284.27 kJ/mol.

The following experimental value for the enthalpy of formation of liquid p-methylstyrene is given
in the literature: AH/ (1) = 114.6 kJ/mol [3]; adding the heat of vaporization of 47.6 k]/mol [4],
AHf (g) = 162.2 kJ/mol for the gas phase. Thus, the calculated value deviates by about 120 k]/mol.

By comparison, a semiempirical AM1 calculation yields an enthalpy of formation of AHy =
140.3 kJ/mol, in better agreement with experiment.

3. Spectroscopy

3.1. Vibrational spectroscopy: infrared and Raman

Vibrational frequencies and hence infrared (IR) and Raman spectra can be calculated (Gauss-
ian keyword “Freq”). In Gaussian 09, the infrared intensities are calculated by default, but the
Raman intensities can also be obtained (keyword “Freq = Raman”). The calculated frequencies
can be assigned to the respective molecular motions. The visualization of vibrations is easily
achieved by tools such as molden.

As an example, p-cyanobenzaldehyde will be considered (Figure 1). The experimental IR data
have been taken from the SDBS database [5]. The two most prominent features are the C=0
valence vibration at 1788 (exp. 1708) and the CN valence vibration at 2340 (2230) em L

[ L e N e ]

2000 2500 3000 Fohin
Frequency

Figure 1. Calculated IR spectrum of p-cyanobenzaldehyde.
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3.2. Nuclear magnetic resonance (NMR)

The calculation of isotropic chemical shielding values (o) or shielding tensors requires some
kind of “scaling” of the orbitals, for instance, the use of gauge-invariant atomic orbitals
(GIAO:s) [6]. In Gaussian 09, the keyword “NMR” automatically invokes the use of GIAOs,
and isotropic shielding values, anisotropies, and shielding tensors are calculated. In NMR
experiments, however, not the shielding values are measured, but chemical shifts, which refer
to some standard. For 'H, *C, and %’Si NMR, tetramethylsilane (TMS) is used as a standard,
and the respective chemical shifts of the three kinds of magnetic nuclei are set to zero (O
1(TMS) = 0 ppm, 0c.13(TMS) = 0 ppm, and 0si2o(TMS) = 0 ppm). Using the hybrid method
B3LYP/6-311(d,p), the following average shielding values are obtained for protons and for '*C
nuclei: o('"H) = 31.3919 ppm and (**C) = 179.7024 ppm. The chemical shifts are then simply
obtained by subtraction:

0; = Oref — 0; 3)

Using the abovementioned reference value for protons, the calculated chemical shifts are
generally too small by about 0.5 ppm. In a survey of 21 natural products, a better fit for **C
nuclei, on the average, was obtained by using a reference value of 177.0 ppm instead [7].

For the example molecule p-methylstyrene, the following 'H and **C chemical shifts (6 in ppm)
were calculated (using the above-given calculated shielding values for TMS as reference);
experimental '>C chemical shifts were taken from the NMRSHIFTDB database (Figure 2 and
Table 1) [8].

It is also possible to calculate NMR spin-spin coupling constants, i.e., ] [Hz] (Gaussian key-
word “NMR = SpinSpin”), but at the expense of computational time. The results obtained with
the B3LYP hybrid functional are much better than those of HF ab initio calculations.

For p-methylstyrene, the following proton-proton spin-spin coupling constants | [Hz] were
calculated: J13,14 = 6.86, J15,16 = 7.09 (0), J14,15 = 1.29, J13,16 = 1.26 (m), J13,15 = 0.41, J14,16 = 0.28 (p),

HI0 7

H17

Hl5

~ 1-methyl-4-vinyl-benzene g
H19 (9)  HIS(9"

Figure 2. 3D model and numbering scheme of 1-methyl-4-vinylbenzene.
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Pos. C calc Cexp H calc H pred
1 129.7 128.6 6.67 7.39
2 140.2 136.5 - -

3 129.7 128.6 6.73 7.39
4 131.0 127.7 6.54 7.59
5 136.1 136.0 - -

6 122.8 127.7 7.24 7.59
7 18.7 20.0 1.71 2.41
8 139.7 136.3 6.07 6.72
9 109.8 112.8 4.70 5.25
9’ 5.42 5.76

Table 1. Chemical shifts of p-methylstyrene (0 in ppm) (cf. Figure 2).

J17.10 = 14.72 (trans), 1715 = 10.11 (cis), and J1g19 = —0.53 (gem). These values are in accordance
with those found in similar systems.

It should be mentioned that NMR data provide an excellent and sensitive test for the accuracy
of quantum-chemical calculations.

3.3. Electron paramagnetic resonance (EPR)

In the case of free radicals, unrestricted calculations have to be performed in which different
orbitals are assigned to a and 3 spins. Whereas unrestricted Hartree-Fock (UHF) calculations
yield poor results for hyperfine couplings (HFC) because of serious problems due to spin
contamination, calculations with the UB3LYP hybrid functional yield fairly acceptable results
[9]. The calculations yield Mulliken spin densities (better designated as spin populations),
isotropic HFC (Fermi contact coupling constants), and anisotropic hyperfine tensors. g values
and g tensors can also be calculated (in the Gaussian system, this requires the “NMR” key-
word). The g value is a dimensionless proportionality factor which relates the magnetic
moment to the angular momentum; the value for the free electron is g, = 2.00232, and only the
electron spin is involved. In molecules, contributions from orbital momentum have to be taken
into account, and the phenomenon becomes anisotropic. The calculated HFC and g values may
be compared with experimental data from EPR spectroscopy (electron spin resonance, also
called electron paramagnetic resonance) [10].

The method will be illustrated using the ubisemiquinone-Q1 radical anion as example, which
serves as a model compound for coenzyme Q10.

Figure 3 shows the calculated Mulliken spin densities and the calculated proton HFC of this
radical anion. The rotation of the long side chain is hindered; therefore, the two methylene
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3.56 MHz

Figure 3. Ubisemiquinone-Q1 radical anion. Left: Mulliken spin densities. Right: calculated HFC.

protons are inequivalent. Comparison with experimental data (ethanol, 230 K, in parentheses)
[11]: 6.44 (5.84), methyl protons, and 3.56 (3.68) and 2.11 (2.17) MHz, methylene protons. The g
tensor has been measured by high-field EPR experiments [12]; again, the experimental values
are given in parentheses: g, = 2.00826 (2.00646), g, = 2.00601 (2.00542), g.. = 2.00207 (2.00222),
and gjs, = 2.00545 (2.00470).

3.4. Electron spectroscopy (UV/vis)

In Hiickel molecular orbital (HMO) theory, electronic excitation may be viewed as excitation of
an electron from an occupied to an unoccupied orbital. The transition with the lowest energy,
ie. the longest wavelength, involves the excitation from the highest occupied molecular
orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO), although this transition
might be forbidden.

In DFT, however, the Kohn-Sham orbitals are not suitable for this procedure, and a time-
dependent Hamiltonian has to be used in the calculation (Gaussian keyword “TD”). The
calculation gives the energies and the wavelengths of the excitations, the oscillator strengths f,
and reports the orbitals which are involved. The vibrational fine structure and the conse-
quences of the Franck-Condon principle are not taken into account.

In the case of the symmetrical crystal violet cation, the HOMO is represented by two degener-
ate orbitals, and two excitations have the same wavelength, calculated as 504.7 nm (f = 0.806);
experimental data for the absorption maxima: 591.0 and 540.5 nm.

For further examples, see [13].
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4. Substituent effects

4.1. Hammett o parameters

The Hammett 0 parameters refer to the acidities of substituted benzoic acids which will be
considered in Section 4.3. Regarding electrophilic aromatic substitution (see Section 5.3), a mod-
ified set has to be used, at least for the para positions (0" parameters). The Hammett equation is

ki
log ko~ op 4)

where p is the reaction parameter and ky and k; are the rate constants for the unsubstituted and
substituted compounds, respectively. The o/c" parameters for electrophilic aromatic substitu-
tion have been determined from the relative stabilities of the o complexes as averages for the
following four reactions: protonation, bromination, nitration, and alkylation (by ethyl groups).
A linear fit of /0" (literature data [14]) versus calculated o (DFT) was determined for 17
substituents both in mefa and in para positions, yielding a squared correlation coefficient of
1 =0.932 (see Figure 4 and Table 2).

®  Hammett
linear fit

1.0 5

0.5 4

0.0 1

Hammett o+
S
a
1

-2.0 T T T T T T T T T T T T '
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0

calc

Figure 4. Plot of literature data for Hammett /0" parameters versus calculated values (DFT).
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Substituent o meta DFT o meta lit. ¢" para DFT ¢" para lit.
H 0.00 0.00 0.00 0.00
Methyl —0.11 —0.10 -0.37 —0.31
t-Butyl —0.23 —0.10 —0.47 —0.31
Phenyl —0.17 0.00 —0.67 —0.18
Hydroxy 0.09 0.13 —0.64 -0.92
Methoxy —0.06 0.05 —0.87 —0.78
Amino —0.29 —0.16 —1.38 —1.30
Dimethylamino —0.47 —0.10 —1.65 -1.70
Fluoro 0.39 0.35 0.00 —0.07
Chloro 0.39 0.40 0.06 0.11
Bromo 0.36 0.41 0.03 0.15
Nitro 0.78 0.73 0.88 0.79
Cyano 0.72 0.56 0.62 0.66
Trifluoromethyl 0.57 0.46 0.58 0.53
Acetyl 0.24 0.36 0.33 0.47
Carboxy 0.29 0.32 0.35 0.42
Sulfonyl 0.58 0.64 0.47 0.73

Table 2. Calculated (DFT) and literature data [14] for Hammett o/oc" parameters.

4.2. Estimating inductive and mesomeric effects by virtual "’F NMR

The relative contributions of inductive (I) and mesomeric (M) effects might be inferred from a
comparison of the Hammett o/0" parameters (see Section 4.1) for the para (I + M) and meta
(I + M/3) positions. Yet, a different approach is taken here. Using DFT, the obvious target to
look for should be the charge density distribution. However, it turned out that the Mulliken
charges, at least, did not yield satisfying results. Therefore, calculated isotropic '°F shielding
values were used as a probe of local charge density. As a suitable system, 4-substituted (E,E)-1-
fluoro-1,3-butadienes were chosen, in two conformations (Figure 5).

The geometries were optimized for the planar conformation, and the shielding values were
calculated for this conformation (0°) and for the orthogonal conformation with a dihedral
angle of 90° for the central single bond (see Figure 5). The relative shielding values o,.("°F) at
90° should be proportional to the inductive (I) effect, and the differences of the relative
shielding values at 0° and at 90°, Oret(*F)o-—0,ei(*°F)oge, should be proportional to the
mesomeric (M) effect. The reference compound is, of course, the unsubstituted compound
(R = H). These data were calibrated against the Hammett 0/0" parameters, yielding a slope of
—20.447, i.e., the data have to be divided by this factor. According to the sign convention of the
Hammett o/0" parameters, electron-withdrawing groups (EWG, —I, —M) have a positive sign
(e.g., nitro and cyano), whereas electron-releasing groups (ERG, +I, +M) have a negative sign
(e.g., alkyl groups) (see Table 3).
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Figure 5. 3D models of two conformations of 1-fluoro-5,5-dimethyl-1,3-hexadiene.

Substituent o1 oM

H 0.00 0.00
Nitro 0.47 0.99
Cyano 0.35 0.57
Acetyl 0.16 0.69
Carboxy 0.16 0.75
Methoxycarbonyl 0.12 0.69
Trifluoromethyl 1.02 -0.29
Fluoro 0.39 —-0.43
Chloro 0.33 -0.23
Bromo 0.30 -0.21
Methyl —0.04 -0.25
Hydroxy 0.18 —0.74
Methoxy 0.16 —0.74
Amino 0.01 -121
Dimethylamino —0.02 -1.17

Table 3. Calculated inductive (o) and mesomeric (o) effects (DFT) (see text).
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4.3. Acids and bases: pK, values

The calculation of gas-phase acidities is straightforward, but they do not correlate well with
experimental pK, values [13]. This situation is only partially improved by taking the bulk
properties of the solvent (water) into account (Gaussian keyword “SCRF = (Solvent = Water)”).
A much better approximation is obtained when additionally a few water molecules are taken
into account explicitly, e.g., two water molecules in the case of carboxylic acids (see Figure 6).

Thus, Gibbs free energies for benzoic acid and a series of substituted benzoic acids (15 sub-
stituents both in meta and in para positions) as well as the respective anions were calculated.
AG® = G°(anion) — G°(acid) was converted from Hartree to kJ/mol (see Appendix A), and log
K, was calculated according to

o

AG" = —2.3026 RTlog K, (5)

pK, = —logK, (6)

The relative pK, values were found to be quite reasonable but have to be scaled. Since the
difference log K, (substituted benzoic acid)-log K, (benzoic acid) should be equal to the
Hammett o parameter, a linear fit of ¢ (literature data [14]) versus calculated A(log K,) (DFT)
was determined, yielding a slope of 0.3437 and a squared correlation coefficient of r* = 0.967

Figure 6. 3D models of dihydrates of benzoic acid and benzoate anion.
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Figure 7. Plot of Hammett o parameters versus calculated relative log K, values (DFT).

(Figure 7). That means, the substituent effect on the calculated pK, value is overestimated by
about a factor of 3.

For the calculation of absolute pK, values, the considerable Gibbs free solvation energy of the
proton has to be taken into account (AG® = —1120.39 kJ/mol). The calculated Gibbs free energy of
the dissociation of benzoic acid in the gas phase is AG® = 1446.04 k]/mol. For the hydration
(dihydrate model, vide supra), AG® = —47.35 kJ/mol and AG® = —302.76 k]/mol are obtained for
benzoic acid and benzoate anion, respectively; in total, AG® = 1375.80 kJ/mol. Hence, the estimate
for the Gibbs free energy of the dissociation of benzoic acid in aqueous solution is AG® = 1446.04
— 1375.80 = 70.24 k]/mol corresponding to a pK, value of 12.31 (exp. 4.19). To put it differently,
the model applied here accounts for about 96.7% of the true Gibbs free energy of solvation.

5. Reaction mechanisms

5.1. Pericyclic reactions

In a pericyclic reaction, o or 7t bonds change concertedly (“simultaneously”) along a perimeter,
i.e., a cycle. They have first been studied theoretically by Woodward and Hoffmann (“the
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conservation of orbital symmetry”) [15]. Typical examples are sigmatropic reactions such as
the Cope rearrangement, cycloadditions such as the Diels-Alder addition, or electrocyclic
reactions (ring closures or openings).

Pericyclic reactions are particularly well amenable to DFT calculations; the transition structure
can usually be obtained. The transition structure is a saddle point in the energy hyperspace, i.e.,
the energy has a maximum along the reaction path (the reaction coordinate), but is minimized
with respect to all other coordinates. This can be checked by a frequency calculation. Exactly one
frequency should be imaginary, namely, the one pertaining to the reaction coordinate. Thus, the
reaction dynamics can be visualized by looking at that vibration.

5.1.1. Cope rearrangement

The Cope rearrangement is a [3,3] sigmatropic reaction. As an example, the degenerate Cope
reaction of 1,5-hexadiene is shown (see Figures 8 and 9). The calculated activation energy is
129 kJ/mol (DFT).

Figure 8. Scheme of the degenerate cope reaction of 1,5-hexadiene.

Figure 9. Cope reaction: 3D models of reactant, transition structure, and product.

5.1.2. Diels-Alder addition

The Diels-Alder addition is a [4 + 2] cycloaddition, a diene reacts with a dienophile to form
a (substituted) cyclohexene. As an example, the Diels-Alder addition of acrylonitrile to
cyclopentadiene leading to the endo-product is shown (see Figures 10 and 11). The calculated
activation energy is 40 k]/mol, and the calculated reaction energy is —132 kJ/mol (DFT).

f
f

Figure 10. Scheme of the Diels-Alder reaction between cyclopentadiene and acrylonitrile.
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X,

Figure 11. Diels-Alder reaction: 3D models of reactants, transition structure, and product.

5.1.3. Electrocyclic reactions

In an electrocyclic reaction, an unsaturated cycloalkane is formed from a conjugated polyene,
or the reverse reaction occurs. Here, only thermally allowed electrocyclic reactions will be
considered. For instance, cyclobutene is opened in a conrotatory manner to form 1,3-butadi-
ene. (The calculated activation energy is 149 kJ/mol, and the calculated reaction energy is
—39 KkJ/mol, assuming that the most stable conformation of 1,3-butadiene is formed.) The
example shown here is the disrotatory ring closure of 1,3,5-hexatriene to form 1,3-cyclohex-
adiene (see Figures 12 and 13). Starting with the most stable conformer of 1,3,5-hexatriene, the
calculated activation energy is 252 kJ/mol, and the calculated reaction energy is —64 kJ/mol

(-C-C

Figure 12. Scheme of the electrocyclic ring closure of 1,3,5-hexatriene.

Frr

Figure 13. Electrocyclic ring closure of 1,3,5-hexatriene: 3D models of reactant (two conformations), transition structure,
and product.
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5.2. Nucleophilic aliphatic substitutions

The most important mechanisms for nucleophilic aliphatic substitutions are the single-step Sn2
mechanism with backside attack of the nucleophile and a trigonal-bipyramidal transition state
(for primary or secondary substrates) and the two-step Sy1 mechanism with a carbenium ion
intermediate (for secondary or tertiary substrates). Since these are ionic reactions, the progress
in the gas phase may differ considerably from that in a polar solvent.

Considering first the degenerate Sy2 reaction of fluoromethane with fluoride anion in the gas
phase, the most stable species is a cluster of these two particles, which is formed in an
exothermic reaction and calculated reaction energy —106 kJ/mol. The formation of the sym-
metric trigonal-bipyramidal transition state from this cluster requires an activation energy of
29 kJ/mol.

In the gas-phase reaction of chloromethane with fluoride anion (see Figures 14 and 15), the
calculated reaction energy for the formation of fluoromethane and chloride anion at infinite
distance is —198 kJ/mol. There is no activation energy for the forward reaction; the energy of
the trigonal-bipyramidal transition state is lower by 19 kJ/mol than that of the cluster of
chloromethane with fluoride. The most stable species is the cluster of fluoromethane with
chloride anion, and the activation energy of the reverse reaction, starting with this cluster,
would be 132 kJ/mol.

H
Fe * W Cl < F---- F \'*/ Cl@
HY 8
H H

Figure 14. Scheme of an S\2 reaction.

a}—..?...{.

Figure 15. S\2 reaction: 3D models of reactants, transition structure, and products.

A typical example for an Sy1 reaction is the reaction between fert-butanol and hydrogen chlo-
ride, yielding tert-butyl chloride and water (or the reverse reaction; see Figures 16 and 17). In the
gas phase, this reaction is slightly exothermic with a calculated reaction energy of —8 kJ/mol
(DFT). The concurrent elimination reaction (E1), yielding isobutene, water, and hydrogen chlo-
ride, is endothermic with a calculated reaction energy of 47 k]J/mol. For the reaction to proceed, it
is necessary to form the protonated alcohol. Only the formation of an ion pair of chloride and
protonated fert-butanol is conceivable, requiring an estimated activation energy of about 165 kJ/
mol. The formation of a free tert-butyl carbenium ion is not feasible, because the energy required
would be about 682 kJ/mol. The reaction should rather proceed by a backside attack similar to
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HsC CHs H
H O + K + o/
w .
H3C v ,I//CH3 \
HsC CH H

Figure 16. Scheme of an Sy1 reaction.

A,

Figure 17. Sy1 reaction: 3D models of reactants, intermediate, and products.

the SN2 reaction and stop at a cluster of fert-butyl chloride and water (reaction energy —19 kJ/
mol).

A true SNy1 mechanism requires an efficient solvation of the intermediate carbenium ion by
polar solvent molecules.

5.3. Electrophilic aromatic substitutions

In gas-phase reactions of benzene with a reactive cationic electrophile such as H', Br, NO,", or
CH;CH," (cf. Section 4.1), the reaction proceeds without any energy barrier to the o complex
and stops there. Some kind of m complex is formed on the reaction path, but it is not a true
intermediate because it is not characterized by a local energy minimum.

In a more realistic scenario, the electrophile is a less reactive complex, e.g., of a halogen, an
alkyl, or an acyl chloride, with a Lewis acid such as aluminum chloride or iron(III) bromide.
Now, the reaction will usually stop at the m complex stage. In order to force the reaction to
proceed to the o complex, a strongly activating substituent such as oxido (i.e., phenolate anion)
was introduced. After removal or replacement of this substituent, the optimization procedure
allowed the study of either the backward reaction or the forward reaction to the products,
possibly after a modification of the arrangement of the reaction partners.

As an example, the chlorination of benzene catalyzed by aluminum chloride will be considered
in detail (see Figures 18 and 19). The overall reaction in the gas phase, yielding chlorobenzene
and hydrogen chloride, is exothermic with a calculated reaction energy of —131 kJ/mol and a
Gibbs free reaction energy of A,G° = —143 kJ/mol (DFT). The reaction involves three interme-
diates, ™ complex 1, o complex, and 7 complex 2, which were calculated as local minima and
two transition structures, which could not yet be identified unambiguously. The crucial energy
barrier is most likely the transition state leading to the o complex. Taking the energies of the
separated reactants as reference, the relative energies are as follows: —45 kJ/mol for m complex
1, approximately 208 k]/mol for transition state 1, —80 kJ/mol for the o complex, approximately
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Figure 19. Electrophilic chlorination of benzene. Top row: first ™ complex, approximate first transition structure, and o
complex. Bottom row: approximate second transition structure and second 7 complex (of products).
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27 kJ/mol for transition state 2, —169 kJ/mol for  complex 2 (global minimum), and —131 kJ/
mol for the separated products.

5.4. Additions and eliminations
5.4.1. Electrophilic addition

As an example, the addition of bromine to cyclohexene will be considered, yielding trans-1,2-
dibromocyclohexane (see Figures 20 and 21). First, a m complex is formed (relative energy
—22 kJ/mol with respect to the separated reactants) and, next, a bicyclic bromonium ion, which
is more stable than the respective carbenium ion (by roughly 100 kJ/mol). Finally, the diaxial
conformer of trans-1,2-dibromocyclohexane is formed, which is actually more stable than the
diequatorial conformer by 7 kJ/mol. This finding is somewhat surprising and stands in contrast
to previous assumptions. Apparently, electrostatic repulsion favors the diaxial form, whereas
in monosubstituted cyclohexanes, the substituent prefers the equatorial position. The reaction
energy is —108 kJ/mol, and the Gibbs free reaction energy is —50 kJ/mol; this is due to the
unfavorable reaction entropy.

Br
Br
+ —— ~~

= —_—
—~———

Br

\

@

’
Nt
N

Br

oy}
=

Br

+ Bre

oy}
=

Figure 20. Scheme for the electrophilic addition of bromine to cyclohexene.

=k e Wy

Figure 21. Electrophilic addition of bromine to cyclohexene: 3D models of reactants, m complex, bromonium ion, and
product.

5.4.2. Elimination

In Section 5.2, it was already briefly mentioned that the reaction between tert-butanol and
hydrogen chloride might proceed as an elimination instead of a substitution. The mechanism
is E1, and isobutene (2-methylpropene) is formed as product (see Figures 22 and 23).
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HeC Cl--=--H " H
g Cl—H- -~
HsC\\\\\“ OH —/—= on —_— ) + O
- B HsC :E:I-b H
HsC %I—b

Figure 22. Scheme for the E1 elimination of water from tert-butanol.

Figure 23. Elimination of water from fert-butanol: 3D models of reactants, approximate transition state, and 7 complex of
products.

6. Conclusions and outlook

In the field of molecular chemistry, the use of DFT in combination with efficient software and
modern computer equipment allows the development of “virtual chemistry,” i.e., the predic-
tion of essentially all molecular properties and of reaction paths. To a certain extent, supramo-
lecular chemistry is also accessible to this method; molecular clusters and microdroplets of
solvents can be simulated. It stands to a reason, however, that computational time increases
heavily with molecular size (or cluster size). In the case of ab initio calculations, the propor-
tionality is to the fourth power of the size of the basis set; in DFT, the situation might be
somewhat better; computational time is proportional to roughly the third power of the number
of orbitals involved, judging from NMR calculations.

It should be pointed out that present-day DFT is only an approximate theory. Therefore, it is
necessary to check the quality of the computational results against experimental data.

A. Appendix
The following conversion factors have been used in this study: 1 Hartree (a.u.) = 2625.50 kJ/
mol, 1 cal =4.184 ], and pK = AG® [k]/mol] /5.708008 (at T =298.15 K).

Computational details. For all computations in Chapters 2 to 4, Gaussian 09 was used B3LYP/
6-311(d,p) [1]. For most computations in Chapter 5, deMon2k was used [16]. For the
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preparation of input files, i.e., the generation of Z matrices, and the visualization of the results,
molden [2] was of great help.

Sample Gaussian input file: methane

%Chk = methane
#B3LYP/6-311G(d,p) Opt

Methane

0 1

c

h 1 hc2

h 1 hc2 2 hch3

h 1he2 3 hch3 2 dih4
h 1he2 4 hch3 3 dih5
he2 1.089

hch3 109.47
dih4 —120.0
dih5 120.0

(The first line specifies the checkpoint file; the second the method and the task, in this case the
geometry optimization; the fourth the title, the sixth the total charge, here 0; and the multiplic-
ity, usually 1. Then, the Z matrix follows immediately.)
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Abstract

Spectra calculations are an important branch of theoretical modeling, and due to the
significant improvements of high-level computational methods, the calculated spectra
can be used directly and sometimes help to correct the errors of experimental observa-
tions. On the other hand, theoretical computations assist the experimental assignments.
The authors discuss three spectral calculations (UV-Vis, IR and NMR) that are the most
widely used. UV-Visible spectrum can be carried out employing time-dependent density
functional theory (TDDFT) with B3LYP/631G(d,p) and CAM-B3LYP functional method
to illustrate the characteristics of vertical electronic excitations. The vibrational spectra
can be generated from a list of frequencies and intensities using a Gaussian broadening
function method. NMR chemical shifts can be calculated by density functional theory
individual gauge for localized orbitals (DFTIGLO) method and by gauge including
atomic orbitals (GIAO) approach.

Keywords: spectral calculation, vibrational spectra, DFT NMR calculation, TDDFT for
UV-visible spectra

1. Introduction

Early days of quantum chemistry go back to Thomas-Fermi and Thomas-Fermi-Dirac models
of the electronic structure of atoms, which gave the concept of articulating some parts or all of
the molecular energy as a functional of the electron density, and then comes the traditional
Hartree-Fock (HF) theory [1]. HF theory was a simplest ab initio technique and among the
first principles of quantum-chemical theories, being attained directly from the Schrodinger-
wave equation that did not incorporate any pragmatic contemplations. Although such theo-
ries and techniques proved beneficial, it was density functional theory (DFT) that laid a
demanding theoretical foundation in 1964 by an outstanding result established by Hohenberg
and Kohn [2].

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [{cc) ExgIN
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