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Preface

Adverse effects as unwanted outcomes of drug effects occur generally when the upper
threshold of therapeutic dosage range is reached. Several events and factors may lower this
threshold or bring about the trespassing of the therapeutic level. The relevant events include
what happens during the journey of the drug in the body, from its absorption from the site
of administration, through its distribution and metabolism, to its elimination from the body.
Every chapter in this book discusses and provides illustrations on the theme discussed
based on authors’ understanding and experience while summarizing existing knowledge. In
doing so, each chapter provides a new insight that would benefit a novice as well as a seas‐
oned reader in understanding the mechanisms and risk factors involved in the occurrence of
adverse effects of drugs.

Chapter 1 explains the linkages between pharmacokinetic processes and the occurrence of
adverse effects. It provides an overview on how through direct actions and interactions
drugs produce changes in absorption, metabolism and transformation, distribution in or‐
gans, and elimination from the body. These changes as moderated by individual risk factors
such as the genetic makeup, sociodemographic and health status, and lifestyle factors lead
to the elicitation of adverse effects observed in clinical practice.

Chapter 2 dwells on the pharmacokinetics of one of the most common beverages world‐
wide, the green tea. This chapter elaborates on how food interactions affect the absorption of
catechins and provides some practical illustrations that would help tea drinkers to maximize
the benefits of this beverage. It further details how subsequent steps, namely, metabolism,
distribution, and elimination, of the catechins take place in the mechanisms underlying
these steps.

Chapter 3 illustrates the role of enzymatic transformations that result in the advent of de‐
pressive symptoms in patients suffering from chronic hepatitis C treated with interferon al‐
pha (IFN-α). In this chapter, the findings presented demonstrate how upward changes in
concentration in plasma and in other compartments such as in cerebrospinal fluid of trypto‐
phan (TRP)-kynurenine (KYN) and its active metabolites [3-hydroxykynurenine (3-HK), ky‐
nurenic acid (KA), and quinolinic acid (QUIN)] are associated with the severity of
depressive symptoms clinically seen as adverse effects of IFN-α. This chapter links up to the
first chapter in making an exposé of one of the mechanisms by which pharmacokinetic proc‐
esses lead to the advent of adverse effects.

Chapter 4 shows the major roles of pharmacokinetics in drug development, particularly
how pharmacokinetic data are useful in ascertaining the safety profile of drugs under devel‐
opment. It provides technical details of relevant steps and endpoints for each phase of a
drug development; in doing so, the chapter demonstrates how pharmacokinetic studies are
an important tool used to link exposure to efficacy and safety and how they assist in deter‐
mining the dosages of marketed drugs.

Chapter 5 provides an overview on hepatotoxicity of drugs: how several drugs affect the
organ that is responsible for most of the metabolism in the body, the liver. It is noted that
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metabolism is a key step that achieves two major objectives: firstly, in transforming a non-
active substance or prodrug into active metabolites, it helps in the elicitation of the pharma‐
codynamic action of the drug, and, secondly, in transforming an active drug into inactive
hydrosoluble metabolites, it helps in facilitating the elimination of the drug from the body,
thereby preventing accumulation that may result in unwanted or adverse effects. This chap‐
ter proposes an approach and a scale that could be used for identifying liver toxicity.

Chapter 6 describes the side effects of glucocorticoids; this chapter illustrates how some
drugs produce several adverse effects that affect several organs and systems in the body.
Glucocorticoids are a classic example of how the usefulness of certain drugs is counterbal‐
anced by high risks associated with their use. The sheer extent of the range of side and ad‐
verse effects from glucocorticoids is a reminder on how narrow the therapeutic window is
and why clinicians and patients should be vigilant in monitoring untoward effects of drugs.

Chapter 7 provides an update on the side effects of new antidepressants. Having been
hailed as better than the old antidepressants, this review on new antidepressants demon‐
strates how pharmacokinetic parameters played an important role in the discovery of some
of these new antidepressants and also how they affect the spread of adverse effects.

As a whole, this book, as a fruit from the collaborative work from several international sci‐
entists, will be a useful resource for researchers, students, and clinicians. Each individual
chapter could serve as a prescribed reading for postgraduate students and clinicians special‐
izing in and practicing clinical pharmacology and toxicology, pharmacotherapy and phar‐
macotherapeutics, pharmacovigilance, and toxicovigilance, as well as those involved in
clinical research, drug discovery, and development.

It is with a heart full of gratitude that I present to you the team of international scientists
who contributed to this volume: Drs. Katherine Dunnington, Natacha Benrimoh, Christine
Brandquist, Nadia Cardillo-Marricco, Mike Di Spirito, and Julie Grenier from Celerion, a
premier Clinical Research Organization, Nebraska, USA; Dr. Kai On Chu and Prof. Calvin
Pang from the Chinese University of Hong Kong; Dr. Yuki Murakami from Doshisha Uni‐
versity, Kyoto, Japan, and Dr. Yukio Imamura from Osaka University Graduate School of
Medicine, Japan; Irmak Sayın Alan and Bahadır Alan from the Medical Faculty of Okan Uni‐
versity, Istanbul, Turkey; Alejandra Cano Paniagua and Pedro Amariles from the Research
Group on Pharmaceutical Prevention and Promotion, University of Antioquia, Colombia;
and Drs. Maria Bogdan, Eliza Gofita, Daniela Cornelia Calina, Adina Turcu-Stiolica, Anca
Oana Docea, Tudor Adrian Balseanu, Adrian Camen, Gratiela Eliza Popa, Gabriela Rusu,
Ina Cristofor, Liliana Pavel, and Liliana Mititelu-Tartau from the University of Medicine and
Pharmacy (Craiova, Galati, and Iasi) in Romania.

Finally, I thank and pass the baton to my three sons, David, Daniel, and Miraciel, whose
quality time was diverted to edit this book. Furthermore, I salute and acknowledge the ma‐
jor role played by Marina Dusevic as well as the publishing, production, and editorial teams
from IntechOpen®.

Professor Ntambwe Malangu
Sefako Makgatho Health Sciences University

Pretoria, South Africa
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1. Introduction

This chapter aims to elaborate on the linkages between pharmacokinetics and the advent 
of adverse effects of drugs. It is well known that pharmacokinetics is about the journey of 
the drug in the body, from its absorption, through its distribution and metabolism, to its 
elimination from the body. During this journey, after its absorption and distribution, the drug 
reaches its specific sites where it interacts with its receptors, usually proteins and enzymes, 
and produces its biological effects; this is known as “pharmacodynamics.” The biological 
effects lead to clinical effects that are observed in patients; this is known as “therapeutics or 
pharmacotherapeutics.” In the following sections, the actions of the body on a drug and the 
actions of the drug on the body are reviewed in each stage to explain how adverse effects 
occur. In doing so, the mechanisms and risk factors of adverse effects will be addressed. The 
next section deals with the absorption, followed by the distribution and excretion of drugs as 
they relate to the occurrence of adverse effects. A final section will deal with risk factors before 
some concluding remarks are presented.

2. Rates of absorption influence on the occurrence of adverse effects

For the majority of drugs that are administered by other routes than intravenous injection, they
need to overcome several hurdles before they reach the systemic circulation. These include the
layers of the outer skin of the body or veins in case of subcutaneous and intramuscular routes
or the walls of the digestive system. For drugs administered orally, the active substances must
first be released from the dosage from, namely tablets, capsules, and other forms. There will
be a reduction of therapeutic effects if there is little absorption, or destruction of the drug by

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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digestive system enzymes, or if the active substance was not released from its dosage form 
[1, 2]. Sometimes the absorption may be impaired by the presence of foods or other drugs or 
substances that react with the active substance and make it not absorbable. On the contrary, 
the presence of physical lesions in the digestive tract, or substances that increases the liposolu-
bility of the active substance may actually increase its absorption [3].

Several factors affect the journey of the drug that result in increased or decreased absorption 
or volume of distribution as well as the metabolism thereof. The physicochemical characteris-
tics of the drug itself, the pharmaceutical dosage form it is in and its intrinsic quality, the state 
of the first layers of skin or membranes through which the drug is to be absorbed through, the 
composition of the environment such as the presence or absence of foods or other chemicals 
in the digestive system as well as the type of foods or the other chemicals, the type and num-
ber of carriers subunits of enzymes or proteins complex available at the site of absorption, all 
influence the absorption rates [4].

For medicines administered orally, whether tablets, capsules, solution, suspension, syrup, 
or elixir, it should be noted that the gastrointestinal tract is a harsh environment. With its 
low pH, acid-labile drugs such as benzylpenicillin (penicillin G) and methicillin, they become 
inactivated as a result of the catalysis that takes place due to beta-lactamase enzymes [4–6].  
Similarly, the presence of proteases makes the oral route unsuitable for many proteins and 
peptides such as insulin and oxytocin [1–3]. When taken orally, the absorption of drugs 
occurs chiefly by passive diffusion of lipophilic molecules and by carrier-mediated transport 
for drugs that are structurally similar to endogenous compounds such as levodopa and 5- 
fluorouracil. With passive diffusion, the rate of absorption is proportional to the concentra-
tion or the amount of drug to be absorbed and the fraction or percentage absorbed in a given 
interval remains constant.

With carrier-mediated mechanisms, be it active transport or facilitated diffusion, there is a lim-
ited capacity and the transporter can be saturated, hence limiting the amount of drug reach-
ing the systemic circulation. In this instance, increasing the dose will result in local adverse 
effects [6]. Clinicians ought to understand the particularity of a particular drug before decid-
ing to indiscriminately increase the dose when a subtherapeutic effect is observed. Indeed, 
this remark is true even for drugs absorbed by passive diffusion like aspirin (salicylic acid) as 
the percentage absorbed is independent of the continuous concentration but proportional to 
the initial drug concentration.

Nowadays, the proliferation of substandard and falsified drugs particularly in Africa makes 
it difficult to predict the beneficial effects of these drugs [7]. This is because the intrinsic phar-
maceutical quality of these drugs is not optimal leading to several consequences with regard 
to the absorption and elicited effects of these drugs. Several examples have been encountered 
in clinical practice; for instance, cotrimoxazole tablets badly compressed have been taken 
by patients just to be excreted intact in their feces! This example means that no dissolution 
took place, so little or nothing of the drug was absorbed, consequently, the therapeutic effects 
expected from the drug could not be elicited rather than the placebo effect.

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors2

As depicted in Figure 1, largely unionized substances such as, aspirin when in acidic environ-
ment, it is absorbed from the stomach but most of the absorption occurs in the small intestine 
where the large surface area compensates for the less favorable degree of ionization. On the 
contrary, weak bases, which are highly ionized in gastric acid, cannot be absorbed until they 
have left the stomach, so delayed gastric emptying (when foods is in the stomach) can delay 
the effect of such drugs [6, 8].

On the other hand, it is often recommended that drugs should be taken at meal times. This 
is to aid adherence to treatment and in some circumstances, to reduce gastric irritation (a 
local adverse effect), as, for example, with aspirin, which may cause gastric bleeding. It is 
noted here that the effect of food is not always predictable, although, generally, food delays 
gastric emptying and increases the secretion of gastric acid while reducing the overall gastric 
pH. Hence, the presence of foods may reduce the absorption of drugs such as ketoconazole 
that are more soluble in acid; yet on the contrary, the absorption of griseofulvin, an antifun-
gal drug, as well as that of saquinavir, an antiretroviral drug, is increased when taken with a 
“fatty” meal [6, 9, 10].

As depicted in Figure 2, several transportation mechanisms have been envisaged from 
the site of absorption. It should be noted that the preponderance of each transport mech-
anism is different for each individual patient due to their genetic and constitutional 
makeup.

Figure 1. Absorption throughout the gastrointestinal tract. Source: [6].
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With carrier-mediated mechanisms, be it active transport or facilitated diffusion, there is a lim-
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this remark is true even for drugs absorbed by passive diffusion like aspirin (salicylic acid) as 
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took place, so little or nothing of the drug was absorbed, consequently, the therapeutic effects 
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Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors2

As depicted in Figure 1, largely unionized substances such as, aspirin when in acidic environ-
ment, it is absorbed from the stomach but most of the absorption occurs in the small intestine 
where the large surface area compensates for the less favorable degree of ionization. On the 
contrary, weak bases, which are highly ionized in gastric acid, cannot be absorbed until they 
have left the stomach, so delayed gastric emptying (when foods is in the stomach) can delay 
the effect of such drugs [6, 8].

On the other hand, it is often recommended that drugs should be taken at meal times. This 
is to aid adherence to treatment and in some circumstances, to reduce gastric irritation (a 
local adverse effect), as, for example, with aspirin, which may cause gastric bleeding. It is 
noted here that the effect of food is not always predictable, although, generally, food delays 
gastric emptying and increases the secretion of gastric acid while reducing the overall gastric 
pH. Hence, the presence of foods may reduce the absorption of drugs such as ketoconazole 
that are more soluble in acid; yet on the contrary, the absorption of griseofulvin, an antifun-
gal drug, as well as that of saquinavir, an antiretroviral drug, is increased when taken with a 
“fatty” meal [6, 9, 10].

As depicted in Figure 2, several transportation mechanisms have been envisaged from 
the site of absorption. It should be noted that the preponderance of each transport mech-
anism is different for each individual patient due to their genetic and constitutional 
makeup.

Figure 1. Absorption throughout the gastrointestinal tract. Source: [6].
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3. Systemic concentration and occurrence of adverse effects

The key concept in explaining the effects of drugs is “plasma concentration” or the amount 
of drug that reaches the systematic circulation; it reflects the amount of drug that will be 
available to act and produce effects at the site of action. Classically, it is has been established 
that what is known as the effect of a drug is actually a combination of the action of a drug or 
drug action; its effect or drug effect and the body’s response or drug response. This may be 
illustrated as follows: For example, for a penicillin antibiotic, the “action” consists of inhibit-
ing bacterial protein synthesis, the “effect” corresponds to the killing rate or growth inhibition 
rate of bacteria, and the clinical “response” would be the cure of the body from the infection 
and its manifestations [6, 11, 12].

In order to achieve its effect, a drug must first be released from its pharmaceutical form from 
the site of administration; be absorbed and distributed through the body to reach its site of 
action where it will interact with its specific receptors and/or some other nonspecific recep-
tors. Through its journey, the body acts on it by metabolizing it in order, primarily, to wear 
off and eliminate it. The result of metabolism may sometimes achieve the goal of inactivating 
or destroying the structure of the drug; or sometimes it may lead to the production of active 
metabolites that actually will interact with receptors and produce the expected therapeutic 
effects of the particular drug [11, 13, 14].

For drugs subject the first-pass effect that is drugs that are metabolized before they reach 
the systemic circulation; generally, this pre-systemic metabolism reduces their bioavailabil-
ity except when and if the resulting metabolites are pharmacologically active. In the case of 
nitroglycerin, which is almost totally first metabolized, its di- and mononitrate metabolites 
produced have very much reduced activity, and hence this drug is considered to be inactive 
when taken orally [15].

Figure 2. Transport mechanisms of drugs. Source: [6].
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When a drug successfully crosses the physical and biochemical barriers described above, it 
will reach the systemic circulation and its plasma concentration will continue to rise as for 
as it will be absorbed. If, the increase is beyond a certain threshold, toxic effects or adverse 
effects will be clinically observed. This is well established now that there is an optimum range 
of concentrations over which a drug has beneficial or expected useful effects, with no clinical 
toxicity, this is known as the “therapeutic range,” sometimes referred to as the “therapeutic 
window” [6]. Moreover, it has been established also that there is a threshold concentration 
below which the drug is deemed ineffective, or not producing expected therapeutics effects, 
and a higher threshold above which adverse or unwanted toxic effects become apparent as 
shown in Figure 3.

The plasma concentration fluctuates based on the rates of absorption, the influence of the first-
pass effect, and based on whether the drug is following a one compartment model of distri-
bution or a multiple compartment model. For drugs using the multiple compartment model, 
which are drugs that accumulate in other compartments other than the systemic circulation, 
namely the liver, skeletal muscles, bones, adipose tissues; their absorption, distribution, and 
metabolism may be complex. For instance, thiopental, once absorbed, its liver concentrations 
rapidly equilibrate with those in plasma while the concentrations in skeletal muscle rise ini-
tially and then equilibrate later and their concentrations in adipose tissue will rise for at least 
the first 3.5 h following the bolus injection of thiopental; its duration of action will be short 
due to uptake of the drug into skeletal muscle and fat [16–18].

In order to understand the influence of multiple compartments, it is important to remember 
that typically the body is made of 11 chemical elements, namely carbon, calcium, chlorine, 
hydrogen, nitrogen, magnesium, oxygen, phosphorus, potassium, sodium, and sulfur; and 
5 molecules such as water which comprises 60–62%; proteins 16–18%; fat 10–15%; minerals 
6–7%; up to 1% of carbohydrates [19, 20] (Figure 4).

Figure 3. Drug levels in relation to elicited effects. Source: [6].
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It should be noted that there are variations in the concentration of the elements and mol-
ecules making up the body. These variations are rhythmic, cyclic, and dependent on the age, 
sex, and health status of the individuals. It is known that, in each disease state, and in case 
of multi-morbidity, the composition of these elements and molecules vary in relation to the 
lifestyle of an individual, namely his/her water and food intake, smoking and alcohol con-
sumption, exercise and sleeping patterns in terms of quantity, quality, and variety or diversity 
[21–24]. This situation largely explains why a same dose of a drug may not always produce 
similar effects (beneficial or adverse) on a group of individuals even if they have same body-
weights, are of same ethnicity or sex. This observation explains why standard doses cannot be 
prescribed indiscriminately to each individual patient; hence the new concept of individual-
ized treatment regimen.

The need for individualized regimen can be more understood when one considers the “half-
life” concept. Half-life is a very useful parameter in pharmacokinetics; it is defined as the 
time it takes for the concentration of a drug to halve from its initial peak concentration in 
plasma or urine. It is important to note that even drugs from the same class have different 
half-lives because they have different volumes of distribution and/or systemic clearance. This 
is so because the apparent volume of distribution depends, as said earlier, upon the nature 
of the drug and the makeup of individuals. For instance, lipophilic drugs tend to have large 
apparent volumes of distribution and to be widely distributed in someone who is obese, due 
to the availability of more adipose tissue. Hence, the lipophilic drugs will have a longer elimi-
nation half-life in obese people; their longer stay may mean also longer lingering affects both 
beneficial and unwanted [23, 25, 26].

When drugs accumulating in other compartments continue to be taken, there will be a satura-
tion of the receptors or even storage spaces in these compartments, resulting in much more 
concentrations in the interstitial liquids, and overwhelming of related receptors, thus the 
advent of adverse and side effects not typical of drug class. Such side effects may and should 
become a subject of pharmacovigilance investigation. It should be said here that atypical or 
new side effects may occur even with normal doses in certain individuals because of their 
uniqueness with regard to the receptors, enzymes, or proteins, they may have in abundance 
or absence thereof as a matter of their genetic makeup or as a result of a subclinical or clinical 

Figure 4. Body composition. Source: Fomon et al. [19]; Chumlea et al. [20].
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disease state as well as their lifestyle as already explained. In case of overdose, drug metabo-
lism is altered because enzymes responsible for metabolism become saturated; this leaves 
the excess drug free to force its way to nonspecific receptors by overcoming both inhibition 
or competition; consequently, it produces nontypical adverse effects while its clearance is 
decreased and its half-life is prolonged [27–30].

4. Elimination or excretion of drugs and adverse effects

Once a drug is metabolized and reduced to hydrosoluble entities, it is ready to be excreted 
through the kidneys and eliminated in the urine. However, some changes may impact nega-
tively to this process. An important pharmacokinetic change in the elderly, for instance, is the 
decrease in renal drug elimination due to the fact that as someone ages, his/her renal mass as 
well as glomerular filtration and tubular secretion capacities decrease. It should be noted that 
after age 40, there is a decrease in the number of functional glomeruli, and the renal blood 
flow is estimated to decline by approximately 1% yearly. The clinical effect of decreased renal 
clearance includes prolonged drug half-life, increased serum drug level to toxic level which 
obviously leads to increased potential for adverse drug reactions [6, 31].

5. Pharmacokinetics related risk factors of adverse effects

At the core, genetic factors play a major role because of the genetic polymorphism or differ-
ence in drug responses between individuals. The drug response is genetically determined 
by the type, quality, and quantity of genes, proteins, enzymes that one has. A well-known 
example suffices here, the case of the enzyme, N-acetyltransferase which differs between 
individuals such that the population may be divided into slow and fast acetylators. People 
who are slow acetylators may experience more adverse effects unless doses of drugs requir-
ing acetylation for metabolism are reduced. Other inherited variations in pharmacokinetics 
include deficiency of one or more hepatic cytochrome-P450 isozymes or plasma cholinester-
ase enzymes. The metabolic conversion of drugs into metabolites is established as a source of 
several idiosyncratic drug reactions [32–38].

As stated above, lifestyle factors such as diet and exercise affect bodyweight which is used as 
the basis for determining the dose administered. In case of chronic diseases, an increase or a 
drop of 10–20% in bodyweight should normally be noted and followed by a dose adjustment. 
Tuberculosis treatment is an example whereby patients normally increase their bodyweights 
sometimes up to 30% of their initial weights within 2–4 months. Clearly based on the treat-
ment algorithms as defined by WHO, the doses or number of tablets for these patients should 
increase following the increase in their bodyweights; however, often this is not usually done [39, 
40]. Moreover, diet, smoking, and alcohol may affect enzyme activity and lead to unexpected 
drug interactions. Cigarette smoking affects drug therapy by pharmacokinetic. The polycy-
clic aromatic hydrocarbons in tobacco smoke are believed to be responsible for the induc-
tion of cytochrome P450 (CYP) 1A1 and CYP1A2 which are responsible for the metabolism  
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of a number of drugs. Drugs for which induced metabolism because of cigarette smoking 
may have clinical consequence include theophylline, caffeine, tacrine, imipramine, haloperi-
dol, pentazocine, propranolol, flecainide, and estradiol. Cigarette smoking results in faster 
clearance of heparin, possibly related to smoking-related activation of thrombosis that results 
in enhanced heparin binding to antithrombin factor III [41, 42]. Moreover, cutaneous vaso-
constriction by nicotine may slow the rate of insulin absorption after subcutaneous admin-
istration. Hence, the impact of cigarette smoking needs to be considered in planning and 
assessing responses to drug therapy; this why clinicians should regularly enquire of smoking 
and drinking habits of their patients [43, 44].

With regard to sex, differences between male and female will include differences in weight 
and weight distribution as well as hormonal differences particularly in relation to the men-
strual cycle and its absence in prepubescent girls and postmenopausal women [45]. Moreover, 
physiological differences relating to body composition, gastric motility, liver metabolism, 
renal function, and glomerular filtration rates all affect differently the disposition of drugs 
with regard to gender. Simply put, drug absorption, distribution, metabolism, and elimina-
tion are not actually similar in men and women. Drug absorption in the lung may differ 
according to gender [46]. It has been demonstrated that there is a significant less deposition of 
an aerosolized drug in women than men which has been ascribed to differences in breathing 
patterns. Gastrointestinal transit time is longer in women (mean 91.7 h) than in men (44.8 h), 
as is gastric emptying time. This situation causes delays in the absorption of certain drugs. 
It has been shown for instance that following oral doses of levofloxacin and losartan, the 
areas under the curve (AUC) of these drugs were significantly greater in females than males. 
Moreover, relatively fast absorption of oral salicylates and that of ferrous sulfate has been 
shown in females and prepubertal girls than in boys. After intravenous infusion, the systemic 
clearance of verapamil was shown to be greater in women than in men. In case of propofol, 
women are said to be less sensitive to the effects of propofol and recover from anesthesia more 
quickly than men. This observation was demonstrated in a study that showed that the AUC 
values for the metabolites, 4-hydroxypropofol and propofol glucuronide, were significantly 
higher in women than in men and that this effect was 3.6 times higher in Hispanic females 
than in Caucasian females. On the contrary, protein binding is reportedly higher in males 
than females, for chlordiazepoxide and warfarin. Hepatic enzyme CYP3A4 is more active in 
females than males; drugs metabolized by this enzyme are thus affected more efficiently in 
females than males [47–50].

With regard to age, in children, their low gastric acid secretion can result in increased serum 
concentrations of weak bases and acid-labile medications, such as penicillin, and decreased 
serum concentrations of weak acid medications, such as phenobarbital, due to increased ion-
ization. Additionally, gastric emptying time and intestinal transit time are delayed in pre-
mature infants; this increases drug contact time with the GI mucosa, hereby increasing drug 
absorption. In neonates, infants, and young children, there is increased risk of ADRs because 
of their incapacity to metabolize most drugs due to lack of appropriate enzymes and related 
functions. For instance, in neonates of less than 2 months old, because of their immature renal 
tubular function, it is recommended to avoid digoxin, aminoglycosides, ACE inhibitors, and 
NSAIDs [11, 51–53].

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors8

In the elderly, it is well known that the incidence of diseases increases with aging. A major 
consideration is the presence of comorbid conditions present in aging people that affect 
plasma concentrations of drugs through changes in the extent of absorption, in the rates of 
metabolism and/or excretion, and changes in tissue localization, for example, increased tis-
sue binding leading to reduced plasma concentrations. In case of warfarin, age was found to 
have a significant effect on dosing; older patients require much lower doses than the young 
adults. Furthermore, it is well established that higher gastric pH, delayed gastric empty-
ing, and decreased intestinal motility and blood flow are observed in elderly individuals. 
Consequently, even normal doses for health adults may become overdosage in the elderly 
patients who may experience more and severe adverse effects. Other factors that affect distri-
bution of drugs in the body are changes in body fat and water and changes in protein binding. 
In the elderly, lean body mass can decrease by as much as 12–19% through the loss of skel-
etal muscle. Thus, blood levels of drugs primarily distributed in muscle such as digoxin will 
increase and become a risk for overdose when normal or standard dose are used. Moreover, 
due to a decrease in water concentration in older people, hydrosoluble drugs would reach 
higher concentrations because there is less water to dilute them while liposoluble drugs 
would accumulate more because there is relatively more fat tissue to store them. Furthermore, 
the kidney and liver functions perform less optimally; hence drugs are not readily metabo-
lized and excreted into the urine to be eliminated. This leads to many drugs staying much 
longer than they do in a younger person’s body, the net result would be the prolongation of 
pharmacodynamic effects and occurrence of side effects [2, 54–63].

With regard to disease states, there are pharmacodynamic differences in patients with liver 
disease. Effects have been observed with β-blockers and drugs that depress the CNS. In case 
of β-blockers, it is documented that there is a reduction in β-adrenoceptor density in mono-
nuclear cells which results in a decrease in effect; this has been observed with propranolol. 
Similarly, patients with liver cirrhosis had been found to be particularly sensitive to opi-
oids and anxiolytics. In case of kidney disease, a drug that is 100% metabolized may also 
be affected to some extent particularly its excretion if its metabolites accumulate in plasma, 
leading to an exaggerated response if the metabolites contribute to the pharmacological effect; 
or, atypical toxicity that is not seen when the metabolites are excreted normally. Additionally, 
renal impairment is likely to lead to varying degrees of water loading and this may lead to 
the changes in the concentrations of the drug in the fluid compartments of the body, includ-
ing plasma. Children with cystic fibrosis present with greater renal clearance of drugs such 
as aminoglycosides when compared with children without the disease; this observation sug-
gests that higher doses by weight and more frequent dosing intervals are required in these 
children [64–72].

With regard to drug-drug interactions, it should be said that patients commonly use two or 
more drugs concurrently; some prescribed by their health care providers, others bought by 
themselves or received from family and friends. Because patients are often unaware of the 
multiple drug interactions, they suffer from adverse drug reactions resulting from alterations 
of the pharmacokinetics parameters due to interacting substances; often with the end result 
being a decreased therapeutic efficacy, or an increased toxicity or occurrence of adverse effects. 
The binding of drugs to macromolecules such as receptors on plasma proteins is governed 
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patterns. Gastrointestinal transit time is longer in women (mean 91.7 h) than in men (44.8 h), 
as is gastric emptying time. This situation causes delays in the absorption of certain drugs. 
It has been shown for instance that following oral doses of levofloxacin and losartan, the 
areas under the curve (AUC) of these drugs were significantly greater in females than males. 
Moreover, relatively fast absorption of oral salicylates and that of ferrous sulfate has been 
shown in females and prepubertal girls than in boys. After intravenous infusion, the systemic 
clearance of verapamil was shown to be greater in women than in men. In case of propofol, 
women are said to be less sensitive to the effects of propofol and recover from anesthesia more 
quickly than men. This observation was demonstrated in a study that showed that the AUC 
values for the metabolites, 4-hydroxypropofol and propofol glucuronide, were significantly 
higher in women than in men and that this effect was 3.6 times higher in Hispanic females 
than in Caucasian females. On the contrary, protein binding is reportedly higher in males 
than females, for chlordiazepoxide and warfarin. Hepatic enzyme CYP3A4 is more active in 
females than males; drugs metabolized by this enzyme are thus affected more efficiently in 
females than males [47–50].

With regard to age, in children, their low gastric acid secretion can result in increased serum 
concentrations of weak bases and acid-labile medications, such as penicillin, and decreased 
serum concentrations of weak acid medications, such as phenobarbital, due to increased ion-
ization. Additionally, gastric emptying time and intestinal transit time are delayed in pre-
mature infants; this increases drug contact time with the GI mucosa, hereby increasing drug 
absorption. In neonates, infants, and young children, there is increased risk of ADRs because 
of their incapacity to metabolize most drugs due to lack of appropriate enzymes and related 
functions. For instance, in neonates of less than 2 months old, because of their immature renal 
tubular function, it is recommended to avoid digoxin, aminoglycosides, ACE inhibitors, and 
NSAIDs [11, 51–53].
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In the elderly, it is well known that the incidence of diseases increases with aging. A major 
consideration is the presence of comorbid conditions present in aging people that affect 
plasma concentrations of drugs through changes in the extent of absorption, in the rates of 
metabolism and/or excretion, and changes in tissue localization, for example, increased tis-
sue binding leading to reduced plasma concentrations. In case of warfarin, age was found to 
have a significant effect on dosing; older patients require much lower doses than the young 
adults. Furthermore, it is well established that higher gastric pH, delayed gastric empty-
ing, and decreased intestinal motility and blood flow are observed in elderly individuals. 
Consequently, even normal doses for health adults may become overdosage in the elderly 
patients who may experience more and severe adverse effects. Other factors that affect distri-
bution of drugs in the body are changes in body fat and water and changes in protein binding. 
In the elderly, lean body mass can decrease by as much as 12–19% through the loss of skel-
etal muscle. Thus, blood levels of drugs primarily distributed in muscle such as digoxin will 
increase and become a risk for overdose when normal or standard dose are used. Moreover, 
due to a decrease in water concentration in older people, hydrosoluble drugs would reach 
higher concentrations because there is less water to dilute them while liposoluble drugs 
would accumulate more because there is relatively more fat tissue to store them. Furthermore, 
the kidney and liver functions perform less optimally; hence drugs are not readily metabo-
lized and excreted into the urine to be eliminated. This leads to many drugs staying much 
longer than they do in a younger person’s body, the net result would be the prolongation of 
pharmacodynamic effects and occurrence of side effects [2, 54–63].

With regard to disease states, there are pharmacodynamic differences in patients with liver 
disease. Effects have been observed with β-blockers and drugs that depress the CNS. In case 
of β-blockers, it is documented that there is a reduction in β-adrenoceptor density in mono-
nuclear cells which results in a decrease in effect; this has been observed with propranolol. 
Similarly, patients with liver cirrhosis had been found to be particularly sensitive to opi-
oids and anxiolytics. In case of kidney disease, a drug that is 100% metabolized may also 
be affected to some extent particularly its excretion if its metabolites accumulate in plasma, 
leading to an exaggerated response if the metabolites contribute to the pharmacological effect; 
or, atypical toxicity that is not seen when the metabolites are excreted normally. Additionally, 
renal impairment is likely to lead to varying degrees of water loading and this may lead to 
the changes in the concentrations of the drug in the fluid compartments of the body, includ-
ing plasma. Children with cystic fibrosis present with greater renal clearance of drugs such 
as aminoglycosides when compared with children without the disease; this observation sug-
gests that higher doses by weight and more frequent dosing intervals are required in these 
children [64–72].

With regard to drug-drug interactions, it should be said that patients commonly use two or 
more drugs concurrently; some prescribed by their health care providers, others bought by 
themselves or received from family and friends. Because patients are often unaware of the 
multiple drug interactions, they suffer from adverse drug reactions resulting from alterations 
of the pharmacokinetics parameters due to interacting substances; often with the end result 
being a decreased therapeutic efficacy, or an increased toxicity or occurrence of adverse effects. 
The binding of drugs to macromolecules such as receptors on plasma proteins is governed 

Introductory Chapter: Linkages between Pharmacokinetics and Adverse Effects of Drugs
http://dx.doi.org/10.5772/intechopen.76511

9



by the law of mass action which states that “the rate at which a chemical reaction proceeds is 
proportional to the active masses (usually molar concentrations) of the reacting substances.” 
Taken from chemistry point of view, this concept means that for the reaction to occur, colli-
sion between the reacting molecules must take place. It follows that the rate of reaction will be 
proportional to the number of collisions; while the number of collisions will be proportional 
to the molar concentrations of the reacting molecules. Hence, drugs-foods and drugs-drugs 
interactions will affect the rates of a drug disposition based on the quantities available of 
the doses taken and the synchronicity which implies the presence of both substances at the 
same time for them to interact directly or indirectly through competition or inhibition of rel-
evant receptors. The above observations imply that the degree of drug interaction depends on 
the relative concentrations of each drug; hence, the dose and the time of administration are 
critical elements in the onset of adverse effects resulting from drug-drug interactions. These 
interactions may produce changes in absorption rate, competition for binding sites on plasma 
proteins, oral bioavailability, extent and volume of distribution in organs and tissues, and 
hepatic and renal clearance as well as the extent of elimination from the body. Indeed besides 
other medicines, drugs of abuse, herbal medicines, and foodstuffs have been reported to affect 
the pharmacokinetics of specific drugs [73–78].

The above observations suggest the need for caution when prescribing more than one drug as 
well as the need to counsel patients about the dangers of taking nonprescribed drugs, drugs 
for entertainment including alcoholic drinks without seeking proper advice from health care 
professionals [79–84].

6. Concluding remarks

Adverse effects as unwanted outcomes of drugs effects occur generally when the upper 
threshold of therapeutic dosage range is reached. However, several factors may lower this 
threshold or bring about the trespassing of the therapeutic level. Risks factors include intrin-
sic properties of the drugs and the pharmaceutical dosage forms issues and interactions that 
affect their pharmacokinetics as well as the sociodemographic, health status, and lifestyle 
factors superimposed on the genetic makeup of a person. Clinicians ought to understand the 
pharmacokinetics of a drug before deciding to adjust dosages particularly upwardly as a pre-
cautionary measure to preempt dose-related adverse effects. Equally, they should not refrain 
from doing so when the situation warrants it; such as when the bodyweights of patients have 
significantly increased or when pharmacokinetic changes dictate so.
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Abstract

Green tea reportedly possesses many health beneficial effects as a beverage. Its usage has
even been elevated to therapeutic level for treatment of diseases, including cancer, after
increasing the catechin constituents in green tea extract or through purified catechins
compounds. However, the therapeutic effectiveness of green tea extract or catechin for-
mulae on different diseases is still questionable and inconsistent in reported studies. One
reason is the low and variable bioavailability of catechins or unknown constituents in
green tea extract. The plasma levels of total catechins are usually at submicromolar level
which is well below the effective dose in many in vitro studies. Besides their variable
chemical structures that cause heterogeneity of absorption, green tea catechins are subject
to extensive metabolism by phase II process and catabolism by colonic microbes that
result in complicated pharmacokinetics. It is essential to understand the factors affecting
the pharmacokinetics and metabolic profiles in plasma and tissues based on animal and
human studies before green tea catechins can be applied for therapeutic use.

Keywords: green tea extract, catechins, pharmacokinetics, bioavailability, absorption,
metabolism

1. Introduction

Tea is the most commonly consumed beverage in most populations across the world. Leaves of
the tea plant Camellia sinensis were processed by careful steaming and roasting to produce
green tea for drinks. The major biologically active constituent of green tea is polyphenols,
mainly catechins and their gallate derivatives: (+)-catechin (C), (�)-epicatechin (EC), (�)-
gallocatechin (GC), (�)-epigallocatechin (EGC), (�)-catechin-3-gallate (CG), (�)-epicatechin-3-gal-
late (ECG), gallocatechin-3-gallate (GCG) and (�)-epigallocatechin-3-gallate (EGCG) (Figure 1).
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1. Introduction

Tea is the most commonly consumed beverage in most populations across the world. Leaves of
the tea plant Camellia sinensis were processed by careful steaming and roasting to produce
green tea for drinks. The major biologically active constituent of green tea is polyphenols,
mainly catechins and their gallate derivatives: (+)-catechin (C), (�)-epicatechin (EC), (�)-
gallocatechin (GC), (�)-epigallocatechin (EGC), (�)-catechin-3-gallate (CG), (�)-epicatechin-3-gal-
late (ECG), gallocatechin-3-gallate (GCG) and (�)-epigallocatechin-3-gallate (EGCG) (Figure 1).
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Minor constituents include caffeine, theobromine, and theophylline. Among green tea catechins,
EGCG is the most abundant and biologically active based on animal and human studies [1, 2].
The biological activity is attributed to its structure moiety and hydroxyl groups [3].

Health benefits are evident for green tea catechins including anticancer [4] and antimicrobial
activities [5]. Cancer prevention has been found in the colon, duodenum, esophagus, stomach,
large intestine, liver, lung, mammary glands, and skin [6, 7]. There were in vitro anticancer
effects on adult T-cell leukemia (ATL) caused by a latent infection of human retrovirus HTLV-1
[8]. Drinking green tea could reduce HTLV-1 provirus load in asymptomatic HTLV-1 carriers
[9]. Although the underlying mechanisms for cancer-prevention is not well understood, their
antioxidation, free radical scavenger activities [10], and NF-κB inhibitory effect [11] have been
attributed as the major factors.

Although biological and intervention studies have indicated various beneficial effects, results
of clinical studies are not conclusive [12, 13]. Inconsistent findings may be attributed to
variations of methodologies and study conditions such as differences in infusion techniques,
consumption behavior, production methods, compositions of green tea constituents, and
absorption profiles, among different study cohorts. Pharmacokinetics of green tea catechins
have been studied using defined green tea catechin extract (GTE), Polyphenon E, and EGCG
with variable doses of administration [14, 15]. Oral bioavailability of tea catechins in human
plasma was found having 5 to 50 times lower than the level needed to exert biological activities
in in vitro systems [16, 17]. Other studies showed very high free EGCG peak plasma concen-
trations, 300, 1970, and 2020 ng/mL, after ingestion of 3, 5, or 7 capsules of Sunphenon DCF-1
(containing 225, 375, and 525 mg EGCG), which is a green tea extract obtained by a defined
protocol [18, 19]. Dosage affects the bioavailability of catechins. Many studies showed large

Figure 1. Structures of catechins.
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variations of bioavailability of catechins which is related to their beneficial effects. Understand-
ing the pharmacokinetics of catechins is important.

2. Pharmacokinetics of catechins

It is essential to know the effective concentrations and forms of catechins present in plasma
and tissues after ingestion. Pharmacokinetics is a study of the absorption, distribution, metab-
olism, elimination, and bioavailability of catechins following administration. In brief, after oral
administration of green tea or extract, catechins are absorbed from the small intestine and
remaining excess catechins pass to the colon. In the small intestine, catechins are conjugated
with glucuronic acid, sulfate or by O-methylation. Some catechins with secreted bile in an
enterohepatic recirculation process pass into the colon and are degraded into different flavo-
noid rings by resident microorganisms. The catabolized phenolic acids can be reabsorbed into
the circulation and excreted into urine. Catechins, their conjugated metabolites, and a large
amount of catabolized small phenolic acids can be distributed to various organs and tissues,
absorbed by tissue cells, further metabolized, and perform various biological actions (Figure 2).

Figure 2. Schematic diagram showing the absorption, distribution, metabolism, elimination of catechins in the body.
Thick and fill arrows indicate the flow of large amount of colon metabolites. Thin and hollow arrows depict low amount
of present catechins flowing in the body.
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3. Absorption

3.1. Conditions affecting absorption

Unlike other flavonoids, catechins exist as aglycone form. Their absorption is not influenced by
glucosidase digestion in the small intestine [20]. They can be absorbed directly across the
intestinal surface. The absorption depends on the physicochemical properties such as molecu-
lar size, steric configuration, solubility, hydrophilicity, pKa, and the presence of galloylated
derivatives [21]. The presence of food matrix and drugs in the intestinal cavity also influences
the absorption.

The oral bioavailability or catechins absorption is usually relatively low [22, 23]. The plasma
concentration is usually 5–50 times less than the effective biological active concentrations in
many in vitro studies [23]. In one study, green tea extract tablets containing 16.7 mg of EC,
44.9 mg of EGC, 11.1 mg of ECG, and 42.9 mg of EGCG were given to eight human subjects.
Their mean maximum plasma levels (Cmax) were 34.7, 60.6, 20.9, and 42.8 ng/mL, respectively
[24]. The absorption process of catechins and their metabolites may involve efflux transporters,
like multidrug resistance-associated protein 2 (MRP2), in the small intestine resulting in low
bioavailability [25]. It has been reported that ungallated catechins were effluxed by MRPs
expressed in a Caco-2 monolayer cells model [26]. In human, a non-proportional surge of area
under curve (AUC), Cmax, and total and free plasma level of EGCG appeared following
increase of oral dosage of a green tea extract (GTE) preparation, Polyphenon E, from 800 to
1200 mg [27]. It was possible that the efflux mechanism was saturated at higher dose causing
surge of catechins absorption at high dose.

P-glycoprotein (P-gp) is a transporter or efflux transporter for many molecules including
catechins [28, 29]. EGCG can interact with P-gp and affect the absorption of other drugs. On
the contrary, co-administration of some drugs can affect the absorption of green tea catechins
[30]. Polymorphisms of P-gp in human and in vitro studies were associated with variations of
Cmax and AUC of catechins after ingestion of green tea extract [31]. Competitive catechin-
drug interaction of transporters also reduced plasma concentration of β-blocker nadolol medi-
ated by organic anion-transporter OATP1A2 [32]. Oral catechins absorption can also be
affected by food intake. The average maximum free EGCG and EGC plasma concentrations in
human, following administration of the GTE Polyphenon E, increased 3.5-fold from the fasting
condition. While the total plasma levels of free and conjugated epigallocatechin (EGC) were
not affected, the plasma level of total epicatechins was lowered [33]. In addition, the bioavail-
ability of EGCG taken in capsule form was 2.7 and 3.5 times higher from fasting condition than
when taken with light breakfast or strawberry sorbet [34].

EGCG is stable in acidic condition as in the stomach but unstable in higher pH in the intestine.
After passing through the stomach, the EGCG present in the gastric juice is neutralized by
bicarbonate ions secreted by the pancreas in the duodenum where EGCG is degraded rapidly
[29, 33]. Only about 1% EGCG can be measured in the small intestines after 1-h incubation [35].
Although the acidic condition in a strawberry sorbet or fruit juice could protect EGCG, the
subsequently bicarbonate neutralization still leads to EGCG degradation. In addition, food can
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delay gastric emptying rate. The delay would subsequently reduce the Cmax (824.2 � 75.1 ng/
mL for EGCG without food; 231.8 � 134.3 ng/mL and 218.0 � 160.0 ng/mL with breakfast and
strawberry sorbet) due to prolonging the time to Cmax (Tmax) (60 � 34.6 min for EGCG
without food; 120 � 34.6 and 120 � 34.6 min with breakfast and strawberry sorbet).

3.2. Absorption in the presence of food

On the other hand, lower bioavailability is not due to the elimination difference in the presence
of food because the half-life of elimination was not significantly different between empty
stomach and with food [36]. Moreover, food components could irreversibly and reversibly
interact with catechins to affect their absorption in the proximal region of small intestine [37].
It also increased the viscosity of digestive fluid to reduce the dissolution of catechins [38], and
induced bile acid secretion to promote elimination of the absorbed catechins. These are factors
causing low oral and variable bioavailability of catechins. Despite catechins being stable in the
stomach, the oligomer form of catechins, proanthocyanidins, are hydrolyzed to monomer or
dimer in the acidic condition [39]. However, an in vivo study has not shown hydrolyzed
product present in the gastric juice [36].

Milk has been reported to reduce catechin absorption [11] due to interaction with protein
molecules [40]. Alcohol increased the solubility of catechins but did not increase plasma levels
of catechins [41]. Co-administration of butter with tea, on the other hand, could decrease the
Cmax of EGCG, EGC, EC, GCG, GC, and ECG by more than 40%. It also prolonged the mean
residence times (MRT) of free EGCG, EGC, EC, GC and ECG by more than 40%. However, the
levels of total (free and conjugated) catechins were not affected. Butter could modify catechins
metabolism by increasing the conjugation in the intestine possibly through increasing the
expression of UGT1A1 [42, 43]. Both forms of catechins excreted into feces increased from 124
to 232%. It suggests biliary secretion of EGCG, EGC, EC, GCG, and GC increased in response
to lipid absorption. Similarly, obese SD rats with hyperlipidemia also increased fecal excretion
of catechins from 0.52–1.3 to 1.2–3.4% when compared to normal rats. Lipids may alter the
metabolism and the relative proportions of the microflora in the colon [44] and, subsequently,
affect catechin catabolism. Since catechin catabolites have been attributed to many biological
activities [45], the consequence of suppressing catechins metabolism remains to be elucidated.
Furthermore, lipids can delay the gastric emptying causing Tmax increase [46]. Chocolate
supplement caused the Tmax delay from 1–2 to 3.2–3.8 h [47].

In contrast to a lipid meal, carbohydrate rich meals, could increase the oral bioavailability
(AUC) of flavanol by 140% [48]. The bioavailability of EGC and EGCG was significantly
enhanced when administered with mixture of GTE (50 mg), sucrose and ascorbic acid (3237.0
and 181.8 pmol*h/L respectively) comparing to green tea (1304.1 and 61.0 pmol*h/L plasma
respectively) in Sprague Dawley (SD) rats [49]. In addition, green tea mixed with vitamin C
and xylitol also improved flavanols absorption in human. The Cmax, Tmax, and AUC of
flavanols in plasma were 5980.58μg/mL, 2.14 h, and 18,915.56 h.μg/mL, respectively compar-
ing to the AUC of green tea control, 13,855.43 h.μg/mL. Sugar also delays gastric emptying,
that in turns delays the Tmax [50]. Ascorbic acid and sucrose can improve catechin absorption
through suppressing intestinal effluxing the absorbed catechins and stabilizing catechins in the
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3. Absorption
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drug interaction of transporters also reduced plasma concentration of β-blocker nadolol medi-
ated by organic anion-transporter OATP1A2 [32]. Oral catechins absorption can also be
affected by food intake. The average maximum free EGCG and EGC plasma concentrations in
human, following administration of the GTE Polyphenon E, increased 3.5-fold from the fasting
condition. While the total plasma levels of free and conjugated epigallocatechin (EGC) were
not affected, the plasma level of total epicatechins was lowered [33]. In addition, the bioavail-
ability of EGCG taken in capsule form was 2.7 and 3.5 times higher from fasting condition than
when taken with light breakfast or strawberry sorbet [34].

EGCG is stable in acidic condition as in the stomach but unstable in higher pH in the intestine.
After passing through the stomach, the EGCG present in the gastric juice is neutralized by
bicarbonate ions secreted by the pancreas in the duodenum where EGCG is degraded rapidly
[29, 33]. Only about 1% EGCG can be measured in the small intestines after 1-h incubation [35].
Although the acidic condition in a strawberry sorbet or fruit juice could protect EGCG, the
subsequently bicarbonate neutralization still leads to EGCG degradation. In addition, food can
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mL for EGCG without food; 231.8 � 134.3 ng/mL and 218.0 � 160.0 ng/mL with breakfast and
strawberry sorbet) due to prolonging the time to Cmax (Tmax) (60 � 34.6 min for EGCG
without food; 120 � 34.6 and 120 � 34.6 min with breakfast and strawberry sorbet).

3.2. Absorption in the presence of food

On the other hand, lower bioavailability is not due to the elimination difference in the presence
of food because the half-life of elimination was not significantly different between empty
stomach and with food [36]. Moreover, food components could irreversibly and reversibly
interact with catechins to affect their absorption in the proximal region of small intestine [37].
It also increased the viscosity of digestive fluid to reduce the dissolution of catechins [38], and
induced bile acid secretion to promote elimination of the absorbed catechins. These are factors
causing low oral and variable bioavailability of catechins. Despite catechins being stable in the
stomach, the oligomer form of catechins, proanthocyanidins, are hydrolyzed to monomer or
dimer in the acidic condition [39]. However, an in vivo study has not shown hydrolyzed
product present in the gastric juice [36].

Milk has been reported to reduce catechin absorption [11] due to interaction with protein
molecules [40]. Alcohol increased the solubility of catechins but did not increase plasma levels
of catechins [41]. Co-administration of butter with tea, on the other hand, could decrease the
Cmax of EGCG, EGC, EC, GCG, GC, and ECG by more than 40%. It also prolonged the mean
residence times (MRT) of free EGCG, EGC, EC, GC and ECG by more than 40%. However, the
levels of total (free and conjugated) catechins were not affected. Butter could modify catechins
metabolism by increasing the conjugation in the intestine possibly through increasing the
expression of UGT1A1 [42, 43]. Both forms of catechins excreted into feces increased from 124
to 232%. It suggests biliary secretion of EGCG, EGC, EC, GCG, and GC increased in response
to lipid absorption. Similarly, obese SD rats with hyperlipidemia also increased fecal excretion
of catechins from 0.52–1.3 to 1.2–3.4% when compared to normal rats. Lipids may alter the
metabolism and the relative proportions of the microflora in the colon [44] and, subsequently,
affect catechin catabolism. Since catechin catabolites have been attributed to many biological
activities [45], the consequence of suppressing catechins metabolism remains to be elucidated.
Furthermore, lipids can delay the gastric emptying causing Tmax increase [46]. Chocolate
supplement caused the Tmax delay from 1–2 to 3.2–3.8 h [47].

In contrast to a lipid meal, carbohydrate rich meals, could increase the oral bioavailability
(AUC) of flavanol by 140% [48]. The bioavailability of EGC and EGCG was significantly
enhanced when administered with mixture of GTE (50 mg), sucrose and ascorbic acid (3237.0
and 181.8 pmol*h/L respectively) comparing to green tea (1304.1 and 61.0 pmol*h/L plasma
respectively) in Sprague Dawley (SD) rats [49]. In addition, green tea mixed with vitamin C
and xylitol also improved flavanols absorption in human. The Cmax, Tmax, and AUC of
flavanols in plasma were 5980.58μg/mL, 2.14 h, and 18,915.56 h.μg/mL, respectively compar-
ing to the AUC of green tea control, 13,855.43 h.μg/mL. Sugar also delays gastric emptying,
that in turns delays the Tmax [50]. Ascorbic acid and sucrose can improve catechin absorption
through suppressing intestinal effluxing the absorbed catechins and stabilizing catechins in the
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lumen. Consistently, there was 6–11 times increase in intestinal uptake of total catechins
comparing to green tea control following administered green tea with xylitol/citric acid and
xylitol/vitamin C [51].

Besides the effect of food and drug interaction, we found catechins absorption steric and
structural dependent [52]. In one study, we fed 550 mg/kg GTE to SD rats. After normalization
with the input oral doses, the relative AUC0-20 h of epi-isomers in the plasma was higher than
its enantiomers, with the level of EGC > GC, EC > C, and EGCG>GCG. Also, the plasma levels
of ungallated catechins (EGC, GC, and EC) were higher than gallated catechins (EGCG, GCG,

Figure 3. Diagrams showing the normalized relative AUC levels of total catechins (conjugated and free form) in ocular
fluid and tissues. (a) Relative AUC levels of different catechins in the plasma after normalization by the corresponding
input catechin dose in the GTE. Ungallate levels showed higher than gallate derivatives while epimers were higher than
non-epimers. (b) Relative AUC levels of catechins in vitreous and aqueous humor. Vitreous humor showed selective to
non-epimer but no selectivity on gallated and ungallated catechins. No particular trends of catechins selectivity appeared
in aqueous humor. (c) Relative AUC levels of catechins in retina, lens, cornea and choroids-sclera. Adapted from Chu et al.
[52].
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and ECG) (Figure 3). Catechins absorption should involve selective mechanisms and different
transporters. Moreover, when administrated with another GTE with higher proportion of
EGCG orally, the relative AUC of GC is higher than EC while other patterns of the AUC levels
remained the same [53]. It indicated that unknown interaction of absorptions between cate-
chins and EGCG promotes catechin absorption. In addition, although EGCG is dominantly
present in the GTE, its relative AUC level is very low, suggesting EGCG was not favorably
absorbed in the intestine (Figure 4).

4. Metabolism

4.1. Effects of conjugations

Catechins are mainly metabolized by phase 2 conjugation processes through methylation,
sulfation, and glucuronidation in the intestine and liver after oral administration. Glucuronidation
and sulfation mainly occur in the intestine, whereas glucuronidation, sulfation, and methylation
occur in the liver. Some conjugates are further methylated. Glucuronidation and sulfation can
increase the polarity of catechins to enhance solubility and facilitate their eliminations through
urine. EGCG, EGC and EC glucuronide and sulfate were commonly found in plasma [20, 27]. O-
methyl-EGC-O-glucuronides and O-methyl-EC-O-sulfates were found in human urine [54] and

Figure 4. Summary of factors influencing the bioavailability and absorption.
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EGCG orally, the relative AUC of GC is higher than EC while other patterns of the AUC levels
remained the same [53]. It indicated that unknown interaction of absorptions between cate-
chins and EGCG promotes catechin absorption. In addition, although EGCG is dominantly
present in the GTE, its relative AUC level is very low, suggesting EGCG was not favorably
absorbed in the intestine (Figure 4).
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4.1. Effects of conjugations

Catechins are mainly metabolized by phase 2 conjugation processes through methylation,
sulfation, and glucuronidation in the intestine and liver after oral administration. Glucuronidation
and sulfation mainly occur in the intestine, whereas glucuronidation, sulfation, and methylation
occur in the liver. Some conjugates are further methylated. Glucuronidation and sulfation can
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methylated EGC conjugates were detected in human plasma after oral GTE administration [55],
but the metabolites were not found in plasma in the other study [56].

A large amount of catechins were further catabolized by microflora in the colon, reabsorbed
into plasma, and eliminated through urine. Major catechins catabolites were phenylvaleric
acid and phenylvalerolactones, such as 5-(30, 40, 50-trihydroxyphenyl)-γ-valerolactone (M4)
and 5-(30, 40-dihydroxyphenyl)-γ-valerolactone (M6) [57]. They can be further metabolized
and shortened to C6-C1 phenolic and aromatic acids, and then reabsorbed to enter the circula-
tion and excreted into urine. These small phenolic acids can be conjugated to valerolactone-
30-O-sulfate, pyrogallol-2-O-sulfate, Pyrogallol-2-O-glucuronide, and vanilloylglycine for excre-
tion in urine [58]. EGC and EC were metabolized into M4 andM6 and excreted likewise. EGCG
was metabolized to EGC and 5-(30,50-dihydroxyphenyl)-γ-valerolactone in the rat. The amount
of metabolites was about 6–39% of the ingested EGC and EC [59]. Elevated hippuric acid
(N-benzoylglycine) in excretion after green tea consumption by healthy volunteers comparing
to ileostomist also indicated extensive catabolism of catechins in the colon [60].

Owing to extensive metabolism, a wide variety of metabolites of catechins were found in
the plasma and urine after green tea consumption [61]. Ten metabolites, in the form of
O-methylated, sulfated, and glucuronide conjugates of EC and EGC, were identified in human
plasma, where only low levels, 55 and 25 nM, of intact EGCG and ECG were present. The
phase II catechin metabolites in urine were about 8% of the total catechin intake. Ileal fluid
from ileostomist fed with catechins contained about 33% parent compounds and 37% of 23
catechins conjugates, similar to healthy subjects [62]. About 70% of the ingested catechins that
were found as naïve catechins and conjugated metabolites, indicated that catechins were
mainly metabolized after glucuronidation, sulfation and methylation, and were effluxed back
into the lumen without extensive catabolism in the intestine. These compounds entered into
the colon and were subsequently hydrolyzed by resident microflora to remove the conjugated
moieties, releasing the aglycones and further catabolized into low molecular weight phenolic
acids by ring fission. Consequently, substantial amount of the gallated catechins (47% of input
dose) were detected in ileal fluid, and small amount of phenolic acids, pyrocatechol and
pyrogallol derived from the gallic acid moiety, were detected in human urine after green tea
consumption [63]. Other catabolites, 4-hydroxybenzoic acid, 5-(3,4,5-trihydroxyphenyl)-γ-
valeric acid, 3-(3-hydroxyphenyl)-3-hydroxypropionic acid, hippuric acid, 3-methoxy-4-
hydroxyphenylacetic acid, and 4-hydroxyphenylacetic acid, were also found in urine. These
phenolic acid catabolites account to about 40% of the intake, and would account for the major
biological activity of catechins instead of the low bioavailability of the parent compounds.

4.2. Microbial metabolism

The efficiency of microbial metabolism on catechins was well reported in a GTE study on cows
[64]. Different doses of GTE was applied intraruminally (10 and 50 mg/kg) and duodenally (10,
20 and 30 mg/kg BW) to dairy cows. No catechin could be found in the plasma for both doses
after intraruminal administration. However, plasma concentrations of EC, EGC, and EGCG
were increased on increasing dosage after intraduodenal administration. It demonstrated the
high metabolism efficiency of ruminal microorganisms under intraruminal administration.
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4.3. Effects of metabolism on pharmacokinetics

Catechins are suffered from extensive and different types of metabolisms. Also, some conju-
gates formation, like sulfates, are resistant to enzymatic hydrolysis during the sample prepa-
ration of chemical analysis [65]. These are reasons contributing to the large variation of
pharmacokinetics data in reported studies.

Catechins contain many epimers with different steric structures, the enantiomers are absorbed
and metabolized differently. For example, absorption of (�)-C was lower than (+)-C [66]. A
study on metabolism of flavan-3-ols in human males ingested with equal quantities of (�)-EC,
(�)-C, (+)-EC, and (+)-C reported different bioavailability. The plasma and urine showed
different levels of stereoisomers with (�)-EC > (+)-EC > (+)-C > (�)-C. Also, different levels of
non-methylated conjugations, and 30- and 400-O-methylation of epimers were found, indicating
stereoisomers can affect the metabolism of each other in the phase II metabolism [67]. Unlike
ungallated catechin, the conjugation of gallate derivatives, such as ECG and EGCG, were not
found in plasma and urine [68]. The galloyl moiety might inhibit phase II metabolism. In
another study, about 50% of ingested EGCG was found from ileal fluid in ileostomists indicat-
ing EGCG was hardly absorbed. Only 1% of phase II conjugate of EGCG was detected in ileal
fluid, showing excretion of EGCG directly from the enterocytes rather than being metabolized
in the liver and entering into the enterohepatic recirculation [69].

5. Distribution

Most distribution studies were conducted in rodents. In one study, green tea polyphenols (0.6%)
were given to rats for 8 days. Total (conjugated and free) EGC and EC levels were found in the
bladder, large intestine, kidney, lung, and esophagus at 2–3, 1–3, 1–2, 0.5–1, 0.5–0.7 micromole
levels, respectively. However, they were almost undetectable in spleen, liver, thyroid, and heart
[70]. The total EGCG levels in large intestine, esophagus, and bladder were 1.1, 0.61, and 0.44
micromoles while kidney, prostate, spleen, liver, and lung were undetected. In a 12-day study in
mice, Tmax of tea catechins in the lung and liver occurred on Day 4, but the level was decreased
from then on. Catechin concentrations in the lung were always higher than that in the liver [67].
In an EGCG study on rats at 500 mg/kg orally, the Cmax of EGCG in the small intestine mucosa,
colon mucosa, liver, plasma, and brain were 565, 69, 48, 12, and 0.5 μmol/L, respectively [68]. It
appears the level of distribution is related to the extent of catechins contact to the tissues.

Furthermore, we found that catechins can be distributed into various ocular tissues including
aqueous humor, vitreous humor, choroid-sclera, retina, lens, and cornea. After feeding 550mg/kg
GTE to SD rats, the Cmax of GC and ECG can reach to more than 10 and 1 μmol/kg, respec-
tively, in the choroid-sclera and retina and 1 μmol/kg in the lens [52] (Table 1). Levels of
catechins disposed in the ocular tissue could reach the effective dose. In our studies, green tea
extract can exert anti-oxidation, anti-inflammation and anti-apoptotic effects on the ocular
tissues especially for retina [52, 53, 69]. However, doubled the dose of EGCG in another GTE
resulted surge of EGCG deposing in the ocular tissues and caused the retina turning to
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methylated EGC conjugates were detected in human plasma after oral GTE administration [55],
but the metabolites were not found in plasma in the other study [56].

A large amount of catechins were further catabolized by microflora in the colon, reabsorbed
into plasma, and eliminated through urine. Major catechins catabolites were phenylvaleric
acid and phenylvalerolactones, such as 5-(30, 40, 50-trihydroxyphenyl)-γ-valerolactone (M4)
and 5-(30, 40-dihydroxyphenyl)-γ-valerolactone (M6) [57]. They can be further metabolized
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Owing to extensive metabolism, a wide variety of metabolites of catechins were found in
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O-methylated, sulfated, and glucuronide conjugates of EC and EGC, were identified in human
plasma, where only low levels, 55 and 25 nM, of intact EGCG and ECG were present. The
phase II catechin metabolites in urine were about 8% of the total catechin intake. Ileal fluid
from ileostomist fed with catechins contained about 33% parent compounds and 37% of 23
catechins conjugates, similar to healthy subjects [62]. About 70% of the ingested catechins that
were found as naïve catechins and conjugated metabolites, indicated that catechins were
mainly metabolized after glucuronidation, sulfation and methylation, and were effluxed back
into the lumen without extensive catabolism in the intestine. These compounds entered into
the colon and were subsequently hydrolyzed by resident microflora to remove the conjugated
moieties, releasing the aglycones and further catabolized into low molecular weight phenolic
acids by ring fission. Consequently, substantial amount of the gallated catechins (47% of input
dose) were detected in ileal fluid, and small amount of phenolic acids, pyrocatechol and
pyrogallol derived from the gallic acid moiety, were detected in human urine after green tea
consumption [63]. Other catabolites, 4-hydroxybenzoic acid, 5-(3,4,5-trihydroxyphenyl)-γ-
valeric acid, 3-(3-hydroxyphenyl)-3-hydroxypropionic acid, hippuric acid, 3-methoxy-4-
hydroxyphenylacetic acid, and 4-hydroxyphenylacetic acid, were also found in urine. These
phenolic acid catabolites account to about 40% of the intake, and would account for the major
biological activity of catechins instead of the low bioavailability of the parent compounds.

4.2. Microbial metabolism

The efficiency of microbial metabolism on catechins was well reported in a GTE study on cows
[64]. Different doses of GTE was applied intraruminally (10 and 50 mg/kg) and duodenally (10,
20 and 30 mg/kg BW) to dairy cows. No catechin could be found in the plasma for both doses
after intraruminal administration. However, plasma concentrations of EC, EGC, and EGCG
were increased on increasing dosage after intraduodenal administration. It demonstrated the
high metabolism efficiency of ruminal microorganisms under intraruminal administration.
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ration of chemical analysis [65]. These are reasons contributing to the large variation of
pharmacokinetics data in reported studies.

Catechins contain many epimers with different steric structures, the enantiomers are absorbed
and metabolized differently. For example, absorption of (�)-C was lower than (+)-C [66]. A
study on metabolism of flavan-3-ols in human males ingested with equal quantities of (�)-EC,
(�)-C, (+)-EC, and (+)-C reported different bioavailability. The plasma and urine showed
different levels of stereoisomers with (�)-EC > (+)-EC > (+)-C > (�)-C. Also, different levels of
non-methylated conjugations, and 30- and 400-O-methylation of epimers were found, indicating
stereoisomers can affect the metabolism of each other in the phase II metabolism [67]. Unlike
ungallated catechin, the conjugation of gallate derivatives, such as ECG and EGCG, were not
found in plasma and urine [68]. The galloyl moiety might inhibit phase II metabolism. In
another study, about 50% of ingested EGCG was found from ileal fluid in ileostomists indicat-
ing EGCG was hardly absorbed. Only 1% of phase II conjugate of EGCG was detected in ileal
fluid, showing excretion of EGCG directly from the enterocytes rather than being metabolized
in the liver and entering into the enterohepatic recirculation [69].

5. Distribution

Most distribution studies were conducted in rodents. In one study, green tea polyphenols (0.6%)
were given to rats for 8 days. Total (conjugated and free) EGC and EC levels were found in the
bladder, large intestine, kidney, lung, and esophagus at 2–3, 1–3, 1–2, 0.5–1, 0.5–0.7 micromole
levels, respectively. However, they were almost undetectable in spleen, liver, thyroid, and heart
[70]. The total EGCG levels in large intestine, esophagus, and bladder were 1.1, 0.61, and 0.44
micromoles while kidney, prostate, spleen, liver, and lung were undetected. In a 12-day study in
mice, Tmax of tea catechins in the lung and liver occurred on Day 4, but the level was decreased
from then on. Catechin concentrations in the lung were always higher than that in the liver [67].
In an EGCG study on rats at 500 mg/kg orally, the Cmax of EGCG in the small intestine mucosa,
colon mucosa, liver, plasma, and brain were 565, 69, 48, 12, and 0.5 μmol/L, respectively [68]. It
appears the level of distribution is related to the extent of catechins contact to the tissues.

Furthermore, we found that catechins can be distributed into various ocular tissues including
aqueous humor, vitreous humor, choroid-sclera, retina, lens, and cornea. After feeding 550mg/kg
GTE to SD rats, the Cmax of GC and ECG can reach to more than 10 and 1 μmol/kg, respec-
tively, in the choroid-sclera and retina and 1 μmol/kg in the lens [52] (Table 1). Levels of
catechins disposed in the ocular tissue could reach the effective dose. In our studies, green tea
extract can exert anti-oxidation, anti-inflammation and anti-apoptotic effects on the ocular
tissues especially for retina [52, 53, 69]. However, doubled the dose of EGCG in another GTE
resulted surge of EGCG deposing in the ocular tissues and caused the retina turning to
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pro-oxidative status and reducing the anti-apoptotic effect. Catechins disposition into ocular
compartments also exhibited steric selectivity. Vitreous humor was selective to non-epimer
catechins but without any structural preference to ungallated catechins as shown in the
plasma. Ocular tissues, on the contrary, did not show any specific disposition except GC was
dominated in retina, choroid-sclera, and the lens. Of note, it is our study on rat fetus. We also
found catechins can penetrate into various fetal tissues, including brain, eye, lung, heart, liver,
and kidney, following feeding to pregnant SD rat [71]. However, the Cmax levels of catechins
were below micromolar level. The effective biological activity on the fetus is still questionable.
Nevertheless, the Cmax of EGCG in the fetal eye could reach to 0.83 μM that may affect the
ocular development in this critical stage.

We have found GTE, Theaphenon® E, containing 70% EGCG, exerted biological effects on
various ocular diseases models. High oral dose of GTE, 550 mg/kg, suppressed various inflam-
mation responses in the iris and ciliary body, and aqueous humor following LPS-induced
ocular inflammation [69]. Our latest unpublished data also showed that it inhibited retina
inflammation through reduction of microglial cells and suppression of astroglial reactions. In
another sodium iodate-induced retina degeneration model, oral administration of 550 mg/kg
Theaphenon® E or catechins mixtures containing 438 mg/kg EGCG could protect retina from
disruptive folding caused by sodium iodate [72]. Such effects were possibly exerted through
their anti-oxidative effects as demonstrated by the reduction of 8-iso-PGF2α, superoxide
dismutase, and glutathione peroxidase levels in the retina. The anti-oxidative properties also
contributed to cataract inhibition, through cataracto-static ability as convincingly revealed by
Thiagarajan et al. [73]. The antioxidation protection was also supported by our previous study
[53]. Theaphenon® E increased the GSH/GSSG ratio and reduced 8-iso-PGF2α level in the lens,
although the catechins levels inside the lens was relative low comparing to other ocular tissues.

GC EGC C EC EGCG GCG ECG

Cmax (nM)

Plasma 91.5 � 57.4 754.9 � 235.8 139.0 � 57.0 1258.4 � 294.0* 310.4 � 59.9 50.8 � 10.4 159.1 � 33.9

Aqueous humor – 602.9 � 116.7* 127.4 � 62.8 138.9 � 58.5 13.2 � 5.1 33.5 � 20.4 47.8 � 8.1

Vitreous humor 110.6 � 22.1* 15.9 � 7.0 96.5 � 23.3* 20.5 � 10.6 15.4 � 2.7 20.9 � 9.9 14.0 � 5.1

Cmax (pmol/g)

Choroid-sclera 11461.8 � 5168.7* 1506.3 � 941.1 477.6� 346.9 283.5 � 66.5 184.4 � 39.0 220.5 � 69.7 10.7 � 4.3

Retina 22729.4 � 4229.4* 8020.8 � 1658.49* 492.7� 235.2 608.0 � 112.0 259.1 � 67.2 3.2 � 1.9 –

Lens 1558.1 � 318.4* 1172.3 � 207.8* 300.0� 151.5 72.3 � 19.1 149.1 � 26.5 18.0 � 6.6 90.3 � 45.8

Cornea – 359.4 � 66.8* 58.5 � 15.4 30.6 � 5.7 25.2 � 15.5 10.7 � 3.9 91.1 � 18.7

Adapted from Chu et.al. [52].
* Indicates that the catechin(s) has significant higher (p < 0.05, n = 6) level of the parameter in the corresponding biological fluid or
tissue than the others as analyzed by compared by nonparametric Kruskal-Wallis H method.

Table 1. Maximum concentration of catechins in plasma, humors, eye tissues after a single dose of 550 mg/kg of
Sunphenon DCF-1 green tea extract administrated orally to rats.
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In a human study, green tea and black tea were given to patients 5 days prior to undergoing
prostatectomy surgery. Four main catechins were found in the prostate tissue ranging from 21 to
107 pmol/g [74]. Similar amount of EGCG and 400-O-methyl EGCG were found in the prostate
tissue in a following study [75]. Since only trace amounts of 400-O-methyl EGCG were present in
human plasma after green tea consumption, it suggested that catechol O-methyltransferase was
present in prostate to methylate EGCG [76].

6. Elimination

Catechins are mainly cleared through urinary and biliary excretion. Non-galloylated catechins
are mainly excreted in urine in the form of parent and conjugated compounds. Galloylate
catechins are mainly excreted through biliary excretion to the colon. In one study, minor epi- or
gallocatechin-O-sulfates were detected in urine, while aglycones, ECG and EGCG, were absent
after green tea consumption [68]. No conjugates of ECG and EGCG were detected in urine
suggesting the gallate derivatives did not undergo phase II metabolism. The flavan-3-ol metab-
olites excreted were equivalent to 8.1% of ingested green tea flavan-3-ols [68]. Other studies
found catechin metabolites accounted for 28.5% of intake, whereas gallocatechin metabolites
accounted for 11.4% of the ingested (�)-epigallocatechin and (+)-gallocatechin [77]. EGCG can-
not be detected in urine showing its elimination is not renal. On the other hand, EGCG may be
degalloylated to other catechins in the liver after absorption through small intestine, subse-
quently metabolized and eliminated into urine resulting EGCG absent in there. However, EGCG
and its metabolites could not be found in ileostomists urine suggested EGCGwas not eliminated
through the internal degalloylation process [78] because EGCG could be absorbed through colon
and eliminated directly into urine. In addition, the half-lives of non-gallated catechins, EGC and
EC, were shorter than gallated catechins, EGCG and ECg [31]. It may be because the more
hydrophobic gallated catechins bind stronger to serum proteins and exist in non-conjugated free
form that is not favorable for renal excretion [79, 80]. On the other hand, oral administration of
catechins in rats found relative amounts of EC, EGCG, and ECG, respectively, at 4.72, 0.17, and
0.25% in urine and 11.0, 7.89, and 5.80% in feces [81]. In an isotope tracing study in rats, about
77% of the total radioactivity was present in bile but only 2.0% in the urine after intravenous
administration of [4-3H]-EGCG [82]. These evidences suggested that the galloyl catechin are
excreted through the bile and eliminated through the feces.

In our study on GTE, Sunphenon, the elimination rates of catechins in retina and choroid-
sclera were in general higher than the humors and plasma. The elimination rate was from
0.19 h�1 for GC to 2.4 h�1 in the retina, while the rate was from 0.04 for EGC to 0.24 for ECG in
vitreous humor in SD rats [52]. However, when the dose of EGCG was doubled in another
GTE, Theaphenon® E, we found the elimination rates of all catechins in the ocular tissues,
particularly the retina, lower than the plasma [53] (Table 2). It appeared that some active
elimination or metabolic mechanisms in ocular tissues facilitated the elimination. The elimina-
tion mechanism actively removed the catechins in the ocular tissues, but the mechanism was
suppressed by the increased EGCG concentration. On the other hand, in our rat fetus study,
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pro-oxidative status and reducing the anti-apoptotic effect. Catechins disposition into ocular
compartments also exhibited steric selectivity. Vitreous humor was selective to non-epimer
catechins but without any structural preference to ungallated catechins as shown in the
plasma. Ocular tissues, on the contrary, did not show any specific disposition except GC was
dominated in retina, choroid-sclera, and the lens. Of note, it is our study on rat fetus. We also
found catechins can penetrate into various fetal tissues, including brain, eye, lung, heart, liver,
and kidney, following feeding to pregnant SD rat [71]. However, the Cmax levels of catechins
were below micromolar level. The effective biological activity on the fetus is still questionable.
Nevertheless, the Cmax of EGCG in the fetal eye could reach to 0.83 μM that may affect the
ocular development in this critical stage.

We have found GTE, Theaphenon® E, containing 70% EGCG, exerted biological effects on
various ocular diseases models. High oral dose of GTE, 550 mg/kg, suppressed various inflam-
mation responses in the iris and ciliary body, and aqueous humor following LPS-induced
ocular inflammation [69]. Our latest unpublished data also showed that it inhibited retina
inflammation through reduction of microglial cells and suppression of astroglial reactions. In
another sodium iodate-induced retina degeneration model, oral administration of 550 mg/kg
Theaphenon® E or catechins mixtures containing 438 mg/kg EGCG could protect retina from
disruptive folding caused by sodium iodate [72]. Such effects were possibly exerted through
their anti-oxidative effects as demonstrated by the reduction of 8-iso-PGF2α, superoxide
dismutase, and glutathione peroxidase levels in the retina. The anti-oxidative properties also
contributed to cataract inhibition, through cataracto-static ability as convincingly revealed by
Thiagarajan et al. [73]. The antioxidation protection was also supported by our previous study
[53]. Theaphenon® E increased the GSH/GSSG ratio and reduced 8-iso-PGF2α level in the lens,
although the catechins levels inside the lens was relative low comparing to other ocular tissues.
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Retina 22729.4 � 4229.4* 8020.8 � 1658.49* 492.7� 235.2 608.0 � 112.0 259.1 � 67.2 3.2 � 1.9 –

Lens 1558.1 � 318.4* 1172.3 � 207.8* 300.0� 151.5 72.3 � 19.1 149.1 � 26.5 18.0 � 6.6 90.3 � 45.8

Cornea – 359.4 � 66.8* 58.5 � 15.4 30.6 � 5.7 25.2 � 15.5 10.7 � 3.9 91.1 � 18.7

Adapted from Chu et.al. [52].
* Indicates that the catechin(s) has significant higher (p < 0.05, n = 6) level of the parameter in the corresponding biological fluid or
tissue than the others as analyzed by compared by nonparametric Kruskal-Wallis H method.
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Sunphenon DCF-1 green tea extract administrated orally to rats.
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In a human study, green tea and black tea were given to patients 5 days prior to undergoing
prostatectomy surgery. Four main catechins were found in the prostate tissue ranging from 21 to
107 pmol/g [74]. Similar amount of EGCG and 400-O-methyl EGCG were found in the prostate
tissue in a following study [75]. Since only trace amounts of 400-O-methyl EGCG were present in
human plasma after green tea consumption, it suggested that catechol O-methyltransferase was
present in prostate to methylate EGCG [76].

6. Elimination

Catechins are mainly cleared through urinary and biliary excretion. Non-galloylated catechins
are mainly excreted in urine in the form of parent and conjugated compounds. Galloylate
catechins are mainly excreted through biliary excretion to the colon. In one study, minor epi- or
gallocatechin-O-sulfates were detected in urine, while aglycones, ECG and EGCG, were absent
after green tea consumption [68]. No conjugates of ECG and EGCG were detected in urine
suggesting the gallate derivatives did not undergo phase II metabolism. The flavan-3-ol metab-
olites excreted were equivalent to 8.1% of ingested green tea flavan-3-ols [68]. Other studies
found catechin metabolites accounted for 28.5% of intake, whereas gallocatechin metabolites
accounted for 11.4% of the ingested (�)-epigallocatechin and (+)-gallocatechin [77]. EGCG can-
not be detected in urine showing its elimination is not renal. On the other hand, EGCG may be
degalloylated to other catechins in the liver after absorption through small intestine, subse-
quently metabolized and eliminated into urine resulting EGCG absent in there. However, EGCG
and its metabolites could not be found in ileostomists urine suggested EGCGwas not eliminated
through the internal degalloylation process [78] because EGCG could be absorbed through colon
and eliminated directly into urine. In addition, the half-lives of non-gallated catechins, EGC and
EC, were shorter than gallated catechins, EGCG and ECg [31]. It may be because the more
hydrophobic gallated catechins bind stronger to serum proteins and exist in non-conjugated free
form that is not favorable for renal excretion [79, 80]. On the other hand, oral administration of
catechins in rats found relative amounts of EC, EGCG, and ECG, respectively, at 4.72, 0.17, and
0.25% in urine and 11.0, 7.89, and 5.80% in feces [81]. In an isotope tracing study in rats, about
77% of the total radioactivity was present in bile but only 2.0% in the urine after intravenous
administration of [4-3H]-EGCG [82]. These evidences suggested that the galloyl catechin are
excreted through the bile and eliminated through the feces.

In our study on GTE, Sunphenon, the elimination rates of catechins in retina and choroid-
sclera were in general higher than the humors and plasma. The elimination rate was from
0.19 h�1 for GC to 2.4 h�1 in the retina, while the rate was from 0.04 for EGC to 0.24 for ECG in
vitreous humor in SD rats [52]. However, when the dose of EGCG was doubled in another
GTE, Theaphenon® E, we found the elimination rates of all catechins in the ocular tissues,
particularly the retina, lower than the plasma [53] (Table 2). It appeared that some active
elimination or metabolic mechanisms in ocular tissues facilitated the elimination. The elimina-
tion mechanism actively removed the catechins in the ocular tissues, but the mechanism was
suppressed by the increased EGCG concentration. On the other hand, in our rat fetus study,
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the elimination rates of catechins in the maternal plasma, in general, were faster than the fetal
tissues. The elimination rate of GC and EC were 0.26 and 0.3 h�1 for maternal plasma, whereas
0.08 and 0.1 h�1 for fetal kidney [71].

7. Conclusions

Many pharmacokinetics studies of green tea catechins were conducted on rodents and less
studies in rabbits, dogs, or human. Most of them are oral administration studies. Although the
plasma levels of total catechins are at submicromolar level, which is below the effective dose in
many in vitro studies, tissue dispositions could be much higher. Ungallated catechins are
mainly metabolized by phase II process in the small intestine and liver to form glucuronide/
sulfate conjugates in the plasma and urine while gallated catechins mostly remain intact in the
plasma and are excreted through bile and metabolized by microflora in the colon. High levels
of small metabolized phenolic acids can be reabsorbed into blood stream that may contribute
to the in vivo biological effects.

GC EGC C EC EGCG GCG ECG

λz (h�1)

(a)

Plasma 0.107 � 0.010 0.213 � 0.015 0.104 � 0.038 0.371 � 0.000* 0.236 � 0.007 0.171 � 0.013 0.211 � 0.010

Aqueous humor – 0.045 � 0.001 0.209 � 0.012 0.093 � 0.062 0.304 � 0.012* 0.111 � 0.033 0.124 � 0.043

Vitreous humor 0.166 � 0.010 0.041 � 0.001 0.106 � 0.030 0.067 � 0.004 0.058 � 0.012 0.042 � 0.006 0.224 � 0.035*

Choroid-sclera 0.057 � 0.001 0.461 � 0.015 0.220 � 0.014 0.488 � 0.007 0.267 � 0.019 0.929 � 0.049* –

Retina 0.188 � 0.045 0.203 � 0.050 0.245 � 0.010 2.432 � 0.154* 0.413 � 0.040 – –

Lens 0.302 � 0.049* 0.084 � 0.020 0.234 � 0.032 0.049 � 0.004 0.269 � 0.011 3.16 � 0.13 –

Cornea – 0.170 � 0.031 0.116 � 0.007 0.043 � 0.012 0.125 � 0.001 0.372 � 0.006 0.477 � 0.021*

(b)

Plasma 0.27 � 0.03 0.39 � 0.04 0.37 � 0.08 0.40 � 0.05 0.23 � 0.02 1.25 � 0.38 0.21 � 0.04

Aqueous humor 0.11 � 0.02 0.24 � 0.02 0.13 � 0.03 0.21 � 0.04 0.09 � 0.02 – 0.13 � 0.12

Vitreous humor 0.02 � 0.01* 0.11 � 0.09 0.11 � 0.06 0.10 � 0.03 0.08 � 0.02 – –

Choroid-sclera – 0.25 � 0.09 0.22 � 0.09 0.37 � 0.06 0.08 � 0.04* – 0.15 � 0.07

Retina – 0.04 � 0.03 0.04 � 0.01 0.06 � 0.02 0.04 � 0.02 – 0.09 � 0.03

Lens – – – – 0.13 � 0.06 – –

Cornea – – 0.22 � 0.10 0.22 � 0.10 0.09 � 0.02* – 0.10 � 0.09

Adapted from (a) Chu et al. [52] and (b) Chu et al. [53].
* Indicates that the catechin(s) has significant higher (p < 0.05, n = 6) level of the parameter in the corresponding biological fluid or
tissue than the others as analyzed by compared by nonparametric Kruskal-Wallis H method.

Table 2. Elimination of catechins in plasma, humors, eye tissues after a single dose of 550 mg/kg of (a) Sunphenon DCF-1
green tea extract, and (b) Theaphenon® E administrated orally to rats.
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Catechins can be widely distributed into various tissues including lung, eye, brain, gastroin-
testinal tract, kidney, bladder, and even passing through the placenta to the fetal organs. The
disposition can be stereo-specific, and affected by food, drug, and catechins themselves indi-
cating the absorption and distribution may involve some sort of transporters mechanisms.
Before applying green tea catechins for therapeutic purpose, it is essential to understand their
pharmacokinetics behavior and metabolites profiles not only in the plasma but also in various
tissues in animals and in humans.
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studies in rabbits, dogs, or human. Most of them are oral administration studies. Although the
plasma levels of total catechins are at submicromolar level, which is below the effective dose in
many in vitro studies, tissue dispositions could be much higher. Ungallated catechins are
mainly metabolized by phase II process in the small intestine and liver to form glucuronide/
sulfate conjugates in the plasma and urine while gallated catechins mostly remain intact in the
plasma and are excreted through bile and metabolized by microflora in the colon. High levels
of small metabolized phenolic acids can be reabsorbed into blood stream that may contribute
to the in vivo biological effects.
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Adapted from (a) Chu et al. [52] and (b) Chu et al. [53].
* Indicates that the catechin(s) has significant higher (p < 0.05, n = 6) level of the parameter in the corresponding biological fluid or
tissue than the others as analyzed by compared by nonparametric Kruskal-Wallis H method.
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Catechins can be widely distributed into various tissues including lung, eye, brain, gastroin-
testinal tract, kidney, bladder, and even passing through the placenta to the fetal organs. The
disposition can be stereo-specific, and affected by food, drug, and catechins themselves indi-
cating the absorption and distribution may involve some sort of transporters mechanisms.
Before applying green tea catechins for therapeutic purpose, it is essential to understand their
pharmacokinetics behavior and metabolites profiles not only in the plasma but also in various
tissues in animals and in humans.
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Abstract

Hepatitis C virus (HCV) infection affects approximately 170 million people worldwide. 
Interferon-alpha (IFN-α) is a cytokine that is related to early viral infection and has both 
antiviral and antiproliferative properties. The current standard treatment for long-term 
chronic hepatitis C (CHC) consists of combination therapy with IFN-α and ribavirin, 
which has a broad spectrum antiviral effect. Despite the potential therapeutic benefits of 
IFN-α, its administration often causes many side effects, such as somatic and neuropsy-
chiatric symptoms. Depression is a serious and frequently occurring side effect of IFN-α 
therapy, and this is one of the major reasons for cessation of the therapy. Therefore, in 
order to avoid the discontinuation of INF-α therapy owing to depressive symptoms, it 
is important to identify the risk factor(s) leading to the onset of associated depressive 
symptoms. In this chapter, we introduce our novel findings on the association between 
IFN treatment and the onset of depression in CHC patients as well as the potential neu-
robiological mechanisms by which depression may arise. We also highlight a potential 
approach for predicting the onset risk of depression as a side effect in these patients.

Keywords: hepatitis C, IFNs, depression, tryptophan catabolism, indoleamine 
2,3-dioxygenase 1

1. Introduction

Hepatitis C virus (HCV) infection is a global health problem. Up to 85% of HCV-infected 
patients may develop long-term chronic hepatitis C (CHC), a disease state associated with seri-
ous clinical sequela, including liver cirrhosis, hepatic fibrosis, and hepatocellular carcinoma 
[1–4]. It has been estimated that up to 20% of CHC patients will develop hepatic cirrhosis over 
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a 20–25-year period, and these individuals are at an increased risk for developing end-stage 
hepatic diseases or hepatocellular carcinoma [4]. Therefore, aggressive antiviral treatments to 
successfully induce viral remission constitute a major strategy for reducing the morbidity and 
mortality associated with CHC.

Immunotherapy with interferon-alpha (IFN-α) is commonly used to treat CHC and several 
types of malignancies owing to its antiviral, antiproliferative, and immunoregulatory effects [5]. 
In clinical trials, more than 50% of CHC patients treated with combination therapy using IFN-α 
and ribavirin achieved a sustained viral response, defined as undetectable HCV in the blood 
6 months following the end of treatment [4]. Despite the efficacy of IFN-α in CHC treatment, 
IFN-α therapy causes serious side effects; early signs include somatic symptoms (anorexia, 
pain, insomnia, fever, and fatigue). Prolonged therapy causes neuropsychiatric symptoms 
including depressive states, anhedonia, anxiety, and cognitive impairment. In particular, 
depression is a serious and frequently occurring side effect of IFN-α therapy, and this leads to 
discontinuation of the therapy in up to 45% of patients [6, 7]. Therefore, in order to avoid the 
discontinuation of IFN-α therapy owing to depressive symptoms induced by the cytokine, it is 
important to identify the risk factor(s) leading to the associated depressive symptoms.

A number of findings suggest that the neuropsychiatric side effects observed during IFN-α 
therapy may be linked to aberrations in the tryptophan (TRP)-kynurenine (KYN) pathway 
[8, 9]. Clinical studies have found that IFN-α therapy reduces plasma TRP and serotonin 
(5-hydroxythrptamine; 5-HT) levels [8] and increases KYN levels in plasma and cerebrospi-
nal fluid (CSF). In addition, the KYN/TRP ratio, an index of indoleamine 2,3-dioxygenase 1 
(IDO1) activity, is increased in patients receiving IFN-α therapy [8].

IDO1 is an extrahepatic enzyme that catalyzes the conversion of TRP to KYN, which can 
produce many neuroactive metabolites such as 3-hydroxykynurenine (3-HK), kynurenic acid 
(KA), and quinolinic acid (QUIN). Intriguingly, QUIN levels in CSF have been found to cor-
relate with the severity of depressive pathology [10], and post-mortem studies have shown 
increased microglia QUIN levels in the frontal cortex of severely depressed patients [11].

In the current chapter, we present the findings of our latest study, which demonstrates the 
association between IFN treatment and changes in the TRP-KYN pathway in the blood of 
HCV patients. To do so, we investigated the effect of chronic Ifn gene expression on depres-
sion-like behavior and levels of brain TRP-KYN metabolites in mice. Our results suggest the 
possibility for the prediction of onset risk of depression as a side effect in HCV patients.

2. Molecular characteristics and antiviral mechanisms of interferons 
(IFNs)

2.1. Classification of IFNs

IFNs were first introduced in 1957 as antiviral molecules. Based on their receptor types on the 
cell membrane surface, IFNs are classified into type I and type II. IFN type I mainly consists of 
IFN-α/β, while IFN type II consists of IFN-γ. IFN type I is a family of cytokines in which their 
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amino acid sequence similarity reaches 30–80%. They are produced by a wide variety of cells, 
including fibroblasts, epithelial cells, and hepatocytes [12, 13]. However, in most viral infec-
tions, plasmacytoid dendritic cells (pDCs) are probably the major source of these cytokines. 
In contrast, IFN type II (IFN-γ) is a single gene cytokine unrelated in structure to IFN-α/β, 
which is produced largely by macrophages, natural killer (NK) cells, and T lymphocytes [12].

2.2. Immune response for HCV infection and IFN induction

The host response against HCV infection is first triggered when a pathogen-associated molec-
ular pattern (PAMP), presented by an infecting virus, is recognized and engaged by specific 
PAMP receptors expressed on the host cells. This leads to the activation of signals that ulti-
mately induce the expression of antiviral effector genes [14, 15] (Figure 1). For RNA viruses, 
protein, and nucleic acid products of infection or replication have been identified as viral 
PAMPs. These are engaged by specific toll-like receptors (TLRs) or nucleic acid-binding pro-
teins that serve as PAMP receptors [15–17]. The viral RNA of HCV contains each of these 
PAMP signatures, and is adequate to trigger the host response when introduced into naïve 
cells [18, 19]. In hepatocytes, which is the target cell of HCV infection, independent pathways 

Figure 1. The host innate response to HCV infection. Adapted from Ref. [14]. (1) HCV RNA binding to RIG-I or TLR3 
results in the activation IRF-3. The dimer of phospho-IRF-3 translocates to the nucleus, interacts with transcription 
partners and binds to the cognate-DNA PRD in the promoter region of IRF-3 target genes. (2) IRF-3 activation leads to 
the induction of IFN-β production. (3) Secreted IFN-β from the infected cells binds to the IFN-α/β receptor, and results in 
activation of the JAK-STAT pathway. The ISGF3 complex translocates to the nucleus, where it binds to the ISRE on target 
genes to direct ISG expression. IRF-7 is one of the ISGs and it is activated after expression through viral PAMP signaling. 
(4) The IRF-7 dimer and heterodimer with IRF-3 binds to VRE in the promotor region of IFN-α genes resulting in the 
production of various IFN-α subtypes and establishing a positive-feedback loop for IFN amplification. It is the IFN-α 
component of the host response that is exploited by the current IFN-based therapy for HCV infection [14].
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a 20–25-year period, and these individuals are at an increased risk for developing end-stage 
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teins that serve as PAMP receptors [15–17]. The viral RNA of HCV contains each of these 
PAMP signatures, and is adequate to trigger the host response when introduced into naïve 
cells [18, 19]. In hepatocytes, which is the target cell of HCV infection, independent pathways 

Figure 1. The host innate response to HCV infection. Adapted from Ref. [14]. (1) HCV RNA binding to RIG-I or TLR3 
results in the activation IRF-3. The dimer of phospho-IRF-3 translocates to the nucleus, interacts with transcription 
partners and binds to the cognate-DNA PRD in the promoter region of IRF-3 target genes. (2) IRF-3 activation leads to 
the induction of IFN-β production. (3) Secreted IFN-β from the infected cells binds to the IFN-α/β receptor, and results in 
activation of the JAK-STAT pathway. The ISGF3 complex translocates to the nucleus, where it binds to the ISRE on target 
genes to direct ISG expression. IRF-7 is one of the ISGs and it is activated after expression through viral PAMP signaling. 
(4) The IRF-7 dimer and heterodimer with IRF-3 binds to VRE in the promotor region of IFN-α genes resulting in the 
production of various IFN-α subtypes and establishing a positive-feedback loop for IFN amplification. It is the IFN-α 
component of the host response that is exploited by the current IFN-based therapy for HCV infection [14].
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of retinoic acid-inducible gene I (RIG-I) and TLR3 signaling construct two major pathways of 
host defense triggered by double-stranded (ds) RNA [19–21]. Viral PAMP binding to RIG-I or 
TLR3 results in the phosphorylation and activation of interferon regulatory factor 3 (IRF-3) by 
TANK-binding kinase 1 (TBK-1) and I kappa B kinase ε (IKK-ε) [14, 22]. The dimer of phos-
pho-IRF-3 translocates to the cell nucleus, interacts with its transcription partners, including 
CREB-binding protein (CBP)/p300, and binds to the cognate-DNA positive regulatory domain 
(PRD) in the promoter region of IRF-3 target genes, such as IFN-β [14, 23]. The engagement 
of PAMP receptors also leads to the synthesis of IFN-α/β, tumor necrosis factor (TNF), and a 
variety of other cytokines, which are largely produced by mainly pDCs that express TLRs in 
abundance. IFN-α/β produced by pDCs activates NK cells, thereby enhancing their cytotoxic 
potential and stimulating their production of IFN-γ. IFN-α/β produced by pDCs also modu-
lates the activation of CD8+ T cells, which produce additional IFN-γ and represent the central 
players in the pathogen-specific adaptive immune response [12].

2.3. The antiviral effect of IFNs on HCV

IFN-α mediates a wide range of biological activities including antiproliferation, immuno-
modulation, and antiviral responses. IFN-α/β acts to induce the antiviral response in cells. 
These cells can be far from IFN-α/β production site and IFN-α/β interacts with specific cell 
surface receptors, type I IFN receptors (interferon-alpha receptor 1 (IFNΑR1) and IFNΑR2; 
Figure 1). IFNARs signal to the nucleus via Janus kinase-1 (Jak1) and tyrosine kinase 2 (Tyk2) 
phosphorylation of the signal transducers and activators of transcription (STATs) [24]. The 
classic IFN-α/β signaling pathways activate STAT1/STAT2 heterodimers and the trimeric 
IFN-stimulated gene factor (ISGF) complex containing IRF-9, which activate the expression of 
specific subsets of genes controlled by promoters containing interferon-stimulated response 
elements (ISRE; Figure 1) [15]. Interferon-stimulated genes (ISGs) are the genetic effectors 
of the host response, although the details of the signaling mechanisms by which IFN-α/β 
and IFN-γ induce the transcription of ISGs are still being defined [25]. IRF-7 is a transcrip-
tion factor and an ISG. It is expressed in many tissue types, including complex liver tissue, 
in response to IFN. IRF-7 is activated after expression via viral PAMP signaling pathways 
that overlie with the IRF-3 activation pathway. IRF-7 phosphorylation, dimerization, and het-
erodimerization with IRF-3 lead to bind its cognate virus-responsive element (VRE) in the 
promotor region of IFN-α genes. Then, this binding results in the production of various IFN-α 
subtypes. The transcription effector action of IRF-7 also promotes diversification of the ISG 
response, establishing a positive-feedback loop that amplifies IFN production, and antivi-
ral action [14]. This increases the plenty of RIG-I and viral PAMP signaling modules whose 
continued signaling acts to amplify IFN production and the host response. The medicinal 
administration of IFN-α promotes an antiviral reaction against HCV infection by stimulating 
ISG expression via the IFN-α/β receptor and the JAK-STAT pathway. In addition to stimulat-
ing ISG expression, IFN-α induces or promotes the maturation of immune effector cells, and 
enhances the production of other cytokines by resident hepatic cells to indirectly modulate 
the cell-mediated defenses and adaptive immunity to HCV [15]. Viral trigger and control of 
the host response may elucidate cellular tolerance for HCV RNA replication and influence the 
outcome of infection.
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Figure 2. Schematic overview of the TRP-KYN pathway. IDO1 catabolizes L-TRP to N-formyl-L-kynurenine, which 
is converted to L-KYN by formamidase. L-KYN is further metabolized to AA by kynureninase (KYNU), to KA by 
kynurenine aminotransferases (KATs), and to 3-HK by kynurenine 3-monooxygenase (KMO). KMO is then metabolized 
to 3-HAA by 3-hydroxyanhranilate 3,4-dioxygenase (3-HAAO). 3-HAA is further metabolized to QUIN.
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is converted to L-KYN by formamidase. L-KYN is further metabolized to AA by kynureninase (KYNU), to KA by 
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3. Side effect: IFN-induced depression and tryptophan metabolism

IFN-α has been shown to develop depression in many diseases, not only CHC, but also in 
melanoma, chronic myelogenous leukemia, and renal cell carcinoma [26]. However, CHC 
patients may be more susceptible to developing IFN-induced depression than patients with 
other disorders, possibly due to a baseline 5-HT system dysfunction. Depression in CHC 
patients may result from changes in platelet 5-HT function, with decreased 5-HT concentra-
tions during CHC infection compensated for by a decrease in reuptake and metabolism [1]. 
Immune activation, particularly by IFN-γ, affects the catabolism of TRP, a precursor of 5-HT, 
by inducing expression of IDO1. IDO1 is the first and rate-limiting enzyme that converts TRP 
to N-formyl-L-kynurenine, which is further metabolized to QUIN (Figure 2). IFN treatment of 
CHC patients results in a decrease in plasma TRP and an increase in plasma KYN [8]. Another 
clinical study with cancer patients has shown that immunotherapy with IFN-α significantly 
increases the severity of depressive symptoms, which is related to a depletion of serum 5-HT 
and induction of the catabolism of TRP to KYN [27]. Thus, TRP catabolism switches from the 
5-HT pathway to the KYN pathway, resulting in a decrease in 5-HT levels.

IDO1 is induced by several pro-inflammatory cytokines including IFNs (IFN-α/β, γ), TNF-α, 
and interleukin 6 (IL-6). It is also widely accepted that IFNs, especially IFN-γ, are essential fac-
tors for IDO1 induction since two ISREs and IFN-γ-activated site (GAS) element sequences are 
found in the 5′-flanking region of the IDO1 gene [28]. Recent preclinical studies in mice have 
demonstrated that pharmacological inhibition of IDO1 enzymatic activity or genetic deletion 
of IDO1 abrogates acute and chronic inflammation-dependent behavioral changes induced by 
peripheral or central administration of lipopolysaccharide (LPS) [29–33]. Additionally, it has 
been reported that peripheral administration of KYN alone can induce depression-like behav-
ior in rats [34]. In a clinical study, patients receiving IFN-α therapy showed increases in the total 
Montgomery-Asberg Depression Rating Score (MADRS), an index of depressive symptoms 
similar to the KYN/TRP ratio; this indicates IDO1 activity and the KYN/KA ratio, which reflects 
a neurotoxic challenge [35]. These findings suggest that only TRP depletion itself may not be 
required for the induction of behavioral changes as a result of IDO1 activation; and that KYN 
and its neuroactive metabolites are more related to cytokine-induced depression-like behaviors 
than TRP depletion. However, it is still unclear whether direct activation of IDO1 and KYN 
metabolites plays a definitive role in the induction of depressive symptoms by IFN-α treatment.

4. The association between IFN treatment and changes in the TRP-KYN 
pathway on depression as a side effect in humans and mice

4.1. Changes in the levels of serum TRP and its metabolites in HCV patients with IFN-α 
therapy

In order to further clarify the relationship between the IDO1-induced KYN pathway and the 
development of depressive symptoms during IFN-α therapy, we conducted a study in which 
we measured TRP metabolites of the KYN pathway in the serum of HCV patients undergoing 
IFN-α therapy.
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A total of 49 patients (32 males and 17 females; mean age 54.0 ± 2.3 years) suffering from 
CHC were recruited. Table 1 shows the clinical characteristics of patients with HCV. In 
this study, most of patients were treated with recombinant (r) IFN-α 2b or pegylated 
(PEG)-IFN-α 2b (21 patients (42.9%) received each medicine, respectively). Five patients 
(10.2%) were treated with natural (n) IFN-α, and others received PEG-IFN-α 2a (2.0%) 
and rIFN-α 2a (2.0%), individually. All interferons have almost the same efficiency and 
induce about the same activation of the KYN pathway [36]. No patient had a past record 
of psychiatric treatment, and all were off from depressive symptoms prior to IFN-α treat-
ment. They did not take any antidepressant medications during the study period. At an 
average of 104.2 ± 15.8 days after the IFN-α administration, some patients presented with 
apathy, social isolation tendencies, melancholy, depressed mood, and an intention to 
stop IFN administration. Patients who felt depressed mood were referred for psychiatric 

(a) Clinical characteristics of HCV patients

Depression (−) Depression (+)

All subjects 30 (male: 20; female:10) 19 (male: 12; female: 7)

Age 54.33 ± 2.06 54.0 ± 2.29

HCV genotype 1b 24 (80%) 15 (78.9%)

HCV genotype 2a 4 (13.3%) 3 (15.8%)

HCV genotype 2b 2 (6.7%) 1 (5.3%)

AST 59.43 ± 5.09 57.47 ± 6.45

ALT 82.68 ± 11.36 69.56 ± 8.65

“Depression (−)”: HCV patients without depression, “Depression (+)”: HCV patients with depression following IFN-α 
therapy [47]. HCV, hepatitis C virus; AST, aspartate aminotransferase; ALT, alanine aminotransferase.

(b) The time points of blood sampling

Time points Depression (−) (mean ± SEM) Depression (+) 
(mean ± SEM)

t df p value

(a) Before the onset of therapy 1–35 d (6.3 ± 1.8 d) 0–22 d (6.7 ± 
1.3 d)

0.230 48 0.819

(b) 2 w after the onset of therapy 13–15 d (13.8 ± 0.1 d) 12–15 d (13.6 ± 
0.2 d)

0.513 61 0.610

(c) 4 w after the onset of therapy 25–30 d (27.9 ± 0.1 d) 25–29 d (27.6 ± 
0.3 d)

0.952 40 0.347

(d) The period of therapy 167–343 d (252.0 ± 15.7 d) 54–337 d (183.4 
± 22.0 d*)

2.592 46 0.013

For all HCV patients, blood was collected before the onset of IFN-α therapy, as well as 2 and 4 weeks after the onset of 
therapy, and after the end or cessation of therapy. See Figure 3a for a detailed blood sampling schedule.*p<0.05 versus 
Depression (−) [47].

Table 1. Clinical information for HCV patients undergoing IFN-α therapy.
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evaluation and identified as major depressive disorder (MDD) by a psychiatrist. Nineteen 
of the HCV patients were diagnosed with depressive symptoms [depression (+)], while 
30 of them did not present depressive symptoms [depression (−)]. The diagnosis to verify 
the incidence of depressive symptoms associated to MDD was made according to the 
DSM-IV (Diagnostic and Statistical Manual of Mental Disorders fourth edition) and ICD-
10 (International Statistical Classification of Disease and Related Health problems-10) 
base on clinical interviews.

For all HCV patients, blood was collected before the onset of IFN-α therapy as well as 2 and 4 
weeks after initiation of treatment. There was a no significant time difference for blood sam-
pling between depression (−) and (+) patients (Table 1b and Figure 3).

Previous studies suggested that IDO1-mediated TRP metabolism could be implicated in 
the development of depression, as a side effect of IFN-α therapy in HCV patients. We also 
found that HCV patients showed decreased TRP and increased KYN concentrations with-
out any changes in KA, AA, and 3-HAA concentrations during IFN-α therapy (Figure 3b 
and Table 2a). Furthermore, depression (+) patients presented a higher increase in 3-HK 
concentration compared to depression (−) patients during treatment (Table 2a). Ogawa 
et al. recently showed that plasma TRP concentration was significantly decreased in MDD 
patients compared to healthy controls [37]. Teraishi et al. also demonstrated increased KYN 
metabolites along the TRP-KYN-QUIN pathway, but not the KYN-KA pathway, in MDD 
patients [38]. Our results showed that the level of 3-HK in the serum significantly increased 
in depression (+) patients are consistent with these findings. We also investigated the ratios 
of 3-HK/KA (reflecting neurotoxic indices) [39, 40] and KYN/TRP (reflecting IDO1 activity) 
in depression (−) and depression (+) HCV patients during IFN-α treatment (Figure 3c and 
Table 2b). The ratios of KYN/TRP and 3-HK/KA in both groups increased during treat-
ment. However, in depression (+) patients, the ratios of KYN/TRP and 3-HK/KA increased 
much larger in depression (−) patients during treatment (Table 2b). In these patients, the 
serum KYN/TRP and 3-HK/KA ratios increased more at the diagnosis of depression, but at 
70.3 ± 9.1 days post therapy, they returned to the same levels as before onset of the therapy 
(data not shown). The severity of depression was not assessed during treatment, using 
neither the MADRS nor Hamilton Depressing Rating Scale. Therefore, we could not clearly 
show the direct association between the aggravation of depressive symptoms and changes 
in TRP metabolites. However, our results suggest that HCV patients with a high sensitivity 
for IDO1 activation by IFNs are highly susceptible to the depression-related side effects of 
IFN-α treatment.

4.2. The effects of chronic Ifn-γ gene expression on depression-like behavior in mice

We hypothesized that the high induction of IDO1 and the imbalance of TRP metabolites 
induced by IFNs in humans may be related to psychiatric side effects, such as depression. 
Previous studies have shown that all three IFNs (IFN-α, -β, and -γ) induce strong IDO1 activity 
in human peripheral blood mononuclear cells [41, 42]. In contrast, in mouse, IDO1 is induced 
more markedly by IFN-γ than IFN-α, which has only a weak direct IDO1-stimulatory effect. 
Therefore, we investigated whether IDO1 activity induced by Ifn-γ gene transfer impaired 
behavior in mice.

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors44

Figure 3. Changes in the levels of serum TRP and its metabolites in HCV patients receiving IFN-α therapy. Original data 
from Ref. [47]. (a) Schematic depiction of the collection schedule for blood sampling from depression (−) and depression 
(+) HCV patients. The range of time points and average collection time point (a−d) per group are listed in Table 1b. (b) 
Serum TRP, KYN, KA, and 3-HK concentrations in HCV patients at 2 and 4 weeks after the onset of therapy, expressed as a 
percentage of the concentration before IFN-α therapy. (c) Serum KYN/TRP and 3-HK/KA ratios in HCV patients are shown 
as a percentage of values before IFN-α therapy. Rectangles indicate non-depressive HCV patients [Depression (−)] and circles 
indicate HCV patients with depressive symptoms [Depression (+)]. Each data point represents the mean ± SEM of values 
obtained from n = 30 depression (−) patients and n = 19 depression (+) patients. *p<0.05, ***p<0.001 versus before the onset of 
IFN-α therapy, #p<0.05, ##p<0.01 versus depression (−) patients. Detailed statistical analyses are shown in Table 2 [47].
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We hypothesized that the high induction of IDO1 and the imbalance of TRP metabolites 
induced by IFNs in humans may be related to psychiatric side effects, such as depression. 
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(+) HCV patients. The range of time points and average collection time point (a−d) per group are listed in Table 1b. (b) 
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(a) Changes in the levels of serum TRP and its metabolites

% of value before IFN-α therapy t df p value

Depression (−) Depression (+)

2 w after onset of therapy

TRP 95.4 ± 2.93 100.5 ± 3.98 0.965 40 0.340

KYN 108.6 ± 4.77 118.1 ± 4.24* 1.200 39 0.237

3-HK 117.0 ± 7.13 152.6 ± 10.4***, ## 2.886 38 0.006

KA 97.4 ± 5.51 95.9 ± 7.13 0.136 38 0.892

AA 119.9 ± 7.42 115.5 ± 7.11 0.381 41 0.706

3-HAA 102.9 ± 6.53 121.8 ± 12.6 1.452 37 0.155

4 w after onset of therapy

TRP 92.0 ± 2.55 93.3 ± 6.49 0.213 39 0.833

KYN 104.8 ± 4.38 114.4 ± 6.38 1.204 39 0.236

3-HK 123.0 ± 9.01 155.0 ± 11.5*** 2.005 36 0.053

KA 91.9 ± 5.12 88.8 ± 6.98 0.341 40 0.735

AA 107.5 ± 5.32 103.6 ± 11.3 0.361 40 0.720

3-HAA 101.9 ± 6.52 104.5 ± 14.8 0.182 36 0.857

Percent value of serum TRP, KYN, 3-HK, KA, AA, and 3-HAA concentrations in HCV patients at 2 and 4 weeks after the 
onset of therapy, compared to the concentration (100%) before IFN-α therapy. In the clinical samples, some metabolites 
were difficult to separate clearly by HPLC. Therefore, the degree of freedom (df) values differ by the measured molecules. 
“Depression (−)”: HCV patients without depression, “Depression (+)”: HCV patients with depression.*p<0.05,
***p<0.001 versus before the therapy;
##p<0.01 versus Depression (−) [47].

(b) Changes in serum KYN/TRP and 3-HK/KA ratios

% of value before IFN-α therapy t df p value

Depression (−) Depression (+)

2 w after onset of therapy

KYN/TRP 115.6 ± 4.55 114.1 ± 5.95 0.198 42 0.844

3-HK/KA 129.1 ± 9.52 144.0±9.06* 1.036 39 0.308

4 w after onset of therapy

KYN/TRP 115.7 ± 5.69 138.3±8.84*,# 2.094 35 0.044

3-HK/KA 129.6 ± 8.67 171.1 ± 18.6***,# 2.325 35 0.026

Serum KYN/TRP reflects IDO1 activity, and 3-HK/KA reflects neurotoxic indices. Both ratios in HCV patients were shown 
as % of value compared to the value (100%) before IFN-α therapy, at 2 and 4 weeks after the onset of therapy.*p<0.05,
***p<0.001 versus before the therapy;
#p<0.01 versus Depression (−) [47].

Table 2. Changes in TRP-KYN pathway in HCV patients undergoing IFN-α therapy.
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To conduct this experiment, for murine Ifn-γ gene transfer, the plasmid pCpG-Muγ was 
constructed by inserting a BglII/NheI murine Ifn-γ cDNA fragment into the BglII/NheI site 
of the pCpG-mcs vector (Figure 4a). The prepared plasmid pCpG-Muγ was dissolved in 
normal saline and injected into the tail veins of the mice for over 5 s on day 0. The injection 
volume was approximately 9% (v/w) of body weight. To eliminate the possibility of tissue 
damage or inflammation by the hydrodynamic injection, a control plasmid, which was the 
empty vector without the Ifn-γ gene (pCpG-mcs), was injected (0.05 pmol/mouse; IFN-γ 
transfected (−) mice). A previous study demonstrated that sustained IFN-γ concentrations 
were observed in mice receiving pCpG-Muγ at a dose of 0.2 pmol/mouse and more than 
1000 pg/mL of IFN-γ was detected in the serum from 6 to 31 days after injection of pCpG-
Muγ [43]. We also confirmed that the injected plasmid, pCpG-Muγ (IFN-γ transfected 
(+) mice) significantly increased IDO1 activity in the frontal cortex over a dose of 0.05 
pmol/mouse compared to IFN-γ transfected (−) mice (Figure 4c). Therefore, the plasmid 
dose was fixed at 0.05 pmol/mouse for subsequent experiments, which corresponded to 
0.10–0.12 μg of DNA/mouse.

Figure 4. Ifn-γ gene transfer. Original data from Ref. [47]. (a) Schematic depiction of the pCpG-Muγ plasmid construct 
(InvivoGen, San Diego, CA). (b) Schematic depiction of the time schedule for animal experiments. (c) Increase of IDO1 
activity in the frontal cortex of mice 28 days after Ifn-γ gene transfer [47]. βGlo MAR, β-globin matrix attachment region; 
mCMV enh, mouse cytomegalovirus enhancer; hEF1 prom, human elongation factor1 promoter; I140, synthetic 5′UTR 
containing an intron 140; MCS, multi cloning site; SV40 pAn, Simianvirus 40 polyadenylation; IFN-β S/MAR, interferon 
β gene scaffold/matrix attachment region; EM2K, CpG-free version of the bacterial EM7 promoter; Zeo, Zeocin; R6K ori, 
R6K origin.
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onset of therapy, compared to the concentration (100%) before IFN-α therapy. In the clinical samples, some metabolites 
were difficult to separate clearly by HPLC. Therefore, the degree of freedom (df) values differ by the measured molecules. 
“Depression (−)”: HCV patients without depression, “Depression (+)”: HCV patients with depression.*p<0.05,
***p<0.001 versus before the therapy;
##p<0.01 versus Depression (−) [47].

(b) Changes in serum KYN/TRP and 3-HK/KA ratios

% of value before IFN-α therapy t df p value

Depression (−) Depression (+)

2 w after onset of therapy

KYN/TRP 115.6 ± 4.55 114.1 ± 5.95 0.198 42 0.844

3-HK/KA 129.1 ± 9.52 144.0±9.06* 1.036 39 0.308

4 w after onset of therapy

KYN/TRP 115.7 ± 5.69 138.3±8.84*,# 2.094 35 0.044

3-HK/KA 129.6 ± 8.67 171.1 ± 18.6***,# 2.325 35 0.026

Serum KYN/TRP reflects IDO1 activity, and 3-HK/KA reflects neurotoxic indices. Both ratios in HCV patients were shown 
as % of value compared to the value (100%) before IFN-α therapy, at 2 and 4 weeks after the onset of therapy.*p<0.05,
***p<0.001 versus before the therapy;
#p<0.01 versus Depression (−) [47].

Table 2. Changes in TRP-KYN pathway in HCV patients undergoing IFN-α therapy.
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To conduct this experiment, for murine Ifn-γ gene transfer, the plasmid pCpG-Muγ was 
constructed by inserting a BglII/NheI murine Ifn-γ cDNA fragment into the BglII/NheI site 
of the pCpG-mcs vector (Figure 4a). The prepared plasmid pCpG-Muγ was dissolved in 
normal saline and injected into the tail veins of the mice for over 5 s on day 0. The injection 
volume was approximately 9% (v/w) of body weight. To eliminate the possibility of tissue 
damage or inflammation by the hydrodynamic injection, a control plasmid, which was the 
empty vector without the Ifn-γ gene (pCpG-mcs), was injected (0.05 pmol/mouse; IFN-γ 
transfected (−) mice). A previous study demonstrated that sustained IFN-γ concentrations 
were observed in mice receiving pCpG-Muγ at a dose of 0.2 pmol/mouse and more than 
1000 pg/mL of IFN-γ was detected in the serum from 6 to 31 days after injection of pCpG-
Muγ [43]. We also confirmed that the injected plasmid, pCpG-Muγ (IFN-γ transfected 
(+) mice) significantly increased IDO1 activity in the frontal cortex over a dose of 0.05 
pmol/mouse compared to IFN-γ transfected (−) mice (Figure 4c). Therefore, the plasmid 
dose was fixed at 0.05 pmol/mouse for subsequent experiments, which corresponded to 
0.10–0.12 μg of DNA/mouse.

Figure 4. Ifn-γ gene transfer. Original data from Ref. [47]. (a) Schematic depiction of the pCpG-Muγ plasmid construct 
(InvivoGen, San Diego, CA). (b) Schematic depiction of the time schedule for animal experiments. (c) Increase of IDO1 
activity in the frontal cortex of mice 28 days after Ifn-γ gene transfer [47]. βGlo MAR, β-globin matrix attachment region; 
mCMV enh, mouse cytomegalovirus enhancer; hEF1 prom, human elongation factor1 promoter; I140, synthetic 5′UTR 
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In order to clarify whether the activation of IDO1 by IFN-γ-affected behaviors, three tests, 
open-field test (OFT), the Y-maze test, and forced swimming test (FST), were performed in 
mice. Mice were transfected with either a pCpG-mcs plasmid (control vector) that did not 
contain the Ifn-γ gene [IFN-γ-transfected (−) mice] or a pCpG-Muγ plasmid that long-lasting 
expressed Ifn-γ [IFN-γ transfected (+) mice]. No significant differences in locomotor activ-
ity of the OFT was observed between IFN-γ transfected (−) and (+) mice. Similarly, in the 
Y-maze test, no significant differences in the alternation behavior were detected between the 
two groups of mice. However, in the FST, immobility time was significantly longer in IFN-γ-
transfected (+) mice (Figure 5a). Our findings strongly suggest that IDO1 induction by IFN-γ 
is a critical factor in depression-like behaviors but not in short-term memory or locomotor 
activity in mice.

4.3. Changes in the levels of TRP and its metabolites in the serum and frontal cortex of 
mice following chronic Ifn-γ gene expression

In order to further elucidate the relationship between the IDO1-induced KYN pathway and 
the development of depression-like behavior in mice transfected with the pCpG-Muγ plas-
mid, we measured TRP metabolites in the serum and frontal cortex of these mice.

The serum and the frontal cortex were corrected from mice immediately following behavioral 
testing to determine the levels of TRP, KYN, KA, 3-HK, 3-HAA, and AA (Figure 5b and c). The 
concentration of serum TRP was significantly decreased in IFN-γ transfected (+) mice com-
pared to IFN-γ-transfected (−) mice. In contrast, the levels of serum KYN and 3-HK were sig-
nificantly increased in the IFN-γ-transfected (+) mice (Figure 5b). In the frontal cortex, IFN-γ 
transfected (+) mice had significantly higher KYN and 3-HK levels than the IFN-γ-transfected 
(−) mice. The TRP and KA levels in the frontal cortex tended to be lower in the IFN-γ-transfected 
(+) mice (Figure 5c). The activation of IDO1 by Ifn-γ gene transfer significantly modified the 
levels of TRP and its metabolites not only in the serum, but also in the frontal cortex of mice. 
These results suggest that an alternative explanation for the participation of IDO1 in IFN-
γ-induced depression-like behavior is the generation of neuroactive TRP metabolites. This 
interpretation is consistent with our clinical data and previous studies by O’Connor et al.  
and Wichers et al. [32, 35].

4.4. The effects of Ido1 gene-deficiency on depression-like behavior, changes in TRP 
metabolism, 5-HT, and its turnover in the frontal cortex of mice following chronic Ifn-γ 
gene expression

Additionally, we evaluated the role of IDO1 in the development of depression-like behavior 
after Ifn-γ gene transfer using Ido1 gene knockout (KO) mice, and determined the levels of 
TRP metabolites in the frontal cortex.

The increase in time spent in an immobile posture in the Ifn-γ-transfected (+)/wild type mice 
was significantly improved in Ido1 KO mice (Figure 6a). In wild type mice, Ifn-γ gene transfer 
significantly increased the concentrations of KYN and 3-HK in the frontal cortex by 4.7- and 
2.5-fold, respectively. In contrast, Ido1 KO mice withdrew these changes in Ifn-γ gene transfer 
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Figure 5. The effect of chronic Ifn-γ gene expression on the TRP-KYN pathway and depression-like behavior in mice. 
Original data from Ref. [47]. (a) Behavioral changes in mice 28 days after Ifn-γ gene transfer. Open field test shows 
locomotor activity of mice in a novel environment. Y-maze test shows short-term memory. Forced swim test shows 
depression-like behavior. Immobility time was significantly increased in IFN-γ-transfected (+) mice, compared to IFN-
γ-transfected (−) mice. The open bar shows IFN-γ-transfected (−) mice, and the closed bar shows IFN-γ-transfected (+) 
mice. Each column represents the mean ± SEM (n = 9–16). *p <0.05 versus IFN-γ-transfected (−) mice. (b) (c) Changes in the 
levels of TRP and its metabolites in the serum and frontal cortex of mice after Ifn-γ gene transfer. TRP-KYN metabolite 
concentrations were determined in the serum (b) and the frontal cortex (c) of mice 35 days after Ifn-γ-gene transfer. 
The open bar shows IFN-γ-transfected (−) mice, and the closed bar shows IFN-γ-transfected (+) mice. Each column 
represents the mean ± SEM (n = 15–20). **p<0.01, ***p<0.001 versus IFN-γ-transfected (−) mice [47].
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γ-induced depression-like behavior is the generation of neuroactive TRP metabolites. This 
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4.4. The effects of Ido1 gene-deficiency on depression-like behavior, changes in TRP 
metabolism, 5-HT, and its turnover in the frontal cortex of mice following chronic Ifn-γ 
gene expression

Additionally, we evaluated the role of IDO1 in the development of depression-like behavior 
after Ifn-γ gene transfer using Ido1 gene knockout (KO) mice, and determined the levels of 
TRP metabolites in the frontal cortex.

The increase in time spent in an immobile posture in the Ifn-γ-transfected (+)/wild type mice 
was significantly improved in Ido1 KO mice (Figure 6a). In wild type mice, Ifn-γ gene transfer 
significantly increased the concentrations of KYN and 3-HK in the frontal cortex by 4.7- and 
2.5-fold, respectively. In contrast, Ido1 KO mice withdrew these changes in Ifn-γ gene transfer 
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locomotor activity of mice in a novel environment. Y-maze test shows short-term memory. Forced swim test shows 
depression-like behavior. Immobility time was significantly increased in IFN-γ-transfected (+) mice, compared to IFN-
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levels of TRP and its metabolites in the serum and frontal cortex of mice after Ifn-γ gene transfer. TRP-KYN metabolite 
concentrations were determined in the serum (b) and the frontal cortex (c) of mice 35 days after Ifn-γ-gene transfer. 
The open bar shows IFN-γ-transfected (−) mice, and the closed bar shows IFN-γ-transfected (+) mice. Each column 
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Figure 6. The effects of Ido1 gene-deficiency on depression-like behavior, changes in TRP metabolism, 5-HT, and its turnover 
in the frontal cortex of mice following chronic Ifn-γ gene expression. Original data from Ref. [47]. (a) Abnormal behavior 
in a forced swimming test after Ifn-γ gene transfer in mice was improved in Ido1 gene deficient mice. The Y axis shows the 
percent value of immobility time in IFN-γ-transfected (+) mice, compared to the time (100%) in IFN-γ-transfected (−) mice 
(n = 8–15). (b) The level of TRP metabolites in the frontal cortex of mice 35 days after Ifn-γ-gene transfer (n = 6–15). (c) The 
amount of 5-HT, 5-HIAA, and 5-HIAA/5-HT ratio as an index of serotonin turnover in the frontal cortex of mice 35 days 
after Ifn-γ-gene transfer (n = 6–15). The open bar represents wild type and the closed bar, Ido1 gene deficient mice. IFN-
γ-transfected (−) mice were injected with the control plasmid (pCpG-mcs), and IFN-γ-transfected (+) mice were injected 
with the IFN-γ-expressing pCpG-Muγ plasmid. Each column represents the mean ± SEM. *p<0.05, ***p<0.001 versus IFN-γ-
transfected (−) wild type mice, #p<0.05, ##p<0.01, ###p<0.001 versus IFN-γ-transfected (+) wild type mice [47].
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mice (Figure 6b). The levels of KYN and 3-HK in the frontal cortex after Ifn-γ gene transfer were 
considerably lower in Ido1 KO mice than in wild type mice. Even though we cannot exclude 
the possibility that genetic deficient in Ido1 and the resulting modifications in TRP metabolites 
could influence other behavioral tests, our results clearly demonstrate that Ido1 KO mice do not 
show depression-like behavior and do not intensify TRP metabolites after Ifn-γ gene transfer.

Other studies have emphasized that the 5-HT pathway is also relevant to depression. In a clini-
cal study, it has been shown that levels of TRP and 5-hydroxytryptophan, a precursor of 5-HT, 
were significantly decreased from their baseline levels in the serum of HCV patients dur-
ing IFN-α therapy [44]. Thus, we speculate that biological mechanisms underlying the IFN-α 
treatment induced-depressive symptoms are linked not only to the activated IDO1 and KYN 
pathway but also to a dysfunction of the 5-HT system. To clarify on the basis of the neurotrans-
mitter changes in depression-like behavior after Ifn-γ gene transfer, we measured the concen-
trations of 5-HT and its metabolite 5-hydroxyindoleacetic acid (5-HIAA) in the frontal cortex 
of wild type and Ido1 KO mice (Figure 6c). We showed that Ifn-γ gene transfer produced a 
trend toward increased 5-HIAA levels in wild type mice but not in Ido1 KO mice. These results 
indicated that Ifn-γ gene transfer induced a potential increase in IDO1-induced 5-HT turnover. 
A raised 5-HT turnover suggests a process by which the availability of 5-HT to be released by 
neurons is decreased to compensate for neuronal dysfunction associated with depression-like 
behavior promoted by Ifn-γ gene transfer. Correspondingly, previous clinical studies have 
shown that brain 5-HT turnover is significantly increased in MDD patients without medica-
tion and decreased following selective serotonin reuptake inhibitors (SSRI) therapy [45, 46].

Taken together, an alternative interpretation for the involvement of IDO1 in IFN-γ-induced 
depression-like behavior may be that depression is related to not only the generation of neu-
roactive TRP metabolites but also to the alteration of serotoninergic neurotransmission.

5. Conclusion

The levels of TRP metabolites in the serum of HCV patients changed significantly. In par-
ticular, the increase in serum 3-HK concentration in depressive HCV patients was much 
larger than that in HCV patients without depressive symptoms. The ratios of serum KYN/
TRP, reflecting IDO1 activity, and 3-HK/KA were increased in depressive and non-depressed 
HCV patients with therapy. However, the increase in serum KYN/TRP and 3-HK/KA ratios 
in depressive patients was much higher than that of non-depressive HCV patients. When the 
Ifn-γ gene was transfected into normal mice, depression-like behavior significantly increased. 
Additionally, Ifn-γ gene transfer to mice induced dramatic changes in TRP metabolite con-
centrations in the serum and the prefrontal cortex. On the other hand, genetic deletion of 
Ido1 abrogated the enhanced depression-like behavior after Ifn-γ gene transfer. In conclusion, 
our results clearly show that IDO1 is a critical molecular regulator of the depressive pathol-
ogy induced as a side effect of interferon therapy. Moreover, the depressive symptoms are 
induced via increases in degradation of TRP and neuroactive metabolites along the KYN 
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in a forced swimming test after Ifn-γ gene transfer in mice was improved in Ido1 gene deficient mice. The Y axis shows the 
percent value of immobility time in IFN-γ-transfected (+) mice, compared to the time (100%) in IFN-γ-transfected (−) mice 
(n = 8–15). (b) The level of TRP metabolites in the frontal cortex of mice 35 days after Ifn-γ-gene transfer (n = 6–15). (c) The 
amount of 5-HT, 5-HIAA, and 5-HIAA/5-HT ratio as an index of serotonin turnover in the frontal cortex of mice 35 days 
after Ifn-γ-gene transfer (n = 6–15). The open bar represents wild type and the closed bar, Ido1 gene deficient mice. IFN-
γ-transfected (−) mice were injected with the control plasmid (pCpG-mcs), and IFN-γ-transfected (+) mice were injected 
with the IFN-γ-expressing pCpG-Muγ plasmid. Each column represents the mean ± SEM. *p<0.05, ***p<0.001 versus IFN-γ-
transfected (−) wild type mice, #p<0.05, ##p<0.01, ###p<0.001 versus IFN-γ-transfected (+) wild type mice [47].
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trend toward increased 5-HIAA levels in wild type mice but not in Ido1 KO mice. These results 
indicated that Ifn-γ gene transfer induced a potential increase in IDO1-induced 5-HT turnover. 
A raised 5-HT turnover suggests a process by which the availability of 5-HT to be released by 
neurons is decreased to compensate for neuronal dysfunction associated with depression-like 
behavior promoted by Ifn-γ gene transfer. Correspondingly, previous clinical studies have 
shown that brain 5-HT turnover is significantly increased in MDD patients without medica-
tion and decreased following selective serotonin reuptake inhibitors (SSRI) therapy [45, 46].

Taken together, an alternative interpretation for the involvement of IDO1 in IFN-γ-induced 
depression-like behavior may be that depression is related to not only the generation of neu-
roactive TRP metabolites but also to the alteration of serotoninergic neurotransmission.
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The levels of TRP metabolites in the serum of HCV patients changed significantly. In par-
ticular, the increase in serum 3-HK concentration in depressive HCV patients was much 
larger than that in HCV patients without depressive symptoms. The ratios of serum KYN/
TRP, reflecting IDO1 activity, and 3-HK/KA were increased in depressive and non-depressed 
HCV patients with therapy. However, the increase in serum KYN/TRP and 3-HK/KA ratios 
in depressive patients was much higher than that of non-depressive HCV patients. When the 
Ifn-γ gene was transfected into normal mice, depression-like behavior significantly increased. 
Additionally, Ifn-γ gene transfer to mice induced dramatic changes in TRP metabolite con-
centrations in the serum and the prefrontal cortex. On the other hand, genetic deletion of 
Ido1 abrogated the enhanced depression-like behavior after Ifn-γ gene transfer. In conclusion, 
our results clearly show that IDO1 is a critical molecular regulator of the depressive pathol-
ogy induced as a side effect of interferon therapy. Moreover, the depressive symptoms are 
induced via increases in degradation of TRP and neuroactive metabolites along the KYN 
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pathway, which finally changes in the alternation of 5-HT turnover. Our findings suggest 
that inflammatory pathways that lead to the activation of IDO1 may be a novel therapeu-
tic target in patients suffering from inflammation-associated depression, for example, HCV 
or cancer therapy. Our results also suggest the monitoring of TRP-KYN metabolites during 
immunotherapy might assist in predicting the onset risk of depression as a side effect in these 
patients. However, further insight into the role of each downstream KYN pathway metabo-
lite in the pathological process is needed to understand, and to clarify the relationship with 
complex neurotransmitters.
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a living organism on an administered drug, the majority of pharmacokinetic studies involve 
the measurement of a specific compound in an easily sampled physiological fluid, like blood, 
plasma, serum and on occasion, in saliva. Excreted substances are also measured in urine or 
feces. In some rarer situations, measurements are made with more invasive sampling meth-
ods, such as a tissue biopsy, cerebral spinal fluid, bronchoalveolar lavage fluid, or middle ear 
effusion fluid. Regardless of the sample type, the measured concentrations are regarded as 
indicative of the concentrations at the specific site of action for the drug. Even excreted drug 
data can be used to describe the PK within the body; drug excretion rates into urine are rec-
ognized as proportional to plasma concentrations at midpoints of the collection interval, and 
amounts of drug in urine and feces can give some idea of excretion pathways. Series of drug 
concentrations measured in biological fluids over an adequate amount of time give the phar-
macokinetic scientist a ‘window’ into the body, and by analyzing the time course of concen-
trations, information on the unseen drug in the various body compartments can be inferred. 
Thus, applied pharmacokinetics are useful in various types of pharmacological evaluations, 
be it for academic purposes, clinical research (inside and outside of drug development), or in 
clinical medicine (individualized dosing and therapeutic drug monitoring) [1–3].

While there are readily available printed and online materials on pharmacokinetic topics such 
as its technical terms, model definitions and calculation methods [4–5]; there are some gaps 
when it comes to how the science of pharmacokinetics is used in drug development. Several 
authors however, have touched on various aspects and a reader of this chapter may gain addi-
tional knowledge by consulting them [6–8]. Most healthcare workers and scientists are rela-
tively familiar with the clinical pharmacology and medicine package inserts which include a 
pharmacokinetic section of an approved drug’s labeling. This section of the package insert gives 
the general information that has been gleaned from large amounts of research and helps the 
practitioner or scientist understand the general absorption, distribution, metabolism, and elimi-
nation of a given therapeutic agent. In essence, this is only a short summary of what is known 
about this drug. Not readily apparent from the short summary is the role that pharmacokinetics 
had from the start of a drug’s development through its approval journey. Through the applica-
tion of pharmacokinetics, the maximum information can be extracted from data when only a 
few subjects are available as in a first in human (FIH) clinical study and then this information 
is applied to the design and interpretation of the next study during the drug’s development 
phase. Furthermore, even before the first clinical human study is conducted, pharmacokinetic 
and toxicological data from animals can be used to predict human pharmacokinetics and to 
assist in the determination of a safe starting dose and the optimal study design. In fact, the 
reader will note that the continual theme in this chapter is that pharmacokinetic data and their 
interpretation in the first study is important in obtaining additional pharmacokinetic, safety, 
and efficacy information a subsequent study, and so on, throughout the drug development 
process. In the following pages, various types of PK evaluations and/or studies are described.

2. Pharmacokinetics and early drug development

Clinical drug development, meaning drug research in human subjects, is generally described 
in three phases, each comprised of a number of different clinical studies, Phases 1, 2, and 3, (see 
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Figure 1) [9, 10]. However these three phases do not encompass the entirety of the research for 
any given new drug: nonclinical research starts prior to Phase 1, and post-marketing studies 
(sometimes referred to as Phase 4) continue after Phase 3 and medicines regulatory agency’s 
approval. Once a new chemical entity (NCE), a new molecular entity (NME), a new biological 
entity (NBE), a new active substance (NAS) or a new therapeutic entity (NTE) [11], also called 
investigational product (IP), or in general for this chapter, a new drug, is identified and the min-
imum in vitro and animal data are gathered, and after filing an application with the appropriate 
regulatory agency, a promising substance can start clinical research [12]. For sake of clarity, an 
overview of the three phases of studies is given below and the roles of PK data are highlighted.

Phase 1 studies (some exploratory studies are also called Phase 0) in clinical drug develop-
ment are described as the initial introduction of the drug into humans, in small numbers of 
healthy subjects (if appropriate), starting at lower doses and escalating as safe to therapeutic 
ranges and super therapeutic ranges if possible. The reasons for studying higher doses, if 
deemed safe to do so, can be multi-faceted. Confirming safety at higher doses helps deter-
mine a margin of safety around the efficacious doses, and aids in determining the clinical rel-
evance of any drug–drug- and drug-disease-interactions, or special population differences 
that may be elucidated later. Pharmacokinetics over a wider range leads to the ability to 
correlate drug effects (therapeutic or adverse) with drug exposure, and to characterize these 
relationships [13]. The aforementioned safety margin also allows the drug sponsor some 
flexibility in determination of the final marketed dose if necessary. Phase 1 also includes spe-
cific studies designed to study special populations, such as the elderly, children, in people 

Figure 1. Phases of drug development built on pharmacokinetics.
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with hepatic or renal impairment. In these studies, pharmacokinetic endpoints are the pri-
mary goal, allowing relatively small studies (low numbers of subjects) to inform the future 
Phase 2 and 3 studies and marketing after approval. The results of these studies are reflected 
in the approved drug’s labeling, where warnings about the use in certain disease-states or 
dosage adjustments are communicated.

In Phase 2 studies of clinical drug development, the objective is not only to determine that 
a drug continues to be safe but that it remains to be safe when used in patients with the 
disease it is intended for to treat. The information gathered in Phase 2 serves the dual pur-
pose of studying safety and efficacy while providing proof to the sponsor that the drug is 
worthy of further development. The pivotal Phase 2 study for continuation of Phase 2 and/
or starting Phase 3 is often called ‘Proof of Concept (POC).’ The value of PK measurements 
in Phase 2 adds another layer of understanding how the body processes the drug; these 
studies determine differences in PK data between categories of patients, namely those with 
the targeted disease and normal healthy volunteers. Sometimes patients will have higher or 
lower exposures of a drug due to the difference in ability to absorb a drug, or the drug may 
be eliminated differently due to the disease state. In general, the more the patient is affected/
weakened by the disease, the more PK will differ from healthy subjects. Knowledge of the 
PK in the patient population forms a bridge to knowledge of safety and perhaps efficacy 
gathered in Phase 1. Phase 2 PK facilitates any need for dose adjustments to achieve safety 
or efficacy. PK correlations with efficacy can begin in earnest once patient data is available; 
this data along with the Phase 1 data is modeled and simulations using those models assist 
in choosing the Phase 3 dose ranges.

Phase 3 in clinical drug development consists of several large studies in patient populations 
designed to collect further safety data, to observe possible adverse events which occur only 
rarely, to continue to evaluate efficacy and compare with current therapies for the indication, 
and to guide its use once approved and on the market. However, clinical research does not 
necessarily come to a halt at the end of Phase 3. After approval and marketing, additional 
studies may be run by the sponsor to establish marketing claims and to seek new indica-
tions. Adverse event data are continually collected to identify even rarer adverse events not 
uncovered in Phase 3. Phase 3 PK data is usually performed only as a few samples in many 
subjects or complete profiles in a subset of subjects; this data is for confirmatory purposes, 
used in correlation with efficacy or adverse events. This data is added to the ongoing model-
ing (discussed later in Section 3.1) to discern sources of variability in the PK data from the 
patient population.

The above descriptions of each phase of drug development may seem as though each phase 
precedes sequentially, one starting after the end of the other; however this may not always be 
the case. While typically the end of Phase 2 commences the beginning of Phase 3, the other 
phases may overlap in time. This is mainly to conserve research and development resources. 
For instance, the longer animal studies and reproductive toxicity studies may not run until 
the results are needed to support the Phase I and II studies for drugs that may require longer 
treatment durations or research in women of child-bearing potential (WOCBP),  respectively 
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[14]. A thorough Phase I study to determine QTc prolongation and potential for cardiac 
arrhythmias (if not characterized already in earlier studies) should not be run until some idea 
of the clinical doses and exposures are determined and after a few studies have shown some 
promise for the drug’s future approval.

3. Pharmacokinetic analyses

Pharmacokinetic analyses types can be broken into two general approaches: compartmental 
and non-compartmental. Non-compartmental analyses are a series of calculations that esti-
mate the exposures and elimination properties of a drug with very few assumptions about 
the particular mechanisms involved. Non-compartmental exposure parameters (such as area 
under the concentration-time curve (AUC) and the maximum exposure (Cmax) can be cal-
culated and are interpretable when no other PK information is available; these parameters 
indicate the amount of drug in the body and for how long it is there, and the peak concentra-
tion that is achieved.

Compartmental methods can be described as the determination of a mathematical expression, 
or model, which adequately describes the PK of a given drug. On the most basic level, these 
models consist of the mathematical description representing the body as one or a series of 
hypothetical volume compartments which drug distributes into and out of, or from which it is 
eliminated. These models not only describe the PK properties of a drug, but can be predictive 
of PK at different dose levels or administration conditions. Complex models aid in the eluci-
dation of smaller processes which make up the PK in its entirety, such as the rate and capacity 
of the different metabolism pathways involved in a drug’s elimination.

3.1. Compartmental pharmacokinetics

The process of fitting PK data to a given mathematical description, or model, is known as 
compartmental modeling. This modeling is carried out with specialized software applica-
tions and [15, 16] Figure 2 shows the simplest one-compartment PK model where drug is 
introduced by an intravenous bolus injection into a representative volume compartment and 
the differential and integrated equations that can be fitted to actual data to determine the 
values of the constants as defined. Multiple-compartment PK models, such as a 2-compart-
ment model, or a 3-compartmental model, commonly describe a concentration-time course 
adequately, but more complex models may contain more compartments. The mathematical 
models are based on the processes which move drug into or out of the compartments; these 
may be a constant rate of infusion or elimination (a zero-order kinetic process) or concentra-
tion-driven diffusion processes (first-order kinetics) or by saturable active transport or meta-
bolic processes (Michaelis–Menten kinetics), or combinations thereof [17–19]. The intention 
of a compartmental model can be as straightforward as to find the simplest model which 
describes the PK and predicts drug exposures under new conditions, like a higher dose, or 
when administered in multiple doses over time, or when administered under a different route 
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with hepatic or renal impairment. In these studies, pharmacokinetic endpoints are the pri-
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ing (discussed later in Section 3.1) to discern sources of variability in the PK data from the 
patient population.

The above descriptions of each phase of drug development may seem as though each phase 
precedes sequentially, one starting after the end of the other; however this may not always be 
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[14]. A thorough Phase I study to determine QTc prolongation and potential for cardiac 
arrhythmias (if not characterized already in earlier studies) should not be run until some idea 
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promise for the drug’s future approval.
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ment model, or a 3-compartmental model, commonly describe a concentration-time course 
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models are based on the processes which move drug into or out of the compartments; these 
may be a constant rate of infusion or elimination (a zero-order kinetic process) or concentra-
tion-driven diffusion processes (first-order kinetics) or by saturable active transport or meta-
bolic processes (Michaelis–Menten kinetics), or combinations thereof [17–19]. The intention 
of a compartmental model can be as straightforward as to find the simplest model which 
describes the PK and predicts drug exposures under new conditions, like a higher dose, or 
when administered in multiple doses over time, or when administered under a different route 
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of administration. However, sometimes the purpose may be more complex, to elucidate addi-
tional processes such as metabolism mechanisms or drug effects, and these models may con-
tain many compartments.

Compartmental modeling in the very early stages of drug development might be used for sup-
plemental information or to set the initial assumptions for further additional modeling later 
in the drug development program; known as population pharmacokinetics [20]. Population 
pharmacokinetics (termed in the industry as ‘Pop PK’) is the systemic analysis of compiled 
data from specific studies or from the entire drug development program. These analyses are 
used to better understand the concentration-time course of the drug and to explain potential 
sources of PK variability. These models take either sparse PK data (limited numbers of sam-
ples) from large numbers of subjects and patients, or both, and/or rich sampling data (full serial 
PK sampling profiles) from early PK studies, and often incorporate development of individual 
patient covariates (e.g., BMI, race, genotypes, concomitant medications, disease status, etc.) to 
predict exposure and effects in individual patients. Figure 3 shows that this type of analysis 
not only allows individual patient predictions, but also provides average PK parameters for 
the population. A population PK approach is also useful in clinical research situations where 

Figure 2. One-compartment pharmacokinetic model. graphic presentation of a one-compartment PK model with an 
intravenous bolus injection of dose (D) into a single central compartment of volume V, with a first-order elimination rate 
of kel. Where Cp is the concentration in the compartment which decreases over time (t). The model is described by a 
single differential (1) dCp/dt = D/V × (−kel). The integrated Eq. (2) is Cp = (D/V) e−kelT. Secondary parameter CL (clearance) 
is calculated by Eq. (3) CL = V*kel.
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 ethics, patient safety, and/or patient comfort limit the number of PK samples that can be col-
lected, such as in neonates, pediatrics, and patients with advanced diseased states.

Compartmental and non-compartmental (to be discussed Section 3.2) PK parameter estimates 
tend to vary within (intra-patient variability) and between individuals (inter-patient variabil-
ity), with some drugs having more variability than others. Commonly these estimates vary by 
at least ±15–20% in normal volunteers which can make interpretations challenging, especially 
when only a few subjects have been evaluated. PK estimates in patient populations typically 
have even more variability. Population pharmacokinetics, once data is obtained in enough 
patients and subjects, can help identify and characterize the various sources of variability.

3.2. Non-compartmental pharmacokinetics

Non-compartmental pharmacokinetics include a number of calculations performed with a 
series of PK samples usually with plasma- or serum-concentration-time data. These param-
eters provide a model-free description of how the drug is dispersed and eliminated from the 
body. These types of analysis can be done very quickly with limited numbers of subjects, 
where in compartmental or population modeling can take quite some time to build a model. 
Since no assumptions of which type of compartmental model fits the data best are required, 
a non-compartmental approach is applied in most Phase I PK studies, and is quite useful in 

Figure 3. Population pharmacokinetics. Population model predictions (solid line) with 95% CI (shaded area) with 
observed data (circles).
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understanding the drug and indexing its exposure, determining the clinical dose, and design-
ing the final marketed dosage form. The PK parameters obtained from non-compartmental 
analyses are illustrated in Figure 4. Cmax, the peak concentration gives researchers a maxi-
mum drug exposure and is also dependent on the absorption rate for extravascular admin-
istrations, while the time of Cmax, Tmax, is also indicative of the rate of absorption, but one 
must understand drug elimination is also occurring at this time. The log-linear slope at the 
end of the concentration-time curve can be used to estimate the terminal elimination rate 
constant and the terminal elimination half-life, assuming the curve is well characterized and 
the PK exhibits first-order elimination. Too short of a sampling interval or limitations of the 
bioanalytical method may result in missing the terminal elimination phase, so in some cases 
this slope may be more representative of drug distribution. By calculating an area under the 
concentration-time curve, called AUC, an index of overall exposure is obtained, and this 
exposure is independent of the shape of the curve, be it the sharp increase of an intravenous 
injection with a high Cmax, or lower concentrations observed over a longer amount of time 
after a slow-release oral formulation. From AUC calculations and the terminal elimination 
rate constant, estimations volume of distribution and clearance, abbreviated as V and CL, for 
intravenous doses, or after extravascular doses abbreviated V/F and CL/F, unadjusted for the 
bioavailable, F, can be made.

Figure 4. Non-compartmental model parameters. Cmax = peak concentration, Tmax = time of peak concentration, 
kel = negative terminal slope from ln concentration versus time regression, T1/2 = 0.693/kel (apparent terminal elimination 
half-life) AUC0-t = Area un the concentration-time curve from 0 to the last quantifiable concentration estimated by the 
trapezoidal rule, AUC0-∞ = Area under the curve extrapolated to infinity (AUC0-t + Cp(t)/kel, CL/F = Dose/AUC0-∞ 
(after a single dose), V/F = apparent volume of distribution after an extravascular dose, calculated by CL/F / kel.
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4. Nonclinical pharmacokinetics

Before an investigational drug is ever administered to a human subject, an immense amount 
of animal and in vitro data are gathered. For example, tests in cell lines and/or animal models 
are used to determine the potential of the drug’s therapeutic action. Other in vitro tests can 
screen for safety, such as in hERG (Human ether-a-go-go Related Gene) expressed cells, to 
determine a drug’s potential to interact with the potassium channel, IKR, and cause cardiac 
arrhythmias [21]. Ultimately, single- and repeat-dose toxicity studies, also called ‘toxicoki-
netic or TK’ studies, in rodents and at least 1 non-rodent species are needed to support the 
investigation of the drug in humans [14]. While these studies are mandated by regulatory 
agencies, they are also useful in the design of the FIH study for a drug’s development pro-
gram. Depending on the type of drug and its apparent risk, several methods of determin-
ing the starting dose based on observed toxicity at dose levels can be used. These methods 
range from simple adjustment and allometric scaling of the non- observed adverse effect 
level (NOAEL) in the most sensitive animal species studied, with a safety margin [22]. to 
complex scaling modeling to predict human exposures from animal data. For particularly 
risky compounds, the starting dose is sometimes carefully based on the minimum biologi-
cally active concentration and its associated dose level, also called the minimum effective 
dose (MED) [23].

Sometimes detailed PK in animals is available, but generally the PK data from animal 
studies come from the toxicoketinetic studies. In these studies, the goal is to determine 
exposure for correlation with toxicity, but qualitative expectations of how the drug 
will behave in a human are conceived. It would be expected, but not guaranteed, that a 
quickly absorbed and quickly eliminated drug would also act similarly in humans. Useful 
predictions of a drug’s human PK can be made using computer modeling techniques, 
called PBPK (physiological based pharmacokinetic modeling) interspecies scaling, which 
take different species’ capacities of absorption, body distribution, and metabolic/excre-
tion into account and simulate PK concentrations based on an analogous human model 
[21, 24–26].

Nonclinical studies are also important for providing an idea of the mechanism of the drug’s 
metabolism, whether any cytochrome P 450 enzymes are involved, and identification of 
metabolites which could be important in humans [27]. Metabolites identified in animals 
that represent 10% of drug circulating material need to be monitored in toxicology studies 
and later in clinical studies if still a significant metabolite, is disproportionately produced in 
humans, or if it is biologically active [28]. In vitro experiments with hepatic enzyme prepara-
tions and various chemical probes identify which CYP 450 enzymes are potentially active 
in the metabolism of a drug. Once these are determined, potential drug-drug interaction 
pathways are realized; this information is then used to design Phase I drug-drug interaction 
studies to characterize the clinical significance of these possible interactions in. In vitro experi-
ments also provide the identities of drug-transporters which may move drug into or out of 
various organs in the body. Drug–drug interactions can also be mediated by inhibition or 
competition within these transporter systems [29].
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5. Early clinical studies with primary endpoints of safety

Earlier this chapter described the primary objective of Phase I as determining safety in a small 
number of subjects before the introduction of the drug into patients. This remains true, but for 
the purposes of this chapter, Phase I studies will be described as studies whereby safety mea-
surements are the primary endpoint (or finding) and where primary endpoints are PK-related.

5.1. First in human studies

The main purpose of the first in human clinical study (FIH) for a drug is to test that it is safe, 
meaning that subjects are monitored for signs of toxicity, especially those indicating risk of 
mortality or morbidity. Tolerability, the ability of a patient to use the drug for its intended 
indication, without unacceptable, non-life-threatening adverse events that would require dis-
continuation of treatment, is also an important consideration. Risk-to-benefit ratios are consid-
ered when determining the required tolerability and risks of toxicity; a drug for a life-saving, 
unmet clinical need, such as cancer, would be considered for approval even if it carries more 
risk than a drug for a self-limiting or non-life-threatening disease, such as the common cold. 
From the animal data discussed above, researchers have a good idea of the types of toxicity 
and at what exposures they may occur for a given drug, yet the first human study is critical in 
confirming the drug’s potential for toxicity in a human. PK in a FIH is therefore very informa-
tive, telling us not just if toxicity occurs, but at what exposure that toxicity correlates with.

5.2. Single-ascending-dose studies (SAD)

Typically, the FIH study is the single-ascending dose study, where small numbers of subjects 
are dosed carefully with either the drug or placebo, and safety is monitored by recording 
adverse events, clinical laboratory measurements, vital signs, electrocardiograms, and addi-
tional tests depending on concerns raised in the animal studies or from the known phar-
macology. Once a small dose is administered and considered to be safe, then a higher dose 
(typically 2–3 times higher than the starting dose) is administered to a new group of subjects 
which is then considered before a higher yet dose is given. The escalation schedule for ascend-
ing doses needs to be considered carefully, using smaller increments of increase with higher 
risk drugs, the predicted therapeutic range for the drug, and the levels of exposure where tox-
icity was seen in animals [30]. Study protocols for drugs considered to be high risk or of nar-
row therapeutic range may have stopping criteria based on PK as well as safety. Some study 
protocols will set an upper limit on PK parameters of exposure that are not to be exceeded 
in the study. The escalation schedule or planned doses may be revised depending upon the 
outcome of the previously dosed groups. Unexpected toxicity may require lowering the dose 
and subsequent doses; lower than expected exposure (if assessed before the study finishes) 
might require increasing the planned doses or accelerating the dose escalation.

The design of the FIH study will incorporate animal data or interspecies scaling predic-
tions to determine when and how long blood (usually plasma or serum) should be sampled 
for PK measurements. Ideally, to characterize a PK profile, sampling would be optimized 
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to capture absorption rates, peak concentrations, distribution and elimination phases, and 
would minimally be 2–3 times the elimination half-life, preferably 4–5 times the elimination 
half-life. Sometimes at lower dose levels this is difficult due to the limitation of the bioana-
lytical method used to measure drug concentrations.

When PK information is needed for dose escalation a common practice is to perform interim 
PK analyses as the study progresses, where the PK is examined in one group before proceed-
ing to the next higher dose level group. This is a time sensitive process where careful planning 
with logistics between the clinic conducting the study, sample shipment, the laboratory ana-
lyzing the samples, the scientist performing the PK calculations, and sometimes a data safety 
monitoring board (DSMB) who will review the data and make a determination along with the 
sponsor and principal investigator in charge of clinic conduct. Once at least two dose levels 
have been administered, the scientist will use the data obtained to date in order to determine 
if the increase in exposure is proportional to the increase in dose (dose proportionality) and if 
so to predict what exposures might be at the next dose level, given that dose proportionality 
continues to the next dose. If dose proportionality is not seen (the PK may be described as 
‘nonlinear’) [31], and the increase is higher than proportional to the increase in dose, escala-
tion to higher dose levels should proceed with caution, as saturation of a metabolic or elimi-
nation pathway could lead to sharp increases in PK concentrations with only a small increase 
in dose. If PK concentrations are less than proportional to the increase in dose, indicating a 
saturation in the absorption process, then the dose escalation schedule may need to be revis-
ited in order to achieve target exposures.

5.3. Multiple-ascending-dose studies (MAD)

PK information gained in the single-ascending dose assessment of a drug development pro-
gram is used further in the design of the next clinical study, which for most drugs is the 
multiple-ascending dose study. Because most drugs need to be given repeatedly over time, 
safety information for continuous use is needed. In this study, the drug is administered for 
the number of doses required (based on the single-dose PK) to reach steady-state levels, the 
highest exposure a given drug regimen will achieve, where the given drug exhibits first-order 
elimination (Figure 5). Again, the main purpose of the study is to determine safety at maxi-
mum exposures, but PK at these exposures is applicable to the design of the next study in 
the drug development program. Steady-state levels depend upon the half-life, the dose, and 
how often the drug is given (also called the frequency of administration). If PK properties 
after a single dose are known, then the number of repeated doses given at equal intervals for 
a duration of approximately 5 times the half-life will reach predictable steady-state levels. 
Confirmation of steady-state in this type of study is usually assessed by determining if trough 
(predose) concentrations for the last few doses are approaching a constant value; [32] this also 
helps confirm that the half-life observed after single doses was based upon the elimination 
phase, that the PK is indeed first order, and is or is not ‘linear’ over time. Linear or nonlinear, 
the single- and multiple-dose studies in Phase I not only determine safety at a certain expo-
sure, but the relationship of dose to exposure, leading to predictability to adequately achieve 
target exposures further along in Phases II and III.

Application of Pharmacokinetics in Early Drug Development
http://dx.doi.org/10.5772/intechopen.74189

67



5. Early clinical studies with primary endpoints of safety

Earlier this chapter described the primary objective of Phase I as determining safety in a small 
number of subjects before the introduction of the drug into patients. This remains true, but for 
the purposes of this chapter, Phase I studies will be described as studies whereby safety mea-
surements are the primary endpoint (or finding) and where primary endpoints are PK-related.

5.1. First in human studies

The main purpose of the first in human clinical study (FIH) for a drug is to test that it is safe, 
meaning that subjects are monitored for signs of toxicity, especially those indicating risk of 
mortality or morbidity. Tolerability, the ability of a patient to use the drug for its intended 
indication, without unacceptable, non-life-threatening adverse events that would require dis-
continuation of treatment, is also an important consideration. Risk-to-benefit ratios are consid-
ered when determining the required tolerability and risks of toxicity; a drug for a life-saving, 
unmet clinical need, such as cancer, would be considered for approval even if it carries more 
risk than a drug for a self-limiting or non-life-threatening disease, such as the common cold. 
From the animal data discussed above, researchers have a good idea of the types of toxicity 
and at what exposures they may occur for a given drug, yet the first human study is critical in 
confirming the drug’s potential for toxicity in a human. PK in a FIH is therefore very informa-
tive, telling us not just if toxicity occurs, but at what exposure that toxicity correlates with.

5.2. Single-ascending-dose studies (SAD)

Typically, the FIH study is the single-ascending dose study, where small numbers of subjects 
are dosed carefully with either the drug or placebo, and safety is monitored by recording 
adverse events, clinical laboratory measurements, vital signs, electrocardiograms, and addi-
tional tests depending on concerns raised in the animal studies or from the known phar-
macology. Once a small dose is administered and considered to be safe, then a higher dose 
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to capture absorption rates, peak concentrations, distribution and elimination phases, and 
would minimally be 2–3 times the elimination half-life, preferably 4–5 times the elimination 
half-life. Sometimes at lower dose levels this is difficult due to the limitation of the bioana-
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It should be noted that the single- and multiple-dose studies are not always run in two sepa-
rate studies. Depending upon the sponsor, type of drug, its PK qualities, and how much 
dose-limiting toxicity is expected, these assessments may all be performed under a single 
study protocol [33]. These studies are termed SAD/MAD studies, and may be designed in 
two parts, a single-dose and a multiple-dose part to follow when the first is completed or 
partially completed. Sometimes the study is designed for the sequential groups to get a single 
dose followed by a washout period where they are monitored, and then the same group will 
be started on multiple doses at the same level as the first dose for a period of time expected to 
reach steady state. Safety and or PK is examined for that group, and if deemed safe, then the 
dose is escalated in the next group.

6. Early clinical studies with primary PK endpoints

Once the SAD and MAD studies have confirmed acceptable safety to proceed further into 
Phase 1, several types of studies are conducted where PK endpoints are the primary objec-
tive, and continued collection of safety data is only secondary. These studies determine the 
effects of other drugs, diseases, and patient qualities on the PK of the drug in relatively small 
numbers of subjects, reducing the risk to patients in the Phase 2 and 3 studies, and ultimately 
informing the marketed use of the drug.

Figure 5. Single dose and steady-state pharmacokinetics.
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6.1. Food effect studies

One of the most important PK studies for an orally administered (and sometimes with inhaled 
drugs where some drug is swallowed) is the food-effect study. An experienced clinical pharma-
cokineticist will say that the absence of a food effect on the rate or extent of a drug’s absorption is 
rare, and looking at many drugs, most have some difference in absorption between fed and fasted 
states. Food-effect information is typically not clear from nonclinical studies in most programs, 
as animals are usually fed ad libitum or on a regular schedule in toxicology studies. A food effect 
can be somewhat predicted for a specific drug, with knowledge of its solubility, its lipophilicity, 
and pH dependence on ionization and partitioning, but a human study is required to confirm the 
extent of the food-effect [34]. Since food in the stomach can affect gastric pH and potentially bind 
to a drug, and food and/or its fat content can affect gastric emptying time, the probability of some 
effect on absorption is high. A food effects range from very subtle changes in just Tmax or Cmax, 
to several-fold increases or decreases in overall exposure, to ultimately where a lipophilic drug 
might be totally unabsorbed without a minimum of dietary fat. PK parameters, especially Cmax, 
Tmax, and AUC, can characterize this difference with only a single dose of drug, in a crossover 
study design, where each subject is administered the drug with and without food. Many drug 
development programs strive to get this information as early as possible to determine the opti-
mal dosing conditions, and is often part of the SAD, MAD, or SAD/MAD study protocol.

The purpose of the food-effect PK study is to determine if a difference occurs, and if this dif-
ference is clinically significant. If found to be clinically significant, that is that food decreases 
absorption enough to make it less effective, or that it increases absorption enough to cause 
toxicity. If the PK shows a clinically significant food effect, adjustment of the therapeutic dose 
and/or instructions on how the drug should be administered will be included in the approved 
drug labeling. The type of drug is also important in this decision, as commonly food may 
delay Tmax and decrease Cmax, but if only the extent of exposure (AUC) is important for the 
drug’s efficacy, then the food effect might not be clinically relevant.

6.2. PK studies in special populations

Once the pharmacokinetic behavior of a drug and its initial safety is confirmed in normal 
healthy volunteers in the early Phase 1 studies, additional Phase 1 studies are performed to 
determine if PK differs in various special populations [35]. A simple special population study 
can be used to bridge the entire drug development program of a drug for one population to 
apply to another population. An example would be a drug developed in Japanese populations 
that is then intended to also be marketed in the US. Most small molecule drugs are investigated 
in subjects with hepatic or renal impairment [36, 37], and depending on the drug’s intended 
use, additional studies in elderly, obese, certain racial/ethnic groups, or others are performed. 
While safety is monitored in these studies, the PK endpoints allow inference of safety and 
efficacy that has been determined in previous studies. In other words, if age does not appear 
to affect the PK of a drug, it is well accepted that the previous safety findings will also likely 
apply, in general, if the drug is used without regard to age. In hepatic and renal impair-
ment, plasma proteins, such as albumin, can be lower than in healthy subjects, so free drug  
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concentrations are often examined to determine if any PK differences are related to the differ-
ences in binding, or if increased free drug concentrations might result in any drug effect differ-
ences [38]. These studies are often single-dose PK studies in the special group and in healthy 
volunteers of similar demographics. PK parameters of exposure are key in the between-group 
comparisons; however, elimination rates and absorption rates are also important.

6.3. Drug-Drug interaction studies

As mentioned previously, nonclinical studies are key in screening a drug for potential drug–
drug interactions (DDIs). Once the cytochrome P450 enzymes and transporters for which a 
new drug is a substrate, an inhibitor, or can induce expression, are identified, clinical studies 
are performed to confirm, quantitate, and determine clinical significance of any DDI. It would 
be tedious and cost prohibitive to test every possible DDI, so appropriate probes [39] (other 
drugs which are known CYP or transporter substrates, inhibitors, or inducers) are chosen 
to be co-administered and PK measured to determine if a clinically relevant DDI through a 
specific metabolism or transporter pathway exists [40]. Without PK measurements in this type 
study, it would take large numbers of subjects to study a drug–drug interaction with safety 
endpoints only, however with PK, a small number of subjects’ exposures to one or both drugs 
can determine if there is a safety risk by examining previous PK measurements and corre-
lated safety findings. These study designs may differ depending upon the potential interac-
tion, but usually the drug under development is dosed to steady-state at a therapeutic dose. 
Often these studies are conducted with 12–24 healthy subjects confined to a research clinic, 
and consist of a fixed treatment sequence for all subjects. An example of a common design 
would be where the probe drug is administered alone, followed by a washout period, then the 
multiple doses of the investigational drug are given until steady-state levels are reached, then 
the probe drug is co-administered. PK of the probe drug is measured to determine if the PK 
is affected. The sequence could be reversed if the investigational drug is hypothesized to be 
affected by the probe drug. Two-way DDI designs are also used to determine the two drugs 
affect each other. The primary PK endpoints are generally Cmax and AUCs to determine if 
peak or overall exposure differ due to a DDI, but Tmax and elimination rates are helpful in 
determining if the mechanism is due to decreased metabolism or a change in absorption.

Interpretation of the PK data for these studies is often straightforward; if a DDI increases 
exposure of a drug, depending upon its safety profile, to a degree that toxicity could develop, 
or decreases exposure enough that efficacy would be lost, then warnings will be issued in the 
approved labeling. Occasionally unexpected results in these studies are seen such that relat-
ing the results to specific enzymes or transporters becomes difficult, especially when multiple 
enzymes or unknown transporters are involved. In such instances, the characterization of 
DDIs helps in the design of Phase 2 and 3 studies where a study protocol excludes patients 
taking certain medications, and allow the safe investigation in patient populations.

6.4. Radiolabeled drug studies

A concern for a small molecule drug in development is the question of whether the drug is 
readily removed from the body completely, and how that complete elimination occurs. Less 
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so is whether the drug might accumulate in specific tissues in an undesired way. Along with 
the question of how a drug is eliminated, another question is what metabolites are formed and 
how are they excreted. These questions are answered with PK studies using radiolabeled drug, 
which is commonly called the ‘ADME’ or ‘Mass Balance’ study [41]. These studies usually 
include only 6–8 healthy males given a single dose and confined to a research clinic until most 
of the drug-related radioactivity has been recovered in urine and/or feces. An easily measur-
able dose of the study drug is administered along with a small amount of the drug that is radio-
labeled, usually with carbon 14 (14C), and sometimes with tritium (3H). PK of unlabeled drug 
and radioactivity in blood and plasma are measured, and total radioactivity are measured in 
complete urine and feces collections. These studies can be quite long, as the measurements con-
tinue and subjects are confined until only small amounts of radioactivity are excreted in urine/
feces each day. The advantage of measuring radioactivity is that it represents the total amounts 
of drug-related material in blood/plasma, urine, and feces. The drawback for total radioactivity 
measurements is that it is non-specific. However, comparing unlabeled unchanged drug levels 
and total radioactivity levels allows the scientist to gauge the amount of metabolites that are 
circulating and their collective PK behavior. A second aspect of these studies are the determina-
tion of the identity of the metabolites and their quantities in plasma, urine and feces by radio 
chromatography, also known as metabolic profiling. Since the drug was radiolabeled, different 
chemical entities resulting from the breakdown of the drug in the body can be identified as 
they will also be radiolabeled. The amounts of radioactivity recovered in urine and feces are 
totaled, and summed, for the determination of mass balance, i.e. the amount of radioactivity 
administered is expected to be nearly equal to the radioactivity excreted.

The distribution of the drug and its metabolites (as measured by radioactivity) into erythrocytes 
is another important aspect of the ADME study, and goes along with the question of drug accu-
mulating in tissues. By measuring radioactivity concentrations in whole blood and in plasma, 
it is possible to determine if the drug-related material binds to or collects in erythrocytes [42].

7. Summary

The above overview has shown that pharmacokinetics is an integral part of drug devel-
opment, and a critical part of early drug development. At the beginning of Phase 1 in the 
development program only animal data is available; hence, what is known through phar-
macokinetic measurements in those animal studies is applied in designing Phase 1 human 
studies. This chapter outlined the importance of pharmacokinetic data in drug development 
overall and in specific types of early clinical studies. The PK measurements in the FIH study 
provide confirmation of safety at the measured exposures from the tested dose levels. Even if 
exposures from a given dose change due to food-effects, drug–drug interaction, drug-disease 
interactions, or use in a special population, safety can be associated and risks assessed by 
bridging these results to the initial safety or efficacy exposures. Throughout the drug devel-
opment program, pharmacokinetics is a tool used to link exposure to efficacy and safety, and 
it assists in the determination of dosages of marketed drugs; for this reason, PK data are an 
important part of the information provided to clinicians.
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Abstract

Hepatotoxicity is the injury or liver damage caused by exposure to drugs; it is an
adverse drug reaction that may be uncommon but serious. The hepatic injury can be
classified into hepatocellular, cholestatic and mixed, caused by increase in alanine ami-
notransferase and alkaline phosphatase than upper limit of normal. The risk factors
include idiosyncrasy, age, gender, alcohol consumption, concomitant use of other drugs,
previous or underlying liver disease, genetic and environmental factors. Liver toxicity
manifestations are generally accompanied by nonspecific symptoms such as abdominal
pain, jaundice, fever, nausea, vomiting, diarrhea, pruritus and rash. Identification of
hepatotoxicity is a complex process to perform; therefore, clinical scales have been
developed, such as the Roussel Uclaf Causality Assessment Method (CIOMS/RUCAM)
and the Clinical Diagnostic Scale (M & V CDS). Additionally, there is no specific treat-
ment for hepatotoxicity, which is based on suspending the suspected drug and treating
symptoms. The most commonly associated pharmacological groups are antibiotics,
nonsteroidal anti-inflammatory analgesics (NSAIDs), antidepressants and anticonvul-
sants. Drug-induced liver injury has been an adverse event, hard to identify, prevent and
treat; thereby, the pharmacist intervention can contribute to the diminution of the dele-
terious effects in patient health.

Keywords: drugs, hepatotoxicity, drug-induced liver injury, anti-infective agents,
antineoplastic agents, pharmacist intervention

1. Introduction

The objective of this chapter is to explain hepatotoxicity by drugs and provide relevance to a
health problem that can lead to death if neglected; even though there is published information
about it, it is still limited in some parts of the world. On the other hand, it is intended to
disclose some activities developed by a pharmacist in a case of one patient with hepatotoxicity
by drugs, which can contribute to the improvement of a patient’s health status by helping to
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identify and to prevent the cause of the problem. In addition, we present the key results
obtained by a structured review made in PubMed/Medline using the terms such as “liver
disease” and “drug-induced liver Injury”, until December 2015, and articles available in
English, Spanish and French that recognized any drug as a possible trigger of hepatotoxicity
were selected. The information obtained in this structured review was analyzed and compiled
to give a better understanding about hepatotoxicity.

Thereby, use of drugs had generated some noxious effects on patient’s health; one of the
organs that may be affected is the liver, because substances or its formed metabolites in the
biotransformation process; drugs can induce liver injury. Hepatotoxicity is the injury or liver
damage caused by exposure to drugs or other nonpharmacological agents [1]. It is an adverse
drug reaction that may be uncommon but serious, and is the most common cause of drug
withdrawal from the pharmaceutical market [2]. Hepatic toxicity incidence by drugs is vari-
able, because several retrospective and prospective studies were reported [3].

There are two types of hepatotoxicity: intrinsic reaction which is dose-dependent and predict-
able (less common) and idiosyncratic reaction which is not dose-dependent and not predict-
able (more common). Besides, the hepatic injury can be classified into hepatocellular,
cholestatic and mixed, caused by increase in alanine aminotransferase (ALT), that is, >2–3
times and/or increase in alkaline phosphatase (ALP), that is, >2 times the upper limit of normal
[4, 5]. The risk factors include: idiosyncrasy, age, gender, alcohol consumption, smoking,
concomitant use of other drugs, previous or underlying liver disease and genetic and environ-
mental factors [6, 7]. Clinical and pathological manifestations of hepatotoxicity include acute
and chronic hepatitis, fulminant hepatitis, cholestasis, ductopenia, granulomatous hepatitis
and steatosis (steatohepatitis, macrovesicular or microvesicular steatosis) [6], generally accom-
panied by nonspecific symptoms such as abdominal pain, jaundice, fever, nausea, vomiting,
diarrhea, pruritus and rash [8].

It is estimated that approximately 1100 drugs, excluding substances of abuse and natural prod-
ucts, are associated with hepatotoxicity reactions [9]. Although most lipophilic drugs may cause
hepatic disorders, the most commonly associated pharmacological groups are antibiotics
(amoxicillin-clavulanic acid and rifampicin), nonsteroidal anti-inflammatory analgesics (NSAIDs)
(diclofenac and ibuprofen), antidepressants (paroxetine) and anticonvulsants (phenytoin, carba-
mazepine and valproic acid) [1, 10]. Identification of hepatotoxicity is a complex process to
perform; therefore, in practice, this is based on considering the presence of such alteration,
conducting a thorough investigation related to the use of any substance and ruling out other
causes of liver disease [11]. In order to solve the difficulty of identification and to try to estimate
the probability that a therapeutic agent is associated with a hepatic disease, clinical scales have
been developed; there are scales such as the Roussel Uclaf Causality Assessment Method
(CIOMS/RUCAM) and the Clinical Diagnostic Scale (M & V CDS) that assess factors such as
absence or presence of confounding factors, temporal relation of hepatotoxicity with drug con-
sumption, coexistence of risk factors, previous description in the literature, exclusion of other
causes and effects of readministration of the drug [12]. In general, there is no specific treatment
for hepatic toxicity by drugs, which is based on suspending the suspected drug, treating symp-
toms, avoiding other possible hepatotoxic agents and monitoring laboratory tests [13, 14].

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors78

The liver injury generated by hepatotoxic medicines has been an adverse event, hard to identify
and prevent, because of the sensibility of each patient. There is no specific treatment, except with
a few drugs, hence, it is not possible to guarantee the recovery of symptoms in all cases. In such a
way, it is necessary to search strategies that allow optimization of the health care process of
patients with hepatic toxicity. Thereby, the pharmacist intervention can contribute to the diminu-
tion of the deleterious effects in patient health, promoting the proper use of the drugs.

2. Drug-induced hepatotoxicity: an overview

Hepatotoxicity is defined as injury or liver damage caused by exposure to drugs or other
nonpharmacological agents [1]. It is an adverse drug reaction that may be uncommon but
serious, and therefore, have a considerable impact on health [2]. Hepatotoxicity generates
between 1/600 and 1/3500 of all hospital admissions, 2–3% of hospitalizations for jaundice,
10% of acute jaundice hepatitis (being more than 40% in people over 50 years of age) and
between 15 and 30% of cases of fulminant hepatic failure [15, 16]. In the United States, a
multicenter prospective study showed that drugs, including acetaminophen, are the most
common cause of acute liver failure, explaining 39% of cases and overcoming viral hepatitis
A and B, which represent 12% [17]. On the other hand, in France, an incidence of 13.9 (�2.4)
cases per 100,000 inhabitants is estimated, corresponding to an annual global frequency of 8.1
(�1.5) cases [18]. In Switzerland, the estimated incidence is 2.2 per 100,000 inhabitants over
15 years of age; while in Spain, the annual incidence of severe liver disease is estimated as 7.4
per 1,000,000 population (95% confidence interval between 6.0 and 8.8) [10]. There are some
countries in which evidence about incidence of liver injury by drugs is limited [19], generally,
published information is based on clinical case reports.

Although hepatotoxicity is less frequent than other adverse drug effects, due to its severity and is
the most common cause of drug withdrawal in the pharmaceutical market, it is assessed as a
major adverse event [20], so, it is a frequent impediment to the development of drugs by phar-
maceutical companies. In the past 20 years, in Europe and the United States medications such
as troglitazone, bromfenac, trovafloxacin, ebrotidine, nimesulide, nefazodone, ximelagatran,
lumiracoxib, pemoline and tolcapone have been withdrawn from the market [10, 21–23]; cur-
rently, some of them are retired worldwide.

The identification of hepatotoxicity is a complex process to perform; therefore, in clinical
practice, it is based on considering the presence of such alteration, investigate about the use of
any substance and ruling out other causes of liver disease [19]. It is necessary to identify all
drugs used (prescription and over-the-counter), natural products, food, exposure to industrial
toxics or substance abuse; moreover, try to identify the offending agent and to search for a
description in literature may help. Besides, the chronological relationship between exposure to
the suspected agent and the hepatotoxic reaction is a key to define causality; the drugs used in
the last 3 months should be considered as suspects. The presence of hypersensitivity manifes-
tations (rash, fever and eosinophilia) improves identification process as well as histological
analysis through liver biopsy [24]. When a re-exposure to the suspected agent appears, it
becomes a very conclusive indicator of causality.
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The liver injury generated by hepatotoxic medicines has been an adverse event, hard to identify
and prevent, because of the sensibility of each patient. There is no specific treatment, except with
a few drugs, hence, it is not possible to guarantee the recovery of symptoms in all cases. In such a
way, it is necessary to search strategies that allow optimization of the health care process of
patients with hepatic toxicity. Thereby, the pharmacist intervention can contribute to the diminu-
tion of the deleterious effects in patient health, promoting the proper use of the drugs.

2. Drug-induced hepatotoxicity: an overview

Hepatotoxicity is defined as injury or liver damage caused by exposure to drugs or other
nonpharmacological agents [1]. It is an adverse drug reaction that may be uncommon but
serious, and therefore, have a considerable impact on health [2]. Hepatotoxicity generates
between 1/600 and 1/3500 of all hospital admissions, 2–3% of hospitalizations for jaundice,
10% of acute jaundice hepatitis (being more than 40% in people over 50 years of age) and
between 15 and 30% of cases of fulminant hepatic failure [15, 16]. In the United States, a
multicenter prospective study showed that drugs, including acetaminophen, are the most
common cause of acute liver failure, explaining 39% of cases and overcoming viral hepatitis
A and B, which represent 12% [17]. On the other hand, in France, an incidence of 13.9 (�2.4)
cases per 100,000 inhabitants is estimated, corresponding to an annual global frequency of 8.1
(�1.5) cases [18]. In Switzerland, the estimated incidence is 2.2 per 100,000 inhabitants over
15 years of age; while in Spain, the annual incidence of severe liver disease is estimated as 7.4
per 1,000,000 population (95% confidence interval between 6.0 and 8.8) [10]. There are some
countries in which evidence about incidence of liver injury by drugs is limited [19], generally,
published information is based on clinical case reports.

Although hepatotoxicity is less frequent than other adverse drug effects, due to its severity and is
the most common cause of drug withdrawal in the pharmaceutical market, it is assessed as a
major adverse event [20], so, it is a frequent impediment to the development of drugs by phar-
maceutical companies. In the past 20 years, in Europe and the United States medications such
as troglitazone, bromfenac, trovafloxacin, ebrotidine, nimesulide, nefazodone, ximelagatran,
lumiracoxib, pemoline and tolcapone have been withdrawn from the market [10, 21–23]; cur-
rently, some of them are retired worldwide.

The identification of hepatotoxicity is a complex process to perform; therefore, in clinical
practice, it is based on considering the presence of such alteration, investigate about the use of
any substance and ruling out other causes of liver disease [19]. It is necessary to identify all
drugs used (prescription and over-the-counter), natural products, food, exposure to industrial
toxics or substance abuse; moreover, try to identify the offending agent and to search for a
description in literature may help. Besides, the chronological relationship between exposure to
the suspected agent and the hepatotoxic reaction is a key to define causality; the drugs used in
the last 3 months should be considered as suspects. The presence of hypersensitivity manifes-
tations (rash, fever and eosinophilia) improves identification process as well as histological
analysis through liver biopsy [24]. When a re-exposure to the suspected agent appears, it
becomes a very conclusive indicator of causality.
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There is no specific treatment for hepatic toxicity by drugs, which is based on suspending the
suspected drug, treating symptoms (use of corticosteroids for hypersensitivity reactions),
avoiding other possible hepatotoxic agents and continuous monitoring of laboratory tests
[13, 14]. There are some exceptions of antidotes for treating liver toxicity by certain drugs such
as the use of N-acetyl cysteine as an antidote for acetaminophen toxicity, or N-acetyl cysteine
itself for the treatment of hepatotoxicity by phenytoin and carbamazepine, or carnitine for
valproic acid toxicity [25]. With the suspension of the offending drug, in most cases, the health
of the patients tends to improve; however, in other cases, the damage continues to progress
and hospitalization is necessary, when irreversible liver failure occurs, liver transplantation is
required and if the liver tissue damage is severe, patients can die in a few hours.

3. Hepatotoxicity associated to drugs

3.1. Expression of hepatotoxicity

Hepatotoxicity induced by drugs or toxins can be grouped into two types: intrinsic reactions
(less common) and idiosyncratic reactions (more common) [6, 7, 26]. Intrinsic reactions are
predictable, dose-dependent and reproducible in animal models; injury is produced trough
toxic metabolites of drugs such as free radicals (generating lipid peroxidation), electrophilic
molecules (formation of covalent bonds with hepatic proteins) or active oxygen molecules
(generating peroxidation as well). Idiosyncratic reactions are not predictable, not dose-
dependent and not reproducible in animals; there are many drugs capable of causing this
type of reaction [11, 27]. The underlying mechanism of the idiosyncratic reaction may be a
genetic polymorphism of the cytochrome P450 (CYP450) system, responsible for the drugs
hepatic biotransformation. There are two types of idiosyncratic reactions: immune (charac-
terized by hypersensitivity-type reaction) and metabolic [7, 13] (related to metabolism of
substances).

3.2. Mechanisms of hepatotoxicity

The hepatocytes, cholangiocytes, Kupffer cells, ductal and endothelial cells are involved in the
mechanisms by which drugs cause hepatotoxicity [28]; having direct effects on cellular organ-
elles such as mitochondria, endoplasmic reticulum, cytoskeleton, microtubules or nucleus.

The drug metabolites generated in the liver through biotransformation can cause hepatic
damage because formation of toxic or reactive substances such as electrophilic chemicals or
free radicals [29], and thus an unchain a variety of chemical reactions may happen. These
mechanisms can either generate necrosis or apoptosis or both. The following are some of the
main mechanisms of liver injury [30]:

• Mitochondrial dysfunction: may be generated by the disruption of β-oxidation of lipids
and oxidative energy production within the hepatocytes. Mitochondrial membrane
permeabilization can lead to apoptosis, a rupture in mitochondrial membrane can lead to
ATP depletion and subsequent necrosis, and an abnormal function can also lead to fat
accumulation, so steatosis can be present [31].
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• Immune response: is attributed to the formation of new antigens, this give origin to the
idiosyncratic hepatotoxicity. Moreover, it can be accompanied by presence of inflamma-
tory cells such as neutrophils and lymphocytes.

• Oxidative stress: is produced by ATP depletion accompanied by increase in intracellular
calcium concentration, it can generate necrosis [28].

• Lipid peroxidation: is generated by the interaction between free radicals and fatty acids in
membrane, the subsequent reaction may produce electrophilic metabolites generating
DNA damage [32].

3.3. Type of injury

Liver histology is the ideal tool to define the pattern of hepatic toxicity; however, in clinical
practice, most hepatotoxic lesions are classified according to biochemical tests [16]. In this way,
according to Council for International Organizations of Medical Sciences (CIOMS), liver injury
is considered, if at least one of the main hepatic enzymes, such as alanine aminotransferase,
aspartate aminotransferase (AST), alkaline phosphatase and total bilirubin (TB), increases by
two times, the upper limit of normal (ULN) [33]. Besides, liver injury is classified into the
following three types of lesions:

• Hepatocellular lesion is characterized by damage in hepatocytes, which is manifested by
elevation in ALT is more than two times the ULN or a ratio (R) of ALT/ALP greater than
or equal to five.

• Cholestatic lesion is presented in cholangiocytes when ALP increases more than two times
the ULN or R greater than two.

• Mixed lesion is showed when ALT and ALP increases more than two times the ULN or R
is between two and five [4, 34].

On the other hand, Hy’s rule defines liver damage when ALT level increases more than or
equal to three times the ULN accompanied by bilirubin elevation [5, 35] and with or without
rise of APL levels.

3.4. Risk factors

The influence of sensibility or idiosyncrasy of each person is recognized as an important risk
factor. In addition, there are some factors that increase the probability of occurrence of hepato-
toxicity [36]:

• Age: the elderly population is mostly affected by toxicity of drugs because of physiologi-
cal changes and polymedication [10]; however, with valproic acid, young population is
the most affected.

• Gender: female patients are the most susceptible for toxicity of drugs because of biological
differences and pharmacokinetics; moreover, sex-specific factors such as menopause,
pregnancy and menstruation may have influence.

• Alcohol consumption: may increase the toxic potential of pharmacological agents [37].
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The drug metabolites generated in the liver through biotransformation can cause hepatic
damage because formation of toxic or reactive substances such as electrophilic chemicals or
free radicals [29], and thus an unchain a variety of chemical reactions may happen. These
mechanisms can either generate necrosis or apoptosis or both. The following are some of the
main mechanisms of liver injury [30]:

• Mitochondrial dysfunction: may be generated by the disruption of β-oxidation of lipids
and oxidative energy production within the hepatocytes. Mitochondrial membrane
permeabilization can lead to apoptosis, a rupture in mitochondrial membrane can lead to
ATP depletion and subsequent necrosis, and an abnormal function can also lead to fat
accumulation, so steatosis can be present [31].
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• Oxidative stress: is produced by ATP depletion accompanied by increase in intracellular
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• Lipid peroxidation: is generated by the interaction between free radicals and fatty acids in
membrane, the subsequent reaction may produce electrophilic metabolites generating
DNA damage [32].

3.3. Type of injury

Liver histology is the ideal tool to define the pattern of hepatic toxicity; however, in clinical
practice, most hepatotoxic lesions are classified according to biochemical tests [16]. In this way,
according to Council for International Organizations of Medical Sciences (CIOMS), liver injury
is considered, if at least one of the main hepatic enzymes, such as alanine aminotransferase,
aspartate aminotransferase (AST), alkaline phosphatase and total bilirubin (TB), increases by
two times, the upper limit of normal (ULN) [33]. Besides, liver injury is classified into the
following three types of lesions:

• Hepatocellular lesion is characterized by damage in hepatocytes, which is manifested by
elevation in ALT is more than two times the ULN or a ratio (R) of ALT/ALP greater than
or equal to five.

• Cholestatic lesion is presented in cholangiocytes when ALP increases more than two times
the ULN or R greater than two.

• Mixed lesion is showed when ALT and ALP increases more than two times the ULN or R
is between two and five [4, 34].

On the other hand, Hy’s rule defines liver damage when ALT level increases more than or
equal to three times the ULN accompanied by bilirubin elevation [5, 35] and with or without
rise of APL levels.

3.4. Risk factors

The influence of sensibility or idiosyncrasy of each person is recognized as an important risk
factor. In addition, there are some factors that increase the probability of occurrence of hepato-
toxicity [36]:

• Age: the elderly population is mostly affected by toxicity of drugs because of physiologi-
cal changes and polymedication [10]; however, with valproic acid, young population is
the most affected.

• Gender: female patients are the most susceptible for toxicity of drugs because of biological
differences and pharmacokinetics; moreover, sex-specific factors such as menopause,
pregnancy and menstruation may have influence.

• Alcohol consumption: may increase the toxic potential of pharmacological agents [37].
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• Concomitant administration of drugs or herbal remedies: becomes a risk factor because it
increases the probability of drug interactions.

• Previous or underlying hepatic diseases: may increase the risk of hepatotoxic agents [38].

• Genetic factors: related with genetic polymorphism in cytochrome P450 can unchain a
hepatic lesion.

3.5. Clinical manifestations

The mechanisms of drug-induced liver injury are related with the clinical manifestations. The
main clinical-pathological manifestations of hepatotoxicity and its histological findings include
[6, 24, 26, 39]

• Acute hepatitis: caused by a wide variety of drugs and characterized by parenchymal
inflammation, necrosis and Kupffer cells in sinusoids, which include symptoms like
malaise, asthenia, anorexia, jaundice can be present but not always [15].

• Chronic hepatitis: characterized by persistent biochemical abnormalities beyond 6months;
fibrosis or cirrhosis may be present.

• Fulminant hepatitis: also called acute liver failure may cause death and its manifestations
are necrosis and microvesicular steatosis.

• Cholestatic hepatitis: manifested by mixed hepatocellular and cholestatic injury accompa-
nied by inflammation.

• Cholestasis: caused by bile plugs; include symptoms like jaundice and pruritus is charac-
terized by minimal inflammation.

• Vanishing bile duct syndrome: presented by a paucity of bile ducts; inflammation and
cholestasis may appear.

• Granulomatous hepatitis: presence of granulomas in portal tracts or parenchymal, accom-
panied with inflammation.

• Steatohepatitis: is the presence of fat in hepatocytes accompanied by inflammation and
fibrosis.

• Macrovesicular steatosis: characterized by the presence of medium- or large-sized fat
droplets in the cytoplasm of hepatocytes.

• Microvesicular steatosis: characterized by the presence of small-sized fat droplets in the
cytoplasm of hepatocytes.

Many drugs have a specific pattern of injury in the liver but in some cases, the same drug can
generate different patterns in the patients, the patterns and the drugs that cause them are
presented in Table 1.

Many of these manifestations are accompanied by unspecific symptoms like discomfort, fever,
nausea, vomiting, abdominal pain, jaundice, dark urine, pale stools, pruritus, loss of weight or
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appetite, besides, signs like hepatic encephalopathy or increase in hepatic enzyme levels,
making the identification of liver toxicity difficult.

3.6. Hepatotoxic drugs

It is estimated that approximately 1100 drugs, excluding substances of abuse and natural
products, are associated with hepatotoxicity reactions [9]. Although most lipophilic drugs
may cause hepatic impairment, the most commonly associated pharmacological groups are
antibiotics (amoxicillin-clavulanic acid and rifampicin), nonsteroidal anti-inflammatory anal-
gesics (NSAIDs) (diclofenac and ibuprofen), antidepressants (paroxetine) and anticonvulsants
(phenytoin, carbamazepine and valproic acid) [8, 10, 18, 19]. In addition, a recent study shows
that among intravenous drugs, antibiotics and antineoplastic are the pharmacological groups
most associated with hepatic toxicity [41].

A structured review in PubMed/Medline was made using the terms: “liver disease” and/or
“drug-induced liver injury”, until December 2015, and articles available in English, Spanish
and French that recognized any drug as a possible trigger of hepatotoxicity were selected; this
review excluded articles reporting hepatotoxicity related with other agents different to drugs,
any liver disease, reports of clinical trials about predictive patterns of injury or studies of stem
cells. Then, some information was extracted regarding: expression of hepatotoxicity, type of
injury, mechanisms of hepatotoxicity, risk factors and clinical manifestations. To assess the
probability of occurrence of hepatotoxicity and the type of injury, three categories were
established: definite, probable and possible probability, according to evidence [42]. To report

Clinical pattern Drugs

Acute hepatitis Acetaminophen, allopurinol, carbamazepine, diclofenac, phenytoin, ibuprofen,
isoniazid, naproxen, metoprolol, piroxicam, pyrazinamide, valproic acid [2, 39, 40]

Chronic hepatitis Methyldopa, isoniazid, phenytoin [40], amoxicillin-clavulanic acid, bentazepam and
atorvastatin [26]

Fulminant hepatitis Lamotrigine, nimesulide, isoniazid, clarithromycin [40]

Cholestatic hepatitis Phenytoin, amoxicillin-clavulanate [39], carbamazepine, chlorpromazine [6, 15]

Cholestasis Anabolic steroids [6, 39], estrogens, contraceptive steroids [2, 26]

Vanishing bile duct syndrome Sulfonamides, beta-lactams [39], carbamazepine [2]

Granulomatous hepatitis Allopurinol, aspirin, carbamazepine, chlorpromazine, diltiazem, hydralazine,
nitrofurantoin, penicillin, phenylbutazone, phenytoin, pyrazinamide, quinidine,
sulfasalazine [6, 26, 40]

Macrovesicular steatosis glucocorticoids and methotrexate [26], steroids, nitrofurantoin, gold, methotrexate,
ibuprofen, indomethacin, sulindac, metoprolol [6]

Microvesicular steatosis tetracycline, valproic acid, zidovudine, minocycline [6, 9, 26]

Steatohepatitis Amiodarone, tamoxifen [6, 9, 36]

Table 1. Clinical patterns caused by drugs.
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• Concomitant administration of drugs or herbal remedies: becomes a risk factor because it
increases the probability of drug interactions.

• Previous or underlying hepatic diseases: may increase the risk of hepatotoxic agents [38].

• Genetic factors: related with genetic polymorphism in cytochrome P450 can unchain a
hepatic lesion.
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inflammation, necrosis and Kupffer cells in sinusoids, which include symptoms like
malaise, asthenia, anorexia, jaundice can be present but not always [15].
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• Cholestasis: caused by bile plugs; include symptoms like jaundice and pruritus is charac-
terized by minimal inflammation.

• Vanishing bile duct syndrome: presented by a paucity of bile ducts; inflammation and
cholestasis may appear.

• Granulomatous hepatitis: presence of granulomas in portal tracts or parenchymal, accom-
panied with inflammation.

• Steatohepatitis: is the presence of fat in hepatocytes accompanied by inflammation and
fibrosis.

• Macrovesicular steatosis: characterized by the presence of medium- or large-sized fat
droplets in the cytoplasm of hepatocytes.

• Microvesicular steatosis: characterized by the presence of small-sized fat droplets in the
cytoplasm of hepatocytes.

Many drugs have a specific pattern of injury in the liver but in some cases, the same drug can
generate different patterns in the patients, the patterns and the drugs that cause them are
presented in Table 1.

Many of these manifestations are accompanied by unspecific symptoms like discomfort, fever,
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appetite, besides, signs like hepatic encephalopathy or increase in hepatic enzyme levels,
making the identification of liver toxicity difficult.

3.6. Hepatotoxic drugs

It is estimated that approximately 1100 drugs, excluding substances of abuse and natural
products, are associated with hepatotoxicity reactions [9]. Although most lipophilic drugs
may cause hepatic impairment, the most commonly associated pharmacological groups are
antibiotics (amoxicillin-clavulanic acid and rifampicin), nonsteroidal anti-inflammatory anal-
gesics (NSAIDs) (diclofenac and ibuprofen), antidepressants (paroxetine) and anticonvulsants
(phenytoin, carbamazepine and valproic acid) [8, 10, 18, 19]. In addition, a recent study shows
that among intravenous drugs, antibiotics and antineoplastic are the pharmacological groups
most associated with hepatic toxicity [41].

A structured review in PubMed/Medline was made using the terms: “liver disease” and/or
“drug-induced liver injury”, until December 2015, and articles available in English, Spanish
and French that recognized any drug as a possible trigger of hepatotoxicity were selected; this
review excluded articles reporting hepatotoxicity related with other agents different to drugs,
any liver disease, reports of clinical trials about predictive patterns of injury or studies of stem
cells. Then, some information was extracted regarding: expression of hepatotoxicity, type of
injury, mechanisms of hepatotoxicity, risk factors and clinical manifestations. To assess the
probability of occurrence of hepatotoxicity and the type of injury, three categories were
established: definite, probable and possible probability, according to evidence [42]. To report

Clinical pattern Drugs

Acute hepatitis Acetaminophen, allopurinol, carbamazepine, diclofenac, phenytoin, ibuprofen,
isoniazid, naproxen, metoprolol, piroxicam, pyrazinamide, valproic acid [2, 39, 40]

Chronic hepatitis Methyldopa, isoniazid, phenytoin [40], amoxicillin-clavulanic acid, bentazepam and
atorvastatin [26]

Fulminant hepatitis Lamotrigine, nimesulide, isoniazid, clarithromycin [40]

Cholestatic hepatitis Phenytoin, amoxicillin-clavulanate [39], carbamazepine, chlorpromazine [6, 15]
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Granulomatous hepatitis Allopurinol, aspirin, carbamazepine, chlorpromazine, diltiazem, hydralazine,
nitrofurantoin, penicillin, phenylbutazone, phenytoin, pyrazinamide, quinidine,
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the results, a list was made with 181 drugs and 17 combined pharmaceutical forms or thera-
peutic regimen; these were selected as substances likely to develop hepatotoxicity. Eight drugs
had definite probability: methotrexate, minocycline, vancomycin, everolimus, isoniazid, rifam-
picin, pyrazinamide and tamoxifen (Table 2). The drugs assessed as probable were 61 (Table 3)
and as possible were 119 (Table 4) [43].

Drugs assessed as definite

Drug [code
ATC]

Hepatic toxcity
expression

Lesion type
(probability of
occurrence)

Hepatic toxcity
mechanism

Risk factors Clinical and pathological
manifestations

Vancomycin
[J01XA01]

Idiosyncratic
(immunoallergic)

Hepatocellular
(definite)

Direct toxicity
or immune
adverse
reactions

Adult population Increase of
aminotransferases. Rash,
fever, eosinophilia

Minocycline
[J01AA08]

Idiosyncratic Hepatocellular
(definite)

Lipid
peroxidation
(necrosis)

Women from 16 to
57 years

Autoimmune hepatitis.
Steatosis. Periportal
inflammation, swelling and
collapse hepatocytes,
antinuclear antibody,
eosinophilia. Increase of
aminotransferases. Jaundice,
fever, abdominal pain, rash,
anorexia, nausea, arthralgia,
fatigue, pruritus

Isoniazid,
rifampicin,
pyrazinamide
[J04 AM05]

Idiosyncratic Hepatocellular
(probable)

Lipid
peroxidation
(necrosis).
Formation of
hepatotoxic
metabolites

Genetic
polymorphisms.
Female, old age, VIH
co-infection

Hepatic encephalopathy.
Steatosis. Granulomatous
inflammation, central
necrosis. Increase of liver
enzymes. Jaundice, abdominal
pain, anorexia, nausea, dark
urine, vomiting, asthenia

Tamoxifen
[L02BA01]

Idiosyncratic Hepatocellular
(definite)

Disrupt of β-
oxidation of
lipids.
Steatohepatitis

Women from 50 to
70 years. Overweight,
hyperlipidemia,
hypertension,
diabetes,
osteoporosis, alcohol
consumption <20 g/
day

Steatohepatitis. Fibrosis.
Micronodular cirrhosis.
Necrosis. Inflammatory
infiltrate. Hepatomegaly,
peliosis hepatis, increase in
aminotransferases. Nausea,
vomiting, malaise, right
upper quadrant pain

Everolimus
[L01XE10]

No information No
information

Possible direct
toxicity or
hepatotoxic
metabolites

Neoplasms, liver
transplantation

Increase of
aminotransferases, fatigue

Methotrexate
[L04AX03]

No information Hepatocellular
(possible)

Direct toxicity.
Lipid
peroxidation
(necrosis).
Dysfunction
mitochondrial

Previous hepatic
disease. Alcoholism,
obesity, diabetes.
Cumulative dose. Use
of steroids. Previous
exposure to
hepatotoxins

Steatohepatitis. Fibrosis,
cirrhosis. Inflammatory
infiltrate. Necrosis. Increase
of liver enzymes

Table 2. Drugs assessed as definite.
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Drugs assesses as probable

Acarbose
Troglitazone
Papaverine
Vitamin A
Amiodarone
Propafenone
Metildopa
Perhexiline
Enalapril
Atorvastatin
Ezetimibe
Flupirtine
Nitrofurantoin
Ornidazole
Flucloxacillin

Propylthiouracil
Methylprednisolone
Doxapram hydrochloride
Benzarone
Fluconazole
Itraconazole
Ketoconazole
Rifampicin
Efavirenz
Nevirapine
Paracetamol
Telithromycin
Ciprofloxacin
Trovafloxacin

Diclofenac
Lumiracoxib
Nimesulide
Sodium aurothiomalate
Allopurinol
Dantrolene
Cyproterone acetate
Halothane
Isoflurane
Bentazepam
Lamotrigine
Valproic acid
Tolcapone
Dextropropoxyphene

Flutamide
Etopóside
Imatinib
Ipilimumab
Oxaliplatin
Temozolomide
Tioguanine
Glatiramer
Azathioprine
Infliximab
Buprenorphine
Clometiazol
Carbamazepine

Table 3. Drugs assessed as probable.

Drugs assessed as possible

Ranitidine
Glibenclamide
Gliclazide
Glimepiride
Metformin
Pioglitazone
Rosiglitazone
Mesalamine
Mesalazine
Sulfasalazine
Oxymetholone
Esomeprazole
Orlistat
Thioctic acid nilutamide
Actinomycine D
Busulfan
Donepezil
Indicine N-oxide
Loratadine
Octreoctide
Ibuprofen
Oxaprozin
Indomethacin
Terbinafine
Ajmaline
Quinidine
Hydralazine
Candesartan
Irbesartan

Carmustine
Cyclophosphamide
Cytarabine
Dacarbazine
Mitoxantrone
Trabectedin
Leflunomide
Sirolimus
Thalidomide
Tocilizumab
Alfuzosin
Tamsulosine
Cyclofenil
Raloxifene
Testosterone
Disulfiram
Simvastatin
Pravastatin
Naftidrofuryl
Piroxicam
Rofecoxib
Aurothioglucose
Glucosamine
Nicotinic acid
Labetalol
Nicardipine
Diltiazem
Tienilic acid
Ferrous fumarate
Ticlopidine

Zolmitriptan
Enflurane
Methoxyflurane
Propofol
Sevoflurane
Thiopental
Imipramine
Mirtazapine
Nefazodone
Nomifensine
Sertraline
Felbamate
Phenytoin
Phenobarbital
Clozapine
Quetiapine
Risperidone
Methylphenidate
Amodiaquiea
Mefloquine
Quinine
Etretinate
Alendronate
Methimazole
Dabigatran
Clopidogrel
Dalteparin
Phenprocoumon
Bosentan
Sitaxentan

Amphotericin B
Clindamycin
Dapsone
Fosfomycin
Sulfadimethoxine
Amoxicillin
Nafcillin
Oxacillin
Cefdinir
Erythromycin
Spiramycin
Doxycicline
Levofloxacin
Daptomycin
Brivudin
Didanosine
Zidovudine
Atomoxetine
Spironolactone
Fosinopril
Lisinopril
Bromfenac
Acetylsalicylic acid
Pazopanib
Nafamostat
Dipirone
Mebendazole
Metronidazole

Table 4. Drugs assessed as possible.
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the results, a list was made with 181 drugs and 17 combined pharmaceutical forms or thera-
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picin, pyrazinamide and tamoxifen (Table 2). The drugs assessed as probable were 61 (Table 3)
and as possible were 119 (Table 4) [43].

Drugs assessed as definite

Drug [code
ATC]
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expression

Lesion type
(probability of
occurrence)
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mechanism

Risk factors Clinical and pathological
manifestations
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Table 2. Drugs assessed as definite.
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Drugs assesses as probable
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Table 3. Drugs assessed as probable.

Drugs assessed as possible
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4. Probability and causality assessment of drug-induced hepatotoxicity:
scales and proposals

To solve the difficulty of identification of hepatotoxicity and to try to estimate the probability
that a therapeutic agent is associated with a hepatic injury, clinical scales have been developed;
these assess aspects such as absence or presence of confounding factors, temporal relation of
hepatotoxicity with drug consumption, coexistence of risk factors, previous description in the
literature, exclusion of other causes and effects of readministration of the drug. According to
the score obtained, a range of causal probability is established.

In this sense, there are scales, such as the Roussel Uclaf Causality Assessment Method scale
(RUCAM) and the Clinical Diagnostic Scale (M&V CDS), considering that the RUCAM scale is
more appropriate than M&V CDS [12], besides, facilitates to distinguish when patient is using
concomitants drugs. However, despite their theoretical utility and being validated, these scales
are hardly used in clinical practice [22]. To promote its use, it is advisable to have knowledge of
the possible agents associated with hepatotoxicity and to reduce subjectivity bias at the time of
its application.

5. Hepatotoxic medicines during pregnancy

Twelve hepatotoxic agents were identified as drugs with probability to cause injury in pregnant
women are as follows: acetaminophen, alpha-methyldopa, labetalol, methotrexate, saquinavir,
nevirapine, propylthiouracil, methimazole, carbimazole, nitrofurantoin, acetylsalicylic acid and
piperidolate. Some characteristics associated with these drugs were the time of reaction onset,
weeks of pregnancy (between 3 and 36 weeks), risk factors (age and chronic diseases), clinical
manifestations (elevation of transaminases, pruritus, vomiting, anorexia and jaundice) and out-
comes (liver transplantation and death of mother and/or fetus). In this sense, pregnant women
between the second and third decade of age may have an increased risk of liver problems due
to the use of medications such as methotrexate, alpha-methyldopa and propylthiouracil. For
drugs such as acetaminophen, acetylsalicylic acid, piperidolate, nitrofurantoin, methotrexate
and alpha-methyldopa, information about frequency of hepatotoxic reactions during gestation
is limited, whereas for antithyroid drugs, the frequency of occurrence of hepatotoxicity
can be found between 0.1 and 0.2% of the pregnant population using these drugs [44]. The
management in cases of hepatotoxicity in pregnant women must be the suspension of the
offending drug, which in most cases afford to improve the symptomatology and prevent fatal
outcomes.

6. Pharmacist and prevention of drug-induced hepatotoxicity

Currently, there is a need to discuss about interdisciplinary groups to provide comprehensive
patient care; and the pharmacist is a part of this. Through knowledge of the important aspects
of hepatotoxicity (hepatotoxic drugs, symptoms, risk factors, pathological antecedents and
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patient habits), it is possible for pharmacist to carry out prevention activities and promote the
proper use of medications, decreasing deleterious effects on health of patient. Besides, feedback
in the interdisciplinary group may optimize the reaction time in a liver injury case.

Identification of liver toxicity is difficult, because it has no specific manifestations; however,
having in mind, this health problem may contribute to a fast clinical response. The next actions
may help to identify drug-induced liver toxicity:

• In the blood samples, analyze if an alteration of liver tests is present: increase in alanine
aminotransferase more than three times and/or increase in alkaline phosphatase more
than two times the upper limit of normal.

• Ask treating physician or nurse about pathological antecedents like acute coronary syn-
drome, autoimmune diseases, previous or underlying liver disease or liver tumors, viral
hepatitis, alcohol or substances abuse and blood transfusion, to rule out other causes of
liver test alterations.

• Interview the patient or companion and ask about symptoms like abdominal pain, fever,
nausea, vomiting, jaundice, dark urine, pale stools, asthenia, loss of weight or appetite;
risk factors such as concomitant administration of drugs or herbal remedies, alcohol
consumption, pregnancy or tattoos, use of medications at home and self-medication.
Besides, it is important to know about the suspected drug, the beginning or cessation
time, dose, frequency of use and route of administration.

• To know about the drugs used by the patient; it is recommended to search about adverse
reactions in published information.

• Use a causality assessment of drug-induced liver injury scale like RUCAM, to define the
causing agent, as propose in Diagram 1.

To prevent death or harmful effects, it is necessary to suspend the hepatotoxic drug, monitor-
ing liver test and use other medications such as N-acetylcysteine or corticosteroids (predni-
sone, prednisolone and betamethasone) to improve the status of patient health [36]. Also, it is
important to educate patient in proper use of drugs to prevent the occurrence of hepatotoxicity.

7. Comments and conclusions

Many drugs are hepatotoxic agents, most of these drugs generate idiosyncratic reactions and
cause hepatocellular damage in a wide range of patients in different age groups; and more-
over, concomitant medications may deteriorate the clinical features of patients. Elevation of
liver enzymes, fever and jaundice are common signs and symptoms, with identification and
suspension of offending drug, patients present an adequate evolution.

On the other hand, it is important to have in mind that some patients are asymptomatic and
the liver injury identification is based only on the elevation of liver enzymes; therefore, moni-
toring of liver tests is important to prevent serious effects. In addition, knowing the risk factors
and habits of patient can improve the response time in a possible case.
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Patients with elevation of ALT > 3 or ALP > 2 ULN
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Exclude
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Identification of other causes:
1. Viral Hepatitis (A, B, C or E)
2. Alterations or biliary obstruction
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4. Autoimmune diseases 
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cholangitis, neoplasms, genetic diseases 
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drug with greater 
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drug with greater 

probability of cause 
cholestatic lesion
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drug with greater 

probability of cause 
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Establish hepatotoxicity causality (RUCAM Scale)

Suspicious hepatotoxic drug and causality assessment (Highly probable, 
probable, possible, unlikely or relationship excluded)

ALT: alanine-aminotransferase; ALP: alkaline phosphatase; ULN: upper limit of normal

Diagram 1. Identification of hepatotoxicity.

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors88

It is advisable to use RUCAM scale to obtain a correct judgment when the probability of
hepatotoxicity or any doubt exists. While there are other scales present, RUCAM allows
discern when confusing factors or concomitant drugs are present.
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Abstract

Glucocorticoids represent the most important and frequently used class of drugs in the 
management of many inflammatory and immunologic conditions. Beside these beneficial 
effects, glucocorticoids are also associated with serious side effects. Cushing’s syndrome, 
adrenal suppression, hyperglycemia, dyslipidemia, cardiovascular disease, osteoporosis, 
psychiatric disturbances, and immunosuppression are among the most important side 
effects of systemic glucocorticoids. These side effects are especially noticeable at high 
doses for prolonged periods. Even in low-dose therapy, glucocorticoids could lead to 
serious side effects. The underlying molecular mechanisms of side effects of glucocorti-
coids are complex, distinct, and frequently only partly understood. This comprehensive 
article reviews the current knowledge of the most important side effects of glucocorti-
coids from a clinical perspective.

Keywords: glucocorticoids, systemic, mechanisms of actions, therapeutic use, side 
effects

1. Introduction

The term “glucocorticoids” (GCs) represents both naturally secreted hormones by adrenal 
cortex and anti-inflammatory and immunosuppressive agents. Since the successful use of 
hydrocortisone (cortisol), the principal glucocorticoid of the human adrenal cortex, in the sup-
pression of the clinical manifestations of rheumatoid arthritis, many synthetic compounds 
with glucocorticoid activity have been manufactured and tested [1]. The differences between 
pharmacologic effects of synthetic GCs (SGCs) result from structural variations of their basic 
steroid nucleus and its side groups. These structural variations may affect the bioavailability 
of SGCs. These include gastrointestinal or parenteral absorption, plasma half-life, and metabo-
lism in the liver, fat, or target tissues—and their abilities to interact with the glucocorticoid 
receptor and to modulate the transcription of glucocorticoid—responsive genes [2]. Structural 
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variations reduce the natural cross-reactivity of SGCs with the mineralocorticoid receptor 
(MR), eliminating the offending salt-retaining effect. In addition to these, some variations 
increase SGCs’ water solubility for parenteral administration or decrease their water solubility 
to improve topical potency [3, 4]. The main SGCs used in clinical practice together with their 
relative biological potencies and their plasma and biological half-lives are listed in Table 1.

GCs are 21-carbon steroid hormones. The delta-4,3-keto-11-beta,17-alpha,21-trihydroxyl con-
figuration is required for glucocorticoid activity and is present in all natural and synthetic 
GCs. Approximately 90% of endogenous cortisol in serum is bound to proteins, primarily cor-
ticosteroid-binding globulin (CBG) and albumin. Conversely synthetic GCs other than pred-
nisolone either bind weakly to albumin or circulate as free steroids, because they have little 
or no affinity for CBG. The free form of the GCs can easily diffuse through the membrane and 
can bind with high affinity to intracytoplasmic glucocorticoid receptors. GCs perform most 
of their effects owing to specific, immanent distributed intracellular receptors. Binding of the 
GCs to this receptor creates a complex, which then translocates into the nucleus, where it can 
interact directly with specific DNA sequences (glucocorticoid-responsive elements [GREs]) 
and other transcription factors. GCs are metabolized in the liver. The kidney excretes 95% 
of the conjugated metabolites, and the remainder is lost in the gut. Exogenous GCs have the 
same metabolic processes as endogenous GCs. The half-lives of synthetic GCs are generally 
longer than that of cortisol, which is approximately 80 minutes [8–13]. The mechanisms of 
actions of GCs are shown in Figure 1.

Glucocorticoids Equivalent 
dose (mg)

Glucocorticoid 
potency

HPA 
suppression

Mineralocorticoid 
potency

Plasma 
half-life 
(min)

Biologic 
half-life 
(h)

Short-acting

Cortisol 20.0 1.0 1.0 1.0 90 8–12

Cortisone 25.0 0.8 0.8 80–118 8–12

Intermediate-acting

Prednisone 5.0 4.0 4.0 0.3 60 18–36

Prednisolone 5.0 5.0 0.3 115–200 18–36

Triamcinolone 4.0 5.0 4.0 0 30 18–36

Methylprednisolone 4.0 5.0 4.0 0 180 18–36

Long-acting

Dexamethasone 0.75 30 17 0 200 36–54

Betamethasone 0.6 25–40 0 300 36–54

Mineralocorticoids

Fludrocortisone 2.0 10 12.0 250 200 18–36

Desoxycorticosterone 
acetate

0 20 70

Table 1. Glucocorticoid equivalencies (adapted from [5–7]).
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GCs are used in nearly all medical specialties for systemic therapies. GCs represent the 
standard therapy for reducing inflammation and immune activation in asthma, as well as 
allergic, rheumatoid, collagen, vascular, hematological, neurological disorders, and inflam-
matory bowel diseases. Also GCs are used in renal, intestinal, liver, eye, and skin diseases 
and in the suppression of the host-vs.-graft or graft-vs.-host reactions following organ 
transplantation. SGCs administered as replacement therapy in primary or secondary adre-
nal insufficiency (AI), and as adrenal suppression therapy in glucocorticoid resistance and 
congenital adrenal hyperplasia. They are also used for some diagnostic purposes, such as 
in establishing Cushing’s syndrome. Acute pharmacologic doses of GCs can be used in a 
small number of nonendocrine diseases, such as for patients suffering from acute traumatic 
spinal cord injury, with severe neurological deficits and bone pain even after surgery and 
critical illness-related cortisol insufficiency. In addition, all fetuses between 24 and 34 week 
gestation at risk of preterm delivery should be considered as candidates for antenatal treat-
ment with GCs. Benefits of GCs have been showed in a number of other patients including 
high-risk cardiac surgery, liver failure, post-traumatic stress disorder, community acquired 
pneumonia, and weaning from mechanical ventilation [3, 4, 6, 7, 9, 14–18]. Common clinical 
uses of systemic GCs are shown in Table 2.

This comprehensive article aims to highlight the common side effects of systemic (oral and 
parenteral) GCs. First of all, the mechanisms of action of GCs will be described. Then the side 
effects of GCs will be discussed along with the pathophysiological mechanisms. While this 
section was being written, current literature and databases have been utilized.

Figure 1. The mechanisms of actions of GCs.
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Field of medicine Disorder(s)

Allergy and respirology • Moderate to severe asthma exacerbations

• Acute exacerbations of chronic obstructive pulmonary disease

• Allergic rhinitis

• Atopic dermatitis

• Urticaria/angioedema

• Anaphylaxis

• Food and drug allergies

• Nasal polyps

• Hypersensitivity pneumonitis

• Sarcoidosis

• Acute and chronic eosinophilic pneumonia

• Interstitial lung disease

Dermatology • Pemphigus vulgaris

• Acute, severe contact dermatitis

Endocrinology • Adrenal insufficiency

• Congenital adrenal hyperplasia

Gastroenterology • Ulcerative colitis

• Crohn’s disease

• Autoimmune hepatitis

Hematology • Lymphoma/leukemia

• Hemolytic anemia

• Idiopathic thrombocytopenic purpura

Rheumatology/immunology • Rheumatoid arthritis

• Systemic lupus erythematosus

• Polymyalgia rheumatica

• Polymyositis/dermatomyositis

• Polyarteritis

• Vasculitis

Ophthalmology • Uveitis

• Keratoconjunctivitis

Other • Multiple sclerosis

• Organ transplantation

• Nephrotic syndrome

• Chronic active hepatitis

• Cerebral edema

Table 2. Common clinical uses of systemic GCs (adapted from [19]).
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2. Mechanism of actions

GCs affect many, if not all, cells and tissues of the human body, thus awakening a wide vari-
ety of changes that involve several cell types concurrently [20].

2.1. Gene transcription

Binding of the receptor to GREs may cause either enhancement or suppression of transcrip-
tion of responsive downstream genes. GCs inhibit the synthesis of almost all known inflam-
matory cytokines [21, 22].

2.2. Post-translational events

GCs also inhibit secretion and synthesis of inflammatory molecules (IL-1, IL-2, IL-6, IL-8, 
tumor necrosis factor, inflammatory eicosanoids, and cyclooxygenase-2) by affecting post-
translational events [23].

2.3. Effect on the distribution of blood cells

The administration of glucocorticoids predictably results in neutrophilic leukocytosis, dra-
matic reductions in circulating eosinophils and basophils, transient minor reductions in 
monocytes and total lymphocytes. Acute lymphopenia normalizes by 24–48 hours. GCs have 
no direct effects on erythrocyte and platelet counts. But anemia and thrombocytosis can heal 
with improvement of chronic inflammation [24, 25].

3. Changes in cell function and survival

3.1. Neutrophils

The most important effect of GCs on neutrophils is the inhibition of neutrophil adhesion to 
endothelial cells. This effect reduces trapping of neutrophils in the inflamed region and prob-
ably is responsible for the characteristic hematological change—neutrophilia. GCs at pharma-
cologic doses, only modestly impair neutrophil functions, such as lysosomal enzyme release, 
the respiratory burst, and chemotaxis to the inflamed region. Lower doses do not affect these 
functions [26, 27].

3.2. Monocytes and macrophages

GCs antagonize macrophage differentiation and inhibit many of their functions. GCs (1) supress 
myelopoiesis and inhibit expression of class II major histocompatibility complex antigens 
induced by interferon-γ; (2) block the release of numerous cytokines, such as interleukin-1, inter-
leukin-6, and tumor necrosis factor-α; (3) suppress production and release of pro-inflammatory 
prostaglandins (PGs) and leukotrienes; (4) suppress phagocytic and microbicidal activities of 
activated macrophages; (5) reduce the clearance of opsonized bacteria by the reticuloendothelial 
system; (6) reduce accumulation of monocytes and macrophages in the tissues [28–31].
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ably is responsible for the characteristic hematological change—neutrophilia. GCs at pharma-
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induced by interferon-γ; (2) block the release of numerous cytokines, such as interleukin-1, inter-
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activated macrophages; (5) reduce the clearance of opsonized bacteria by the reticuloendothelial 
system; (6) reduce accumulation of monocytes and macrophages in the tissues [28–31].
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3.3. Eosinophils, basophils, and mast cells

GCs support eosinophil apoptosis. In addition to this, GCs decrease the accumulation of 
eosinophils and mast cells to the allergic reaction sites. Also, GCs inhibit IgE-dependent 
release of histamine and leukotriene C4 from basophils, and they also inhibit degranulation 
both production of cytokines and degranulation of mast cells and eosinophils [26, 32, 33].

3.4. Natural killer cells (NKC)

Total numbers of circulating NKC are not significantly altered following administration of 
GCs. But, sustained upregulation of NKC activation genes were observed [34].

3.5. Endothelial cells

GCs have profound effects on the activation/function of endothelial cells and certainly inhibit 
vascular permeability. GCs inhibit directly the expression of adhesion molecules on both leu-
kocytes and endothelial cells. GCs inhibit endothelial adhesion, as well as indirect effects due 
to the inhibition of transcription on cytokines (interleukin-1 and tumor necrosis factor) which 
upregulate endothelial adhesion molecule expression [25].

3.6. T lymphocytes

Administration of the GCs causes a dramatic diminution of in vitro antigen responsiveness of 
T lymphocytes. The generation, proliferation, and function of helper and suppressor T cells 
and cytotoxic T cell responses are inhibited by GCs. These effects are due to the inhibition of 
the release of certain cytokines. GCs also inhibit the acute generation of both T helper type 1- 
and T helper type 2-derived cytokines by activated T cells. But the inhibitory effect on expres-
sion of T helper type 1-derived cytokines is greater [35–38].

3.7. B lymphocytes and immunoglobulin levels

GCs have gradual effects on B cell activation, proliferation, and differentiation. B lymphocytes 
are relatively resistant to the immunosuppressive effects of GCs in contrast to T lymphocytes. 
Once B cells are activated, they differentiate into immunoglobulin-secreting plasma cells. But 
GCs have only minimal effects on this differentiation process. The most important effect of 
GCs on B lymphocytes relevant with immunoglobulin production and secretion. GCs also 
increase immunoglobulin catabolism. A short course of treatment with GCs causes an evi-
dent and permanent decrease in serum IgG. In contrast, immunoglobulin E (IgE) levels may 
increase. Whether GCs inhibit immunoglobulin gene expression is not known. Consequently, 
low-dose GCs inhibits leukocyte traffic and cellular immune responses. But to suppress the 
functions of leukocytes and the humoral immune response, higher doses of GCs are needed. 
This variability of drug response is also obvious among different patients and diseases [39–43].

3.8. Dendritic cells and antigen presentation

GCs causes a significant reduction in circulating dendritic cells. Dendritic are the major stimu-
lants of naïve T cells by presenting antigens. As a result, GCs impair the development of 
immunity to first encountered antigens [44].
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3.9. Fibroblasts

At supraphysiological concentrations, GCs suppress proliferation of fibroblasts and growth 
factor-induced DNA synthesis and protein synthesis, including synthesis of collagen and 
glycosaminoglycan. Also GCs have been shown to interact with two mediators of fibropla-
sia; transforming growth factor-β and vascular endothelial growth factor. Furthermore GCs 
induce fibronectin messenger RNA transcription, inhibit interleukin-1, tumor necrosis factor-α-
induced metalloproteinase synthesis, and arachidonic acid metabolite synthesis [20, 28, 45, 46].

3.10. Prostaglandins

Suppression of inflammatory prostaglandins (PGs) is a major factor in the anti-inflammatory 
action of the GCs. The suppression of phospholipase A2 activity with GCs is mediated by the 
activation of inhibitors of the enzyme itself or by inhibition of enzyme synthesis. The glucocor-
ticoid-linked lipocortin/annexin family of proteins may be involved in this process. A second 
step in prostaglandin synthesis is the formation of prostaglandin H2 from arachidonic acid 
by enzymes called cyclooxygenases. The COX-2 gene and protein are strongly upregulated 
in endothelial cells, fibroblasts, and macrophages, and by mediators, such as endotoxin and 
interleukin-1. But GCs strongly suppress the expression of COX-2 induced by inflammatory 
stimuli. Later, D’Adamio et al. identified a glucocorticoid-induced leucine zipper (GILZ). GILZ 
is a member of the leucine zipper protein family which belongs to the transforming growth 
factor β-stimulated clone-22 family of transcription factors. GILZ inhibits inflammatory cyto-
kine-induced expression of COX-2, by this way mediates the anti-inflammatory effects of GCs 
[47–53].

4. Side effects of systemic glucocorticoids

Toxicity of GCs is one of the most common causes of iatrogenic illness associated with chronic 
inflammatory disorders. The side effects of GCs have been known for decades. But the exact 
risk-benefit ratio is incomplete and/or inconsistent, because usually it is difficult to differentiate  
the effects of GCs from the effects of the underlying accompanying diseases, other comorbidities, 

Onset early in therapy, essentially unavoidable

• Emotional lability

• Enhanced appetite, weight gain, or both

• Insomnia

Enhanced in patients with underlying risk factors or concomitant use of other drug

• Glucocorticoid-related acne

• Diabetes mellitus

• Hypertension

• Peptic ulcer disease

When supraphysiologic treatment is sustained

• Cushingoid appearance

• Hypothalmic-pituitary-adrenal suppression

• Impaired wound healing

• Myopathy

• Osteonecrosis

• Increased susceptibility to 
infections
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or the other medications. GCs associated side effects are dependent on both the average dose and 
the duration of therapy. Overall, it can be stated that prolonged application is a high-risk factor, 
whereas total dose is of secondary importance. Even in low-dose therapy, GCs could lead to seri-
ous side effects. The severity ranges from more cosmetic aspects (e.g. teleangiectasia, hypertri-
chosis) to serious disabling and even life-threatening situations (e.g. gastric hemorrhage). Single 
or multiple side effects can occur [12, 54, 55]. The side effects of GCs are the major limiting factor 
for the use of these agents. An overview of the most common and serious side effects of GCs is 
summarized in Table 3.

5. Adrenal insufficiency (AI)

The most common cause of AI is the chronic administration of high doses of GCs. This is called 
iatrogenic or tertiary AI. Exogenous GCs causes a significant suppression of the hypothalamic-
pituitary-adrenal axis (HPA) even in small doses for only few days. Consequently, the adrenal 
cortex loses the ability to produce cortisol in the absence of adrenocorticotrophic hormone 
(ACTH). When the suppression of ACTH levels prolonges, this situation causes atrophy of the 
adrenal cortex and secondary adrenal insufficiency. The use of systemic GCs results in higher 
systemic levels of corticosteroids than in cases of compartmental use, as a result leads to higher 
percentages of AI. Adrenal suppression is more likely in the following situations: (1) longer 
duration of treatment. The influence of smaller doses over longer durations is highly variable. 
After long-term systemic therapy with GCs (more than 1 year), AI has to be expected in 100% 
of the patients. (2) Supraphysiologic doses, stronger formulations, and longer acting formula-
tions (Table 4). If the patients are taking doses of prednisone of ≥20 mg daily for ≥3 weeks, this 
situation should be considered as adrenal suppression. AI lasting for more than 4 weeks has 
been demonstrated after treatment with high-dose dexamethasone for 28 days [57–64].

Adrenal suppression is less likely in the following situations: (1) regimens that mimic the diur-
nal rhythm of cortisol (higher dose in the morning, lower dose in the afternoon) and (2) alter-
nate-day dosing of steroids. The possible risk of this side effect is unknown. At the same time, 
individual responses to GCs may be highly different. The clinical presentation of AI is variable; 
many of the signs and symptoms are non-specific and can be mistaken for symptoms of inter-
current illness or the underlying condition being treated with GCs. Signs and symptoms of AI 

Delayed and insidious, probably dependent on cumulative dose

• Atherosclerosis

• Cataracts

• Fatty liver

• Growth retardation

• Osteoporosis

• Skin atrophy

Rare and unpredictable

• Glaucoma

• Pancreatitis

• Pseudotumor cerebri

• Psychosis

Table 3. The most common and serious side effects of GCs (adapted from [56]).
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and adrenal crisis are listed in Table 5. AI often occurs when the exogenous GCs are withdrawn 
too rapidly or, in the case of stressful conditions (e.g. surgery and infection), when higher levels 
of GCs may be required. In addition to AI and adrenal crisis decreased ACTH level related with 
the suppression of the HPA axis, leads to reduced general steroid-hormone production. This 
situation favors further side effects, such as hypogonadism and osteoporosis [55, 65–68].

Dose Definition

Low dose

Medium

High

Very high

Pulse therapy

≤7.5 mg prednisone equivalent/day

>7.5 mg but ≤30 mg prednisone equivalent/day

>30 mg but ≤100 mg prednisone equivalent/day

>100 mg prednisone equivalent/day

≥250 mg prednisone equivalent/day for 1 day or a few days

Prednisone or prenisolone 5 mg≈/hydrocortisone 20 mg≈/dexamethasone 0.75 mg.

Table 4. The supraphysiologic dosing and interconversion of SGCs (adapted from [66, 67, 69]).

Adrenal suppression •Weakness/fatigue

• Malaise

• Nausea

• Vomiting

• Diarrhea

• Abdominal pain

• Headache (usually in the morning)

• Fever

• Anorexia/weight loss

• Myalgia

• Arthralgia

• Psychiatric symptoms

• Poor linear growth in children

• Poor weight gain in children

• Clinical signs of Cushing syndrome

Adrenal crisis • Hypotension

• Decreased consciousness

• Lethargy

• Unexplained hypoglycemia

• Hyponatremia

• Seizure

• Coma

Table 5. Signs and symptoms of adrenal insufficiency and adrenal crisis (adapted from [72]).
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5.1. Steroid withdrawal or adrenal insufficiency?

When GCs are tapered and their effects decline, patients might experience lethargy, myalgias, 
nausea, vomiting, and postural hypotension. In this situation, increasing the dose of GCs to 
prevent AI may delay recovery of the adrenal function. The treatment plan should be made by 
evaluating the risk/benefit ratio. At this point, patients may just need reassurance, symptomatic 
treatment, or if necessary, a brief (1-week) increase of the previous lowest dose, followed by 
reevaluation. Maximal caution is advised with any taper. Fortunately, the adrenal cortex repairs 
the ability to secrete sufficient amounts of cortisol for some period of time. Repair of endog-
enous cortisol secretion is expected after stopping the exogenous GCs. But the recovery time 
may vary among patients. The inhibition of the HPA axis function induced by exogenous GCs 
may persist for 6–12 months after treatment is withdrawn. In conclusion, all patients using GCs 
are at risk for AI. Clinicians should inform patients about the risk, signs, and symptoms of AI; 
and consider testing patients after cessation of high dose or long-term treatment with GCs [68].

6. Weight gain and lipodystrophy

GCs have reciprocal effects on adipose tissue metabolism, promoting both lipolysis and lipo-
genesis/adipogenesis, inducing irregularity of adipose tissue distribution (i.e. lipodystrophy). 
These effects are shown in Figure 2 (adapted from [69]). About 60–70% of patients treated with 
GCs for a long-term period report weight gain. This is different from classical weight gain. A 
central hypertrophy of adipose tissue develops. Characteristic findings are facial adipose tissue 
(moon face), truncal obesity and dorsocervical adipose tissue (buffalo hump). In contrast, periph-
eral and subcutaneous adipose tissues get thinner. This specific changes are called Cushingoid 
features and related with lipodystrophy induced by GCs. Weight gain is the most common 
self-reported side effect. About two-thirds of patients exhibit Cushingoid features within the 

Figure 2. Mechanisms of glucocorticoid-induced weight gain and lipodystrophy.
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first 2 months of therapy with GCs. These side effects are dependent on both the dose and dura-
tion of GCs. The risk of weight gain increases from the use of 5 to 7.5 mg per day of prednisone 
(or an equivalent). The risk of these side effects are higher in younger patients, females, those 
with a higher baseline body mass index, those with a higher initial caloric intake (>30 kcal/kg/
day), and those with a baseline higher leptin and lower resistin levels. More importantly, these 
side effects are related with high blood pressure, blood glucose and triglyceride levels, and low 
high-density lipoprotein cholesterol levels (cardiovascular risk factors). Therefore, treatment 
with GCs increases the risk of coronary heart disease, cardiac insufficiency, and stroke [70–74].

7. Cardiovascular disease

GCs have complex, and often conflicting, influences on cardiovascular disease (CVD) and car-
diovascular risk. Patients chronically using exogenous GCs are at higher risk of CVD, such as 
coronary artery disease, heart failure, and stroke. In patients with rheumatoid arthritis, chronic 
obstructive pulmonary disease, and other conditions who were exposed to chronic exogenous 
GCs, a case-control study found a dose-response relationship between daily glucocorticoid 
dose and the risk of heart failure. The risk of ischemic heart disease was also increased. Patients 
taking ≥7.5 mg of prednisone per day or the equivalent had a significantly higher mixed risk 
of myocardial infarction, angina, coronary revascularization, hospitalization for heart failure, 
transient ischemic attack, and stroke. Exposure to GCs within the preceding 6 months was 
related with increased cardiovascular risks. The risks were higher with continuous use than 
intermittent use. The relationship between cardiovascular risk and GCs is confounded by the 
underlying inflammatory disease (e.g. rheumatoid arthritis and systemic lupus erythemato-
sus). Because of chronic inflammation and treatment with higher doses of GCs, chronic inflam-
matory conditions may further increase the incidence of CVD. This increased risk is cumulative 
and dose-dependent, is mainly observed during the first month of treatment and is reduced 
when treatment is interrupted. In patients with inflammatory arthritis, increased mortality 
from heart disease has been established. Moreover, an association between GCs and the risk for 
atrial fibrillation and flutter has been established by several studies. Pulse GCs are additionally 
related with CVD. Sudden death caused by pulse dose GCs has been reported. But this tends to 
occur in patients with underlying CVD. Therefore, patients with underlying severe cardiac and 
renal disease should be closely monitored during pulse therapy with GCs [75–78].

Cardiovascular side effects of GCs can be explained by two mechanisms: (1) direct influence 
on the function of the heart and vasculature and (2) increasing cardiovascular risk factors. 
Glucocorticoid receptor is known to be expressed in the heart. By this way GCs exert direct effects 
on cardiomyocytes. The interaction of GCs with the vascular wall is impaired in CVD. Some 
well-known cardiovascular risk factors, such as hypertension, insulin resistance, hyperglycemia, 
and dyslipidemia are more commonly observed in glucocorticoid exposed people. The main 
effects of GCs on cardiovascular risk are likely due to interaction with the kidney, liver, adipose 
tissue, and central nervous system. The effects of GCs on homeostasis are presumably due to 
renal sodium retention and intravascular volume overload. There is also evidence for additional, 
non-renal mechanisms. This confirms that GCs can interact directly with the cells of the heart 
and vascular wall. By this way, GCs may alter their function and structure. In patients with 
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related with CVD. Sudden death caused by pulse dose GCs has been reported. But this tends to 
occur in patients with underlying CVD. Therefore, patients with underlying severe cardiac and 
renal disease should be closely monitored during pulse therapy with GCs [75–78].

Cardiovascular side effects of GCs can be explained by two mechanisms: (1) direct influence 
on the function of the heart and vasculature and (2) increasing cardiovascular risk factors. 
Glucocorticoid receptor is known to be expressed in the heart. By this way GCs exert direct effects 
on cardiomyocytes. The interaction of GCs with the vascular wall is impaired in CVD. Some 
well-known cardiovascular risk factors, such as hypertension, insulin resistance, hyperglycemia, 
and dyslipidemia are more commonly observed in glucocorticoid exposed people. The main 
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tissue, and central nervous system. The effects of GCs on homeostasis are presumably due to 
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chronic inflammatory disease, carotid plaque and arterial distensibility (independent of cardio-
vascular risk factors and clinical manifestations) have been established. In patients with systemic 
lupus erythematosus administration of GCs decreased the effectiveness of pravastatin [79–83].

8. Hyperglycemia and diabetes

GCs are the most common cause of drug-induced hyperglycemia and diabetes. Hyperglycemia 
and diabetes induced by GCs, is defined as an abnormal increase in blood glucose associated 
with the use of GCs in a patient with or without a prior history of hyperglycemia or diabetes. 
GCs cause an exaggerated postprandial hyperglycemia and insensitivity to exogenous insu-
lin. Thus, GCs have a greater effect on postprandial compared to fasting glucose. Postprandial 
hyperglycemia (defined as blood glucose 200 mg/dL 2 hours after a meal) is a much more 
sensitive indicator for hyperglycemia and diabetes induced by GCs. The exact prevalence 
is not known. The incidence of hyperglycemia and diabetes in hospitalized patients treated 
with GCs without a known history of diabetes is >50%. GCs increases by two- to fourfold the 
risk of hyperglycemia and diabetes in non-diabetic subjects. Treatment with exogenous GCs 
disrupts the glycemic balance of known diabetics [84–87].

Development of glucocorticoid-induced diabetes depends on the dose and duration of expo-
sure. A study found that the risk for hyperglycemia increased substantially with increasing 
daily steroid dose. The risk may change with the type of the GCs, related with biochemical 
properties (e.g. potency of the anti-inflammatory and metabolic effects and duration of the 
effects). But, there is little difference between the GCs most frequently used (i.e. prednisone, 
prednisolone, and methylprednisolone). The effects of GCs on glucose excursions are observed 
within hours (6–8 hours) of exposure. The predisposing factors for hyperglycemia and diabetes 
induced by GCs have been suggested to be overweight, old age, non-white ethnicity, previous 
glucose intolerance, reduced sensitivity to insulin or impaired insulin secretion stimulated by 
glucose, female sex, Down syndrome, puberty, the severity of the disease itself, a family history 
of diabetes, type A30, B27, and Bw42 human leukocyte antigens (HLA); and receiving a kidney 
transplant from a deceased donor. Solid organ transplant patients treated with GCs, 10–20% of 
them develop diabetes, especially within the first months of exposure. Other immunosuppres-
sive agents can also disrupt glycemic control through other mechanisms. Usually, hyperglyce-
mia and diabetes induced by GCs improves with dose reductions and usually reverses when 
therapy is discontinued, but patients with high risk may develop persistent diabetes [88–91].

The pathophysiology of glucocorticoid-induced diabetes involves (1) increase in insulin resis-
tance and (2) reduced glucose uptake in muscle and adipose tissue (via insulin-sensitive glucose 
transporter type 4) as a consequence GCs cause decreasing glucose uptake and glycogen synthe-
sis. On the other hand GCs have profound and reciprocal effects on glyceroneogenesis in liver 
and adipose tissue. GCs increase the amount of fatty acids released into the blood. Increased 
fatty acids interfere with glucose utilization and causes insulin resistance, particularly in skele-
tal muscle. (3) Increased glucose production, increased hepatic gluconeogenesis via peroxisome 
proliferator-activated receptor α. (4) Direct effects on pancreatic β cells including inhibition of 
the production and secretion of insulin, a proapoptotic effect on β cells, a reduction in insulin 
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biosynthesis, and β cell failure. (5) GCs may modulate the expression and activity of adipokines, 
such as adiponectin, leptin, and resistin. By this way GCs may disrupt insulin sensitivity and 
may also reduce the insulinotropic effects of glucagon-like peptide-1 [92–97].

9. Osteoporosis and osteonecrosis

9.1. Osteoporosis

GCs are the most common cause of secondary osteoporosis and nontraumatic osteonecrosis. GCs 
increase fracture risk in both adult men and women, regardless of bone mineral density (BMD) 
and prior fracture history. But fracture risk is related to the dose and duration of GCs, age, and 
body weight. Risk factors for osteoporosis induced by GCs are shown in Table 6. GCs cause signif-
icantly stronger losses of trabecular than of cortical bone. Fractures are most common in regions 
of the skeleton that are predominantly cancellous, such as the vertebral bodies and ribs. After 
discontinuation of GCs, fracture risk gradually declines to baseline over a year or two [98–100].

GCs induce osteoclastic activity initially (first 6–12 months), followed by a decrease in bone 
formation. GCs decrease bone formation by inhibiting osteoblastic activity in the bone  
marrow, suppressing osteoblast function, decreasing osteoblast life span, and promoting the 
apoptosis of osteoblasts and osteocytes. The effect of GCs on bone turnover is complex and 
can be divided into two groups (Table 7) [101–103].

Risk factor Explanation

Advancing age Elderly patients receiving glucocorticoid therapy have a 26-fold higher risk 
of vertebral fractures than younger patients and a shorter interval between 
initiation of treatment and the occurrence of fracture

Low body mass index Significant risk factor for GIO and probably fractures as well

Underlying disease Rheumatoid arthritis, polymyalgia rheumatica, inflammatory bowel disease, 
chronic pulmonary disease, and transplantation are independent risk factors

Family history of hip fracture, 
prevalent fractures, smoking, excessive 
alcohol consumption, frequent falls

All are independent risk factors for osteoporosis but have not been well 
studied in patients receiving glucocorticoids

Glucocorticoid receptor genotype Individual glucocorticoid sensitivity may be regulated by polymorphisms in 
the glucocorticoid receptor gene

11β-HSD isoenzymes 11β-HSD1 expression increases with aging and glucocorticoid administration 
and thereby enhances glucocorticoid activation

Glucocorticoid dose (peak, current, 
or cumulative, duration of therapy, 
interval)

There may be no safe dose, although this is somewhat controversial. 
However, the risk of fracture unarguably escalates with increased doses and 
duration of therapy. Alternate day or inhalation therapy does not spare the 
skeleton

Low BMD Glucocorticoid-induced fractures occur independently of a decline in bone 
mass but patients with very low bone density may be at higher risk

11β-HSD, 11β-hydroxysteroid dehydrogenase; BMD, bone mineral density.

Table 6. Risk factors for glucocorticoid-induced osteoporosis (adapted from [99]).
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chronic inflammatory disease, carotid plaque and arterial distensibility (independent of cardio-
vascular risk factors and clinical manifestations) have been established. In patients with systemic 
lupus erythematosus administration of GCs decreased the effectiveness of pravastatin [79–83].

8. Hyperglycemia and diabetes
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lin. Thus, GCs have a greater effect on postprandial compared to fasting glucose. Postprandial 
hyperglycemia (defined as blood glucose 200 mg/dL 2 hours after a meal) is a much more 
sensitive indicator for hyperglycemia and diabetes induced by GCs. The exact prevalence 
is not known. The incidence of hyperglycemia and diabetes in hospitalized patients treated 
with GCs without a known history of diabetes is >50%. GCs increases by two- to fourfold the 
risk of hyperglycemia and diabetes in non-diabetic subjects. Treatment with exogenous GCs 
disrupts the glycemic balance of known diabetics [84–87].
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sure. A study found that the risk for hyperglycemia increased substantially with increasing 
daily steroid dose. The risk may change with the type of the GCs, related with biochemical 
properties (e.g. potency of the anti-inflammatory and metabolic effects and duration of the 
effects). But, there is little difference between the GCs most frequently used (i.e. prednisone, 
prednisolone, and methylprednisolone). The effects of GCs on glucose excursions are observed 
within hours (6–8 hours) of exposure. The predisposing factors for hyperglycemia and diabetes 
induced by GCs have been suggested to be overweight, old age, non-white ethnicity, previous 
glucose intolerance, reduced sensitivity to insulin or impaired insulin secretion stimulated by 
glucose, female sex, Down syndrome, puberty, the severity of the disease itself, a family history 
of diabetes, type A30, B27, and Bw42 human leukocyte antigens (HLA); and receiving a kidney 
transplant from a deceased donor. Solid organ transplant patients treated with GCs, 10–20% of 
them develop diabetes, especially within the first months of exposure. Other immunosuppres-
sive agents can also disrupt glycemic control through other mechanisms. Usually, hyperglyce-
mia and diabetes induced by GCs improves with dose reductions and usually reverses when 
therapy is discontinued, but patients with high risk may develop persistent diabetes [88–91].

The pathophysiology of glucocorticoid-induced diabetes involves (1) increase in insulin resis-
tance and (2) reduced glucose uptake in muscle and adipose tissue (via insulin-sensitive glucose 
transporter type 4) as a consequence GCs cause decreasing glucose uptake and glycogen synthe-
sis. On the other hand GCs have profound and reciprocal effects on glyceroneogenesis in liver 
and adipose tissue. GCs increase the amount of fatty acids released into the blood. Increased 
fatty acids interfere with glucose utilization and causes insulin resistance, particularly in skele-
tal muscle. (3) Increased glucose production, increased hepatic gluconeogenesis via peroxisome 
proliferator-activated receptor α. (4) Direct effects on pancreatic β cells including inhibition of 
the production and secretion of insulin, a proapoptotic effect on β cells, a reduction in insulin 
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biosynthesis, and β cell failure. (5) GCs may modulate the expression and activity of adipokines, 
such as adiponectin, leptin, and resistin. By this way GCs may disrupt insulin sensitivity and 
may also reduce the insulinotropic effects of glucagon-like peptide-1 [92–97].

9. Osteoporosis and osteonecrosis

9.1. Osteoporosis

GCs are the most common cause of secondary osteoporosis and nontraumatic osteonecrosis. GCs 
increase fracture risk in both adult men and women, regardless of bone mineral density (BMD) 
and prior fracture history. But fracture risk is related to the dose and duration of GCs, age, and 
body weight. Risk factors for osteoporosis induced by GCs are shown in Table 6. GCs cause signif-
icantly stronger losses of trabecular than of cortical bone. Fractures are most common in regions 
of the skeleton that are predominantly cancellous, such as the vertebral bodies and ribs. After 
discontinuation of GCs, fracture risk gradually declines to baseline over a year or two [98–100].

GCs induce osteoclastic activity initially (first 6–12 months), followed by a decrease in bone 
formation. GCs decrease bone formation by inhibiting osteoblastic activity in the bone  
marrow, suppressing osteoblast function, decreasing osteoblast life span, and promoting the 
apoptosis of osteoblasts and osteocytes. The effect of GCs on bone turnover is complex and 
can be divided into two groups (Table 7) [101–103].

Risk factor Explanation

Advancing age Elderly patients receiving glucocorticoid therapy have a 26-fold higher risk 
of vertebral fractures than younger patients and a shorter interval between 
initiation of treatment and the occurrence of fracture

Low body mass index Significant risk factor for GIO and probably fractures as well

Underlying disease Rheumatoid arthritis, polymyalgia rheumatica, inflammatory bowel disease, 
chronic pulmonary disease, and transplantation are independent risk factors

Family history of hip fracture, 
prevalent fractures, smoking, excessive 
alcohol consumption, frequent falls

All are independent risk factors for osteoporosis but have not been well 
studied in patients receiving glucocorticoids

Glucocorticoid receptor genotype Individual glucocorticoid sensitivity may be regulated by polymorphisms in 
the glucocorticoid receptor gene

11β-HSD isoenzymes 11β-HSD1 expression increases with aging and glucocorticoid administration 
and thereby enhances glucocorticoid activation

Glucocorticoid dose (peak, current, 
or cumulative, duration of therapy, 
interval)

There may be no safe dose, although this is somewhat controversial. 
However, the risk of fracture unarguably escalates with increased doses and 
duration of therapy. Alternate day or inhalation therapy does not spare the 
skeleton

Low BMD Glucocorticoid-induced fractures occur independently of a decline in bone 
mass but patients with very low bone density may be at higher risk

11β-HSD, 11β-hydroxysteroid dehydrogenase; BMD, bone mineral density.

Table 6. Risk factors for glucocorticoid-induced osteoporosis (adapted from [99]).
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9.2. Osteonecrosis

The most common joint involved is the hip and GCs are the second most common cause. 
The incidence of osteonecrosis induced by GCs increase with higher doses and prolonged 
treatment. But can be seen with short-term exposure to high doses, and without osteoporosis. 
Osteonecrosis develops in 9–40% of adult patients receiving long-term GCs. Risk factors are 
shown in Table 8 [104–106].

10. Hypertension

Glucocorticoid-induced elevation in blood pressure is classified as secondary hypertension 
and is a major risk factor for cardiovascular diseases. Blood pressure in humans is subjected to 
tight control by several physiologic systems that have pleiotropic effects and interact together 
in a complex fashion. GCs can cause hypertension by influencing these systems in different 
ways. One possible mechanism is the in vitro affinity of the non-selective mineralocorticoid 
receptor (MR) for the GCs. As a result, stimulation of the MR by exogenous GCs leads to 
renal Na+ retention, volume expansion, and finally to an increase in blood pressure. Vascular 
tone (imbalance between vasoconstriction and vasodilation), centrally mediated mechanisms, 
renin-angiotensin system activation, cardiac hypercontractility, and endothelial cell dysfunc-
tion may also play a role. Enhanced reactive oxygen species and reduced nitric oxide (NO) 

1. Dose and duration of therapy

2. Intra-articular administration

3. Polymorphisms in VEGF, GR, 11β-HSD2, COL2A1, PAI1, P-glycoprotein

4. Underlying disorders: renal insufficiency, transplantation, graft vs. host disease, inflammatory bowel disease, 
HIV, acute lymphoblastic leukemia, excessive alcohol intake, hypercoagulable states, sickle cell disease, radiation 
exposure

5. Dexamethasone causes greater skeletal complications than prednisone

VEGF: vascular endothelial growth factor; GR: glucocorticoid receptor; 11β-HSD2: 11β-hydroxysteroid dehydrogenase 
type2; COL2A1: collagen type II; PA1: plasminogen activator inhibitor 1; HIV: human immunodeficiency virus.

Table 8. Risk factors for glucocorticoid-induced osteonecrosis (adapted from [99]).

Direct effects Indirect effects

1. Decreased bone formation

• Inhibition of osteoblasts replication

• Inhibition of osteoblastic apoptosis

• Inhibition of bone matrix synthesis

2. Increased bone reabsorbtion

• Stimulation of osteoclast synthesis

1. Decrease in net intestinal Ca2+ absorbtion

2. Inhibition of renal Ca2+ re-absorbtion

3. Stimulation of parathyroid hormone secretion

4. Inhibition of growth hormone secretion

Table 7. Effects of glucocorticoids on bone metabolism (adapted from [103]).
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bioavailability are the most important factors for endothelial cell dysfunction. The risk of 
hypertension is 2.2 times higher in patients treated with GCs, whatever the duration of expo-
sure. The risk seems to increase with duration of exposure and daily dosage. A family history 
of essential hypertension may also predispose hypertension induced by GCs. People with 
glucocorticoid-induced lipodystrophy are at higher risk [107–110].

11. Dyslipidemia

GCs have a very important role in energy homeostasis and on lipid metabolism. Chronic expo-
sure to exogenous GCs is a secondary cause of dyslipidemia. But the degree of lipid abnor-
malities in different clinical conditions is quite variable. These variabilities are related with 
the heterogeneity of the populations treated in terms of age, sex, underlying condition, gluco-
corticoid dose, and concomitant medications. All possible changes in lipid profile (i.e. isolated 
increase of triglyceride levels, increase of both cholesterol and triglycerides levels, absence of 
changes in lipid parameters, and improvement in lipid profile with increased HDL cholesterol) 
have been reported, excluding organ transplant recipients. Because transplanted patients con-
comitantly treated with other immunosuppressive drugs with side effects on the lipid metab-
olism (e.g. cyclosporine), which is a confounding factor. People with glucocorticoid-induced  
lipodystrophy are more likely to develop an unfavorable lipid profile. But interestingly, find-
ings from the Third National Health and Nutrition Examination Survey suggest that GCs may 
have a beneficial effect on lipid profile in adults ≥60 years of age. GCs stimulate lipolysis and 
modulate free fatty acid (FFA) mobilization through various mechanisms. These mechanisms 
are summarized in Figure 2. Stimulation of lipolysis depends on dose and duration. Therefore 
in patients treated with GCs at high doses or for prolonged periods, regular monitoring of 
lipid profile is recommended [111–114] (Figure 3).

Figure 3. Effects of glucocorticoids on adipose tissue and hepatic fatty acid metabolism (adapted from [115]).
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hypertension is 2.2 times higher in patients treated with GCs, whatever the duration of expo-
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sure to exogenous GCs is a secondary cause of dyslipidemia. But the degree of lipid abnor-
malities in different clinical conditions is quite variable. These variabilities are related with 
the heterogeneity of the populations treated in terms of age, sex, underlying condition, gluco-
corticoid dose, and concomitant medications. All possible changes in lipid profile (i.e. isolated 
increase of triglyceride levels, increase of both cholesterol and triglycerides levels, absence of 
changes in lipid parameters, and improvement in lipid profile with increased HDL cholesterol) 
have been reported, excluding organ transplant recipients. Because transplanted patients con-
comitantly treated with other immunosuppressive drugs with side effects on the lipid metab-
olism (e.g. cyclosporine), which is a confounding factor. People with glucocorticoid-induced  
lipodystrophy are more likely to develop an unfavorable lipid profile. But interestingly, find-
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have a beneficial effect on lipid profile in adults ≥60 years of age. GCs stimulate lipolysis and 
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12. Gastrointestinal side effects

Side effects of GCs on the gastrointestinal system include peptic ulcers (PU), upper gastroin-
testinal bleeding (UGB), and pancreatitis.

12.1. PU

There is conflicting evidence related with the risk of PU for patients treated with glucocorti-
coid monotherapy. In a case-control study, there was no increased risk of PU at any dose or 
duration of glucocorticoid monotherapy. But in the same study, the combination of GCs with 
nonsteroidal anti-inflammatory drugs (NSAID), there was a significantly increased risk of 
peptic ulcer. Treatment with GCs may cause gastric irritation, more than PU [116, 117].

12.2. UGB

The incidence of UGB is low in patients treated with GCs alone and without a prior history of 
bleeding, but notably higher in patients receiving concomitantly anticoagulants and NSAIDs, 
and those with a history of bleeding. In the presence of different underlying diseases, such as 
rheumatoid arthritis, treatment with GCs may represent a more important risk factor for gas-
trointestinal complications than NSAIDs. In animal studies, GCs have been shown to increase 
gastric acid secretion, to reduce gastric mucus, to cause gastrin and parietal cell hyperplasia, 
and to delay the healing of ulcers [118–120].

12.3. Pancreatitis

Although the exact mechanism is unknown, incidence of GCs induced pancreatitis is well 
established in the medical literature. One case-control study showed that the risk of acute 
pancreatitis was increased among current users of oral GCs compared with nonusers. This 
risk was highest 4–14 days after drug dispensation and the risk gradually decreased thereaf-
ter. Pancreatitis, commonly reported in chronic exposure to GCs, especially in large doses for 
a wide variety of diseases [121].

13. Ocular side effects

13.1. Glaucoma

GCs induce morphological and functional changes in the trabecular meshwork (TM). These 
mechanisms are considered to be the leading cause of increased intraocular pressure dur-
ing treatment with GCs. Systemic GCs are associated with a high incidence of glaucoma. All 
doses of GCs increase the risk for glaucoma. Nevertheless, doses of hydrocortisone 40 mg per 
day (prednisone 10 mg equivalent) were associated with an almost twofold increased risk. In 
patients over 40 years of age and with certain systemic diseases (e.g. diabetes mellitus, high 
myopia, connective tissue disease particularly rheumatoid arthritis), as well as relatives of 
patients with primary open-angle glaucoma (POAG), the risk for glaucoma induced by GCs 
increases. Glaucoma may lead to increased intraocular pressure, optic disc cupping, severe 
optic nerve damage, but considered a silent disease. Because there are no evident symptoms 
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until visual loss. Discontinuation of GCs leads to reversal of intraocular hypertension within 
a few weeks, but the optic nerve damage is often permanent [122, 123].

13.2. Cataracts

Posterior subcapsular cataracts (PSC) induced by GCs appears bilaterally and is distin-
guishable from the more common types of cataract. Increased glucose levels, caused by an 
increased gluconeogenesis rate; inhibition of Na+/K+-ATPase; increased cation permeability; 
inhibition of glucose-6-phosphate-dehydrogenase; inhibition of RNA synthesis; loss of ATP; 
and covalent binding of steroids to lens proteins are the possible mechanisms. These changes 
are specific for PSC induced by GCs. The risk appears to be both duration and dose-depen-
dent. PSC is more likely to occur at higher doses of GCs. But as with other side effects, lower 
doses (<5 mg prednisone per day) have been linked to PSC [123, 124].

13.3. Central serous chorioretinopathy (CSCR)

CSCR is also associated with systemic GCs. Symptoms are central visual blur and reduced 
visual acuity. GCs should be used cautiously in patients with a history of CSCR [125].

Exophthalmos and chorioretinopathy rarely occur. Consequently, before treatment with GCs, 
clinicians should ask about the history of glaucoma, cataracts, and CSCR; and patients with 
risk factors should be referred to ophthalmologic examination.

14. Immunosuppression and risk of infection

There are multiple anti-inflammatory and immunosuppressive effects of GCs (Table 9) [126]. 
These mechanisms may predispose patients to infections. The overall risk of infections is 
50–60% higher in the patients exposed to GCs. The risk of infections can be related with 
dose and duration of GCs. Infection rates were not increased in patients given a daily dose 
of <10 mg or a cumulative dose of <700 mg of prednisone. But the exact dosages and dura-
tion that substantially change the benefit-risk ratio for GCs varies by the personal and the 
underlying risk factors. The risk factors for infections are the underlying disorders (espe-
cially rheumatoid arthritis and systemic lupus erythematosus), patient age, lower functional 
status, and concomitant use of immunosuppressive or biologic therapies. In addition, a 
low albumin level is strongly associated with the risk of infection, because of direct (i.e. as 
an etiological factor) or indirect (i.e. by being a marker of the malnutrition-inflammation 
syndrome) effects. Furthermore, a low albumin level is associated with a higher free glu-
cocorticoid fraction. Due to the inhibition of cytokine release and associated reduction in 
inflammatory and febrile responses, patients treated with GCs may not be presented with 
obvious signs and symptoms of infection. Therefore, it may be difficult to detect infections at 
an early stage. In addition to serious bacterial infections, the increase in risk is much higher 
for opportunistic infections (e.g. Pneumocystis jiroveci pneumonia, herpes zoster tuberculosis, 
listeriosis, aspergillosis, nontuberculous mycobacterial disease, invasive fungal infections), 
and in specific populations (e.g. allogeneic bone marrow transplant and solid organ trans-
plant). Reactivation of cytomegalovirus with GCs is a serious problem especially in solid 
organ transplant recipients [127–131].
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doses of GCs increase the risk for glaucoma. Nevertheless, doses of hydrocortisone 40 mg per 
day (prednisone 10 mg equivalent) were associated with an almost twofold increased risk. In 
patients over 40 years of age and with certain systemic diseases (e.g. diabetes mellitus, high 
myopia, connective tissue disease particularly rheumatoid arthritis), as well as relatives of 
patients with primary open-angle glaucoma (POAG), the risk for glaucoma induced by GCs 
increases. Glaucoma may lead to increased intraocular pressure, optic disc cupping, severe 
optic nerve damage, but considered a silent disease. Because there are no evident symptoms 
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15. Myopathy

GCs have direct catabolic effects on skeletal muscles. These catabolic effects are mediated by 
several cellular mechanisms. GCs inhibit the glucose uptake in skeletal muscles, by this way 
stimulate protein catabolism and inhibit protein synthesis in muscles. These direct effects 
causes muscle weakness. Besides, it was shown that GCs increase the transcription of genes 
encoding components of the ubiquitin-proteasome pathway, thereby increasing the proteo-
lytic capacity of muscle cells. Transactivation of certain genes through glucocorticoid recep-
tors also contributes to muscle atrophy. GCs inhibit the production by the muscle of IGF-I, a 
growth factor that stimulates the development of muscle mass by increasing protein synthe-
sis and myogenesis, while decreasing proteolysis and apoptosis. In addition, GCs stimulate 
the production of myostatin, a growth factor that inhibits the muscle mass development by 
downregulating the proliferation and protein synthesis [132–135].

Myopathy usually develops over several weeks to months with the use of GCs. The typi-
cal clinical features are proximal muscle weakness and atrophy in both the upper and lower 

Lymphocytes

• Reversible lymphopenia, CD4 depletion (>50% 
reduction)

• Decreased proliferation and migration of lymphocytes

• Impaired delayed-type hypersensitivity

• Impaired natural killer cell cytotoxicity

• Decreased lymphokine production (interleukin-2, 
TNFα,interleukin-12, interferon γ)

• Th1/Th2 dysregulation of T-helper cells (decreased Th1 
and increased Th2 cytokine production)

• Impaired phagocyte effector cell function and cellular 
immune response

Monocytes/macrophages

• Reversible monocytopenia (>40% reduction)

• Impaired phagocytosis and oxidative killing

• Decreased chemotaxis and migration to sites of 
inflammation

• Impaired formation of nitric oxide

• Impaired maturation of monocytes to macrophages

• Inhibition of pro-inflammatory cytokine 
production(interleukin-1, interleukin-6, TNFα)

Neutrophils

• Impaired phagocytosis, degranulation, and oxidative 
burst

• Reduced cytokine production

• Impaired formation of nitric oxide

• Defective adherence to endothelium, 
extravasation,chemotaxis

• Inhibition of apoptosis

Other immune effector cells

• Decreased counts for alveolar dendritic cells, central 
nervous system microglial cells, and Langerhans’ 
epidermal cells

• Impaired antigen-presenting capacity of dendritic 
and Langerhans’ cells (decreased expression of 
MHC II on their surface)

• Defective microglial cell-killing capacity (impaired 
nitric oxide formation)

Other effects

• Inhibition of prostaglandin production

• Inhibition of host’s inflammatory response

• Attenuation of clinical (i.e. fever) and radiological signs of infection

• Potential delay of diagnosis

Table 9. Immunosuppressive effects of glucocorticoids (adapted from [126]).
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extremities. Quadriceps and other pelvic girdle muscles are more severely affected. Myalgias 
and muscle tenderness are not seen. Although there is some variation in the dose and duration 
of GCs prior to the onset of muscle weakness, the higher the dose of GCs used related with the 
more rapid the onset. But it is more common in patients treated with ≥10 mg/day of prednisone 
or equivalent. The severity and the mechanism for the catabolic effect of GCs may differ with 
age. Creatine phosphokinase, aldolase, aspartate aminotransferase, lactate dehydrogenase 
(LDH), LDH isoenzymes, and changes in urinary excretion of creatine neither correlate with 
the degree of muscle weakness, nor discriminate between patients receiving small and large 
doses of GCs. So there is no definitive diagnostic test for myopathy induced by GCs. Diagnosis 
is to exclude other possible etiologic factors. Weakness of peripheral and respiratory muscles 
may have significant clinical effects, such as loss of quality of life, fatigue, impaired wound 
healing, compromised lung function, and poor immune response. Treatment is discontinua-
tion of GCs or dose reductions immediately. Symptoms generally improve within 3–4 weeks 
of dose reductions, and often resolve after discontinuation of GCs [136–138].

16. Cutaneous side effects

The most important cutaneous side effects of systemic GCs are skin atrophy-fragility, irre-
versible striae rubrae distensae (red striae), purpura, and delayed wound healing. A rare but 
unimportant side effect is hypertrichosis. Fortunately, hypertrichosis is usually reversible and 
disappears after discontinuation of GCs. The potency and duration of therapy determine the 
occurrence and severity of cutaneous lesions.

16.1. Skin atrophy

All parts of the skin involved become thin and fragile. Women seem to be more susceptible to 
this side effect. Suppression of cutaneous cell proliferation and protein synthesis causes skin 
atrophy. Further effects of GCs on the skin are a decreased synthesis of epidermal lipids, as 
well as an increased transepidermal water loss [139, 140].

16.2. Striae

These are visible linear scars that form in areas of dermal damage, presumably during mechan-
ical stress. Stria means scar tissue. For this reason, once developed, they are permanent. In the 
differential diagnosis, excessive weight gain and pregnancy should be excluded [141].

16.3. Delayed wound healing

The effects of GCs on wound healing are multifactorial. GCs prevent the early inflammatory 
phase, which is essential for wound repair. GCs also affect keratinocytes (epidermal atro-
phy and delayed reepithelialization), fibroblasts (reduced collagen and ground substance, 
resulting in dermal atrophy, and striae), and vascular connective tissue support (telangiecta-
sia, purpura, and easy bruising). According to delayed granulation, tissue formation of GCs 
impairs angiogenesis. Furthermore GCs have impact on wound healing by the regulation of 
pro-inflammatory cytokines, growth factors, matrix proteins, and matrix proteases [142].
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16.4. Purpura

When severe dermal atrophy and loss of intercellular substance occur by GCs, blood vessels 
lose their surrounding dermal matrix. The fragility of dermal vessels causes purpura. The 
dorsum of the hands, forearms, sides of the neck, face, and lower legs (sun exposed areas) are 
the most common affected sites [143].

17. Psychiatric and cognitive disturbances

Systemic GCs induce dose-dependent a wide range of psychiatric and cognitive disturbances, 
including memory impairment, agitation, anxiety, fear, hypomania, insomnia, irritability, 
lethargy, mood lability, and even psychosis [144].

17.1. Behavioral effects

Increase in appetite resulting with weight gain is the most common behavioral side effect of 
long-term exposure to GCs. Weight gain does not correlate with the cumulative dose. Sleep 
disturbances are the second most common behavioral side effects of GCs and dose-depen-
dent. The evening dose induces sleeplessness [145, 146].

17.2. Psychic effects

Psychic side effects (PSE) of GCs are quantitatively/qualitatively distinct forms. Symptoms 
range from an initial slight increase in the overall sense of well-being (independent of improve-
ment in their underlying disease activity) or low-grade mood changes, such as euphoria, 
grandiosity, emotional lability, depressed or elated mood, up to severe psychiatric disorders, 
and suicidality. The frequency ranges from 1.3 to 62% in adults. The predicted threshold dose 
for PSE is ≥20 mg/day of prednisone (or equivalent), but can be seen at very low dosages. 
PSE commonly develop within the first weeks of exposure, but may occur within few days 
or at any point during treatment, including withdrawal (especially after long-term and high 
dose exposures). A family history of depression, previous neuropsychiatric disorders, and 
alcoholism has also been reported as risk factors for the development of PSE. Women were 
more likely to develop depression, whereas men were more likely to develop mania. The risk 
of depression, mania, delirium, confusion, and disorientation increases, but suicidal behavior 
and panic disorder decreases with age. PSE often disappears shortly after dose reduction or 
discontinuation. Switching to alternative GCs may be helpful. Clinicians should ask about a 
prior history of psychiatric disorder and refer patients to a psychiatrist [147–149].

17.3. Cognitive effects

Cognitive impairment is a common, dose-dependent side effect of GCs. Common symp-
toms are deficits in attention, concentration, memory retention, mental speed, and efficiency. 
Prolonged exposure to moderate/high doses of GCs may cause cumulative and long-lasting 
effects on specific brain areas. Low doses of GCs do not affect adult cognitive functions in 
both short- and long-term exposure. Older patients appear to be more sensitive to memory 
impairment with short-term exposure [149].
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18. Monitoring and prevention of side effects

The same total dose of GCs among systemic treatments has different side effects. Split-
dose regimens are more toxic than single daily-dose protocols. Both these protocols are 
more toxic than alternate-day treatment programs. In daily treatment regimens, SGCs with 
long biologic half-lives (e.g. dexamethasone) have a greater potential for side effects than 
analogs do with intermediate biologic half-lives (e.g. prednisone). High doses of systemic 
GCs can be administered for less than a week with partial safety, even though the same 
dose of drug administered for a more prolonged period will result in presumably, clinically 
significant side effects. The lowest dose of GCs should be used for the shortest period of 
time that is needed to achieve the treatment goals. Preexisting comorbid conditions (dia-
betes mellitus, hypertension, dyslipidemia, heart failure, cataract or glaucoma, peptic ulcer 
disease, use of nonsteroidal anti-inflammatory drugs, low bone density, or osteoporosis) 
may increase risk when GCs are required. To provide an optimal therapy, patient edu-
cation is very important. Patients should be informed about the side effects of GCs. GCs 
generally stimulate the appetite, causes weight gain, elevated blood pressure, and glucose 
levels. Therefore, patients should be informed about the importance of diet when therapy is 
begun. The symptoms and signs of side effects related with GCs, should also be explained 
to the patients [32, 51–53]. For systemic therapy, the choice of specific GCs depends, par-
tially, on clinical variables like underlying or accompanying diseases. Hydrocortisone is 
usually used for physiologic replacement and “stress” coverage in patients with HPA sup-
pression. Hydrocortisone has a short biologic half-life and causes sodium and potassium 
retention. Thus, this agent is not commonly used for systemic immunosuppressive or anti-
inflammatory treatment. Fluorinated analogs, such as dexamethasone, have a long biologic 
half-life and little sodium-retaining potency. But long biologic half-life, may be associated 
with a greater potential for side effects. As a result, this group of SGCs is not commonly 
used in prolonged daily therapy regimens [54].

19. Concluding remarks

To reduce the incidence and severity of these side effects (described above); they should be 
well known. Besides, dose of GCs should be decreased carefully. According to the patients’ 
risk factors taking general preventive measures are important.
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Abstract

Depression [major depressive disorder (MDD)] is a mood disturbance of multifactorial
origin, associated with high rates of morbidity and mortality, lack of work productivity,
adverse health behaviors, and increased healthcare expenses. MDD is a leading cause of
suicide, and it affects the prognosis of chronic conditions (heart diseases, diabetes, and
cancer, among others). Current pharmacological treatment for MDD covers different classes
of drugs, including tricyclic antidepressants (TCAs), monoamine oxidase inhibitors
(MAOIs), selective serotonin reuptake inhibitors (SSRIs), serotonin and norepinephrine
reuptake inhibitors (SNRIs), and atypical antidepressants. The aim of this chapter is to
review the literature, highlight the side effects of newer antidepressants, and especially
point out themost important aspects of the latest agents approved for the treatment ofMDD
in adults: desvenlafaxine, levomilnacipran, vilazodone, and vortioxetine. Desvenlafaxine is
a SNRI and the primary active metabolite of venlafaxine; also a SNRI, levomilnacipran is an
enantiomer of the racemate milnacipran. Vilazodone and vortioxetine are multimodal
antidepressants, which combine SSRI activity with additional receptor activity. Although
they have proven efficacy in treating MDD and are being investigated for other possible
indications, further detailed clinical trials are needed to establish their pharmaco-
toxicological profile, following prolonged administration in patients who may suffer from
various comorbidities.
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1. Introduction

Depression [major depressive disorder (MDD)] is a pathological affective disorder character-
ized by the presence of various emotional, physical, behavioral, and cognitive symptoms, with
variable duration of manifestations, with progressive evolution toward worsening, and with a
high frequency of comorbidities [1, 2].

According to the Diagnostic and Statistical Manual of Mental Disorders, fifth edition, the clinical
symptomatology includes a series of manifestations lasting more than 2 weeks: depressed
mood, diminishing interest in current activities (home and work), lack of pleasure and energy,
permanent fatigue, loss of confidence and self-esteem, feelings of guilt, inability to make
decisions, lack of initiative, loss of attention and concentration, sleep disturbances (insomnia
or hypersomnia), appetite disturbances, weight gain, modification of psychomotor activity,
and recurrent thoughts of death. The symptoms are not caused by a substance or another
medical condition [3–5].

To determine the severity of depressive symptoms, a number of depression rating scales are
available. Montgomery-Asberg Depression Rating Scale, Hamilton Depression Scale, and
Young Mania Rating Scale are clinician-administered scales. In addition, self-administered
scales can be useful (Patient Health Questionnaire, Beck Depression Inventory, Zung Self-
Rating Depression Scale, and Mood Disorder Questionnaire) [6, 7].

The treatment of MDD is based on pharmacotherapy, which includes numerous drugs with
various structures and mechanisms of action.

The aim of this chapter is to review the literature, highlight important aspects regarding the
main incriminated theories of depression and the side effects of agents used to treat MDD, and
especially point out the most relevant details of the latest antidepressant drugs.

This chapter synthetizes the classic and modern features concerning the MDD pathophysiology
and treatment, as well as the information about the newest antidepressants introduced in the
therapy (desvenlafaxine, levomilnacipran, vilazodone, and vortioxetine), detailing the mecha-
nism of action, pharmacokinetic aspects, their side effects, and benefits. The first two substances
have similar mechanisms of action to existing medications, and the other two compounds are
multimodal antidepressants, which combine SSRI activity with additional receptor activity.

2. Pathophysiology of depression

Literature data highlighted that the pathophysiological mechanisms involved in the manifes-
tation of affective disorders are mediated by numerous neurotransmitters, such as norepineph-
rine, serotonin, dopamine, acetylcholine, gamma-aminobutyric acid, and glutamate. In order
to explain the phenomena that occur in the depression, several theories have been issued
depending on the neuro-mediators involved in the pathogenic links, responsible for the devel-
opment of the behavioral disturbances [8].

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors126

Monoaminergic theory of depression postulates that depressive manifestations are caused by
the lack of one or more of the three essential neuro-mediators (serotonin, dopamine, norepi-
nephrine) from the central nervous system synapses. These areas are situated especially in the
cortex of the frontal lobe (dorsolateral, prefrontal, and orbitofrontal), the self-processing head-
quarters. In these areas, regional atrophy and atrophic alterations were observed, following the
stress associated with the hypothalamic-pituitary-adrenal axis [8, 9].

Different types of deficits modulate the characters of depression:

• Serotonin deficiency causes in particular: sadness and thoughts with mainly negative
content [8].

• Noradrenaline deficiency is associated with the diminution of voluntary and involuntary
motor behaviors: the patient speaks slowly, in a monotone voice with low intensity, as if
his energy is exhausted at each joint; the mimic and the gestures diminish; the posture
begins to sketch the defense; the limbs are brought down (the generalized flexion ten-
dency or even the genital posture appears); the patient’s mobility decreases; in the begin-
ning, the gestures of social and family significance are not performed; and the patient
lacks personal hygiene behavior [10, 11].

• Dopamine deficiency is manifested by anhedonia; the patient can no longer enjoy any
of the things that previously used to cause pleasure. From the outset, it should be
noted that the therapeutic response appears differently for the three components.
Often, the first neuro-mediator involved in the response is norepinephrine. Serotonin
responds a little bit later. The patient regains his motor skills, before the ideation has
normalized. This situation, in which the patient has the power to practice negative
thoughts, appears in the early weeks of antidepressant therapy onset and is responsi-
ble for the suicidal accidents that may occur [9]. In conclusion, people with inhibited
depression should be closely monitored during the first 3 weeks after the therapy is
established.

A therapeutic response consists of 50% alleviation of the symptoms following adminis-
tration of the antidepressant medication. A small percentage of people may develop
resistance to antidepressants (through lack of synthesis or transport or excess metabolism
of one or more monoamines). These patients are recommended to either potentiation of
the treatment or electroconvulsive therapy, as a solution for achieving remission of the
depression.

In these conditions, the therapeutic targets of currently used antidepressant drugs are aimed at
augmenting the monoaminergic deficiency at the synaptic level.

This response can be achieved by:

• The action on the receptor level

• The receptor stimulation through neuro-mediator release

• Inhibition of the reuptake pump or inhibition of the metabolism enzyme
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There is also evidence for the involvement of other (secondary) systems in the pathogenesis of
depression, with the participation of acetylcholine, somatostatin, leptin, substance P,
thyrotropin-releasing hormone (TRH), brain-derived neurotrophic factor (BRNF), gamma-
aminobutyric acid (GABA), and glutamate [12].

It should be underlined that the reduction of any monoaminergic neuro-mediator is accompa-
nied by upregulation events that increase the reactivity to small amounts of monoamine: this
could be the mechanism responsible for hyper-serotoninergic reactions (serotoninergic
pseudo-syndrome) manifested at the beginning of the treatment, with monoaminergic aug-
mentation in persons with serotonin deficiency.

3. Treatment of depression

This affective disorder, which has a very long evolution, is generally underdiagnosed and
insufficiently treated, statistical data showing that currently only half of the persons affected
by depression have undergone pharmacological or non-pharmacological treatment. Despite
the fact that 80–90% of cases of depression can be successfully treated, this disease consider-
ably affects the quality of life of both patient and his family.

It is particularly important to early diagnose depression and rapidly establish the appropriate
therapy to reduce the consequences of this pathological condition on the general (physical and
mental) status of the patient.

Management of depression is complex, including therapeutic lines with targeted action on
associated organic pathology, psychotherapy with the final goal of rebalancing the patient [13].
The treatment of affective disorders is of long duration and individualized, involving an
adequate cooperation between doctor, patient, and his family for the choice of the appropriate
antidepressant drug from a pharmacological and economical point of view.

Modern treatment of depression combines pharmacotherapy with alternative methods (represented
by psychotherapy, hypnosis, cognitive behavioral treatment, interpersonal therapies). Short-term psy-
chotherapeutic approaches, especially cognitive behavioral methods and interpersonal therapies, have
been shown to be highly effective in relieving symptoms and diminishing the number of depressive
episodes [14, 15]. More obvious results are obtained by combining psychotherapy with pharmaco-
therapy, which consists of the administration of antidepressants, their efficiency being demonstrated in
80% of depression cases. The pharmacodynamic effects of antidepressants occur after a period of time
ranging from 2 to 4 weeks, during which psychotherapy has beneficial effects [16, 17].

It is known that in many cases the patients are rapidly discontinuing medication, conditions in
which psychotherapy exhibits beneficial effects by increasing the patient’s compliance/adher-
ence, resulting in diminution or even elimination of the sense of isolation, as well as the
powerless and hopeless feelings. These results improve communication with the patient, who
becomes more conscious that stopping the administration of recommended drugs can lead to a
recurrence of the disease. There are a lot of tools like questionnaires or patient-reported out-
comes (PROs) that identify some different patterns of behavior of patients with depression
with the aim of improving patients’ adherence [18].
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Depending on the clinical manifestations experienced by the patient (anxiety, insomnia, psy-
chotic symptoms), antidepressant medication may be combined for limited periods of time
with anxiolytic, sedative, or antipsychotic drugs. If affective disorders heavily respond to
classical antidepressants, mood-stabilizing agents, electroconvulsive therapy, or bright light
therapy may be associated.

3.1. Pharmacotherapy

A wide range of antidepressants are available nowadays, belonging to various therapeutic
classes, with various mechanisms of action, effective in some affective disorders, but also a
host of adverse effects as well as the possibility of interacting with other prescribed medica-
tions. In selecting the antidepressant, it is necessary to balance, on the one hand, its effective-
ness in the affective disorder, and on the other hand, the adverse effects may occur (mild,
moderate, severe, temporary, or lasting).

Table 1 summarizes the adult doses and some side effects of selected antidepressants (seizures
and conduction abnormalities are dose-dependent side effects) [19].

Some of the antidepressant medication side effects may be unpleasant, others are dangerous to
the patient, and they should be reported to the physician, who will decide to replace the drug
or to adjust the dose. It is necessary to mention that, apart from specific adverse reactions, all
antidepressants present a risk of suicide, especially at the beginning of treatment; therefore, the
patient should be supervised and supported by family and entourage.

3.1.1. Classical antidepressants (first generation)

• Monoamine oxidase (MAO) inhibitors (MAOIs)

These agents inhibit the metabolism of monoamines (but not their synthesis) and release
norepinephrine from postganglionic deposits (mebanazine, tranylcypromine, phenelzine) [20].

They have low selectivity, inhibiting other enzymes including dopamine-B-oxidase, diamine
oxidase, amino acid decarboxylase, and choline dehydrogenase, which are responsible for some
of the side effects of the group. Some of them act selectively for only one of the two MAO forms,
the MAO-A: moclobemide, miaprine, pirlindole, and toloxatone [21]. The MAO-B inhibitors,
such as selegiline and rasagiline, are reserved for Parkinson’s disease therapy [22]:

• Irreversible, long-acting, noncompetitive inhibitors (phenelzine, tranylcypromine), of both
MAO-A and MOA-B subtypes

• Reversible, short-acting, MAO-A selective inhibitors (moclobemide, brofaromine) that are
experienced in Canada

MAOIs were among the first antidepressant drugs to be clinically introduced, which are used
nowadays much less than other antidepressants because of their toxicity and serious drug and
food interactions [23, 24].

For most of MAOIs, the enzyme blocking takes 2–6 weeks (new enzyme synthesis occurring
only after 2 weeks) [25]. During this time, the administration of drugs that augment the
monoamines’ level (such as tricyclic antidepressants, fluoxetine, naphazoline, xylometazoline,
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or other drugs) or ingestion of food containing tyramine, the catecholamine precursor, can
generate severe increase in blood pressure and death. In this situation, the intestinal fermented
tyramine can be transported in blood and replaces norepinephrine in the vesicles, resulting in
amplification the effects of the normal norepinephrine stimulation [26].

The main side effects of nonselective MAOIs are “cheese reaction” (severe hypertensive response
to tyramine-containing foods, such as cheese, beer, wine, liver, sardines, well-hung meat, yeast,
or soybean derivatives), anticholinergic side effects (dry mouth, blurred vision, urinary retention,
etc.), postural hypotension, insomnia, weight gain, sexual side effects, convulsions (in overdose),
and hepatotoxicity (rare). Nausea, insomnia, and agitation, but no “cheese reactions,” were
reported for moclobemide [19, 23].

• Tricyclic antidepressants are divided into subgroups with similar general structures:

• Imipramine, desipramine, clomipramine, trimipramine, amitriptyline

• Nortriptyline, butriptyline, doxepin, protriptyline [16]

Drug Initial dose
(mg/day)

Usual dosage
range (mg/day)

Side effects

Anticholinergic
effects

Sedation Orthostatic
hypotension

Seizures Conduction
abnormalities

Amitriptyline 25 100–300 4+ 4+ 3+ 3+ 3+

Bupropion 150 150–300 + 0 0 4+ +

Citalopram 20 20–40 0 + 0 2+ 2+

Desipramine 25 100–300 2+ 2+ 2+ 2+ 2+

Desvenlafaxine 50 50 + + 0 2+ +

Doxepin 25 100–300 3+ 4+ 2+ 3+ 2+

Duloxetine 30 30-90 + 0 + 0 0

Escitalopram 10 10–20 0 0 0 0 0

Fluoxetine 20 20–60 0 0 0 2+ 0

Fluvoxamine 50 50–300 0 + 0 2+ 0

Imipramine 25 100–300 3+ 3+ 4+ 3+ 3+

Mirtazapine 15 15–45 + 2+ 2+ 0 +

Nefazodone 100 300–600 0 3+ 3+ 2+ +

Nortriptyline 25 50–150 2+ 2+ + 2+ 2+

Paroxetine 20 20–60 + + 0 2+ 0

Sertraline 50 50–200 0 0 0 2+ 0

Trazodone 50 150–300 0 4+ 3+ 2+ +

Venlafaxine 37.5–75 75–225 + + 0 2+ +

0, absent; +, very low; 2+, low; 3+, moderate; 4+, severe.

Table 1. Antidepressant drugs: adult doses and selected side effects [19].
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• Tricyclic antidepressants have the following mechanisms of action:

• Inhibition of serotonin transporter

• Inhibition of norepinephrine transporter

• Slight inhibition of dopamine reuptake

• Stimulation 5-HT1A receptors

• Inhibition of 5-HT2A receptors (but also affinity for 5-HT6 and 5-HT7 receptors)

• Inhibition of alpha-1 receptors [27]

3.1.2. Heterocyclic antidepressants (second or third generation)

• With nonselective action on the amine neurotransmitters

• With anticholinergic effects (maprotilin, nomifensine, amoxapine)

• Without anticholinergic effects (venlafaxine, bupropion)

• Heterocyclic antidepressants have the following mechanisms of action:

• Inhibition of alpha-2 receptors

• D2 receptor stimulation

• Inhibition of H1 receptors (for some compounds even H2 receptors)

• Inhibition of muscarine receptors

• Blockade of sodium and calcium channels (being responsible for cardiotoxicity) [16]

Various mechanisms of actions are responsible for the pharmacodynamic effects as well as for
a lot of adverse effects, thus limiting their indications.

Adverse reactions are particularly due to the muscarine receptor blockade and consist of
mucosal dryness, blurred vision, diminution of digestive tract motility, constipation, urinary
retention, cognitive impairment and memory disturbances, increased body temperature,
akathisia (psychological restlessness without physical agitation), tachycardia, hypotension,
arrhythmias, and, in case of overdose, cardiotoxicity. Other side effects of tricyclic antidepres-
sants include excessive sweating, paradoxical emotional changes (anxiety or the lack of emo-
tional reactivity), modification in appetite and body weight, sexual dysfunction, muscle
contraction, nausea and vomiting, and rarely rhabdomyolysis [16]:

• 5-HT2A/5-HT2C receptor antagonists (trazodone, nefazodone, mirtazapine)

• Selective serotonin reuptake inhibitors (SSRIs) (fluoxetine, sertraline, paroxetine, fluvoxamine,
citalopram, escitalopram)

The onset of the therapeutic effect varies from a few hours to 2–3 days after SSRI adminis-
tration. The peak blood concentration is reached in 10–21 days. Some of SSRIs persist for a
long time in the body, for example, fluoxetine, which is completely eliminated only after 5
weeks [17, 28, 29].
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During the treatment, the upregulation of the synapses can initially trigger a pseudo-
serotoninergic syndrome, with psychomotor agitation, akathisia, insomnia, tremor, muscle
fasciculation, fever, and vomiting. This syndrome is sensitive to benzodiazepine therapy, and
usually the spontaneous resolution appears within a few days [16, 23].

Pure serotonin syndrome is particularly common for tricyclic antidepressants, more rarely for
SSRIs, and most commonly occurs in drug combinations with metabolic inhibitors or with
agents that may increase the serotonin level. Serotonin syndrome is manifested by agitation,
confusion, excessive sweating, mydriasis, muscle spasms or muscle incoordination, fever, sei-
zures, and coma.

The therapy with SSRIs is long-lasting, with the shortest treatment indicated being 3–6 months.
As expected, a degree of dependence occurs; therefore, avoiding sudden discontinuation of
treatment with SSRIs is essential. Otherwise insomnia, agitation, confusion, trembling, anxiety,
and even hallucinatory phenomena may occur during treatment [30]:

• Mixed serotonin and norepinephrine reuptake inhibitors (SNRIs) (venlafaxine, desvenlafaxine,
duloxetine, milnacipran, levomilnacipran)

• Dopamine and norepinephrine reuptake inhibitors (bupropion—reserved especially for
asthenic and dopamine deficiency cases)

• Norepinephrine reuptake inhibitor (reboxetine)

• Serotonin disinhibitor and alpha-2 antagonists (mirtazapine)

• Serotonin antagonist and reuptake inhibitors (nefazodone, trazodone) [16, 23]

Among the antidepressant groups, SSRIs and SNRIs are preferred because not only of their
therapeutic efficacy but also of the relatively small number and decreased severity of adverse
effects [28, 30, 31].

4. Desvenlafaxine

The O-desmethylvenlafaxine or desvenlafaxine, a RS-4-[2-dimethylamino-1-(1-hydroxycy-
clohexyl)ethyl]phenol derivative, is the synthetic agent of the main active metabolite of
venlafaxine. First of all, it was obtained as desvenlafaxine succinate (Pristiq®) and marketed
by the companyWyeth Pharmaceuticals, which was subsequently acquired from the American
corporation Pfizer [32]. This principal metabolite is 70% produced following the biodegrada-
tion of venlafaxine, the two drugs having similar demonstrated pharmacodynamic effects [33].

The development of desvenlafaxine was performed in hoping to improve the pharmacokinetic
and clinical profile of the parent substance. It was approved as antidepressant drug by the
FDA in February 2008, being available for medical use, in the treatment of MDD in adult
patients, in May 2008 [34].

This agent was also experienced for the nonhormonal therapy of menopausal disorders asso-
ciated by mild-to-serious vasomotor symptoms and in some types of anxiety [35, 36]. At the
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beginning of 2008, a product containing desvenlafaxine (Ellefore) was withdrawn from the
market in the European Union, due to its insufficient documentation and clinical experience;
but later in 2012, Pfizer corporation obtained the authorization for the use of Pristiq® in Spain.
It also received the market authorization in Canada for the pharmacotherapy of depression in
February 2009. A few years later, FDA approved the use of both brand and generic products
containing desvenlafaxine fumarate (Desvenlafaxine fumarate, 2013) [37].

4.1. Pharmacological properties

In vitro studies revealed that desvenlafaxine determines the inhibition of serotonin and nor-
epinephrine reuptake (10 times more potent for serotonin than for norepinephrine), thus
blocking the removal of the main mediators (serotonin, norepinephrine) that affect mood,
increasing their concentration at the synaptic level [32, 38]. No notable influence on muscarine,
histamine, or alpha-1 adrenergic receptors and on the activity of monoamino oxidase was
proven. Moreover, the lack of the influence on the functionality on sodium, potassium, chlo-
ride, or calcium ion channels was also evidenced [34, 39].

Dosage forms 50 mg, light-pink square pyramid extended-
release tablet (containing 76 mg of desvenlafaxine
succinate)
100 mg, reddish-orange square pyramid extended-
release tablet (containing 152 mg of desvenlafaxine
succinate)

Administration Orally, once daily, with or without food

Dosage Initial dosage of 50 mg, approximately at the same
moment of time, each day,
maintenance dose of 50 mg;
the maximum accepted daily dose is 400 mg

Absorption Not influenced by food intake

Time to maximum concentration 7.5 hours

Bioavailability 80% (being not influenced by the meals)

Protein-binding percentage 30%

T1/T2 Approximately 11 hours

Steady-state plasma concentrations Achieved within 4–5 days after oral administration
of a unique dose

Volume of distribution 3.4 L

Metabolism Is mainly conjugated (via uridine 50-diphospho-
glucuronosyltransferase participation) and
secondarily is metabolized by oxidation (through
N-demethylation)

CYP3A4
CYP2D6 is not involved

Elimination 45% is eliminated and unchanged in urine, 72
hours after oral administration

Table 2. Pharmacological aspects of desvenlafaxine [32, 34, 38–41].
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The drug is available as extended-release tablets for oral administration, which contain
desvenlafaxine succinate (Table 2).

4.2. Side effects of desvenlafaxine

Current safety and efficacy information for the treatment of MDD highlights that most patients
havewell responded and tolerated anddidnot experience severe side effects to desvenlafaxine [42].

The most often described side effects of desvenlafaxine were nausea, vomiting, dry mouth,
constipation, fatigue, headache, dizziness, insomnia, decreased appetite, hyperhidrosis, erec-
tile dysfunction, and delayed ejaculation in men (Table 3) [34, 42].

Of these, the frequent adverse reactions, such as nausea, vomiting, dizziness, and headache,
observed in short-term trials of up to 8 weeks in patients treated with desvenlafaxine (Pristiq®,
Wyeth), usually lead to discontinuation of the treatment. The other side effects of the
desvenlafaxine were related to the drug-drug interactions or to the presence of liver or kidney
dysfunctions [38, 43].

4.3. Differences between desvenlafaxine and venlafaxine

Literature data highlighted some pharmacological differences between these two antidepressant
drugs, but the therapeutic experience did not reveal substantial advantages of desvenlafaxine
over venlafaxine use in the treatment of MDD.

System and organ Manifestations

Cardiovascular Palpitations, hypertension, tachycardia, hot flushes, orthostatic hypotension, peripheral coldness

Hematologic Abnormal bleeding

Gastrointestinal Nausea, vomiting, dry mouth, constipation, diarrhea, increase in transaminase levels

Nervous system Dizziness, headache, insomnia, somnolence,
tremor, paresthesia, dysgeusia, disturbance in attention, tinnitus, vertigo,
depersonalization, hypomania, syncope, withdrawal syndrome,
anxiety, abnormal dreams, nervousness,
seizures, convulsions, extrapyramidal symptoms, serotonin syndrome

Genitourinary Urinary hesitation, proteinuria,
decreased libido, anorgasmia, anorgasmia, abnormal orgasm, erectile dysfunction, delayed
ejaculation, ejaculation disorders in men, ejaculation failure

Respiratory Yawning, epistaxis, interstitial lung disease, eosinophilic pneumonia

Skin Hyperhidrosis, rash

Musculoskeletal Musculoskeletal stiffness

Metabolic and
endocrine

Decreased weight, increased blood cholesterol, decreased appetite, increased blood triglycerides,
increased blood prolactin, hyponatremia

Others Hypersensitivity reactions, fatigue, feeling jittery, blurred visions, mydriasis

Table 3. The most frequent adverse effects of desvenlafaxine [34, 38, 42, 44–46].
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Preclinical and clinical investigations argue that venlafaxine and desvenlafaxine are basi-
cally equivalent, from the pharmacological point of view, even if there were observed
dissimilarities, regarding especially the pharmacokinetic profile, dose regimen, and the
drug interactions.

The most important differences between venlafaxine and desvenlafaxine are the following:

• Both antidepressant drugs present the similar mechanism of action, consisting of inhibi-
tion of serotonin and norepinephrine reuptake, but the desvenlafaxine’s binding affinity at
norepinephrine reuptake pumps is higher than venlafaxine’s; yet this effect did not prove
a therapeutic relevance [47].

• The clinical trials communicated similar tolerability and comparable incidence of
adverse effects in patients treated for depression [48, 49]. Different clinical trials,
performed during 8 weeks, revealed the superior efficacy of 100 and 400 mg, but not
of 200 mg of desvenlafaxine (Pristiq®, Wyeth), on the improvement of depression
symptomatology, clinically evidenced and assessed using Hamilton Depression Scale,
and also the effectiveness of 400 mg on the remission rates, compared to placebo
[36, 45, 50–52].

• The parent substance, venlafaxine, undergoes primarily biodegradation by the CYP
2D6-mediated oxidative reactions, to be converted into O-desmethylvenlafaxine, while
desvenlafaxine is mainly inactivated by glucuronidation and secondarily metabolized
by oxidation (through N-demethylation) to N,O-didesmethylvenlafaxine, its biodegra-
dation being not influenced by the enzymatic system of cytochromes P450 (CYP 2D6)
[40, 41]. Taking into account these issues, it was suggested that desvenlafaxine may be
an advantageous option in patients with genetic polymorphisms of CYP2D6 (such as
poor metabolizers) [34].

• As a result of the fact that desvenlafaxine has no markedly effect on CYP2D6, at thera-
peutic doses, it has lower risk of drug interactions, compared to venlafaxine, being pre-
ferred to prevent possible drug-drug interactions with CYP2D6 substrates (e.g., SSRIs,
tricyclic antidepressants, several beta-blockers, quinidine, opioids). However, there are
inconsistent evidences that desvenlafaxine would be more effective, better tolerated, or
safer than venlafaxine in clinical use [40, 41, 44, 50].

• On the other hand, the treatment with desvenlafaxine may have a benefit, in terms of
simpler dosage regimen compared with venlafaxine (small initial dose and lower mini-
mum therapeutic dose), with more anticipated drug levels [45]. The FDA recommenda-
tions mention the indication of using the same 50 mg starting, and maintenance doses,
for the treatment with desvenlafaxine, while the administration of extended-release
form of venlafaxine needs titration from the starting dose of 37.5 mg per day to the
maintenance dose of 150–225 mg per day [51]. The practical aspect is related to the fact
that desvenlafaxine dosage choosing is based on the experience gained from several 8-
week acute-phase clinical studies, but the real therapeutic response is not generally
obtained in this short interval of time [34].
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dation being not influenced by the enzymatic system of cytochromes P450 (CYP 2D6)
[40, 41]. Taking into account these issues, it was suggested that desvenlafaxine may be
an advantageous option in patients with genetic polymorphisms of CYP2D6 (such as
poor metabolizers) [34].

• As a result of the fact that desvenlafaxine has no markedly effect on CYP2D6, at thera-
peutic doses, it has lower risk of drug interactions, compared to venlafaxine, being pre-
ferred to prevent possible drug-drug interactions with CYP2D6 substrates (e.g., SSRIs,
tricyclic antidepressants, several beta-blockers, quinidine, opioids). However, there are
inconsistent evidences that desvenlafaxine would be more effective, better tolerated, or
safer than venlafaxine in clinical use [40, 41, 44, 50].

• On the other hand, the treatment with desvenlafaxine may have a benefit, in terms of
simpler dosage regimen compared with venlafaxine (small initial dose and lower mini-
mum therapeutic dose), with more anticipated drug levels [45]. The FDA recommenda-
tions mention the indication of using the same 50 mg starting, and maintenance doses,
for the treatment with desvenlafaxine, while the administration of extended-release
form of venlafaxine needs titration from the starting dose of 37.5 mg per day to the
maintenance dose of 150–225 mg per day [51]. The practical aspect is related to the fact
that desvenlafaxine dosage choosing is based on the experience gained from several 8-
week acute-phase clinical studies, but the real therapeutic response is not generally
obtained in this short interval of time [34].
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5. Levomilnacipran

Levomilnacipran, a (1S,2R)-2-(aminomethyl)-N,N-diethyl-1-phenylcyclopropane-1-carboxamide
derivative, is the levo-enantiomer (1S, 2R-milnacipran) of racemate milnacipran, approved in
2009 for the treatment of fibromyalgia [53, 54]. It was discovered by Pierre Fabre Laboratories,
France, and coproduced by Forest Laboratories, Inc. (Fetzima™), being approved by the FDA to
be used for the treatment of MDD in adult patients in the United States and Japan in July 2013
and in Canada in May 2015 [55, 56]. It is not available on the market in the European Union and
Australia.

The researches performed in laboratory animals showed that levomilnacipran is the pharma-
cologically more active enantiomer of the racemic mixture milnacipran, having 50, respec-
tively, and 13 times more intense inhibitory activity on the norepinephrine and serotonin
reuptake pumps, a higher peak blood concentration and a prolonged elimination half-life
compared with the other enantiomer 1S,2R-milnacipran (coded F2696) [56–59].

Currently, it is under clinical research as a therapy of anxiety, bipolar disorders, post-traumatic
stress diseases, vasomotor symptoms associated with menopause, peripheral neuropathy (espe-
cially associated with diabetes mellitus), and chronic musculoskeletal pain. Levomilnacipran has
also been investigated for the treatment of fibromyalgia and phantom limb syndrome but was
not approved to be used for these purposes [56].

5.1. Pharmacological properties

In vitro studies revealed that levomilnacipran determines the strong and selective inhibition of
serotonin and norepinephrine reuptake transporters (two times more potent and selective for
norepinephrine than for serotonin), with a consequent increasing of these mediator concentra-
tion in the central nervous system [60]. It proved to have a more balanced reuptake of both
serotonin and norepinephrine compared to other known SNRIs [56, 61]. Due to this difference
in the selectivity action on these neurotransmitters, it was postulated that levomilnacipran may
be beneficial in MDD related to the norepinephrine deficiency, with the demonstrated
improvement of core symptoms and, consequently, the patient social and occupational activi-
ties [62–64]. It may also be useful in refractory depression or in the cases susceptible to
potential increase of weight gain during chronic therapy with other antidepressant drugs [61].

Levomilnacipran provides a “two and a half” action, the inhibition of the norepinephrine
transporter facilitating the action of dopamine, as long as this mediator diffuses through the
synapses, without requiring the presence of a transporter. No important activity on dopamine,
serotonin (5-HT1–5-HT7), muscarine, histamine, and alpha- or beta-adrenergic and opioid
receptors and no inhibitory effects on the monoamino oxidase were evidenced. The lack of
affinity on the sodium, potassium, chloride, or calcium ion channels was also observed [56].

Recent researches highlighted the inhibitory action of levomilnacipran on the beta-site

amyloid precursor protein cleaving enzyme-1, known to be responsible for the for-
mation of β-amyloid plaque, thus arguing its possible use in the treatment of Alzheimer’s
disease [64].
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The drug is available as extended-release capsules for oral administration, which contain
levomilnacipran hydrochloride (Table 4).

5.2. Side effects of levomilnacipran

Short-term safety clinical trials revealed that most patients with MDD have well responded
and tolerated and did not experience important side effects to levomilnacipran [62, 65]. The
most common side effects of levomilnacipran were nausea, vomiting, hyperhidrosis, heart rate
increase, tachycardia, palpitations, urinary hesitation, erectile dysfunction, and ejaculate dis-
orders in men (Table 5) [56].

Long-term clinical studies documented that levomilnacipran manifested acceptable tolerability
compared to placebo. Severe adverse reactions, such as nausea, vomiting, headache, tachycar-
dia, hypertension, extrasystoles, and convulsion, observed in long-term trials of 48 weeks in
patients treated with levomilnacipran, generally lead to discontinuation of the treatment. The
other side effects of the levomilnacipran were related to the drug-drug interactions (inhibitors
of CYP3A4 such as clarithromycin, ketoconazole, or itraconazole will increase its blood level)
or to a concomitant hepatic, renal, and cardiac pathology. On the contrary, the association of
levomilnacipran with the inducers of CYP3A4, such as rifampicin or carbamazepine, may
determine a diminution of its plasma concentration [66, 67].

Dosage forms 20 mg, extended-release capsule with yellow cap and white body
40 mg, extended-release yellow-opaque capsule
80 mg extended-release capsule with pink cap and white body
120 mg, pink-opaque extended-release capsule

Administration Orally, once daily, with or without food

Dosage Initial dosage of 20 mg in a unique daily administration for 2 days, then increasing the dose to
40 mg per day;
the maximum accepted daily dose is 120 mg

Absorption Not influenced by food intake

Time to maximum
concentration

6–8 hours

Bioavailability 92%

Protein-binding
percentage

22%

T1/T2 Approximately 12 hours

Mean apparent total
clearance

21–29 L/hour

Volume of distribution 387–473 L

Metabolism Hepatic (primarily by CYP3A4);
is converted primarily to two inactive metabolites: desethyl levomilnacipran and p-hydroxy-
levomilnacipran with a minor involvement of CYP2C8, CYP2C19, CYP2D6, and CYP2J2

Elimination 58% of uncharged drug is excreted in the urine

Table 4. Pharmacological aspects of levomilnacipran [55, 56].
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5. Levomilnacipran

Levomilnacipran, a (1S,2R)-2-(aminomethyl)-N,N-diethyl-1-phenylcyclopropane-1-carboxamide
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tively, and 13 times more intense inhibitory activity on the norepinephrine and serotonin
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also been investigated for the treatment of fibromyalgia and phantom limb syndrome but was
not approved to be used for these purposes [56].
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In vitro studies revealed that levomilnacipran determines the strong and selective inhibition of
serotonin and norepinephrine reuptake transporters (two times more potent and selective for
norepinephrine than for serotonin), with a consequent increasing of these mediator concentra-
tion in the central nervous system [60]. It proved to have a more balanced reuptake of both
serotonin and norepinephrine compared to other known SNRIs [56, 61]. Due to this difference
in the selectivity action on these neurotransmitters, it was postulated that levomilnacipran may
be beneficial in MDD related to the norepinephrine deficiency, with the demonstrated
improvement of core symptoms and, consequently, the patient social and occupational activi-
ties [62–64]. It may also be useful in refractory depression or in the cases susceptible to
potential increase of weight gain during chronic therapy with other antidepressant drugs [61].

Levomilnacipran provides a “two and a half” action, the inhibition of the norepinephrine
transporter facilitating the action of dopamine, as long as this mediator diffuses through the
synapses, without requiring the presence of a transporter. No important activity on dopamine,
serotonin (5-HT1–5-HT7), muscarine, histamine, and alpha- or beta-adrenergic and opioid
receptors and no inhibitory effects on the monoamino oxidase were evidenced. The lack of
affinity on the sodium, potassium, chloride, or calcium ion channels was also observed [56].

Recent researches highlighted the inhibitory action of levomilnacipran on the beta-site

amyloid precursor protein cleaving enzyme-1, known to be responsible for the for-
mation of β-amyloid plaque, thus arguing its possible use in the treatment of Alzheimer’s
disease [64].
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The drug is available as extended-release capsules for oral administration, which contain
levomilnacipran hydrochloride (Table 4).

5.2. Side effects of levomilnacipran

Short-term safety clinical trials revealed that most patients with MDD have well responded
and tolerated and did not experience important side effects to levomilnacipran [62, 65]. The
most common side effects of levomilnacipran were nausea, vomiting, hyperhidrosis, heart rate
increase, tachycardia, palpitations, urinary hesitation, erectile dysfunction, and ejaculate dis-
orders in men (Table 5) [56].

Long-term clinical studies documented that levomilnacipran manifested acceptable tolerability
compared to placebo. Severe adverse reactions, such as nausea, vomiting, headache, tachycar-
dia, hypertension, extrasystoles, and convulsion, observed in long-term trials of 48 weeks in
patients treated with levomilnacipran, generally lead to discontinuation of the treatment. The
other side effects of the levomilnacipran were related to the drug-drug interactions (inhibitors
of CYP3A4 such as clarithromycin, ketoconazole, or itraconazole will increase its blood level)
or to a concomitant hepatic, renal, and cardiac pathology. On the contrary, the association of
levomilnacipran with the inducers of CYP3A4, such as rifampicin or carbamazepine, may
determine a diminution of its plasma concentration [66, 67].

Dosage forms 20 mg, extended-release capsule with yellow cap and white body
40 mg, extended-release yellow-opaque capsule
80 mg extended-release capsule with pink cap and white body
120 mg, pink-opaque extended-release capsule

Administration Orally, once daily, with or without food

Dosage Initial dosage of 20 mg in a unique daily administration for 2 days, then increasing the dose to
40 mg per day;
the maximum accepted daily dose is 120 mg

Absorption Not influenced by food intake

Time to maximum
concentration

6–8 hours

Bioavailability 92%

Protein-binding
percentage

22%

T1/T2 Approximately 12 hours

Mean apparent total
clearance

21–29 L/hour

Volume of distribution 387–473 L

Metabolism Hepatic (primarily by CYP3A4);
is converted primarily to two inactive metabolites: desethyl levomilnacipran and p-hydroxy-
levomilnacipran with a minor involvement of CYP2C8, CYP2C19, CYP2D6, and CYP2J2

Elimination 58% of uncharged drug is excreted in the urine

Table 4. Pharmacological aspects of levomilnacipran [55, 56].
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Various preclinical researches showed the most intense antidepressant effect of levomilnacipran
without substantially influencing the animal spontaneous locomotor activity, compared to other
antidepressant drugs (venlafaxine, duloxetine) in different experimental animal models of
depression, anxiety, and stress (such as forced swim test, tail suspension test, shock-induced
ultrasonic vocalization) [70].

Short-term clinical trials highlighted the superior efficacy of levomilnacipran on depressive
and disability symptoms (especially motivation and energy), and functional improvement of
the patient status, compared to placebo, was quantified using the Montgomery-Asberg
Depression Rating Scale, respectively, and the Sheehan Disability Scale. Significant superiority
to placebo was also demonstrated by improvement of the patient’s social activity, work, and
family life [71–74]. On the other hand, there were insufficient and irrelevant data, regarding
the efficacy for the relapse prevention in the long-term use of levomilnacipran [75].

5.3. Differences between levomilnacipran and milnacipran

Literature data indicated some pharmacological differences between these two antidepres-
sant drugs, but the performed clinical studies did not prove considerable advantages of
levomilnacipran over milnacipran use in the treatment of MDD.

There are few clinically relevant differences between levomilnacipran andmilnacipran consisting
of the simplicity of dose regimen, a more selective pharmacodynamic activity, an improved

System and organ Manifestations

Cardiovascular Palpitations, tachycardia, hypertension, hot flushes, orthostatic hypotension, angina pectoris,
supraventricular/ventricular extrasystoles

Hematologic Abnormal bleeding

Gastrointestinal Nausea, vomiting, constipation, sweeting, elevations in serum aminotransferase levels

Nervous system Dizziness, headache, sleep troubles, excessive happiness or irritability, reckless behavior,
nervousness, anxiety,
difficulty concentrating, memory changes, confusion, weakness tremor, paresthesia disturbance in
attention, drowsiness, dizziness, suicidal ideation,
withdrawal syndrome, hallucinations, serotonin syndrome,
seizures, convulsions, extrapyramidal symptoms, encephalopathy

Genitourinary Urinary hesitation,
decreased libido, erectile dysfunction, ejaculation disorders in men, ejaculation failure, delayed
ejaculation, testicular pain

Respiratory Upper respiratory tract infection

Skin Hyperhidrosis, rash

Musculoskeletal Musculoskeletal stiffness

Metabolic and
endocrine

Decreased appetite, hyponatremia

Others Hypersensitivity reactions, fatigue, blurred visions, visual disturbances, mydriasis, eye pain,
swelling or redness in or around the eye

Table 5. The most frequent adverse effects of levomilnacipran [68–71].
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pharmacokinetic profile (with less complex correlation between blood concentration and the
pharmacodynamic effect), and a reduced potential for drug interactions [76, 77].

The most important levomilnacipran’s advantage is its once-daily administration of a sustained-
release capsule compared with the twice-daily administration tablets of milnacipran, thus
improving the patient’s compliance especially to chronic therapy.

6. Vilazodone

Vilazodone, 2-benzofurancarboxamide, 5-[4-[4-(5-cyano-1H-indol-3-yl)butyl]-1-piperazinyl]-,
hydrochloride (1:1) [78], is a new multimodal antidepressant drug indicated in the United
States for the treatment of MDD in adult patients [79]. Its discovery program began in the
mid-1990s, and FDA approved it in January 2011. It also received market authorization in
Mexico and Canada for MDD pharmacotherapy. Moreover, it was found that vilazodone
improves psychic and somatic symptoms in generalized anxiety disorder [80–82].

6.1. Pharmacological properties

Vilazodone is an indolalkylamine with a dual mechanism of action which consists of 5-HT1A
receptor partial agonist and SSRI activity. It does not bind to the norepinephrine or dopamine
reuptake sites with the same high affinity [81, 83].

The most prevalent out of the 14 different structurally distinct types of 5-HT receptors in the
brain is 5-HT1A, which is localized especially in the raphe nuclei (presynaptic), the hippocam-
pus, the frontal cortex, the dorsal horn of the spinal cord, the lateral septum, and the amygdala
(postsynaptic). Presynaptic 5-HT1A receptors exhibit a key role in the pathophysiology and
treatment of depression and anxiety disorders. According to Sahli et al., vilazodone is 60 times
more selective for the 5-HT1A receptor than buspirone (the only 5-HT1A receptor partial
agonist approved as an antidepressant) and has a SSRI activity 30 times more potent than
fluoxetine (the first SSRI approved by FDA for MDD therapy) [83].

The drug is available as tablets for oral administration which contain vilazodone hydrochlo-
ride (Table 6).

6.2. Benefits versus adverse effects

Due to its unique mechanism of action, vilazodone has the potential benefits of faster onset of
action, greater efficacy, and lower adverse event risks compared with currently used antide-
pressants, especially lower sexual side effects [84, 85]. Preclinical studies and clinical trials
showed that vilazodone exhibits a diminished incidence of sexual adverse effects and minimal
weight gain, similar for vilazodone and placebo, important aspects given that patients find
sexual dysfunction, weight gain, and drowsiness to be the most frequently unpleasant adverse
effects induced by antidepressants [86].

Sexual dysfunction was reported in 40–70% of SSRI-treated patients [87], and SSRIs therapy
can determine sexual dysfunction in all three phases of the human sexual response cycle
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antidepressant drugs (venlafaxine, duloxetine) in different experimental animal models of
depression, anxiety, and stress (such as forced swim test, tail suspension test, shock-induced
ultrasonic vocalization) [70].

Short-term clinical trials highlighted the superior efficacy of levomilnacipran on depressive
and disability symptoms (especially motivation and energy), and functional improvement of
the patient status, compared to placebo, was quantified using the Montgomery-Asberg
Depression Rating Scale, respectively, and the Sheehan Disability Scale. Significant superiority
to placebo was also demonstrated by improvement of the patient’s social activity, work, and
family life [71–74]. On the other hand, there were insufficient and irrelevant data, regarding
the efficacy for the relapse prevention in the long-term use of levomilnacipran [75].

5.3. Differences between levomilnacipran and milnacipran

Literature data indicated some pharmacological differences between these two antidepres-
sant drugs, but the performed clinical studies did not prove considerable advantages of
levomilnacipran over milnacipran use in the treatment of MDD.

There are few clinically relevant differences between levomilnacipran andmilnacipran consisting
of the simplicity of dose regimen, a more selective pharmacodynamic activity, an improved
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Cardiovascular Palpitations, tachycardia, hypertension, hot flushes, orthostatic hypotension, angina pectoris,
supraventricular/ventricular extrasystoles

Hematologic Abnormal bleeding

Gastrointestinal Nausea, vomiting, constipation, sweeting, elevations in serum aminotransferase levels

Nervous system Dizziness, headache, sleep troubles, excessive happiness or irritability, reckless behavior,
nervousness, anxiety,
difficulty concentrating, memory changes, confusion, weakness tremor, paresthesia disturbance in
attention, drowsiness, dizziness, suicidal ideation,
withdrawal syndrome, hallucinations, serotonin syndrome,
seizures, convulsions, extrapyramidal symptoms, encephalopathy

Genitourinary Urinary hesitation,
decreased libido, erectile dysfunction, ejaculation disorders in men, ejaculation failure, delayed
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pharmacokinetic profile (with less complex correlation between blood concentration and the
pharmacodynamic effect), and a reduced potential for drug interactions [76, 77].

The most important levomilnacipran’s advantage is its once-daily administration of a sustained-
release capsule compared with the twice-daily administration tablets of milnacipran, thus
improving the patient’s compliance especially to chronic therapy.

6. Vilazodone

Vilazodone, 2-benzofurancarboxamide, 5-[4-[4-(5-cyano-1H-indol-3-yl)butyl]-1-piperazinyl]-,
hydrochloride (1:1) [78], is a new multimodal antidepressant drug indicated in the United
States for the treatment of MDD in adult patients [79]. Its discovery program began in the
mid-1990s, and FDA approved it in January 2011. It also received market authorization in
Mexico and Canada for MDD pharmacotherapy. Moreover, it was found that vilazodone
improves psychic and somatic symptoms in generalized anxiety disorder [80–82].

6.1. Pharmacological properties

Vilazodone is an indolalkylamine with a dual mechanism of action which consists of 5-HT1A
receptor partial agonist and SSRI activity. It does not bind to the norepinephrine or dopamine
reuptake sites with the same high affinity [81, 83].

The most prevalent out of the 14 different structurally distinct types of 5-HT receptors in the
brain is 5-HT1A, which is localized especially in the raphe nuclei (presynaptic), the hippocam-
pus, the frontal cortex, the dorsal horn of the spinal cord, the lateral septum, and the amygdala
(postsynaptic). Presynaptic 5-HT1A receptors exhibit a key role in the pathophysiology and
treatment of depression and anxiety disorders. According to Sahli et al., vilazodone is 60 times
more selective for the 5-HT1A receptor than buspirone (the only 5-HT1A receptor partial
agonist approved as an antidepressant) and has a SSRI activity 30 times more potent than
fluoxetine (the first SSRI approved by FDA for MDD therapy) [83].

The drug is available as tablets for oral administration which contain vilazodone hydrochlo-
ride (Table 6).

6.2. Benefits versus adverse effects

Due to its unique mechanism of action, vilazodone has the potential benefits of faster onset of
action, greater efficacy, and lower adverse event risks compared with currently used antide-
pressants, especially lower sexual side effects [84, 85]. Preclinical studies and clinical trials
showed that vilazodone exhibits a diminished incidence of sexual adverse effects and minimal
weight gain, similar for vilazodone and placebo, important aspects given that patients find
sexual dysfunction, weight gain, and drowsiness to be the most frequently unpleasant adverse
effects induced by antidepressants [86].

Sexual dysfunction was reported in 40–70% of SSRI-treated patients [87], and SSRIs therapy
can determine sexual dysfunction in all three phases of the human sexual response cycle
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(desire, arousal, and orgasm). SSRI-induced sexual side effects cannot only reduce patients’
quality of life but also cause treatment noncompliance and discontinuation, therefore augmenting
the risk of MDD relapse and recurrence [88].

The effects of vilazodone (20 or 40 mg/day) on sexual functioning were also evaluated in healthy,
sexually active adults assessed using the Changes in Sexual Functioning Questionnaire (CSFQ—
a self-report questionnaire with 14 items used in antidepressant trials); vilazodone proved no
significant effect on sexual functioning in healthy adults [87].

In a rat sexual behavior model, acute, sub-chronic, and chronic vilazodone treatment did not
cause sexual dysfunction; moreover, 1 week vilazodone administration normalized sexual
function in animals which registered paroxetine-induced sexual dysfunction [88].

Another benefit of this drug is related to its effect on anxiety disorder, and studies are being
conducted to assess its efficacy in generalized anxiety disorder, post-traumatic stress syn-
drome, and social anxiety illness [80]. As Khan et al. reported, 8-week vilazodone therapy has
led to improvements in four psychic anxiety items (anxious mood, depressed mood, tension,
intellectual) and five somatic anxiety items (somatic muscular, somatic sensory, respiratory,
cardiovascular, and autonomic symptoms) [82].

Dosage forms 10 mg pink, film-coated, oval tablet
20 mg orange, film-coated, oval tablet
40 mg blue, film-coated, oval tablet

Administration Orally, once daily, with food

Dosage Initial dosage of 10 mg for 7 days,
augment to 20 mg,
the dose may be raised up to 40 mg after at least 7 days between dosage increases

Absorption Tmax 4–5 hours

Peak plasma concentration 156 ng/ml

Half-life Approximately 25 hours

Absolute bioavailability 72% (with food)

Percentage of protein binding 96–99%

Metabolism CYP pathways CYP3A4 (primarily), CYP2C19, CYP2D6

Non-CYP
pathways

Carboxylesterase

Elimination Unchanged drug (1% in the urine and 2% in the feces)

Common adverse reactions
(>5%)

Diarrhea, nausea, vomiting, and insomnia

Drug
interactions

CYP3A4
inhibitors

Vilazodone dose should be ≤ 20 mg once daily

CYP3A4
inducers

Augment vilazodone dosage by twofold, over 1 to 2 weeks (up to 80 mg once daily) when
coadministered with strong CYP3A4 inducers for more than 14 days

Table 6. Pharmacological aspects of vilazodone [19, 78, 83].
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Thus, vilazodone could be beneficial for some subgroups of patients, like ones with depression
and comorbid anxiety, and patients with sexual side effects on SSRIs or other antidepressant
drugs [85].

The results of the research published so far have shown that vilazodone has a relatively high
level of safety and tolerability in adults. The most frequent adverse effects, which were related
to the sleep quality and gastrointestinal tract, were transient in nature and mild to moderate in
severity (Table 7) [80, 81, 85].

The adverse events occurred within the first few weeks of the therapy and led to few premature
discontinuations [84, 89]. Further studies are needed not only to evaluate the efficacy and
tolerability profile of vilazodone in the elderly and in adolescents with MDD but also to estimate
its long-term safety. Due to the lack of information in human trials, it may be administered in
pregnant women and lactation only if the benefits outweigh the potential risks [83–85].

Yet some results require further research on larger groups of subjects, with different character-
istics, and for longer periods of time. Yan Li et al. developed a preclinical study and registered
that vilazodone diminished depression-like behavior without altering visuospatial memory
after 1 month of therapy. But after 3 months of treatment, vilazodone did not alter depression-
like behavior or cognition. The drug was administered in therapeutic doses in healthy middle-
aged female mice, which were assessed in the forced swim test (for depression-like behavior),
in novel object recognition test (for recognition memory), or in novel object placement test (for
visuospatial memory). The findings support the age difference in drug response for some
antidepressant drugs [90].

7. Vortioxetine

Vortioxetine, 1-[2-(2,4-dimethyl-phenylsulfanyl)-phenyl]-piperazine, hydrobromide [91], is another
new multimodal antidepressant drug that has been approved for MDD therapy in adult patients,
in September 2013 in the United States, in December 2013 in European Union, and later in Canada,
South Africa, Australia, Mexico, and South Korea [80].

Besides its antidepressant properties proven in several short-and long-term studies [93],
vortioxetine demonstrated pro-cognitive effects in preclinical studies, affecting learning and
memory processes (enhancing hippocampal synaptic plasticity and augmenting the output of

System and organ Manifestations

Gastrointestinal Nausea, vomiting, diarrhea, dry mouth

Nervous system Dizziness, headache, insomnia

Cardiovascular Chest pain, hypertension, tachycardia, palpitations, orthostatic hypotension

Others Fatigue

Table 7. The most frequent adverse effects of vilazodone [81, 89].
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(desire, arousal, and orgasm). SSRI-induced sexual side effects cannot only reduce patients’
quality of life but also cause treatment noncompliance and discontinuation, therefore augmenting
the risk of MDD relapse and recurrence [88].

The effects of vilazodone (20 or 40 mg/day) on sexual functioning were also evaluated in healthy,
sexually active adults assessed using the Changes in Sexual Functioning Questionnaire (CSFQ—
a self-report questionnaire with 14 items used in antidepressant trials); vilazodone proved no
significant effect on sexual functioning in healthy adults [87].

In a rat sexual behavior model, acute, sub-chronic, and chronic vilazodone treatment did not
cause sexual dysfunction; moreover, 1 week vilazodone administration normalized sexual
function in animals which registered paroxetine-induced sexual dysfunction [88].

Another benefit of this drug is related to its effect on anxiety disorder, and studies are being
conducted to assess its efficacy in generalized anxiety disorder, post-traumatic stress syn-
drome, and social anxiety illness [80]. As Khan et al. reported, 8-week vilazodone therapy has
led to improvements in four psychic anxiety items (anxious mood, depressed mood, tension,
intellectual) and five somatic anxiety items (somatic muscular, somatic sensory, respiratory,
cardiovascular, and autonomic symptoms) [82].

Dosage forms 10 mg pink, film-coated, oval tablet
20 mg orange, film-coated, oval tablet
40 mg blue, film-coated, oval tablet

Administration Orally, once daily, with food

Dosage Initial dosage of 10 mg for 7 days,
augment to 20 mg,
the dose may be raised up to 40 mg after at least 7 days between dosage increases

Absorption Tmax 4–5 hours

Peak plasma concentration 156 ng/ml

Half-life Approximately 25 hours

Absolute bioavailability 72% (with food)

Percentage of protein binding 96–99%

Metabolism CYP pathways CYP3A4 (primarily), CYP2C19, CYP2D6

Non-CYP
pathways

Carboxylesterase

Elimination Unchanged drug (1% in the urine and 2% in the feces)

Common adverse reactions
(>5%)

Diarrhea, nausea, vomiting, and insomnia

Drug
interactions

CYP3A4
inhibitors

Vilazodone dose should be ≤ 20 mg once daily

CYP3A4
inducers

Augment vilazodone dosage by twofold, over 1 to 2 weeks (up to 80 mg once daily) when
coadministered with strong CYP3A4 inducers for more than 14 days

Table 6. Pharmacological aspects of vilazodone [19, 78, 83].
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Thus, vilazodone could be beneficial for some subgroups of patients, like ones with depression
and comorbid anxiety, and patients with sexual side effects on SSRIs or other antidepressant
drugs [85].

The results of the research published so far have shown that vilazodone has a relatively high
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to the sleep quality and gastrointestinal tract, were transient in nature and mild to moderate in
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its long-term safety. Due to the lack of information in human trials, it may be administered in
pregnant women and lactation only if the benefits outweigh the potential risks [83–85].

Yet some results require further research on larger groups of subjects, with different character-
istics, and for longer periods of time. Yan Li et al. developed a preclinical study and registered
that vilazodone diminished depression-like behavior without altering visuospatial memory
after 1 month of therapy. But after 3 months of treatment, vilazodone did not alter depression-
like behavior or cognition. The drug was administered in therapeutic doses in healthy middle-
aged female mice, which were assessed in the forced swim test (for depression-like behavior),
in novel object recognition test (for recognition memory), or in novel object placement test (for
visuospatial memory). The findings support the age difference in drug response for some
antidepressant drugs [90].

7. Vortioxetine

Vortioxetine, 1-[2-(2,4-dimethyl-phenylsulfanyl)-phenyl]-piperazine, hydrobromide [91], is another
new multimodal antidepressant drug that has been approved for MDD therapy in adult patients,
in September 2013 in the United States, in December 2013 in European Union, and later in Canada,
South Africa, Australia, Mexico, and South Korea [80].

Besides its antidepressant properties proven in several short-and long-term studies [93],
vortioxetine demonstrated pro-cognitive effects in preclinical studies, affecting learning and
memory processes (enhancing hippocampal synaptic plasticity and augmenting the output of

System and organ Manifestations

Gastrointestinal Nausea, vomiting, diarrhea, dry mouth

Nervous system Dizziness, headache, insomnia

Cardiovascular Chest pain, hypertension, tachycardia, palpitations, orthostatic hypotension

Others Fatigue

Table 7. The most frequent adverse effects of vilazodone [81, 89].
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pyramidal cells) [80, 94]. Positive results on cognitive function (memory and executive func-
tioning) were also highlighted in clinical trials [92].

7.1. Pharmacological properties

Vortioxetine is a 5-HT3, 5-HT7, and 5-HT1D receptor antagonist, a 5-HT1B receptor partial
agonist, a 5-HT1A receptor agonist, and an inhibitor of the serotonin transporter. It enhances 5-
HT (more than a SSRI), NE, DA, acetylcholine, and HA levels in rat brain regions associated with
MDD (like the PFC and the ventral hippocampus). Furthermore, it increases glutamatergic
neurotransmission, probably through inhibiting GABA interneurons [80, 92, 94].

Its discovery program origins in the hypothesis were derived from researches of combined
serotonin transporter inhibition and 5-HT1A receptor modulation; subsequently, the profile
was modified toward a combination of serotonin transporter inhibition, 5-HT1A receptor
agonistic activity, and 5-HT3 receptor antagonism [95].

The drug is available as immediate-release tablets for oral administration which contain the
beta-polymorph of vortioxetine hydrobromide (Table 8).

Dosage forms 5 mg pink, almond-shaped biconvex film-coated tablet
10 mg yellow, almond-shaped biconvex film-coated tablet
15 mg orange, almond-shaped biconvex film-coated tablet
20 mg red, almond-shaped biconvex film-coated tablet

Administration Orally, once daily, without regard to meals

Dosage Initial dosage is 10 mg, augment to 20 mg/day, as tolerated
consider 5 mg/day for patients who do not tolerate higher doses
5–10 mg/day therapy can be discontinued abruptly

Absorption Tmax 7–11 hours

Volume of distribution Approximately 2600 L

Half-life Approximately 66 hours

Absolute bioavailability 75% (unaffected by food)

Percentage of protein binding 98%

Metabolism CYP
pathways

CYP2D6 (primarily), CYP3A4/CYP3A5, CYP2C9, CYP2C19, CYP2C8, CYP2A6, CYP2B6

Elimination 59% in the urine and 26% in the feces, as metabolites

Common adverse reactions
(>5%)

Nausea, constipation, and vomiting

Drug
interactions

CYP2D6
inhibitors

Diminish vortioxetine dose by half when a strong CYP2D6 inhibitor is associated

CYP inducers Augment vortioxetine dose when a strong CYP inducer is coadministered for more than
14 days (up to no more than three times the original dose)

Table 8. Pharmacological aspects of vortioxetine [91, 96, 97].

Pharmacokinetics and Adverse Effects of Drugs - Mechanisms and Risks Factors142

7.2. Benefits versus adverse effects

Sanchez et al. reviewed preclinical studies and clinical trials and concluded that vortioxetine is
different from SSRI and SNRI antidepressants on the strength of its multimodal mechanism of action,
both inhibition of the potent serotonin transporter and direct modulation of 5-HT receptors [95].

Studies evaluating the drug have shown the following benefits:

• There are no necessary dose adjustments in patients with mild to moderate renal or hepatic
impairment or on the basis of patient age, sex, and race. Yet its efficacy and safety have not
been sufficiently studied in children or adolescents, and it is not approved for pediatric
patients; nevertheless, some recent results in acute therapy are promising [91, 96–98].

• Cognitive dysfunction is often present in MDD, and a pro-cognitive effect of an antidepressant
is an important issue. Rosenblat et al. reported in a systematic review andmeta-analysis that of
the antidepressants evaluated (vortioxetine, duloxetine, paroxetine, citalopram, phenelzine,
nortriptyline, and sertraline), vortioxetine appeared to have the largest effect size on psycho-
motor speed, executive control, and cognitive control [99]. Pehrson et al. reviewed the preclin-
ical data for vortioxetine’s effects, at clinically relevant doses, on cognitive function in
mechanistic assays and in animal models of depression. The results suggest its neurogenesis
and plasticity-promoting effects and that it may have advantages over other antidepressant
drugs (regarding its effects on cognitive function) [100].

• Vortioxetine exhibited improvement in overall functioning for patients with MDD and
high anxiety symptoms, which often co-occurs; frequently, these patients are difficult to
treat, with a higher risk of side effects and suicidal ideation, and register a slower response
[93, 97, 101].

• Due to its relatively long half-life, vortioxetine presents a low risk of discontinuation
symptoms after rapid cessation of the administration [95, 97].

• Vortioxetine therapy had a low incidence of worrisome changes in vital signs, electrocar-
diogram parameters, and advantages when talking about treating symptoms of MDD in
the elderly [95, 97].

• Unlike most currently antidepressants, drug-associated weight gain and sexual side effects
(decreased/loss of libido, delayed ejaculation, erectile dysfunction, anorgasmia, ejaculation
disorder, disturbance in sexual arousal, orgasmic sensation decreased/anorgasmia, abnor-
mal orgasm, sexual dysfunction, and ejaculation failure) were not significantly different
from placebo [95, 97].

Vortioxetine was well tolerated both in short-term and in long-term studies. Mild to moderate
nausea was the most commonly registered side effect, and its frequency was dose related [95,
102]. Due to the lack of well-controlled studies, its administration in pregnancy and lactation is
not recommended (Table 9) [91].

With more than 50 antidepressant drugs available worldwide (most of them approved for
more than 10 years), vortioxetine is the newest agent and needs to determine its place in
MDD therapy [97].
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8. Conclusion

A wide range of antidepressant drugs are available on the market, the most frequent used
being the SSRIs, but they do not represent the ideal medication to treat MDD, especially due to
the various side effects, that considerably influence the patient’s daily life and activity.

Recently introduced in therapy, the four new antidepressants have demonstrated a number of
benefits compared to classical medication, represented by faster onset of pharmacodynamic
effects, simpler dosage regimen, without necessity of dose adjustment, slight superior efficacy,
and less importantly short-term side effects.

Although they have proven efficacy in treating MDD and are being investigated for other
possible indications, the risk that these drugs may cause adverse effects following prolonged
administration is not fully elucidated. And since most patients undertake antidepressant therapy
for several months or years and may suffer from various comorbidities, future detailed clinical
trials are needed to establish the pharmaco-toxicological profile of these new antidepressants.
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