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Preface

Today accelerator physics is one of the most promising areas of science and technology to
observe the secret of matter as well as the origin of nature which create new opportunities
for accelerator physics research. This book provides a glance view at recent research on ac‐
celerator physics, technologies, as well as the use of accelerators in research and biology.
The main aim of this book is to address latest issues in accelerator physics and to review the
most recent applications of ion beam as well as synchrotron radiation.

The first part of this book covers the relevant issues in beam dynamics. A universal method
on dynamics of electron beam described by well-known Vlasov-Maxwell (V-M) equations
solves the bottleneck of numerical study on 6D phase space dynamics and leads to exact
solutions of the 3D macroscopic dynamics of a beam through available computer group con‐
dition. Motion of relativistic electrons in three-dimensional ideal undulator magnetic field is
also presented in this book.

The review articles in the second part cover the recent achievements on advanced accelera‐
tor design. The concept and numerical simulation of high efficiency electron multi-beam lin‐
ear accelerator EVT for industrial and medical applications is reviewed in this book. Recent
research on optically controlled laser-plasma electron acceleration for compact gamma-ray
sources is also reviewed.

Safety assessment is a systematic and comprehensive methodology to evaluate risks associ‐
ated with a complex technological entity such as a high-energy heavy-ion medical accelera‐
tor facility. The third part of this book covers the nuclear safety aspects such as radiation
shielding and activation analysis for the preliminary design of heavy-ion medical accelera‐
tor facility as well as radiation safety aspects of operation of electron linear accelerators
equipped with bremsstrahlung converters.

The last part is devoted to the most important applications of accelerators. Today synchro‐
tron radiation is an enormously versatile tool for various kinds of spectroscopy, structure
analysis, and a number of other applications in different fields of sciences and technology.
The determination of the structure of biomolecules is presently among the best examples of
the application of synchrotron radiation. This book also covers synchrotron-based X-ray dif‐
fraction study of mammalian connective tissues and related disease. Furthermore, an over‐
view of the versatile applications of ion beam and synchrotron radiation techniques in hair
elemental profiling in biomedical studies is incorporated.

Finally and foremost, we wish to record our sincere appreciation to the researchers who po‐
tentially contributed to this book: Prof. Dr. H. Lin, Prof. Dr. Nikolay Smolyakov, Prof. Dr.
Vladimir E. Teryaev, Prof. Dr. Serge Y. Kalmykov, Prof. Dr. Xavier Davoine, Prof. Dr. Isaac
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Abstract

By analyzing bottleneck of numerical study on six-dimensional (6D) phase space dyna-
mics of electron beam, we present a universal and practical scheme of exactly simulating
the 3D dynamics through available computer group condition. In this scheme, the exact
6D phase space dynamics is warranted by exact solutions of 3D self-consistent fields of
electron beam.

Keywords: Vlasov-Maxwell system, electron beam, phase space dynamics, microscopic
distribution function, self-consistent fields

1. Introduction

The dynamics of electron beam in various man-made apparatus is a kernel content of acceler-
ator/beam physics [1–11]. Such a beam can be described by well-known Vlasov-Maxwell (V-M)
equations [1–3, 12–14]. Because usually the number of realistic particles (each has a mass me

and a charge e) in an electron beam is at astronomical figure level, it is really a huge challenge
to calculate realistic 3D dynamics of such a beam even through the most advanced computer
groups available currently.

This can be well illustrated by following rough estimation. An electron needs to be described
by six real-valued variables (for its three position components and three velocity components),
and each real-valued variable will cost ~24 byte storage mount. For a realistic beam with a total
charge at pC level, the number of realistic particles it contains will be about 10�12 + 19/
1.6~6.3� 107 and hence corresponds to 1.5 GB storage mount. If numerical experiment is
conducted through a single-CPU computer, according to the most advanced personal com-
puter currently available, 1.5 GB can be contained in the memory which is commercially
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available at 4 GB level. Thus, if all data can be stored in the memory, time-consuming data
exchange between the memory, a high-speed storage medium, and the disk, a low-speed
storage medium, can be avoided and the time cost of updating these data per round will be
determined by the time cycle of CPU, which is at ns level. Because updating a real-valued
variable will spend several cycles (and hence tens ns), the time cost for updating 1.5 GB data
recording 6.3� 107 real-valued variables will be at minute level (if not taking into account the
time cost for updating fields information). Because the time step is chosen to be sufficiently
small even for explicit difference scheme, usually at least updating hundreds of times is
needed for obtaining a snapshot of the beam at a specified time point. This implies at least
hour-level time cost through the above-described most advanced computer condition cur-
rently. Of course, the larger the total charge is, the more the time cost is (if the data for the
beam is still able to be contained in a memory).

Above discussion has clearly revealed that only for low-charge beam, the numerical experi-
ment, which is based on explicit difference scheme, can be conducted on a single-CPU com-
puter. Therefore, for more general cases with high-charge beam, people have to resort to
computer group and parallel code. In such a situation, if data are not exchanged between
high-speed memory and low-speed disk, the bottleneck of the experiment is not the time cycle
of a CPU but that of the main board which might be several folds of that of the CPU and affect
the dispatch of data bus responsible for data dispatch among CPUs. Sufficient CPUs can offset
the effect of the time cycle of the main board. But the fact that the larger the total charge is, the
more the time cost is still exists. Thus, for nC-level beam and stricter implicit-difference-scheme
of updating fields, CPUs’ number in thousand levels is still unable to do as one would wish.

The contradiction between feasible computers’ condition and large amount of data describing
realistic beams often force researchers to make some compromises. Merging N > 1 realistic
particles (each is of a mass me and a charge e) into a macroparticle (of a mass Nme and a charge
Ne) is a common compromise. Merging can cause less data mount for describing a beam and
hence can speed up numerical experiment. Therefore, it is broadly adopted in popular scheme
of simulating particle dynamics, such as particle-in-cell (PIC) simulation [15, 16].

Although merging can speed up the numerical experiment, it is at the cost of the reliability of
the experiment. Let us analyze what will happen whenN = 2. If there are l realistic particles in a
beam, describing the beam will need 6l functions: {xi(t), yi(t), zi(t), dtxi(t), dtyi(t), dtzi(t)} and
1 = < i = < l. Usually, the merging is based on the following principle: at t = 0, each realistic
particle merges the nearest neighbor particle. Thus, no matter how large the difference
between the initial velocities of any two merged particles, denoted as dtx, y, z2k(t = 0)� dtx, y,
z2k + 1(t = 0), is, dtx, y, z2k� dtx, y, z2k + 1 is always taken as 0 or the 2kth realistic particle is always
bound with the 2k + 1th one (their relative motion is ignored completely). This is a distorted
description. The 2kth realistic particle and the 2k + 1th one, if they have the same initial
positions x, y, z2k(t = 0) = x, y, z2k + 1(t = 0), tend to move to different destinations at the next time
point 0 +Δt (where Δt is the time step), because of their different initial velocities dtx, y, z2k(t = 0)
and dtx, y, z2k + 1(t = 0). Namely, actual picture should be described as follows: at every time
point t, a macroparticle will break into N equal pieces having their own destinations at t +Δt,
rather than globally move into a destination at t +Δt or being equivalently expressed as: each
macroparticle at t is a gathering of N equal pieces from different sources at t�Δt. Because of
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the distorted description, we briefly summarize the merging as the rigid-macroparticle
approximation which refers to a macroparticle having a fixed mass Nme and a fixed charge Ne.

The direct result of the rigid-macroparticle approximation is that the charge density profile n of
the beam at next time point t +Δt is distorted, and hence the self-consistent electric field E
(meeting ∇ �E =ne) is inexact. If the dynamics calculation cannot be satisfactory even over a
short time scale down to the time step Δt, it is hopeless to expect calculation over longer time
scale which is multifold of Δt to be reliable.

Actually, even if computer condition is sufficiently advanced to directly calculate realistic
particles, Newton equations (NEs) and Maxwell equations (MEs), complicated mathematical
relation between E and B, which is represented by

∂tEþ ∇� B ¼ μ0j, (1)

leads to considerable difficulty in setting up difference scheme of each NE

dttri tð Þ ¼ e
me

E ri tð Þ; tð Þ þ dtri tð Þ � B ri tð Þ; tð Þ½ �: (2)

This is because that at any time t, although E can be known from all particles’ information at t, B
cannot. Due to the term ∂tE in Eq. (1), the information of B at t have dependence on all particles’
information at t +Δt. This implies that the NE is a complicated differential equation of ri(t), and
its difference scheme is difficult to be established. Namely, each difference version of Newton
equation involves indeed all particles’ coordinates at t +Δt, i.e., {ri(t +Δt); 1 = < i = <N}. Thus, N
difference versions form a linear equation set of {ri(t +Δt); 1 = < i = <N} whose solutions involve
inevitably a N�N matrix. The larger N is, the more hopeless exact solution is.

Clearly, an exact or reliable dynamics calculation on any V-M system needs more in-depth
exploring its universal properties, which can be favorable to avoid above-mentioned contra-
dictions. In the following paragraph, we reveal some universal properties of the V-M system.
Based on these universal properties, we establish a universal and practical scheme of exact
dynamics calculation of any V-M system.

2. Universal properties of Vlasov-Maxwell system

It is well known that Vlasov equation (VE) bLf ¼ 0, where the operator is bL ¼ ∂t þ υ � ∇�½
LFυ � ∂p� and LFυ = e[E(r, t) + υ�B(r, t)] represents the Lorentz force and p(υ) = υΓ(υ) and

Γ υð Þ ¼ 1ffiffiffiffiffiffiffiffiffi
1�υ�υp correspond to the conservation law of total particle number

Ð
fd3rd3υ = cons tan t.

We should notice an important fact: if a beam is a particle number conserved system, its any
portion or subsystem is not always also particle number conserved. For an unconserved
subsystem, its distribution function g does not meet the VE. An unconserved subsystem means
there are always realistic particles leaving it. A macroparticle is analogous to such an
unconserved subsystem because it will break into equal pieces having different destinations
at next time point t +Δt. Namely, there are always pieces leaving the macroparticle.
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the distorted description, we briefly summarize the merging as the rigid-macroparticle
approximation which refers to a macroparticle having a fixed mass Nme and a fixed charge Ne.
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dttri tð Þ ¼ e
me
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Γ υð Þ ¼ 1ffiffiffiffiffiffiffiffiffi
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Ð
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According to Maxwell equations (MEs), (E,B) couples with (M0,M1), where Mi =
Ð
υifd3υ, and

formally decouples with all Mi > = 2. According to open fluid equations set
Ð
υi>¼0bLf d3υ ¼ 0;

n

0 ¼< i < ∞g, each equation
Ð
υibLf d3υ ¼ 0 reflects a universal relation among ∂tMi, ∇Mi + 1 and

at least Mi� 1. This seems that exact solutions of all higher order moments Mi > = 2 are necessary
for that of (E,B). On the other hand, because p(υ) and Γ(υ) are nonlinear functions of υ and

hence � Ð υiLFυ � ∂pfd3υ, a term in the equation
Ð
υi>¼1bLf d3υ ¼ 0, is dependent on moments Mm

from m = i to m =∞, each equation
Ð
υi>¼1bLf d3υ ¼ 0 will imply a relation among moments Mm

from m = i to m =∞, and thus all equations
Ð
υibLf d3υ ¼ 0 from i = 1 to i =∞ will mean a ∞�∞

matrix describing the relation among all moments Mm from m = 1 to m =∞. Clearly, obtaining

exact solutions of (E,B) from such an open equation set
Ð
υi>¼0bLf d3υ ¼ 0; 0 ¼

n
< i < ∞g is

impossible and, as discussed below, also unnecessary.

Another open set {Di, 0 = < i <∞}, where Di ¼ Mi
M0

� M1
M0

� �i� �∗
M0, can be defined naturally

through the M-set. Clearly, D0 = 0 and D1 = 0 automatically exist. Each equation
Ð
υibLf d3υ ¼ 0

can be expressed through the D-set

Ai∂tDi þ Biþ1∇Diþ1 þ
X
m>¼i

CmDm ¼ 1, (3)

and coefficients Ai,Bi,Ci are known functionals of (E,B,M0,M1). Starting from the i = 1 case, we
can formally obtain an expression of D2 in all terms Di > = 3 and then substitute it into the i = 2
case and formally obtain an expression of D3 in all terms Di > = 4, etc. Finally, we will find that
all Di > = 2 are determined by D∞ and all coefficients Ai,Bi,Ci. Namely, the open equation set
Ð
υibLf d3υ ¼ 0; 1 ¼< i < ∞

n o
does not lead to a substantial constraint on (E,B,M0,M1).

According to MEs, (E,B) depends on (M0,M1) and is independent of the D-set. Therefore, the
exact solutions of the D-set are not a necessary condition for those of (E,B). The open equation

set
Ð
υibLf d3υ ¼ 0; 1 ¼< i < ∞

n o
is only responsible for relations among those Di and cannot

have an effect on (E,B,M0,M1).

Two universal properties of any V-M system are favorable to achieve exact dynamics calcula-
tion. One is that the f of any V-M always has a thermal spread [18], or in stricter mathematical
language, functions in a general form ɡ(r, t)∗δ(υ� u(r, t)), where ɡ and u are two functions of

(r, t) and δ is Dirac function, cannot meet the VE or bL ɡ r; tð Þ∗δ υ� u r; tð Þð Þ½ � 6¼ 0. The other is that
the open set {Mi, 0 = < i <∞} has a closed subset {M0,M1}, which meets a closed equation set.
Detailed proof of the second universal property is presented below.

Due to the first universal property, the whole system can be viewed as a superposition of a cold

subsystem denoted by F fð Þ ¼ δ υ�
Ð
fυd3υÐ
f d3υ

� �
∗
Ð

f∗δ υ�
Ð
fυd3υÐ
f d3υ

� �� �
d3υ, where δ is Dirac func-

tion, and a thermal subsystem denoted by f� F(f). The cold subsystem inherits a part of each
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moment
Ð
υif(r, υ, t)d3υ, so does the thermal subsystem. Namely, the cold subsystem has its

own self-consistent field (EF,BF), where ∇ �EF~
Ð
F(r, υ, t)d3υ and ∇�BF~

Ð
υF(r, υ, t)d3υ. Like-

wise, the thermal subsystem has its own self-consistent field (Ef� F,Bf� F), where E =EF +Ef� F

and B =BF +Bf� F. (EF,BF) plays a role of external fields to the thermal subsystem and so
does (Ef� F,Bf� F) to the cold subsystem. In particular, two subsystems have a common fluid

velocity: u ¼
Ð
υF r;υ;tð Þd3υÐ
F r;υ;tð Þd3υ ¼

Ð
υ f�F½ � r;υ;tð Þd3υÐ
υ f�F½ � r;υ;tð Þd3υ ¼

Ð
υf r;υ;tð Þd3υÐ
υf r;υ;tð Þd3υ. Because F has a known dependence on

υ, its higher order moments
Ð
υi > 1Fd3υ are of simple forms ui > 1 ∗

Ð
[f∗δ(υ� u)]d3υ. The

thermal subsystem inherits the thermal spread of f and hence all off-center moments, the
dependence of f� F on υ is still unknown, and its higher-order moments

Ð
υi > 1[f� F]d3υ still

obey a set of equations in infinite number. The equations of these higher-order momentsÐ
υi > 1Fd3υ in infinite number are found, as proven later, to be equivalent to an equation of

u ¼
Ð
υF r;υ;tð Þd3υÐ
F r;υ;tð Þd3υ .

Detailed strict proof has been made elsewhere [17, 18] (see the appendix of Ref. [17]).

Here, for convenience of readers, we briefly present the kernel of strict proof. For simplicity of

symbols, we denote bL þ υ � ∇uð Þ∂υ
h i

F as Ω and F as n0δ(υ� u), where n0�
Ð
[f∗δ(υ� u)]

d3υ <
Ð
fd3υ=M0. From the definition of F, there is always u ¼

Ð
υFd3υÐ
Fd3υ

. Because of strict mathemat-

ical formulas
Ð
dυδ(υ� u)d3υ= 0,

Ð
[υ� u]∗δ(υ� u)d3υ= 0,

Ð
[υ� u]∗[υ �∇+ (υ �∇u)∂υ]δ(υ� u)

d3υ = 0, and
Ð
[υ� u]∗W(r, υ, t)∗dυδ(υ� u)d3υ =

Ð
[υ� u]∗W(r, υ, t)∣υ = u∗dυδ(υ� u)d3υ, where

W(r, υ, t) is the arbitrary function, the definition of Ω can be directly written as

Ω ¼ ∂t þ u � ∇½ �n0∗δ υ� uð Þ � n0∗ ∂tuþ LFυ∗∂pυ
� ���

υ¼u

h i
∗δ0 ¼

ð
Ωd3υ

� �
∗δ�

ð
υ� u½ �∗Ωd3υ

� �
∗δ0, (4)

which has a strict solution Ω = 0. Therefore, there is a theorem: For any V-M system, its F(f)

meets Ω = 0. Namely, bLf ¼ 0 means Ω = 0.

Due to 0 =
Ð
υ0Ωd3υ,

Ð
υ1Ωd3υ = 0 will be be equivalent to [17, 18]

∂t p uð Þ½ � þ e Eþ u� B½ � ¼ 0: (5)

For equations in infinite number 0 =
Ð
υi > = 2Ωd3υ, the Dirac function dependence of F on υ

makes all these equations indeed to be equivalent to a same equation, Eq. (5). This can be easily
verified by simple algebra.

Few authors use Eq. (5) to calculate (E,B) in plasmas [17–22]. As previously pointed out, the

equation
Ð
υbLf d3υ ¼ 0 reflects a relation among all Di > = 2. To determine these Di > = 2, the whole

set
Ð
υi>¼0bLf d3υ ¼ 0; 0 ¼< i < ∞

n o
is required.
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The whole system is described by

bLf ¼ 0; (6a)

∂tE ¼ � ∇ � E� ZeNi½ �
Ð
υf d3υÐ
f d3υ

þ ∇� B;∇ � B ¼ 0 (6b)

∇� E ¼ �∂tB: (6c)

Likewise, the cold subsystem by

bL þ υ � ∇uð Þ∂υ
h i

F ¼ 0; (7a)

∂tE ¼ � ∇ � E� ZeNi½ �
Ð
υFd3υÐ
Fd3υ

þ ∇� B;∇ � B ¼ 0 (7b)

∇� E ¼ �∂tB, (7c)

and the thermal subsystem by

bL f � Fð Þ � υ � ∇uð Þ∂υF
h i

¼ 0; (8a)

∂tE ¼ � ∇ � E� ZeNi½ �
Ð
υ f � Fð Þd3υÐ
f � Fð Þd3υ þ ∇� B;∇ � B ¼ 0 (8b)

∇� E ¼ �∂tB: (8c)

Two universal properties imply a universal scheme of exact dynamics calculation of any V-M

system. That is, the VE bLf ¼ 0 implies Ω = 0, which implies {
Ð
υiΩd3υ = 0, 0 = < i <∞}, which

implies a relation between
Ð
υ1Fd3υÐ
υ0Fd3υ

and (E,B), which is also a relation between
Ð
υ1f d3υÐ
υ0f d3υ

and (E,B).

On the other hand, with the help of the CE
Ð
υ0bLf d3υ ¼ 0, the open equation subset

Ð
υibLf d3υ ¼ 0; 1 ¼< i < ∞

n o
will be equivalent to a ∞�∞ matrix equation which gives exact

expressions of all higher order off-center moments Di > = 2 in terms of (E,B,M0,M1). After
obtaining exact solutions of (E,B,M0,M1) from Eq. (2) and MEs, all Di > = 2 can be known

through
Ð
υibLf d3υ ¼ 0; 1 ¼< i < ∞

n o
.

This universal scheme gets rid of inevitable shortcomings of other methods. For example, well-
known PIC simulation is to introduce macroparticle representation of initial distribution
function and to calculate coupled evolution of these macroparticles and E and B. As analyzed
above, such a macroparticle is unrealistic because it approximates that all contained realistic
particles always stay in it and completely ignore the fact that realistic particles can leave it.
Moreover, because the coupled evolution is calculated in an alternatively updating manner,
this makes calculated E and B to be dependent of the grainness parameter which reflects how
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many realistic particles are contained in a macroparticle and hence are not exact solutions of E
and B. Thus, even if f can be expressed through those macroparticles’ positions and velocities,
inexact solutions of E and B make such an expression of f to be inexact.

Therefore, even though advanced computer group is applied to PIC simulation, its
abovementioned inherent shortcoming cannot warrant more advanced computer condition
corresponding to Exacter solutions of f (because E and B are inexact solutions). Namely,
advanced computer condition does not get reasonable usage. In contrast, if the phase space
dynamics is conducted according to above-described manner based on six-equation set, the
power of the advanced computer condition can be fully utilized to get higher resolution of
exact solutions of f (because E and B are exact solutions).

3. Universal properties of Newton-Maxwell system

Eq. (5) can also be derived from Newton-Maxwell (N-M) system, which contains N relativistic
Newton equations (RNEs) and four MEs. Actually, for a group of electrons {ri, dtri}, we can
always define two fields (in Lagrangian expression) [19]:

u ri tð Þ; tð Þ �
P

j dtrjδ ri tð Þ � rj tð Þ
� �

P
j δ ri tð Þ � rj tð Þ
� � , (9)

RV ri tð Þ; tð Þ �
P

j  dtrj � dtri
� �

δ ri tð Þ � rj tð Þ
� �

P
j δ ri tð Þ � rj tð Þ
� � , (10)

which are fluid velocity field and relative velocity field, respectively. Especially, there is always
a formula

dtri � u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ, (11)

where � means the formula is automatically valid for any ri(t). If applying ∇ri(t) to this
automatically valid formula, we will obtain another automatically valid formula:

∇ri tð Þ u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � ∇ri tð Þdtri � dt∇ri tð Þri � dt1 � 0: (12)

Because N electrons are described by four MEs and N RNEs, this automatically valid formula
enables each RNE to be written as

0 ¼ dtp dtrið Þ þ eE ri tð Þ; tð Þ þ edtri � B ri tð Þ; tð Þ ¼ dtp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ þ eE ri tð Þ; tð Þ
þe u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ ¼ ∂tp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ þ dtri � ∇ri tð Þp u ri tð Þ; tð Þ½

�RV ri tð Þ; tð Þ� þ eE ri tð Þ; tð Þ þ e u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ ¼ ∂tp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ

þeE ri tð Þ; tð Þ þ e u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ, (13)
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known PIC simulation is to introduce macroparticle representation of initial distribution
function and to calculate coupled evolution of these macroparticles and E and B. As analyzed
above, such a macroparticle is unrealistic because it approximates that all contained realistic
particles always stay in it and completely ignore the fact that realistic particles can leave it.
Moreover, because the coupled evolution is calculated in an alternatively updating manner,
this makes calculated E and B to be dependent of the grainness parameter which reflects how
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many realistic particles are contained in a macroparticle and hence are not exact solutions of E
and B. Thus, even if f can be expressed through those macroparticles’ positions and velocities,
inexact solutions of E and B make such an expression of f to be inexact.

Therefore, even though advanced computer group is applied to PIC simulation, its
abovementioned inherent shortcoming cannot warrant more advanced computer condition
corresponding to Exacter solutions of f (because E and B are inexact solutions). Namely,
advanced computer condition does not get reasonable usage. In contrast, if the phase space
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u ri tð Þ; tð Þ �
P

j dtrjδ ri tð Þ � rj tð Þ
� �

P
j δ ri tð Þ � rj tð Þ
� � , (9)

RV ri tð Þ; tð Þ �
P

j  dtrj � dtri
� �

δ ri tð Þ � rj tð Þ
� �

P
j δ ri tð Þ � rj tð Þ
� � , (10)

which are fluid velocity field and relative velocity field, respectively. Especially, there is always
a formula

dtri � u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ, (11)

where � means the formula is automatically valid for any ri(t). If applying ∇ri(t) to this
automatically valid formula, we will obtain another automatically valid formula:

∇ri tð Þ u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � ∇ri tð Þdtri � dt∇ri tð Þri � dt1 � 0: (12)

Because N electrons are described by four MEs and N RNEs, this automatically valid formula
enables each RNE to be written as

0 ¼ dtp dtrið Þ þ eE ri tð Þ; tð Þ þ edtri � B ri tð Þ; tð Þ ¼ dtp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ þ eE ri tð Þ; tð Þ
þe u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ ¼ ∂tp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ þ dtri � ∇ri tð Þp u ri tð Þ; tð Þ½

�RV ri tð Þ; tð Þ� þ eE ri tð Þ; tð Þ þ e u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ ¼ ∂tp u ri tð Þ; tð Þ � RV ri tð Þ; tð Þð Þ

þeE ri tð Þ; tð Þ þ e u ri tð Þ; tð Þ � RV ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ, (13)
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where p varð Þ ¼ varffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�var∗var

p is relativistic momentum, because no matter what the relative field is,

the RNE of every electron is always valid. Thus, the condition for the RNE being valid under
arbitrary value of the RV field, of course including a common value RV = 0, is that the following
equation is valid:

0 ¼ ∂tp u ri tð Þ; tð Þð Þ þ eE ri tð Þ; tð Þ þ e u ri tð Þ; tð Þ½ � � B ri tð Þ; tð Þ: (14)

Its Euler expression reads

0 ¼ ∂tp u r; tð Þð Þ þ eE r; tð Þ þ e u r; tð Þ½ � � B r; tð Þ, (15)

which is just Eq. (5). This motion equation of u(r, t) and four MEs form a closed five-equation
set. No matter how large N is, it merely means more RV-field fluid elements being calculated.
Finer description of the RV field will lead to Exacter information on thermal distribution, but
the RV-field has no contribution to the electric current and hence E and B. Thus, the exact
solutions of the N + 4 equation set (N RNEs and four MEs) can be obtained from an N + 5
equation set (N equations of RV(ri(t), t) and a closed five-equation set of (u,E,B). Examples of
electron density profile based on this closed five-equation set have been presented elsewhere
[17–20].

4. Examples of exact solution of phase space distribution

From Eq. (5) and MEs, we can find that W� ∂tp(u) +ZNir/3 and u�Bmeeting a same equation
[17, 18]. Further strict analysis reveals that this will lead to a self-consistent equation of u
[17, 18]:

∂ttpþ ∂t∇ � pð Þ pffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

p
" #

þ ∇� ∇� p ¼ � uZNi½ � þ POT (16)

where Z is ionic charge, Ni is ionic density, and POT is a constant vector determined by initial
conditions. After solving u(r, t) from this equation, B(r, t) will be known from a formula ∂tp +
ZNir/3 = �λ[u�B] [17, 18], where λ 6¼ 1 is a constant, and then E(r, t) from E = ∂tp +u�B [17, 18].

Here, we give some typical exact solutions of the distribution of f over the υ-space [17, 19–
21]. If f is an exact solution of the VE, any monovariable function of f, or ɡ(f), is also an exact
solution. Because Eq. (5) and MEs can have exact solutions of (E,B) in running-wave form,

E ¼ E r� 1
η ct

� �
and B ¼ B r� 1

η ct
� �

, we should note a relation between E and B,

E ¼ � 1
η c� Bþ ∇Φ r� 1

η ct
� �

, which arises from ∇�E = � ∂tB. Here, Φ r� 1
η ct

� �
is a scalar

function but cannot be simply taken as electrostatic (ES) potential (because � 1
η c� B also has

divergence or ∇ � � 1
η c� B

� �
¼ 1

η c � ∇� B 6¼ 0). In this case, the VE can be further written as
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0 ¼ ∂t þ υ �∇� Eþ υ� B½ � � ∂p υð Þ
� �

f ¼ ∂t � E � ∂p υð Þ
� �

f þ υ � ∇� B� ∂p υð Þ
� �

f ¼ ∂t þ 1
η
c� B � ∂p υð Þ

� �
f þ υ � ∇� B� ∂p υð Þ

� �
f � ∇Φ � ∂p υð Þ

f ¼ ∂t þ 1
η
c � B� ∂p υð Þ

� �
f þ υ � ∇� B� ∂p υð Þ

� �

f � ∇Φ � ∂p υð Þf ¼ υ� 1
η
c

� �
� ∇� B� ∂p υð Þ
� �

f � ∇Φ � ∂p υð Þf : (17)

It is easy to verify that any function of pþ Ð E r� 1
η ct

� �
dt will meet

0 ¼ ∂t � E � ∂p υð Þ
� �

ɡ pþ
ð
E r� 1

η
ct

� �
dt

� �
¼ � 1

η
c � ∇þ 1

η
c � B� ∂p υð Þ

� �
ɡ ¼ � 1

η
c � ∇� B� ∂p υð Þ
� �

ɡ, (18)

where we have used the property ∂t
Ð
E r� 1

η ct
� �

dt ¼ � 1
η c � ∇

Ð
E r� 1

η ct
� �

dt. Thus, if ∇Φ� 0,

any mono-variable function of pþ Ð E r� 1
η ct

� �
dt, or ɡ pþ Ð E r� 1

η ct
� �

dt
� �

, will be an exact

solution of the VE.

On the other hand, for more general ∇Φ, we can find that any monovariable function offfiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � pþ Φ or ɡ
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � pþ Φ

� �
, is an exact solution of the VE. According to

Eq. (14), ∂p
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � p
� �

will contribute a vector parallel to υ� 1
η c

� �
and hence make the

operator υ� 1
η c

� �
� B� ∂p υð Þ has zero contribution.

Therefore, for running-wave form, E ¼ E r� 1
η ct

� �
and B ¼ B r� 1

η ct
� �

, the phase space distri-

bution, if ∇Φ� 0, can be described by a positive-valued function of pþ Ð E r� 1
η ct

� �
dt, for

example, exp � pþ Ð E r� 1
η ct

� �
dt

� �2� �
, sin 2 exp � pþ Ð E r� 1

η ct
� �

dt
� �2� �� �

, etc. We can

further pick out reasonable solutions according to the running-wave form of u:

u ¼
Ð pffiffiffiffiffiffiffiffi

1þp2
p ɡ pþ Ð E r� 1

η ct
� �

dt
� �

d3p
Ð
ɡ pþ Ð E r� 1

η ct
� �

dt
� �

d3p
: (19)

Likewise, same procedure exists for more general ∇Φ and ɡ
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � pþ Φ

� �
.

Actually, a set of macroscopic functions (E,B, u) can have multiple microscopic solutions of the
VE. Therefore, usually we know the distribution of f over the υ-space from the initial condition
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conditions. After solving u(r, t) from this equation, B(r, t) will be known from a formula ∂tp +
ZNir/3 = �λ[u�B] [17, 18], where λ 6¼ 1 is a constant, and then E(r, t) from E = ∂tp +u�B [17, 18].

Here, we give some typical exact solutions of the distribution of f over the υ-space [17, 19–
21]. If f is an exact solution of the VE, any monovariable function of f, or ɡ(f), is also an exact
solution. Because Eq. (5) and MEs can have exact solutions of (E,B) in running-wave form,
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, we should note a relation between E and B,

E ¼ � 1
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, which arises from ∇�E = � ∂tB. Here, Φ r� 1
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is a scalar

function but cannot be simply taken as electrostatic (ES) potential (because � 1
η c� B also has
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η c � ∇� B 6¼ 0). In this case, the VE can be further written as
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It is easy to verify that any function of pþ Ð E r� 1
η ct

� �
dt will meet

0 ¼ ∂t � E � ∂p υð Þ
� �

ɡ pþ
ð
E r� 1

η
ct

� �
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¼ � 1
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η
c � B� ∂p υð Þ

� �
ɡ ¼ � 1

η
c � ∇� B� ∂p υð Þ
� �

ɡ, (18)

where we have used the property ∂t
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E r� 1

η ct
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dt ¼ � 1
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η ct
� �

dt. Thus, if ∇Φ� 0,

any mono-variable function of pþ Ð E r� 1
η ct

� �
dt, or ɡ pþ Ð E r� 1

η ct
� �

dt
� �

, will be an exact

solution of the VE.

On the other hand, for more general ∇Φ, we can find that any monovariable function offfiffiffiffiffiffiffiffiffiffiffiffi
1þ p2
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q
� 1

η c � pþ Φ or ɡ
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � pþ Φ

� �
, is an exact solution of the VE. According to

Eq. (14), ∂p
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � p
� �

will contribute a vector parallel to υ� 1
η c

� �
and hence make the

operator υ� 1
η c

� �
� B� ∂p υð Þ has zero contribution.

Therefore, for running-wave form, E ¼ E r� 1
η ct

� �
and B ¼ B r� 1

η ct
� �

, the phase space distri-

bution, if ∇Φ� 0, can be described by a positive-valued function of pþ Ð E r� 1
η ct

� �
dt, for

example, exp � pþ Ð E r� 1
η ct

� �
dt

� �2� �
, sin 2 exp � pþ Ð E r� 1

η ct
� �

dt
� �2� �� �

, etc. We can

further pick out reasonable solutions according to the running-wave form of u:

u ¼
Ð pffiffiffiffiffiffiffiffi

1þp2
p ɡ pþ Ð E r� 1

η ct
� �

dt
� �

d3p
Ð
ɡ pþ Ð E r� 1

η ct
� �

dt
� �

d3p
: (19)

Likewise, same procedure exists for more general ∇Φ and ɡ
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � pþ Φ

� �
.

Actually, a set of macroscopic functions (E,B, u) can have multiple microscopic solutions of the
VE. Therefore, usually we know the distribution of f over the υ-space from the initial condition
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f(r, p, t = 0). From the function dependence of f(r, p, t = 0) on p, we can obtain the function

dependence of ɡ on
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � p and hence determine detailed function form of ɡ.

Detailed procedure of determining the function form of ɡ is described as follows [9, 11]: we can
seek for special space position R in which E R; 0ð Þ ¼ � 1

η c� B R; 0ð Þ, or ∇Φ(r, 0)|r =R = 0, exists.
The initial distribution at R, i.e., f(R, p, t = 0), is thus a monovariable function p. At the same
time, two expressions are equivalent, and hence there is f(R, p, t = 0) =ɡ(K +Φ(R, 0)) =ɡ(K),

where K ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

c2

q
� 1

η c � p and Φ(R, 0) = 0 (if ∇Φ(r, 0)|r =R = 0). Because of certain relations

between p and K, once the expansion coefficient ci in f(R, p, t = 0) =∑i  cipi is known, the expan-
sion coefficient di in ɡ(K) =∑i  diKi are also easy to be calculated.

Clearly, BGK modes [23] are analytic exact solutions of the VE in B� 0 case:

0 ¼ ∂t � E r� 1
η
ct

� �
� ∂p υð Þ

� �
f þ υ � ∇f , (20)

whose solutions are monovariable functions of ϕ r� 1
η ct

� �
þ ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ p2
p � 1

η c � p, where ϕ is scalar

potential and E = �∇ϕ. Moreover, there is a similar procedure of determining function
form of ɡ.

We should note that K is a nonlinear function of υ and the maximum value of K or Kmax is
reached at υ ¼ 1

η c. Thus, even if ɡ is a Dirac function of K +Φ, ɡ cannot be a Dirac function of υ,

i.e., ɡ~δ(υ� u(r, t)). The nonlinear function relation between K and υ determines that ɡ is at
least a summation of two Dirac components: ɡ = f1(r, t)δ(υ� u1(r, t)) + f2(r, t)δ(υ� u2(r, t)) +….
This agrees with previous conclusion that functions of a general form F1(r, t)δ(υ� F2(r, t))
cannot meet the VE.

We should also note that, because of nonlinear function relation between ɡ and K +Φ, the
maximum of ɡ, or ɡmax, is usually reached at K +Φ 6¼Kmax +Φ. Namely, if ɡmax is reached at
K =Kɡmax, this Kɡmax usually corresponds to two values of υ. In contrast, Kmax merely corre-
sponds to a value of υ. Thus, the contour plot of ɡ in the phase space will take on complicated
structures, such as hole, island, etc. [17, 19].

5. Summary

By analyzing the bottleneck of numerical study the 6D phase space dynamics of a V-M system,
we present, based on two universal properties, a universal and practical scheme of exact
dynamics calculation of any V-M system. Our scheme is to harness, to the largest extent,
available computer group condition to obtain as exact as possible solution. It gets rid of some
inherent factors (of other methods), which yield incorrect physical results.
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we present, based on two universal properties, a universal and practical scheme of exact
dynamics calculation of any V-M system. Our scheme is to harness, to the largest extent,
available computer group condition to obtain as exact as possible solution. It gets rid of some
inherent factors (of other methods), which yield incorrect physical results.
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Abstract

This chapter describes the motion of relativistic electrons in three-dimensional ideal
undulator magnetic field. The undulator magnetic field satisfies the stationary Maxwell
equations. Usually, the differential equations of electron motion in three-dimensional
sinusoidal magnetic field are analysed by averaging over the fast electron oscillations.
This averaging method was applied in a number of previously published papers. In this
study, the nonlinear differential equations for electron motion were solved analytically by
using the perturbation theory. The analytic expressions for trajectories obtained by this
method describe the electron trajectories more accurately as compared with the formulas,
which were obtained within the framework of the averaging method. An analysis of these
expressions shows that the behaviour of electrons in such a three-dimensional field of the
undulator is much more complicated than it follows from the equations obtained by the
averaging method. In particular, it turns out that the electron trajectories in a planar
undulator are cross-dependent. A comparison of the trajectories, calculated using these
new analytical expressions with the numerically calculated trajectories using the Runge-
Kutta method, demonstrated their high accuracy.

Keywords: undulator, wiggler, beam dynamics, storage ring, light source

1. Introduction

Here, a theoretical analysis of electron motion in a planar undulator (or wiggler) with ideal
three-dimensional magnetic field is carried out. In this case, the magnetic field on the
undulator axis (Z-axis, see Figure 1) is directed strictly vertically upwards (Y-axis) and has a
perfect sinusoidal dependence on the longitudinal coordinate Z. However, similarly as in the
case of real planar undulators, the ideal magnetic field considered here is supposed to be
nonuniform in the transverse plane, that is, in the XOY plane. In the case of standard geometry
undulator (an undulator with a plane surface of poles), as shown in Figure 1, the amplitude of
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undulator magnetic field increases in the vertical direction on approaching its poles. As you
move away from the axis in the undulator median plane in the horizontal direction (i.e. along
X-axis), the amplitude of the vertical magnetic field decreases as you approach to the magnetic
pole boundaries. The fact that the undulator magnetic field satisfies the stationary Maxwell
equations imposes additional requirements on the functional dependence of the magnetic field
components on the spatial coordinates. This also leads to the appearance of weak horizontal
(along the X-axis) and longitudinal (along the Z-axis) components of the magnetic field in the
region of the planar undulator median plane. Both these factors, that is, the presence of
horizontal components of the magnetic field and the inhomogeneity of the field in the trans-
verse plane produce the undulator focusing properties. This means that if two electrons enter
the undulator magnetic field in parallel to each other though spaced apart from each other,
then at the end of the undulator they will already have non-parallel velocities. This is because
each of the electrons moves in its own, individual undulator magnetic field. A relativistic
electron beam, in its passing through a planar undulator magnetic field, is focused in the
vertical direction and is defocused in the horizontal direction, since the amplitude of the
undulator field increases with distance from its axis in the vertical direction and, vice versa,
decreases with distance from the axis of the undulator in the horizontal direction. These
focusing and defocusing properties of the undulator magnetic field have a strong influence
on the electron beam dynamics in the electron storage rings, since the undulator in this respect
manifests itself as an additional quadrupole lens. This leads to a shift of radial and vertical
betatron oscillation frequencies of electron beam in the electron storage ring and, respectively,
to the displacement of its working point. It can dramatically decrease the electron beam
lifetime, since the displaced working point may fall into the resonance region. Thus, accurate
consideration of the undulator focusing properties is of great importance for understanding
the electron beam dynamics in the electron storage rings.

As far as we know, the focusing properties of the planar undulator magnetic field were first
theoretically predicted in [1], where the effects of the superconducting wiggler influence on the
storage ring electron beam dynamics were analysed. The horizontal and vertical focal lengths
were also calculated. It has been shown that these focusing properties have a detectable effect
on the electron beam dynamics. For example, they shift vertical and horizontal betatron
oscillation frequencies of the electron beam. Assuming a planar undulator with infinitely wide

Figure 1. Scheme of electron motion in an undulator.
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poles, its magnetic field is uniform along the horizontal X-axis (Figure 1). It is evident that
there is no horizontal focusing in this case, and such undulator focuses the electron beam
vertically only. The motion of electrons in a planar undulator with plane infinitely wide poles
was analysed in papers [2, 3]. A clear physical explanation for vertical focusing effect in a two-
dimensional magnetic field of such undulator was also given in [2]. As a consequence of
Maxwell equations, the undulator magnetic field outside its median plane also has a longitu-
dinal component, directed along the undulator Z-axis. This longitudinal component has an
alternating (sinusoidal) character, that is, it is either aligned with the Z-axis or opposing the
undulator axis. The phase of this component is determined by the phase of the leading
(vertical) undulator magnetic field. Likewise, this leading vertical field causes the electron to
oscillate in the horizontal plane, resulting in the horizontal (along the X-axis) sinusoidal
component of the electron velocity. The phase of this horizontal component of the electron
velocity is also determined by the phase of the undulator leading field. The action of this
longitudinal sinusoidal component of the undulator magnetic field on an electron, which
proceeds along the horizontally oscillating trajectory, leads to the relatively small vertically
directed Lorentz force. The mutual correlation of the longitudinal component of the undulator
magnetic field (directed along the undulator axis) and the horizontal component of the elec-
tron velocity (directed along the X-axis) are such that the Lorentz force is always directed
towards the median plane of the undulator, thus creating vertical focusing force [2].

Some general relationships between the vertical and horizontal focal lengths of the undul-
ator were derived in papers [4–8]. The general expressions for calculating horizontal and
vertical focal lengths are also derived in the case of an undulator with flat finite-width poles,
which are alternately shifted in the horizontal direction (along X-axis) relative to each other
(undulators with the poles offset) [4, 5]. In the standard case of the undulator with zero-
offset geometry, these formulas transform into the corresponding expressions given in paper
[1]. Electron long-wave anharmonic betatron oscillations in very long undulator magnetic
fields were considered in [9]. The action of the focusing properties of undulators on the
operation of free-electron lasers was studied in [10–12]. In addition, a configuration of an
undulator with a parabolic shape of the magnetic-pole surface was also proposed in [10].
Such geometry of a magnetic-pole surface leads to a rise in amplitude of the undulator
magnetic field as the distance from the undulator axis in the median plane increased. As a
result, both horizontal focal length and vertical focal length became positive. Therefore, this
undulator focuses the electron beam in both directions, which is important for the free-
electron lasers operation. The papers [13, 14] considered the influence of the inhomogeneities
in the transverse plane of the electromagnetic wave and helical magnetic field of spiral
undulator on the generation of X-ray radiation in free-electron lasers. The following mathe-
matical method was used in all above-mentioned papers. The focal lengths of the undulator
were calculated in the framework of a smoothed (focusing) approximation. The averaging
procedure of the electron trajectory in the undulator sinusoidal magnetic field over the
oscillation period plays an important role in such kind of calculation. The following section
describes this approximation in more detail. It is generally accepted that this procedure of
oscillation averaging is correct and corresponds to the physics of the process. If the influence
of the undulator magnetic field on the electron beam dynamics is reduced in the undulator
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poles, its magnetic field is uniform along the horizontal X-axis (Figure 1). It is evident that
there is no horizontal focusing in this case, and such undulator focuses the electron beam
vertically only. The motion of electrons in a planar undulator with plane infinitely wide poles
was analysed in papers [2, 3]. A clear physical explanation for vertical focusing effect in a two-
dimensional magnetic field of such undulator was also given in [2]. As a consequence of
Maxwell equations, the undulator magnetic field outside its median plane also has a longitu-
dinal component, directed along the undulator Z-axis. This longitudinal component has an
alternating (sinusoidal) character, that is, it is either aligned with the Z-axis or opposing the
undulator axis. The phase of this component is determined by the phase of the leading
(vertical) undulator magnetic field. Likewise, this leading vertical field causes the electron to
oscillate in the horizontal plane, resulting in the horizontal (along the X-axis) sinusoidal
component of the electron velocity. The phase of this horizontal component of the electron
velocity is also determined by the phase of the undulator leading field. The action of this
longitudinal sinusoidal component of the undulator magnetic field on an electron, which
proceeds along the horizontally oscillating trajectory, leads to the relatively small vertically
directed Lorentz force. The mutual correlation of the longitudinal component of the undulator
magnetic field (directed along the undulator axis) and the horizontal component of the elec-
tron velocity (directed along the X-axis) are such that the Lorentz force is always directed
towards the median plane of the undulator, thus creating vertical focusing force [2].

Some general relationships between the vertical and horizontal focal lengths of the undul-
ator were derived in papers [4–8]. The general expressions for calculating horizontal and
vertical focal lengths are also derived in the case of an undulator with flat finite-width poles,
which are alternately shifted in the horizontal direction (along X-axis) relative to each other
(undulators with the poles offset) [4, 5]. In the standard case of the undulator with zero-
offset geometry, these formulas transform into the corresponding expressions given in paper
[1]. Electron long-wave anharmonic betatron oscillations in very long undulator magnetic
fields were considered in [9]. The action of the focusing properties of undulators on the
operation of free-electron lasers was studied in [10–12]. In addition, a configuration of an
undulator with a parabolic shape of the magnetic-pole surface was also proposed in [10].
Such geometry of a magnetic-pole surface leads to a rise in amplitude of the undulator
magnetic field as the distance from the undulator axis in the median plane increased. As a
result, both horizontal focal length and vertical focal length became positive. Therefore, this
undulator focuses the electron beam in both directions, which is important for the free-
electron lasers operation. The papers [13, 14] considered the influence of the inhomogeneities
in the transverse plane of the electromagnetic wave and helical magnetic field of spiral
undulator on the generation of X-ray radiation in free-electron lasers. The following mathe-
matical method was used in all above-mentioned papers. The focal lengths of the undulator
were calculated in the framework of a smoothed (focusing) approximation. The averaging
procedure of the electron trajectory in the undulator sinusoidal magnetic field over the
oscillation period plays an important role in such kind of calculation. The following section
describes this approximation in more detail. It is generally accepted that this procedure of
oscillation averaging is correct and corresponds to the physics of the process. If the influence
of the undulator magnetic field on the electron beam dynamics is reduced in the undulator
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focusing properties, then it necessarily implies averaging over oscillations of the sinusoidal-
type electron trajectory in the sign-changing undulator magnetic field. Paper [15] was one of
the first papers that described this approach that was applied for the analysis of influence of
nonuniformities of the undulators and wigglers magnetic fields on the electron beam
dynamic. In succeeding years, it was extensively used in studies involving the influence of
wigglers and undulators on the electron beam dynamic in electron storage rings [16–20].

The wavelength λ of the fundamental (first) harmonic along the undulator axis is λ ¼ λu
2γ2 1ð

þ 1
2 K

2Þ. Here, λu is an undulator period, γ is the electron-reduced energy, and K is the
undulator deflection parameter. In a free-electron laser, the value of the dimensionless Pierce
parameter ρ determines the width of the spectral line of the coherent electromagnetic radia-
tion. This means that the width of the spectral line Δλ of the fundamental harmonic must be
known with accuracy determined by the condition Δλ=λ ≤ρ. In the case of the European XFEL
facility (Hamburg), we have γ ffi 35; 000, K ffi 4, and the value of the Pierce parameter is equal
to 3∙10�4 for a radiation wavelength of 0.1 nm [21]. Some variations in magnetic field strength
are manifested in correspondent changes of effective undulator deflection parameter K Varia-
tion of wavelength λ of the undulator radiation fundamental harmonic due to variation of the
undulator deflection parameter is approximately equal to Δλ=λ ffi 2ΔK=K. Therefore, the
absolute accuracy, with which the undulator deflection parameter K should be calculated,
must satisfy the following condition: ΔK < 0:5Kρ. It follows from the general formula for the
phase of spontaneous radiation that the deflection parameter K of planar undulator with

periodic magnetic field is determined by the following relation: K2 ¼ 2 γ2

λu

Ðλu

0
β2x zð Þdz, where βx

is the horizontal component of the reduced electron velocity, which has a sinusoidal form with
the amplitude approximately equal to K=γ. Therefore, calculations of the transverse compo-
nent of the electron velocity must be carried out with very high accuracy, which is determined
by the relation Δβx ¼ ΔK=γ < Kρ

� �
= 2γð Þ ≈ 2 � 10�0. The relative accuracy in this case is of the

order of 2∙10�4. These requirements for the simulation accuracy show that the abovementioned
focusing approximation, based on the method of averaging fast oscillations of the electron
trajectory, in some cases may not have the sufficient accuracy. It is clear that for free-electron
laser, we need to develop a more precise method for calculations of the electron trajectories in
planar undulator three-dimensional magnetic fields.

In a number of recent papers [22–24], electron trajectories in perfect sinusoidal three-
dimensional magnetic field of a planar undulator were numerically simulated. The Runge-
Kutta algorithm was employed for solving the set of differential equations for electron motion
in the undulator field. It is correct to suppose that these numerically simulated trajectories are
highly accurate results. The checking of these numerically simulated trajectories was made
against analytically calculated trajectories, obtained by using the oscillation-averaging method
(focusing approximation) [10–12]. This comparison has been demonstrated in a conclusive
way that in most cases the numerically simulated trajectories differ significantly from those
calculated by using the analytical formulas derived in focusing approximation. Therefore, more
precise analytical formulas for electron trajectories in an ideal sinusoidal three-dimensional
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magnetic field of a planar undulator are critically important to properly understand electron
beam dynamics.

Here, we derive new analytical expressions for trajectories of relativistic electrons in the ideal
three-dimensional magnetic field of a planar undulator (or a wiggler). It means that the undulator
magnetic field has only the vertical component at the undulator axis with pure sinusoidal form.
However, outside the undulator axis, there are the horizontal and longitudinal components of the
magnetic field. All three components of the magnetic field are related to each other functionally
since the undulator magnetic field must satisfy the stationaryMaxwell equations. The differential
equations of motion for electrons in such a magnetic field were solved by using the perturbation
theory, which is widely used in quantum mechanics rather than the focusing approximation
which employs the averaging over transverse oscillations of the electron trajectory. The idea of
this method for trajectory calculating was suggested in paper [25] for the first time. The formulas
derived in this manner are very complicated since they include all terms of the cubic power of
small quantities. However, these formulas give a higher approximation to electron trajectories in
the undulator field than those derived in the smoothed (focusing) approximation [10–12]. Anal-
ysis of these highly accurate expressions shows that electron motion in undulator magnetic field
is very sophisticated and cannot be reduced to the standard focusing effects. In particular, the
electron motion in the vertical and horizontal directions is interrelated. This means that the
change in the initial conditions of electrons in the vertical plane results in the correspondent
changes of the horizontal component of the electron trajectory and vice versa. It is reasonable
because the Maxwell equations for the stationary magnetic field interrelate all three components
of the undulator field. However, this effect cannot be described within the framework of the
smoothed (focusing) approximations.

Using the Runge-Kutta algorithm, a computer code was used to numerically solve differen-
tial equations for motion of an electron in the three-dimensional planar undulator magnetic
field. Comparison of the numerically calculated trajectories with those derived from the
analytical accurate formulas demonstrates a very high accuracy of these analytical expres-
sions. However, it is clear that, in practical use, the analytical expressions are often vastly
superior to numerical simulations., A step-by-step calculation with a small interval along all
trajectories is required for purposes of the electron trajectory numerical simulations. This
procedure takes a good deal of time. In the event that we know the highly accurate analytical
expressions for describing electron trajectories in the planar undulator, we can calculate the
final coordinates and velocity of the electron easily by simply substituting the final value of
the magnetic field longitudinal coordinate into the analytical expressions. This greatly
reduces the computation time.

2. Equations of electron motion in ideal planar undulator

Let B
!

x; y; zð Þ be a planar undulator or wiggler magnetic field produced by its magnetic system.
The equation of electron motion in this field has the form:
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laser, we need to develop a more precise method for calculations of the electron trajectories in
planar undulator three-dimensional magnetic fields.

In a number of recent papers [22–24], electron trajectories in perfect sinusoidal three-
dimensional magnetic field of a planar undulator were numerically simulated. The Runge-
Kutta algorithm was employed for solving the set of differential equations for electron motion
in the undulator field. It is correct to suppose that these numerically simulated trajectories are
highly accurate results. The checking of these numerically simulated trajectories was made
against analytically calculated trajectories, obtained by using the oscillation-averaging method
(focusing approximation) [10–12]. This comparison has been demonstrated in a conclusive
way that in most cases the numerically simulated trajectories differ significantly from those
calculated by using the analytical formulas derived in focusing approximation. Therefore, more
precise analytical formulas for electron trajectories in an ideal sinusoidal three-dimensional
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magnetic field of a planar undulator are critically important to properly understand electron
beam dynamics.

Here, we derive new analytical expressions for trajectories of relativistic electrons in the ideal
three-dimensional magnetic field of a planar undulator (or a wiggler). It means that the undulator
magnetic field has only the vertical component at the undulator axis with pure sinusoidal form.
However, outside the undulator axis, there are the horizontal and longitudinal components of the
magnetic field. All three components of the magnetic field are related to each other functionally
since the undulator magnetic field must satisfy the stationaryMaxwell equations. The differential
equations of motion for electrons in such a magnetic field were solved by using the perturbation
theory, which is widely used in quantum mechanics rather than the focusing approximation
which employs the averaging over transverse oscillations of the electron trajectory. The idea of
this method for trajectory calculating was suggested in paper [25] for the first time. The formulas
derived in this manner are very complicated since they include all terms of the cubic power of
small quantities. However, these formulas give a higher approximation to electron trajectories in
the undulator field than those derived in the smoothed (focusing) approximation [10–12]. Anal-
ysis of these highly accurate expressions shows that electron motion in undulator magnetic field
is very sophisticated and cannot be reduced to the standard focusing effects. In particular, the
electron motion in the vertical and horizontal directions is interrelated. This means that the
change in the initial conditions of electrons in the vertical plane results in the correspondent
changes of the horizontal component of the electron trajectory and vice versa. It is reasonable
because the Maxwell equations for the stationary magnetic field interrelate all three components
of the undulator field. However, this effect cannot be described within the framework of the
smoothed (focusing) approximations.

Using the Runge-Kutta algorithm, a computer code was used to numerically solve differen-
tial equations for motion of an electron in the three-dimensional planar undulator magnetic
field. Comparison of the numerically calculated trajectories with those derived from the
analytical accurate formulas demonstrates a very high accuracy of these analytical expres-
sions. However, it is clear that, in practical use, the analytical expressions are often vastly
superior to numerical simulations., A step-by-step calculation with a small interval along all
trajectories is required for purposes of the electron trajectory numerical simulations. This
procedure takes a good deal of time. In the event that we know the highly accurate analytical
expressions for describing electron trajectories in the planar undulator, we can calculate the
final coordinates and velocity of the electron easily by simply substituting the final value of
the magnetic field longitudinal coordinate into the analytical expressions. This greatly
reduces the computation time.

2. Equations of electron motion in ideal planar undulator

Let B
!

x; y; zð Þ be a planar undulator or wiggler magnetic field produced by its magnetic system.
The equation of electron motion in this field has the form:
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dβ
!

tð Þ
dt

¼ e
mcγ

β
!

tð Þ� B
!

x tð Þ; y tð Þ; z tð Þð Þ
h i

(1)

where e, m, β
!

and γ are the electron charge, mass, reduced velocity and reduced energy,

respectively; e < 0 and r! tð Þ ¼ x tð Þ; y tð Þ; z tð Þ;f g are the electron trajectories. Let us recall that
the electron energy and velocity modulus are constant in the magnetic field: γ ¼ const,
β ¼ const.

The time t is an independent variable in equations of motion (1). At the same time, the
undulator magnetic field in Eq. (1) is a function of the transversal spatial coordinates x, y and
longitudinal coordinate z. Consequently, it is more convenient to use the new independent
variable z (the longitudinal coordinate) instead of the independent variable t (time). With the
equations of motion (1), it is possible to derive the following exact equations for the electron
trajectory in an external magnetic field [26, 27]:

x
0 0 ¼ � e= mc2βγ

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x0ð Þ2 þ y0ð Þ2

q
1þ x0ð Þ2
� �

By � y0Bz � x0y0Bx

h i
(2)

y
0 0 ¼ e= mc2βγ

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x0ð Þ2 þ y0ð Þ2

q
1þ y0ð Þ2
� �

Bx � x0Bz � x0y0By

h i
(3)

We point out that the Eqs. (2), (3) are expressed in terms of the longitudinal coordinate z. The
prime in the Eqs. (2), (3) means differentiation with respect to z.

Here, the undulator with planar magnetic system and ideal three-dimensional sinusoidal
magnetic field is considered; see Figure 1:

Bx x; y; zð Þ ¼ � kx=ky
� �

B0sin kxxð Þsinh kyy
� �

sin kzzð Þ (4)

By x; y; zð Þ ¼ B0cos kxxð Þcosh kyy
� �

sin kzzð Þ (5)

Bz x; y; zð Þ ¼ kz=ky
� �

B0cos kxxð Þsinh kyy
� �

cos kzzð Þ (6)

where B0 is the magnetic field amplitude on the undulator axis (Z-axis), λu is the undulator

period length, kx ¼ 1=a, kz ¼ 2π=λu and ky ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2z

q
.

The parameter a determines the magnetic field nonuniformity along the horizontal X-axis. It is
of the order of the undulator pole width. In the case of undulator with infinitely wide poles,
the parameter a ¼ ∞ and kx ¼ 0. It is easy to verify that the magnetic field, which is described
by Eqs. (4)–(6), satisfies the Maxwell equations for a stationary magnetic field.

The system of precise Eqs. (2), (3) for the electron motion appears as cumbersome formulas.
Nevertheless, it offers several advantages in analytical analysis and numerical simulations
over the standard equations of motion (1). First, the undulator magnetic field is described by
using the functions of the longitudinal coordinate z. Consequently, in this case, the functions
sin kzzð Þ and cos kzzð Þ in Eqs. (4)–(6) are known exactly. When employing the standard equa-
tions of motion (1), the value of the electron’s longitudinal coordinate z tð Þ at every step is
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calculated with some finite precision and the resultant errors are accumulated. It is also
significant that the system of Eqs. (1) includes three equations, while the system of Eqs. (2),
(3) consists of two equations only. This also simplifies its analysis and yields a large dividend
in accuracy.

The region occupied by the electron beam, that is, the small vicinity near the undulator axis,
has relatively small transversal coordinates: kxxj j≪ 1, kyy

�� ��≪ 1. Expanding Eqs. (4)–(6) in
terms of these small quantities, we have the following expressions:

Bx x; y; zð Þ ffi �B0k2xxysin kzzð Þ (7)

By x; y; zð Þ ffi B0 1n0:5k2xx
2 þ 0:5k2yy

2
� �

sin kzzð Þ (8)

Bz x; y; zð Þ ffi B0kzycos kzzð Þ (9)

It is clear that on the undulator axis x ¼ 0 and y ¼ 0 only when vertical component of the
magnetic field is nonzero: Bx 0; 0; zð Þ ¼ 0, Bz 0; 0; zð Þ ¼ 0, By 0; 0; zð Þ ¼ B0sin kzzð Þ. In this regard,
the field is ideal because the magnetic field of the real undulator inevitably includes errors
caused by manufacturing errors of the undulator magnetic system. There are also higher
harmonics in the magnetic field generated by the real magnetic system. Their relative ampli-
tudes depend on specific details of the undulator design.

Differential Eqs. (2), (3) are nonlinear and cannot be solved exactly. However, the functions x0,
y0, kxx and kyy in Eqs. (2), (3) are small in absolute value. Therefore, we can expand the
nonlinear differential Eqs. (2), (3) in terms of these small quantities. Substituting the expres-
sions (4–6) for the undulator magnetic field, as a result we have:

x
0 0 ¼ eKkz 1þ 0:5 3 x0ð Þ2 � k2xx

2 þ y0ð Þ2 þ k2yy
2

� �� �
sinw� kzyy0cosw

n o
(10)

y
0 0 ¼ eKkz k2xxyþ x0y0

� �
sinwþ kzx0ycosw

� �
(11)

where K ¼ �eB0λu
2πmc2 is the undulator deflection parameter, e < 0 for electrons, w ¼ kzz, and eK ¼ K

βγ.

In the cases of our interest, the dimensionless undulator deflection parameter K is of the order
of several units, that is, ~1–5, and the reduced electron energy γ is of the order of several
thousands. So, γ ffi 5000 for the electron beam of the Sibiria-2 electron storage ring (Moscow)

and γ ffi 35; 000 for the European XFEL facility (Hamburg). Because of this, eK is much less than

unity: eK � 10�3 � 10�4.

Neglecting all small terms x0, y0, kxx and kyy in Eqs. (10), (11), we get the following equations in
linear approximation:

x
0 0 ¼ eKkzsinw (12)

y
0 0 ¼ 0 (13)

The solutions of Eqs. (12), (13) are the following:
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!
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!
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!

x tð Þ; y tð Þ; z tð Þð Þ
h i

(1)

where e, m, β
!

and γ are the electron charge, mass, reduced velocity and reduced energy,

respectively; e < 0 and r! tð Þ ¼ x tð Þ; y tð Þ; z tð Þ;f g are the electron trajectories. Let us recall that
the electron energy and velocity modulus are constant in the magnetic field: γ ¼ const,
β ¼ const.

The time t is an independent variable in equations of motion (1). At the same time, the
undulator magnetic field in Eq. (1) is a function of the transversal spatial coordinates x, y and
longitudinal coordinate z. Consequently, it is more convenient to use the new independent
variable z (the longitudinal coordinate) instead of the independent variable t (time). With the
equations of motion (1), it is possible to derive the following exact equations for the electron
trajectory in an external magnetic field [26, 27]:

x
0 0 ¼ � e= mc2βγ

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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(2)

y
0 0 ¼ e= mc2βγ

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x0ð Þ2 þ y0ð Þ2
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� �

Bx � x0Bz � x0y0By
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(3)

We point out that the Eqs. (2), (3) are expressed in terms of the longitudinal coordinate z. The
prime in the Eqs. (2), (3) means differentiation with respect to z.

Here, the undulator with planar magnetic system and ideal three-dimensional sinusoidal
magnetic field is considered; see Figure 1:

Bx x; y; zð Þ ¼ � kx=ky
� �

B0sin kxxð Þsinh kyy
� �

sin kzzð Þ (4)

By x; y; zð Þ ¼ B0cos kxxð Þcosh kyy
� �

sin kzzð Þ (5)

Bz x; y; zð Þ ¼ kz=ky
� �

B0cos kxxð Þsinh kyy
� �

cos kzzð Þ (6)

where B0 is the magnetic field amplitude on the undulator axis (Z-axis), λu is the undulator

period length, kx ¼ 1=a, kz ¼ 2π=λu and ky ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2z

q
.

The parameter a determines the magnetic field nonuniformity along the horizontal X-axis. It is
of the order of the undulator pole width. In the case of undulator with infinitely wide poles,
the parameter a ¼ ∞ and kx ¼ 0. It is easy to verify that the magnetic field, which is described
by Eqs. (4)–(6), satisfies the Maxwell equations for a stationary magnetic field.

The system of precise Eqs. (2), (3) for the electron motion appears as cumbersome formulas.
Nevertheless, it offers several advantages in analytical analysis and numerical simulations
over the standard equations of motion (1). First, the undulator magnetic field is described by
using the functions of the longitudinal coordinate z. Consequently, in this case, the functions
sin kzzð Þ and cos kzzð Þ in Eqs. (4)–(6) are known exactly. When employing the standard equa-
tions of motion (1), the value of the electron’s longitudinal coordinate z tð Þ at every step is
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calculated with some finite precision and the resultant errors are accumulated. It is also
significant that the system of Eqs. (1) includes three equations, while the system of Eqs. (2),
(3) consists of two equations only. This also simplifies its analysis and yields a large dividend
in accuracy.

The region occupied by the electron beam, that is, the small vicinity near the undulator axis,
has relatively small transversal coordinates: kxxj j≪ 1, kyy

�� ��≪ 1. Expanding Eqs. (4)–(6) in
terms of these small quantities, we have the following expressions:

Bx x; y; zð Þ ffi �B0k2xxysin kzzð Þ (7)

By x; y; zð Þ ffi B0 1n0:5k2xx
2 þ 0:5k2yy

2
� �

sin kzzð Þ (8)

Bz x; y; zð Þ ffi B0kzycos kzzð Þ (9)

It is clear that on the undulator axis x ¼ 0 and y ¼ 0 only when vertical component of the
magnetic field is nonzero: Bx 0; 0; zð Þ ¼ 0, Bz 0; 0; zð Þ ¼ 0, By 0; 0; zð Þ ¼ B0sin kzzð Þ. In this regard,
the field is ideal because the magnetic field of the real undulator inevitably includes errors
caused by manufacturing errors of the undulator magnetic system. There are also higher
harmonics in the magnetic field generated by the real magnetic system. Their relative ampli-
tudes depend on specific details of the undulator design.

Differential Eqs. (2), (3) are nonlinear and cannot be solved exactly. However, the functions x0,
y0, kxx and kyy in Eqs. (2), (3) are small in absolute value. Therefore, we can expand the
nonlinear differential Eqs. (2), (3) in terms of these small quantities. Substituting the expres-
sions (4–6) for the undulator magnetic field, as a result we have:

x
0 0 ¼ eKkz 1þ 0:5 3 x0ð Þ2 � k2xx

2 þ y0ð Þ2 þ k2yy
2

� �� �
sinw� kzyy0cosw

n o
(10)

y
0 0 ¼ eKkz k2xxyþ x0y0

� �
sinwþ kzx0ycosw

� �
(11)

where K ¼ �eB0λu
2πmc2 is the undulator deflection parameter, e < 0 for electrons, w ¼ kzz, and eK ¼ K

βγ.

In the cases of our interest, the dimensionless undulator deflection parameter K is of the order
of several units, that is, ~1–5, and the reduced electron energy γ is of the order of several
thousands. So, γ ffi 5000 for the electron beam of the Sibiria-2 electron storage ring (Moscow)

and γ ffi 35; 000 for the European XFEL facility (Hamburg). Because of this, eK is much less than

unity: eK � 10�3 � 10�4.

Neglecting all small terms x0, y0, kxx and kyy in Eqs. (10), (11), we get the following equations in
linear approximation:

x
0 0 ¼ eKkzsinw (12)

y
0 0 ¼ 0 (13)

The solutions of Eqs. (12), (13) are the following:
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x1 zð Þ ¼ x0 þ θ0z� eK=kz
� �

sinw (14)

y1 zð Þ ¼ y0 þ y00z (15)

where θ0 ¼ x00 þ eK is the initial deviation of the electron velocity from its equilibrium value.

Eqs. (14), (15) correspond to rectilinear electron motion with additional sinusoidal oscillations
in the horizontal plane. Obviously, Eqs. (14), (15) do not describe any focusing properties of the
undulator magnetic field. They describe motion of an electron in the magnetic field with the
following parameters: Bx ¼ 0, By zð Þ ¼ B0sin kzzð Þ and Bz ¼ 0. Clearly, these formulas describe
the magnetic field at the undulator axis. To put it differently, they follow from more general
Eqs. (4)–(6) if we neglect the magnetic field’s nonuniformity in the transverse plane and the
small magnetic field components Bx and Bz. This primitive magnetic field cannot be produced
by real magnetic system because it does not satisfy the Maxwell equations. At the same time, it
is often employed when characteristics of electromagnetic radiation from a planar undulator
are analysed.

3. Smoothed (focusing) approximation for electron trajectories

It is reasonable to generalise the Eqs. (14), (15) as follows. We replace the terms x0 þ θ0z and
y0 þ y00z in Eqs. (14), (15) by slowly varying functions of the general form xs zð Þ and ys zð Þ,
respectively. So, we seek the electron trajectory in the following form:

xf zð Þ ¼ xs zð Þ � eK=kz
� �

sinw (16)

yf zð Þ ¼ ys zð Þ (17)

We substitute Eqs. (16), (17) into equations of motion (10, 11) and average them over the
undulator period. It makes all fast oscillating terms equal to zero. This means that odd powers
of the functions sinw and cosw vanish, and the functions sin2w and cos2w are replaced by their
average value 0.5. As a consequence, we obtain the following linear differential equations for
the slowly varying functions xs zð Þ and ys zð Þ, see [10–12]:

x00s zð Þ � k2zω
2
xxs zð Þ ¼ 0 (18)

y00s zð Þ þ k2zω
2
yys zð Þ ¼ 0 (19)

where ωx,y ¼ eKkx,y=
ffiffiffi
2

p
kz

� �
are the dimensionless frequencies of betatron oscillations in the

horizontal and vertical directions in units of the undulator period λu, respectively. The quanti-

ties ωx,y have the same order in magnitude as the parameter eK and are also small. The quantity
a is of the order of the pole width. Usually, the pole width is slightly larger than the undulator
period length. Therefore, the following condition is usually true for undulators: kx=kz ¼ λu=
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2πað Þ ≤ 1. It is clear that ky ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2z

q
> kx, and hence ωx < ωy. In the case of the undulator

with infinitely wide poles, we have a ¼ ∞, kx ¼ 0 and ωx ¼ 0.

Since the functions xs zð Þ and ys zð Þ are solutions of the Eqs. (18), (19), they consist of the linear
combinations of hyperbolic sines and cosines (for Eq. (18)) and trigonometric sines and cosines
(for Eq. (19) correspondently). Taking Eqs. (16), (17) into account, thus we have in the
smoothed (focusing) approximation the following expressions for the horizontal and vertical
coordinates of the electron in the magnetic field given by expressions (4–6):

xf zð Þ ¼ x0cosh ωxwð Þ þ θ0= ωxkzð Þð Þsinh ωxwð Þ � eK=kz
� �

sinw
�

(20)

yf zð Þ ¼ y0cos ωyw
� �þ y00= ωykz

� �� �
sin ωyw
� �

(21)

x0f zð Þ ¼ x0eK kx=
ffiffiffi
2

p� �
sinh ωxwð Þ þ θ0cosh ωxwð Þ � eKcosw (22)

y0f zð Þ ¼ �y0eK ky=
ffiffiffi
2

p� �
sin ωyw
� �þ y00cos ωyw

� �
(23)

It is significant that Eqs. (20)–(23) are linear in terms of the initial electron parameters x0, y0, θ0

and y00. For the undulator with infinitely wide poles, we have ωx ¼ 0, and Eq. (20) for the
horizontal component of the electron trajectory coincides with Eq. (14).

Two linear equations for electron motion (18, 19) are decoupled in the smoothed (focusing)
approximation. It implies that the first Eq. (18) is dependent only on the parameters of the
horizontal component of trajectory. Correspondingly, the second Eq. (19) is dependent on the
vertical component parameters. In other words, these both equations of motion are completely
independent of each other. Respectively, the Eqs. (20), (21) are also decoupled, that is, they are
independent of each other. However, the more precise system of equations of motion (10, 11) is
not decoupled. It means that each of these equations depends explicitly on the parameters of
the horizontal and vertical alike components of the electron trajectory. As a result, every
component of the electron trajectory, both horizontal and vertical, being the solutions of the
system of equations (10, 11), must also be dependent on both horizontal and vertical parame-
ters of electron trajectory.

4. Trajectories in a short undulator

Magnetic fields of short planar undulators have focusing properties, that is, the influence of
short undulator magnetic field on the electron beam dynamics can be described in terms of the
undulator focal lengths. However, the ideal magnetic field deflects the propagating electron
beam in the median plane. As a result, there is no straight electron trajectory (principal axis) in
an undulator. The absence of axial symmetry leads to astigmatism, that is, the undulator
horizontal and vertical focal lengths are different and even have different signs. The vertical
focal length is positive, while the horizontal focal length is negative.
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x1 zð Þ ¼ x0 þ θ0z� eK=kz
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where θ0 ¼ x00 þ eK is the initial deviation of the electron velocity from its equilibrium value.
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undulator magnetic field. They describe motion of an electron in the magnetic field with the
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Eqs. (4)–(6) if we neglect the magnetic field’s nonuniformity in the transverse plane and the
small magnetic field components Bx and Bz. This primitive magnetic field cannot be produced
by real magnetic system because it does not satisfy the Maxwell equations. At the same time, it
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3. Smoothed (focusing) approximation for electron trajectories

It is reasonable to generalise the Eqs. (14), (15) as follows. We replace the terms x0 þ θ0z and
y0 þ y00z in Eqs. (14), (15) by slowly varying functions of the general form xs zð Þ and ys zð Þ,
respectively. So, we seek the electron trajectory in the following form:

xf zð Þ ¼ xs zð Þ � eK=kz
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sinw (16)

yf zð Þ ¼ ys zð Þ (17)

We substitute Eqs. (16), (17) into equations of motion (10, 11) and average them over the
undulator period. It makes all fast oscillating terms equal to zero. This means that odd powers
of the functions sinw and cosw vanish, and the functions sin2w and cos2w are replaced by their
average value 0.5. As a consequence, we obtain the following linear differential equations for
the slowly varying functions xs zð Þ and ys zð Þ, see [10–12]:

x00s zð Þ � k2zω
2
xxs zð Þ ¼ 0 (18)

y00s zð Þ þ k2zω
2
yys zð Þ ¼ 0 (19)

where ωx,y ¼ eKkx,y=
ffiffiffi
2

p
kz

� �
are the dimensionless frequencies of betatron oscillations in the

horizontal and vertical directions in units of the undulator period λu, respectively. The quanti-

ties ωx,y have the same order in magnitude as the parameter eK and are also small. The quantity
a is of the order of the pole width. Usually, the pole width is slightly larger than the undulator
period length. Therefore, the following condition is usually true for undulators: kx=kz ¼ λu=
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2πað Þ ≤ 1. It is clear that ky ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2z

q
> kx, and hence ωx < ωy. In the case of the undulator

with infinitely wide poles, we have a ¼ ∞, kx ¼ 0 and ωx ¼ 0.
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� �
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�

(20)
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� �� �
sin ωyw
� �

(21)
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ffiffiffi
2

p� �
sinh ωxwð Þ þ θ0cosh ωxwð Þ � eKcosw (22)
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ffiffiffi
2

p� �
sin ωyw
� �þ y00cos ωyw

� �
(23)
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and y00. For the undulator with infinitely wide poles, we have ωx ¼ 0, and Eq. (20) for the
horizontal component of the electron trajectory coincides with Eq. (14).

Two linear equations for electron motion (18, 19) are decoupled in the smoothed (focusing)
approximation. It implies that the first Eq. (18) is dependent only on the parameters of the
horizontal component of trajectory. Correspondingly, the second Eq. (19) is dependent on the
vertical component parameters. In other words, these both equations of motion are completely
independent of each other. Respectively, the Eqs. (20), (21) are also decoupled, that is, they are
independent of each other. However, the more precise system of equations of motion (10, 11) is
not decoupled. It means that each of these equations depends explicitly on the parameters of
the horizontal and vertical alike components of the electron trajectory. As a result, every
component of the electron trajectory, both horizontal and vertical, being the solutions of the
system of equations (10, 11), must also be dependent on both horizontal and vertical parame-
ters of electron trajectory.

4. Trajectories in a short undulator

Magnetic fields of short planar undulators have focusing properties, that is, the influence of
short undulator magnetic field on the electron beam dynamics can be described in terms of the
undulator focal lengths. However, the ideal magnetic field deflects the propagating electron
beam in the median plane. As a result, there is no straight electron trajectory (principal axis) in
an undulator. The absence of axial symmetry leads to astigmatism, that is, the undulator
horizontal and vertical focal lengths are different and even have different signs. The vertical
focal length is positive, while the horizontal focal length is negative.
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We consider relatively short undulators with the number of periods N so that the following
condition is fulfilled:

ffiffiffi
2

p
πNK= γβ

� �
≪ 1 (24)

In the cases under consideration: eK ¼ K= γβ
� � � 10�1 � 10�0 and standard number of undulator

periods is about N � 100. Therefore, the inequality (24) almost without exception is fulfilled.
Since w ¼ 2πz=λu ≤ 2πN, the quantity w increases linearly along the undulator length with the

maximum value equal to 2πN. Quantities ωx,y have the same order as eK . It follows from
inequality (24) that the conditions ωx,yw≪ 1 are always true for any point of the electron trajec-
tory in a short undulator. Therefore, we can expand Eqs. (20)–(23) in terms of these small
quantitiesωx,yw and retain terms to powers less or equal than 3. As a result, we have in terms of z:

xf zð Þ ¼ x0 þ θ0z� eK=kz
� �

sin kzzð Þ þ 0:25x0eK2
z=að Þ2 þ θ0=12ð ÞeK2

z3=a2
� �

(25)

yf zð Þ ¼ y0 þ y00z� 0:25y0eK
2
kyz
� �2 � y00=12

� �eK2
k2yz

3 (26)

x0f zð Þ ¼ θ0 � eKcos kzzð Þ þ 0:5x0eK2
z=a2 þ 0:25θ0eK2

z=að Þ2 (27)

y0f zð Þ ¼ y00 � 0:5y0eK
2
k2yz� 0:25 � y00eK

2
k2yz

2 (28)

Eqs. (25)–(28) determine the electron trajectory in a short undulator which is defined by the
inequality (24). Let us compare Eqs. (25), (26) which are derived in the framework of focusing
approximation, with Eqs. (14), (15) obtained in the linear approximation. It is clear that all
additional terms describing the focusing properties of the undulator have the cubic power for

the small parameters eK, x0, y0, θ0 and y00, namely x0eK2
, θ0eK2

, y0eK
2
and y00eK

2
.

Since we know the electron trajectories in the short undulator (which is specified by the
inequality (24)), we can calculate its focal lengths. We first consider an electron moving along
the equilibrium trajectory. This trajectory is defined by the following initial conditions x0 ¼ y0
¼ θ0 ¼ y00 ¼ 0 and is described by the formulas:

xeq zð Þ ¼ � eK=kz
� �

sin kzzð Þ (29)

x0eq zð Þ ¼ �eKcos kzzð Þ (30)

yeq zð Þ ¼ y0eq zð Þ ¼ 0 (31)

Let us consider another electron, which enters the undulator in parallel to the first one but is
shifted upward, that is, its initial conditions are x0 ¼ θ0 ¼ y00 ¼ 0, y0 > 0. Its trajectory is
defined by the formulas:
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x2 zð Þ ¼ xeq zð Þ ¼ � eK=kz
� �

sin kzzð Þ (32)

x02 zð Þ ¼ x0eq zð Þ ¼ �eKcos kzzð Þ (33)

y2 zð Þ ¼ y0 � 0:25y0eK
2
kyz
� �2 (34)

y02 zð Þ ¼ �0:5y0eK
2
k2yz (35)

At the undulator end with the Z-coordinate zN ¼ Nλu, the electron has the following vertical
coordinate and velocity:

y2 zNð Þ ¼ y0 1� πNeK
� �2

1þ λ2
u= 2πað Þ2

� �� �
(36)

y02 zNð Þ ¼ �y0 � 2π2eK2
N 1þ λ2

u= 2πað Þ2
h i

=λu (37)

Taking into account inequality (24) for short undulators, it is easy to see from Eq. (36) that we
can neglect by the vertical shift of the electron inside the undulator: y2 zNð Þ ffi y0. It is also clear
that, after exiting the undulator, two electrons with the trajectories described by Eqs. (29)–(31)
and (32)–(35), respectively, intersect each other at the vertical undulator focus with the mutual
angle y2 zNð Þ=f y ffi y0=f y, where f y is the vertical focal length of the undulator. On the other

hand, the intersection angle is equal to�y02 zNð Þ. As a result, with the help of Eq. (37), we get the
expression for vertical focal length f y:

1
f y

¼ 2π2K2N
λuγ2 1þ λ2

u= 2πað Þ2
h i

(38)

Similarly, it is easy to derive the expression for the horizontal focal length:

1
f x

¼ �K2Nλu

2a2γ2 (39)

By applying slightly other methods, the expressions for vertical and horizontal focal lengths
(38) and (39) were derived in the previous works [1, 4–8].

The foregoing shows that the solutions of the equations for electron motion in the ideal
magnetic field of a short undulator, obtained with employing method of the averaging of
trajectory of fast oscillations include the focusing properties of the magnetic field. That is why
the smoothed approximation can also be called as focusing. The Eqs. (38), (39) show that the
vertical focal length is positive (the electron beam is focused in vertical direction), while the
horizontal focal length is negative (electron beam is defocused in horizontal direction).
The focusing powers of the undulator (the quantities inverse to the focal lengths) 1=f x,y are

Motion of Electrons in Planar Ideal Undulator
http://dx.doi.org/10.5772/intechopen.73682

25



We consider relatively short undulators with the number of periods N so that the following
condition is fulfilled:
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Eqs. (25)–(28) determine the electron trajectory in a short undulator which is defined by the
inequality (24). Let us compare Eqs. (25), (26) which are derived in the framework of focusing
approximation, with Eqs. (14), (15) obtained in the linear approximation. It is clear that all
additional terms describing the focusing properties of the undulator have the cubic power for

the small parameters eK, x0, y0, θ0 and y00, namely x0eK2
, θ0eK2

, y0eK
2
and y00eK

2
.

Since we know the electron trajectories in the short undulator (which is specified by the
inequality (24)), we can calculate its focal lengths. We first consider an electron moving along
the equilibrium trajectory. This trajectory is defined by the following initial conditions x0 ¼ y0
¼ θ0 ¼ y00 ¼ 0 and is described by the formulas:

xeq zð Þ ¼ � eK=kz
� �

sin kzzð Þ (29)

x0eq zð Þ ¼ �eKcos kzzð Þ (30)

yeq zð Þ ¼ y0eq zð Þ ¼ 0 (31)

Let us consider another electron, which enters the undulator in parallel to the first one but is
shifted upward, that is, its initial conditions are x0 ¼ θ0 ¼ y00 ¼ 0, y0 > 0. Its trajectory is
defined by the formulas:
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� �
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y2 zð Þ ¼ y0 � 0:25y0eK
2
kyz
� �2 (34)

y02 zð Þ ¼ �0:5y0eK
2
k2yz (35)

At the undulator end with the Z-coordinate zN ¼ Nλu, the electron has the following vertical
coordinate and velocity:

y2 zNð Þ ¼ y0 1� πNeK
� �2

1þ λ2
u= 2πað Þ2

� �� �
(36)

y02 zNð Þ ¼ �y0 � 2π2eK2
N 1þ λ2

u= 2πað Þ2
h i

=λu (37)

Taking into account inequality (24) for short undulators, it is easy to see from Eq. (36) that we
can neglect by the vertical shift of the electron inside the undulator: y2 zNð Þ ffi y0. It is also clear
that, after exiting the undulator, two electrons with the trajectories described by Eqs. (29)–(31)
and (32)–(35), respectively, intersect each other at the vertical undulator focus with the mutual
angle y2 zNð Þ=f y ffi y0=f y, where f y is the vertical focal length of the undulator. On the other

hand, the intersection angle is equal to�y02 zNð Þ. As a result, with the help of Eq. (37), we get the
expression for vertical focal length f y:

1
f y

¼ 2π2K2N
λuγ2 1þ λ2

u= 2πað Þ2
h i

(38)

Similarly, it is easy to derive the expression for the horizontal focal length:

1
f x

¼ �K2Nλu

2a2γ2 (39)

By applying slightly other methods, the expressions for vertical and horizontal focal lengths
(38) and (39) were derived in the previous works [1, 4–8].

The foregoing shows that the solutions of the equations for electron motion in the ideal
magnetic field of a short undulator, obtained with employing method of the averaging of
trajectory of fast oscillations include the focusing properties of the magnetic field. That is why
the smoothed approximation can also be called as focusing. The Eqs. (38), (39) show that the
vertical focal length is positive (the electron beam is focused in vertical direction), while the
horizontal focal length is negative (electron beam is defocused in horizontal direction).
The focusing powers of the undulator (the quantities inverse to the focal lengths) 1=f x,y are
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proportional to the number of undulator periods N and to the squared undulator deflection
parameter K2 and are inversely proportional to the squared electron beam energy γ2.

By using Eqs. (38), (39), it is easy to derive the following general relation:

1
f x

þ 1
f y

¼ 2π2K2N
λuγ2 (40)

The key feature of Eq. (40) is that it is independent, which determines the value of the
magnetic-field decay of the magnetic field (see Eqs. (4)–6)) along the horizontal axis X. It is
clear that in the case of infinitely wide magnetic poles, that is, at a ¼ ∞, the horizontal focal
length also tends to infinity: f x ¼ ∞.

5. Electron trajectory calculation by methods of perturbation theory

It is possible to enhance considerably the accuracy of the solution to the equations of motion
(20)–(23) as follows: Let us try to find the solution to Eqs. (10) and (11) in the form:

x zð Þ ¼ xf zð Þ þ Δx zð Þ (41)

y zð Þ ¼ yf zð Þ þ Δy zð Þ (42)

We assume that the unknown functions Δx zð Þ and Δy zð Þ are far less than the leading terms
xf zð Þ and yf zð Þ. We substitute Eqs. (41), (42) into Eqs. (10), (11) and ignore the functions Δx zð Þ
and Δy zð Þ on the right-hand side of these two equations. As a result, we get two second-order
differential equations, whose right-hand sides are well defined and expressed in terms of the
products of trigonometric and hyperbolic functions:

Δxð Þ00 þ x00f ¼ eKkz 1þ 0:5 3 x0f
� �2

� k2xx
2
f þ y0f

� �2
þ k2yy

2
f

� �� �
sinw� kzyf y

0
f cosw

� �
(43)

Δyð Þ00 þ y00f ¼ eKkz k2xxf yf þ x0f y
0
f

� �
sinwþ kzx0f yf cosw

� �
(44)

The functions xf , x0f , x
00
f , yf , y

0
f and y00f are well known and are expressed in elementary function

by Eqs. (20), (21). The unknown functions Δx zð Þ and Δy zð Þ can be found by double integration
of Eqs. (46), (47) over the variable z. For simplicity, we consider here the case of a short

undulator:
ffiffiffi
2

p
πNK= γβ

� �
≪ 1 where N is the number of undulator periods. As a result, omit-

ting technically cumbersome intermediate calculations, we arrive at the following extremely
complicated expressions:
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~xðzÞ ¼ ~x0coshðωxwÞ þ ðθ0=ωxÞsinhðωxwÞ � ~K½1� 0:5k2xðx0 þ θ0zÞ2þ
0:5k2yðy0 þ y00zÞ2� � sinw� ð0:5~K=A2Þ~x20w� ð2~K=A2Þθ0ð~x0 þ θ0wÞð1� coswÞþ
1:5~Kθ2

0ð1þ 2=A2Þðw� sinwÞ þ ðω2
y=
~KÞ~y 2

0
wþ ~Ky00ð~y0 þ y00wÞð1þ 2=A2Þð1� coswÞ

�0:5~Kðy00Þ2ð1þ 6=A2Þðw� sinwÞ � 0:25ð~K2
=A2Þð~x0 þ θ0wÞsin2ðwÞ�

0:125~K
2
θ0ð3� 1=A2Þ

�
2w� sinð2wÞ

�
þ 0:375~K

3ð1� 1=A2Þðw� sinwÞþ

ð~K3
=24Þ

�
1þ 1=ð3A2Þ

��
3w� sinð3wÞÞ

(45)

ey zð Þ ¼ ey0cos ωyw
� �þ y00=ωy

� �
sin ωyw
� �� eK=A2

� �
ex0 þ θ0wð Þ ey0 þ y00w

� �
sinwþ

eK=A2
� �

ex0ey0wþ 2eK=A2
� �

ex0 þ θ0wð Þy00 þ eK 1þ 2=A2� �
θ0 ey0 þ y00w
� �h i

1� coswð Þ�
eKθ0y00 1þ 6=A2� �

w� sinwð Þ � 0:25ω2
xy

0
0 2w� sin 2wð Þð Þ � 0:25eK2

1� 1=A2� �

ey0 þ y00w
� �

sin2 wð Þ

(46)

where eK ¼ K= βγ
� �

, A ¼ kza, ex zð Þ ¼ kzx zð Þ, ey zð Þ ¼ kzy zð Þ, ex0 ¼ kzx0, θ0 ¼ x00 þ eK , ey0 ¼ kzy0,

ωx ¼ eKkx=
ffiffiffi
2

p
kz

� � ¼ eK= ffiffiffi
2

p
A

� �
, ωy ¼ eKky=

ffiffiffi
2

p
kz

� � ¼ eK= ffiffiffi
2

p� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=A2

q
, w ¼ kzz.

Eqs. (45), (46) completely determine the electron trajectory in three-dimensional undulator
magnetic field, which is described by the Eqs. (4)–(6). Differentiating Eqs. (45), (46) with
respect to the longitudinal coordinate z, we get the corresponding formulas for the transverse
components of the electron-reduced velocity βx zð Þ ffi x0 zð Þ and βy zð Þ ffi y0 zð Þ.

Eqs. (45), (46) include all terms that are linear and cubic in small values eK, x0, y0, θ0 and y00.
That is why these formulas are so cumbersome. Some terms in Eqs. (45), (46) are quadratic in
terms of the electron initial parameters x0, y0, θ0 and y00. It is natural since the equations of
motion (10, 11) are nonlinear in terms of functions x zð Þ and y zð Þ.
The first three terms in Eq. (45) include Eq. (20) for trajectories, which were derived in the
focusing approximation. However, the third term in brackets in Eq. (45) contains additional
quadratic terms, which have a clear physical meaning. They correspond to a change in the
undulator magnetic field amplitude during the electron motion along a straight line. This
straight line is the electron trajectory averaged over fast horizontal oscillations. The first two
terms of Eq. (46) coincide with Eq. (21) for the vertical component of the electron trajectory. We
mention that formulas (45) and (46) are given in terms of reduced dimensionless coordinates
and ex zð Þ ¼ kzx zð Þ and ey zð Þ ¼ kzy zð Þ.
Some terms in Eqs. (45), (46) include the factor w ¼ kzz, which linearly increases along the
undulator with increasing of the longitudinal coordinate z. It has a maximum 2πN large in
value at the final point of the undulator magnetic field at zN ¼ λuN. It is clear that such terms
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proportional to the number of undulator periods N and to the squared undulator deflection
parameter K2 and are inversely proportional to the squared electron beam energy γ2.
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Eqs. (45), (46) completely determine the electron trajectory in three-dimensional undulator
magnetic field, which is described by the Eqs. (4)–(6). Differentiating Eqs. (45), (46) with
respect to the longitudinal coordinate z, we get the corresponding formulas for the transverse
components of the electron-reduced velocity βx zð Þ ffi x0 zð Þ and βy zð Þ ffi y0 zð Þ.

Eqs. (45), (46) include all terms that are linear and cubic in small values eK, x0, y0, θ0 and y00.
That is why these formulas are so cumbersome. Some terms in Eqs. (45), (46) are quadratic in
terms of the electron initial parameters x0, y0, θ0 and y00. It is natural since the equations of
motion (10, 11) are nonlinear in terms of functions x zð Þ and y zð Þ.
The first three terms in Eq. (45) include Eq. (20) for trajectories, which were derived in the
focusing approximation. However, the third term in brackets in Eq. (45) contains additional
quadratic terms, which have a clear physical meaning. They correspond to a change in the
undulator magnetic field amplitude during the electron motion along a straight line. This
straight line is the electron trajectory averaged over fast horizontal oscillations. The first two
terms of Eq. (46) coincide with Eq. (21) for the vertical component of the electron trajectory. We
mention that formulas (45) and (46) are given in terms of reduced dimensionless coordinates
and ex zð Þ ¼ kzx zð Þ and ey zð Þ ¼ kzy zð Þ.
Some terms in Eqs. (45), (46) include the factor w ¼ kzz, which linearly increases along the
undulator with increasing of the longitudinal coordinate z. It has a maximum 2πN large in
value at the final point of the undulator magnetic field at zN ¼ λuN. It is clear that such terms
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make large contributions to the expressions for the electron trajectory. It is also easy to see from
Eqs. (45), (46) that the majority of cubic terms oscillate. These terms clearly vanish with the
averaging over fast oscillation procedure. However, in the case of the real electron beam, such
oscillating terms can contribute to the electron trajectory and velocity since they are not less
in values than that of terms responsible for the focusing properties of the undulator magnetic

field. Indeed, in Eq. (25), the horizontal focusing effect is described by the term 0:25x0eK2
z=að Þ2

¼ 0:25x0eK2
w=Að Þ2. Some terms in Eq. (45) are also proportional to w2. For trajectories with the

initial conditions ex0 � eK, ey0 � eK , θ0 � eK and y00 � eK, these terms are recognised in the same

order as the term 0:25ex0eK2
w=Að Þ2.

The parameter A ¼ kza ¼ 2πa=λu describes the degree of nonuniformity of undulator magnetic
field along the horizontal axis, see Eqs. (4)–(6). For a planar undulator with infinitely wide
poles, we have a ! ∞ and consequently A ! ∞. In this case, some terms in Eqs. (45), (46)
become zero, and these formulas are simplified significantly.

6. Analysis of the obtained results

In the earlier sections, we have derived two sets of formulas which describe electron trajecto-
ries in the ideal field of a planar undulator. The first set, given by Eqs. (25)–(28), was derived
within the framework of the well-known focusing approximation, and the second set (see
Eqs. (45), (46)) was derived by means of the perturbation theory. The electron trajectories in
the planar undulator magnetic field can also be simulated numerically by solving Eqs. (2), (3)
together with Eqs. (7)–(9) for the three-dimensional undulator field by using the Runge-Kutta
algorithm. These electron trajectories once simulated numerically with a small step (which
provides high calculation accuracy) can be considered as a reference data for the analysis of the
approximate analytical formula precision. In doing so, it is necessary to keep in mind that the
numerical solutions of the differential equations of motion also contain some calculation
errors. It was demonstrated in the papers [22–24] that numerically computed trajectories, on
frequent occasions, differ considerably from the correspondent approximate solutions
obtained through the focusing (averaging) approximation. We compare here the numerically
simulated electron trajectories with those obtained by using the formulas, derived earlier by
methods of perturbation theory, see Eqs. (45), (46) and also with those obtained within the
framework of the focusing approximation in accordance with Eqs. (25)–(28).

As an example, we consider the electron trajectories in the undulator at the European XFEL
facility (Hamburg, Germany): the reduced electron energy is equal to γ ¼ 35; 000, the
undulator period length is λu ¼ 40 mm, the number of undulator periods is N ¼ 124, the
undulator deflection parameter is K ¼ 4, the parameter determining the undulator field
nonuniformity along the horizontal axis X (about the pole width), and a ¼ 50 mm [28]. The
focal lengths for this undulator can be easily found from Eqs. (41), (42): vertical focal length is
equal to f y ¼ 1231234 mm and horizontal focal length is equal to f x ¼ –77179939 mm. The
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horizontal focal length is negative, and the electron beam is defocused by planar undulator
along the horizontal direction.

The formulas for electron trajectories, derived in the framework of the focusing approximation
(see Eqs. (20), (21), (25), (26)) and by the methods of perturbation theory (Eqs. (45), (46)), include

the regular (main) parts of trajectory x1 zð Þ ¼ x0 þ θ0z� eK=kz
� �

sinw for the horizontal compo-

nent and y1 zð Þ ¼ y0 þ y00z for the vertical component and plus the additional terms, describing
the effects of the magnetic field inhomogeneity. Eqs. (25), (26) display it explicitly, while the
Eqs. (20), (21), (45), (46) involve these regular parts implicitly, through the trigonometric and
hyperbolic functions. Expanding these trigonometric and hyperbolic functions as a power Taylor
series in small values ωx,yw, we can easily get the regular parts of trajectory x1 zð Þ and y1 zð Þ in
explicit form. Clearly, the regular parts x1 zð Þ and y1 zð Þ do not describe any focusing properties of
planar undulator magnetic field. At the same time, these parts are linear in terms of small

parameters eK , x0, y0, θ0 and y00, while the remaining terms in Eqs. (20), (21), (25), (26), (45), (46)
have a cubic degree of smallness and hence are much less than the regular parts.

The regular terms, which are given by Eqs. (14) and (15), are the same for trajectories calculated
in the framework of focusing approximation, see Eqs. (25)–(28), and for expressions, derived
by the methods of perturbation theory, see Eqs. (45) and (46). For clarity, we consider here the
differences ΔX xð Þ and ΔY zð Þ between the corresponding solutions and the regular terms:

ΔX zð Þ ¼ x zð Þ � x1 zð Þ (47)

ΔY zð Þ ¼ y zð Þ � y1 zð Þ (48)

It is precisely these components that are responsible for the focusing properties of the undulator
field.

Figures 2 and 3 show the calculated transversal component (vertical and horizontal
correspondently) of electron trajectory and its reduced velocity with the following initial condi-
tions: x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and y00 ¼ 0. If so, the regular part of the trajectory (its

Figure 2. Additions to the electron vertical velocity and vertical coordinate: x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and
y00 ¼ 0.

Motion of Electrons in Planar Ideal Undulator
http://dx.doi.org/10.5772/intechopen.73682

29



make large contributions to the expressions for the electron trajectory. It is also easy to see from
Eqs. (45), (46) that the majority of cubic terms oscillate. These terms clearly vanish with the
averaging over fast oscillation procedure. However, in the case of the real electron beam, such
oscillating terms can contribute to the electron trajectory and velocity since they are not less
in values than that of terms responsible for the focusing properties of the undulator magnetic

field. Indeed, in Eq. (25), the horizontal focusing effect is described by the term 0:25x0eK2
z=að Þ2

¼ 0:25x0eK2
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initial conditions ex0 � eK, ey0 � eK , θ0 � eK and y00 � eK, these terms are recognised in the same
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numerical solutions of the differential equations of motion also contain some calculation
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frequent occasions, differ considerably from the correspondent approximate solutions
obtained through the focusing (averaging) approximation. We compare here the numerically
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methods of perturbation theory, see Eqs. (45), (46) and also with those obtained within the
framework of the focusing approximation in accordance with Eqs. (25)–(28).

As an example, we consider the electron trajectories in the undulator at the European XFEL
facility (Hamburg, Germany): the reduced electron energy is equal to γ ¼ 35; 000, the
undulator period length is λu ¼ 40 mm, the number of undulator periods is N ¼ 124, the
undulator deflection parameter is K ¼ 4, the parameter determining the undulator field
nonuniformity along the horizontal axis X (about the pole width), and a ¼ 50 mm [28]. The
focal lengths for this undulator can be easily found from Eqs. (41), (42): vertical focal length is
equal to f y ¼ 1231234 mm and horizontal focal length is equal to f x ¼ –77179939 mm. The

Accelerator Physics - Radiation Safety and Applications28

horizontal focal length is negative, and the electron beam is defocused by planar undulator
along the horizontal direction.

The formulas for electron trajectories, derived in the framework of the focusing approximation
(see Eqs. (20), (21), (25), (26)) and by the methods of perturbation theory (Eqs. (45), (46)), include

the regular (main) parts of trajectory x1 zð Þ ¼ x0 þ θ0z� eK=kz
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nent and y1 zð Þ ¼ y0 þ y00z for the vertical component and plus the additional terms, describing
the effects of the magnetic field inhomogeneity. Eqs. (25), (26) display it explicitly, while the
Eqs. (20), (21), (45), (46) involve these regular parts implicitly, through the trigonometric and
hyperbolic functions. Expanding these trigonometric and hyperbolic functions as a power Taylor
series in small values ωx,yw, we can easily get the regular parts of trajectory x1 zð Þ and y1 zð Þ in
explicit form. Clearly, the regular parts x1 zð Þ and y1 zð Þ do not describe any focusing properties of
planar undulator magnetic field. At the same time, these parts are linear in terms of small

parameters eK , x0, y0, θ0 and y00, while the remaining terms in Eqs. (20), (21), (25), (26), (45), (46)
have a cubic degree of smallness and hence are much less than the regular parts.

The regular terms, which are given by Eqs. (14) and (15), are the same for trajectories calculated
in the framework of focusing approximation, see Eqs. (25)–(28), and for expressions, derived
by the methods of perturbation theory, see Eqs. (45) and (46). For clarity, we consider here the
differences ΔX xð Þ and ΔY zð Þ between the corresponding solutions and the regular terms:

ΔX zð Þ ¼ x zð Þ � x1 zð Þ (47)

ΔY zð Þ ¼ y zð Þ � y1 zð Þ (48)

It is precisely these components that are responsible for the focusing properties of the undulator
field.

Figures 2 and 3 show the calculated transversal component (vertical and horizontal
correspondently) of electron trajectory and its reduced velocity with the following initial condi-
tions: x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and y00 ¼ 0. If so, the regular part of the trajectory (its

Figure 2. Additions to the electron vertical velocity and vertical coordinate: x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and
y00 ¼ 0.
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linear approximation) is described by the following expressions: x1 zð Þ ¼ � eK=kz
� �

sinw and

y1 zð Þ ¼ y0 ¼ �0:1.

Figure 2 (A) shows the additions ΔY0 zð Þ to the linear (regular) parts of the electron-reduced
vertical velocities y0 zð Þ for both electrons with y0 ¼ �0:1. Vertical reduced velocity is described
by the formula y0 zð Þ ¼ ΔY0 zð Þ. Figure 2 (B) shows the additions ΔY zð Þ to the vertical compo-
nents of the electron trajectories y zð Þ calculated at the listed above initial conditions. Vertical
component of the electron trajectory is described by the formula y zð Þ ¼ y0 þ ΔY zð Þ. Figure 2 (A)
and (B) both include the addition for the electron trajectory, which was initially shifted down-
ward in the negative direction of Y-axis, y0 ¼ �0:1 mm (the upper curves) and for the electron
trajectory, which was initially shifted upward in the positive direction of Y-axis, y0 ¼ 0:1 mm
(the lower curves correspondently). It is easy to see that in both cases the electrons in their
propagations along the undulator axis deviate monotonically to the undulator median plane
Y ¼ 0. Indeed, the electron initially located above the median plane (with y0 ¼ 0:1 mm)
and moving in parallel to the undulator axis (y00 ¼ 0) (see Figure 2 (A, B), the lower curves)
acquires the negative velocity component, whose absolute value increases linearly with
the longitudinal coordinate z growths. Similarly, the electron initially located below the median
electron plane (with y0 ¼ �0:1 mm) and moving in parallel to the undulator axis (y00 ¼ 0)
(see Figure 2 (A, B), the upper curves) acquires the positive velocity component, whose value
also increases linearly with the longitudinal coordinate z growths. The maximum value of the
vertical reduced velocity component is achieved at the final point of the undulator magnetic
field and is equal to ∓ 8:11648∙10�8 rad. Hence, we can calculate the vertical focal length

f y ffi �y0
� �

= βy z ¼ λuNð Þ
� �

ffi 1232061 mm. This coincides with a very small relative error of

about 10�3 with the analytical value obtained earlier by using Eq. (38).

In fact, all three methods of calculation, namely focusing approximation, perturbation theory and
numerical simulation, give just the same result in this case. All correspondent curves in Figure 2
are merged together. The largest absolute difference between numerically simulated function
ΔY0 zð Þ by using the Runge-Kutta method and calculated in the focusing approximations is

Figure 3. Additions to the electron horizontal velocity and vertical coordinate: x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and
y00 ¼ 0.
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6∙10�11. In this case, the maximum value of the function ΔY0 zð Þ is equal to 8∙10�8. Therefore, the
relative error is about 8∙10�4. The largest absolute difference between the numerically simulated
function ΔY0 zð Þ and those using formula (46) is equal to 10�11. The relative error in this case is
about 10�4. This is better by an order as compared with the case of focusing approximation,
although it is not essential in this case. The maximum value of the function ΔY zð Þ is equal to
2∙10�4 mm, see Figure 2 (B). The largest absolute difference between numerically simulated
function ΔY zð Þ by using the Runge-Kutta method and calculated in the focusing approximations
is 2:5∙10�8 mm. The relative error in this case is about 10�4. Maximum absolute difference
between the values of ΔY zð Þ obtained by means of the numerical simulation and by using
Eq. (46) is also equal to 2:5∙10�8 mm with the same relative error of about 10�4.

Figure 3 (A) and (B) show the horizontal additions to the regular part of the reduced electron
velocity ΔX0 zð Þ and electron trajectory ΔX zð Þ, calculated at the mentioned earlier conditions
x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and y00 ¼ 0. The functions ΔX0 zð Þ and ΔX zð Þ are the same
for y0 ¼ �0:1 mm since the undulator magnetic field amplitude increases symmetrically with
respect to its median plane. The focusing approximation gives zero results for this case:
ΔX0 zð Þ ¼ 0 and ΔX zð Þ ¼ 0. The zero result for ΔX0 zð Þ and ΔX zð Þ, given by the focusing approx-
imation, is clear because the equations of motion in the horizontal and vertical planes are
independent in the framework of this approximation. Therefore, the shift of the electron in
the vertical direction leads to a corresponding variation of the vertical component of its
trajectory without changing its horizontal component. At the same time, the numerical simu-
lations by using the Runge-Kutta method, as well as the analytical calculations by using a
more exact formula, namely the derivative of Eq. (45), give distinctly nonzero result. In other
words, more accurate numerical simulations and analytical calculations carried out with more
precise Eq. (45) have clearly demonstrated that electron trajectories in undulators have the
cross-coordinate influence effects. This means that changes in the initial electron parameters in
the vertical plane lead to changes of the electron trajectory in the horizontal plane, and vice
versa. Eqs. (45), (46) demonstrate it explicitly. Physics of the appearance of such nonzero
oscillating behaviour of additions (curves (b) in Figure 3 (A) and (B)) is clear. The undulator
deflection parameter K is calculated using the value of the magnetic-field amplitude B0 on the
undulator axis (Z-axis). The transverse electron velocity with zero initial conditions in its

motion in the undulator median plane is described by the expression x0 zð Þ ¼ �eKcosw. In the
example under consideration, the electron moves at y0 ¼ �0:1 mm (the additional shift in the
vertical direction acquired by the electron during its motion in the undulator field is small:
� 2∙10�4 mm and can be neglected, see Figure 2 (B). The magnetic field in the plane of the
electron motion y0 ¼ �0:1 mm is slightly larger than it is in the undulator median plane. As a
result, the amplitude of such an electron oscillation must be larger than that if it moves in the
undulator median plane. The nonzero addition to the reduced velocity ΔX0 zð Þ shown in Figure 3
(A) describes the increase in the amplitude of the electron-velocity oscillations in the horizontal
plane. We also note that in the case under consideration, the additions to the horizontal compo-
nents of the electron-reduced velocity ΔX0 zð Þ and coordinate ΔX zð Þ (see Figure 3 (A), (B)) are of
the same order in amplitude as the corresponding additions to the vertical components ΔY0 zð Þ и
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linear approximation) is described by the following expressions: x1 zð Þ ¼ � eK=kz
� �

sinw and

y1 zð Þ ¼ y0 ¼ �0:1.
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vertical velocities y0 zð Þ for both electrons with y0 ¼ �0:1. Vertical reduced velocity is described
by the formula y0 zð Þ ¼ ΔY0 zð Þ. Figure 2 (B) shows the additions ΔY zð Þ to the vertical compo-
nents of the electron trajectories y zð Þ calculated at the listed above initial conditions. Vertical
component of the electron trajectory is described by the formula y zð Þ ¼ y0 þ ΔY zð Þ. Figure 2 (A)
and (B) both include the addition for the electron trajectory, which was initially shifted down-
ward in the negative direction of Y-axis, y0 ¼ �0:1 mm (the upper curves) and for the electron
trajectory, which was initially shifted upward in the positive direction of Y-axis, y0 ¼ 0:1 mm
(the lower curves correspondently). It is easy to see that in both cases the electrons in their
propagations along the undulator axis deviate monotonically to the undulator median plane
Y ¼ 0. Indeed, the electron initially located above the median plane (with y0 ¼ 0:1 mm)
and moving in parallel to the undulator axis (y00 ¼ 0) (see Figure 2 (A, B), the lower curves)
acquires the negative velocity component, whose absolute value increases linearly with
the longitudinal coordinate z growths. Similarly, the electron initially located below the median
electron plane (with y0 ¼ �0:1 mm) and moving in parallel to the undulator axis (y00 ¼ 0)
(see Figure 2 (A, B), the upper curves) acquires the positive velocity component, whose value
also increases linearly with the longitudinal coordinate z growths. The maximum value of the
vertical reduced velocity component is achieved at the final point of the undulator magnetic
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about 10�3 with the analytical value obtained earlier by using Eq. (38).

In fact, all three methods of calculation, namely focusing approximation, perturbation theory and
numerical simulation, give just the same result in this case. All correspondent curves in Figure 2
are merged together. The largest absolute difference between numerically simulated function
ΔY0 zð Þ by using the Runge-Kutta method and calculated in the focusing approximations is
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6∙10�11. In this case, the maximum value of the function ΔY0 zð Þ is equal to 8∙10�8. Therefore, the
relative error is about 8∙10�4. The largest absolute difference between the numerically simulated
function ΔY0 zð Þ and those using formula (46) is equal to 10�11. The relative error in this case is
about 10�4. This is better by an order as compared with the case of focusing approximation,
although it is not essential in this case. The maximum value of the function ΔY zð Þ is equal to
2∙10�4 mm, see Figure 2 (B). The largest absolute difference between numerically simulated
function ΔY zð Þ by using the Runge-Kutta method and calculated in the focusing approximations
is 2:5∙10�8 mm. The relative error in this case is about 10�4. Maximum absolute difference
between the values of ΔY zð Þ obtained by means of the numerical simulation and by using
Eq. (46) is also equal to 2:5∙10�8 mm with the same relative error of about 10�4.

Figure 3 (A) and (B) show the horizontal additions to the regular part of the reduced electron
velocity ΔX0 zð Þ and electron trajectory ΔX zð Þ, calculated at the mentioned earlier conditions
x0 ¼ 0 mm, θ0 ¼ 0, y0 ¼ �0:1 mm and y00 ¼ 0. The functions ΔX0 zð Þ and ΔX zð Þ are the same
for y0 ¼ �0:1 mm since the undulator magnetic field amplitude increases symmetrically with
respect to its median plane. The focusing approximation gives zero results for this case:
ΔX0 zð Þ ¼ 0 and ΔX zð Þ ¼ 0. The zero result for ΔX0 zð Þ and ΔX zð Þ, given by the focusing approx-
imation, is clear because the equations of motion in the horizontal and vertical planes are
independent in the framework of this approximation. Therefore, the shift of the electron in
the vertical direction leads to a corresponding variation of the vertical component of its
trajectory without changing its horizontal component. At the same time, the numerical simu-
lations by using the Runge-Kutta method, as well as the analytical calculations by using a
more exact formula, namely the derivative of Eq. (45), give distinctly nonzero result. In other
words, more accurate numerical simulations and analytical calculations carried out with more
precise Eq. (45) have clearly demonstrated that electron trajectories in undulators have the
cross-coordinate influence effects. This means that changes in the initial electron parameters in
the vertical plane lead to changes of the electron trajectory in the horizontal plane, and vice
versa. Eqs. (45), (46) demonstrate it explicitly. Physics of the appearance of such nonzero
oscillating behaviour of additions (curves (b) in Figure 3 (A) and (B)) is clear. The undulator
deflection parameter K is calculated using the value of the magnetic-field amplitude B0 on the
undulator axis (Z-axis). The transverse electron velocity with zero initial conditions in its

motion in the undulator median plane is described by the expression x0 zð Þ ¼ �eKcosw. In the
example under consideration, the electron moves at y0 ¼ �0:1 mm (the additional shift in the
vertical direction acquired by the electron during its motion in the undulator field is small:
� 2∙10�4 mm and can be neglected, see Figure 2 (B). The magnetic field in the plane of the
electron motion y0 ¼ �0:1 mm is slightly larger than it is in the undulator median plane. As a
result, the amplitude of such an electron oscillation must be larger than that if it moves in the
undulator median plane. The nonzero addition to the reduced velocity ΔX0 zð Þ shown in Figure 3
(A) describes the increase in the amplitude of the electron-velocity oscillations in the horizontal
plane. We also note that in the case under consideration, the additions to the horizontal compo-
nents of the electron-reduced velocity ΔX0 zð Þ and coordinate ΔX zð Þ (see Figure 3 (A), (B)) are of
the same order in amplitude as the corresponding additions to the vertical components ΔY0 zð Þ и
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ΔY zð Þ, see Figure 2 (A), (B): ΔY0 zð Þ � ΔX0 zð Þ, ΔY zð Þ � ΔX zð Þ. The ration of amplitudes of these
functions is about 2.5 only.

Functions ΔX0 zð Þ and ΔX zð Þ, calculated through Eq. (45) and its derivative, are in excellent
agreement with these numerically simulated functions. The function ΔX0 zð Þ, differently calcu-
lated (numerically and with the Eq. (45)), has maximum deviation about 6∙10�11 in its absolute
value. The maximum value of X0 zð Þ function is about 3∙10�8 and the relative error is equal to
2∙10�3. Similarly, the function ΔX zð Þ, differently calculated, has maximum deviation about
10�9 in its absolute value. The maximum value of ΔX zð Þ function is about 7∙10�5 and the
relative error is equal to 1:4∙10�5. This means that these functions are merged together in
Figure 3 (A) and (B).

Figures 4 and 5 show the calculated transverse components of the electron trajectory and its
reduced velocity ΔX zð Þ, ΔY zð Þ, ΔX0 zð Þ and ΔY0 zð Þ with the following initial conditions:
x0 ¼ 0:1 mm, θ0 ¼ �5∙10�5 rad, y0 ¼ 0:1 mm and y00 ¼ �5∙10�5 rad.

Figure 4. Additions to the electron vertical velocity and vertical coordinate: x0 ¼ 0:1 mm, θ0 ¼ �5∙10�50 rad, y0 ¼ 0:1
mm and y00 ¼ �5∙10�5 rad.

Figure 5. Additions to the electron horizontal velocity and horizontal coordinate: x0 ¼ 0:1 mm, θ0 ¼ �5∙10�50 rad,
y0 ¼ 0:1 mm and y00 ¼ �5∙10�5 rad.
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Figure 4 shows the additions to the linear (main) part of the vertical component of the electron-
reduced velocity ΔY0 zð Þ and coordinate ΔY zð Þ. It can be seen that both curves in Figure 4 (A),
as well as in Figure 4 (B), namely computed in the framework of focusing approximation and
by means of perturbation theory, are relatively close to each other. In most cases, the difference
is not important. For completeness, we check here the precision of Eq. (46). For Figure 4 (A),
the largest absolute difference between the numerically simulated function ΔY0 zð Þ and those
using formula (46) is equal to 3∙10�12. In this case, the maximum value of the function ΔY0 zð Þ is
equal to 2∙10�8. The relative error in this case is about 1:5∙10�4. Similarly, for Figure 4 (B) the
largest absolute difference between the numerically simulated function ΔY zð Þ and those using
formula (46) is equal to 4∙10�9 mm. In this case, the maximum value of the function ΔY zð Þ is
equal to 4∙10�5 mm. The relative error in this case is about 10�4. This means that these two
couples of functions are merged together in Figure 4 (A) and (B).

Figure 5 shows the additions to the linear (main) part of the horizontal component of the
electron-reduced velocity ΔX0 zð Þ and coordinate ΔX zð Þ. For Figure 5 (A), the largest absolute
difference between the numerically simulated function ΔX0 zð Þ and those using formula (45) is
equal to 1:5∙10�11. In this case, the maximum value of the function ΔX0 zð Þ is equal to 4∙10�8.
The relative error in this case is about 4∙10�4. Similarly, for Figure 5 (B), the largest absolute
difference between the numerically simulated function ΔX zð Þ and those using formula (45) is
equal to 9∙10�10 mm. In this case, the maximum value of the function ΔX zð Þ is equal to 7∙10�5

mm. The relative error in this case is about 10�5. This means that these two couples of
functions are merged together in Figure 5 (A) and (B). It is seen that, in this case, the focusing
approximation describes the electron trajectory in the horizontal plane completely incorrectly,
while formula (45) describes it with very good accuracy.

7. Conclusion

Here, electron beam dynamics in a planar undulator was analysed. Three methods of electron
trajectory calculations were considered: smoothing (focusing) approximation, perturbation
theory method and numerical simulations by using the Runge-Kutta algorithm. Within the
framework of focusing approximation, trajectories were described by rather simple analytical
expressions (20–23) which have a clear physical interpretation. However, the more detailed
analysis of the electron trajectories in a three-dimensional magnetic field of a planar undulator
showed that the focusing approximation does not always give the correct result, and it should
be used with caution. Expressions (45, 46) give the correct result and their high accuracy was
confirmed by numerical simulations. However, Eqs. (45), (46) are rather cumbersome, and they
have no clear physical interpretation. Their cumbersomeness results from the fact that they
include all terms of cubic power of smallness.

The examples used in this chapter show that the focusing approximation formulas (21, 23),
which describe the electron motion in the vertical plane of ideal undulator magnetic field, have
quite admissible accuracy. However, in the general case, formulas (20, 22) are hardly applicable
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ΔY zð Þ, see Figure 2 (A), (B): ΔY0 zð Þ � ΔX0 zð Þ, ΔY zð Þ � ΔX zð Þ. The ration of amplitudes of these
functions is about 2.5 only.

Functions ΔX0 zð Þ and ΔX zð Þ, calculated through Eq. (45) and its derivative, are in excellent
agreement with these numerically simulated functions. The function ΔX0 zð Þ, differently calcu-
lated (numerically and with the Eq. (45)), has maximum deviation about 6∙10�11 in its absolute
value. The maximum value of X0 zð Þ function is about 3∙10�8 and the relative error is equal to
2∙10�3. Similarly, the function ΔX zð Þ, differently calculated, has maximum deviation about
10�9 in its absolute value. The maximum value of ΔX zð Þ function is about 7∙10�5 and the
relative error is equal to 1:4∙10�5. This means that these functions are merged together in
Figure 3 (A) and (B).

Figures 4 and 5 show the calculated transverse components of the electron trajectory and its
reduced velocity ΔX zð Þ, ΔY zð Þ, ΔX0 zð Þ and ΔY0 zð Þ with the following initial conditions:
x0 ¼ 0:1 mm, θ0 ¼ �5∙10�5 rad, y0 ¼ 0:1 mm and y00 ¼ �5∙10�5 rad.

Figure 4. Additions to the electron vertical velocity and vertical coordinate: x0 ¼ 0:1 mm, θ0 ¼ �5∙10�50 rad, y0 ¼ 0:1
mm and y00 ¼ �5∙10�5 rad.

Figure 5. Additions to the electron horizontal velocity and horizontal coordinate: x0 ¼ 0:1 mm, θ0 ¼ �5∙10�50 rad,
y0 ¼ 0:1 mm and y00 ¼ �5∙10�5 rad.
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Figure 4 shows the additions to the linear (main) part of the vertical component of the electron-
reduced velocity ΔY0 zð Þ and coordinate ΔY zð Þ. It can be seen that both curves in Figure 4 (A),
as well as in Figure 4 (B), namely computed in the framework of focusing approximation and
by means of perturbation theory, are relatively close to each other. In most cases, the difference
is not important. For completeness, we check here the precision of Eq. (46). For Figure 4 (A),
the largest absolute difference between the numerically simulated function ΔY0 zð Þ and those
using formula (46) is equal to 3∙10�12. In this case, the maximum value of the function ΔY0 zð Þ is
equal to 2∙10�8. The relative error in this case is about 1:5∙10�4. Similarly, for Figure 4 (B) the
largest absolute difference between the numerically simulated function ΔY zð Þ and those using
formula (46) is equal to 4∙10�9 mm. In this case, the maximum value of the function ΔY zð Þ is
equal to 4∙10�5 mm. The relative error in this case is about 10�4. This means that these two
couples of functions are merged together in Figure 4 (A) and (B).

Figure 5 shows the additions to the linear (main) part of the horizontal component of the
electron-reduced velocity ΔX0 zð Þ and coordinate ΔX zð Þ. For Figure 5 (A), the largest absolute
difference between the numerically simulated function ΔX0 zð Þ and those using formula (45) is
equal to 1:5∙10�11. In this case, the maximum value of the function ΔX0 zð Þ is equal to 4∙10�8.
The relative error in this case is about 4∙10�4. Similarly, for Figure 5 (B), the largest absolute
difference between the numerically simulated function ΔX zð Þ and those using formula (45) is
equal to 9∙10�10 mm. In this case, the maximum value of the function ΔX zð Þ is equal to 7∙10�5

mm. The relative error in this case is about 10�5. This means that these two couples of
functions are merged together in Figure 5 (A) and (B). It is seen that, in this case, the focusing
approximation describes the electron trajectory in the horizontal plane completely incorrectly,
while formula (45) describes it with very good accuracy.

7. Conclusion

Here, electron beam dynamics in a planar undulator was analysed. Three methods of electron
trajectory calculations were considered: smoothing (focusing) approximation, perturbation
theory method and numerical simulations by using the Runge-Kutta algorithm. Within the
framework of focusing approximation, trajectories were described by rather simple analytical
expressions (20–23) which have a clear physical interpretation. However, the more detailed
analysis of the electron trajectories in a three-dimensional magnetic field of a planar undulator
showed that the focusing approximation does not always give the correct result, and it should
be used with caution. Expressions (45, 46) give the correct result and their high accuracy was
confirmed by numerical simulations. However, Eqs. (45), (46) are rather cumbersome, and they
have no clear physical interpretation. Their cumbersomeness results from the fact that they
include all terms of cubic power of smallness.

The examples used in this chapter show that the focusing approximation formulas (21, 23),
which describe the electron motion in the vertical plane of ideal undulator magnetic field, have
quite admissible accuracy. However, in the general case, formulas (20, 22) are hardly applicable
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to the description of the behaviour of an electron in the horizontal plane. The use of expression
(46) gives a more reliable result. At the same time, the use of analytical expressions (45, 46) has
significant advantages. Indeed, for numerical calculation (e.g. by using the Runge-Kutta algo-
rithm) the spatial coordinates and velocity directions of an electron at the undulator end, it is
necessary to calculate all its trajectories in the undulator successively, step by step, with a small
interval. This requires considerable time. By using the analytical formulas, it is possible to
immediately obtain the final result by substituting the ending coordinate of the undulator
magnetic field into the analytical expressions. This dramatically reduces the computational time.
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Abstract

The concept of the electron multi-beam linear accelerator electron voltage transformer
(EVT) invokes aspects of a two-beam accelerator. Here, effective transformation of
energy of several drive beams to energy of a high voltage accelerated beam takes place.
It combines an RF generator and essentially an accelerator within the same vacuum
envelope. Acceleration occurs in inductively-tuned cavities. The ratios between values
of RF beam currents and their voltages are similar to ratios for an electric transformer
that is leaded to dub this device an electron voltage transformer (EVT). Properties and
high efficiency of the EVT accelerator proves to be true by the example of numerical
simulations of three accelerator configurations generating electron beams with energies
1, 2 and 4.3 MeV, respectively. The submitted results of numerical simulations show a
resource for the further increase in efficiency of the EVT accelerator up to 70–75% by
using a depressed collector for a spent dive beam.

Keywords: two-beam accelerator, electron gun, drive beam, accelerated beam,
RF buncher, accelerating cavity, depressed collector

1. Introduction

Two-beam linear collider can serve as the most known example use of two-beam concept in the
field of high energy physics [1]. Derbenev Ya et al. [2] can serve as an example of consideration
of the two-beam concept in the range of low energy (1–10 MeV). Specificity of low energy
when the relativistic factor is low is that a change of velocity of particles for conservation of the
appropriate phase ratio between drive bunches and accelerated bunches, i.e. for keeping of
synchronism in process of beam-beam interactions, shall be taken into account. Derbenev Ya
et al. assumed that the use of the H020 mode in a pill-box cavity where acceleration occurs on
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an axis of the cavity and the annular drive beam changes its radius during movement [2].
Synchronization is carried out due to change in a focusing magnetic field along the axis of the
device and this implies changing of the radius of the annular drive beam. However, this
concept has never been developed any further.

Here, a new concept of the electron accelerator briefly named electron voltage transformer
(EVT) is considered, where the multi-beam approach is of a crucial importance. The approach
to use several beam-lets interacting with the common cavity is well-known and is imple-
mented successfully in multi-beam klystrons (MBK’s) [3, 4]. Such design is also inherent to
the greatest degree in the concept of EVT. All beams in EVT are generated in a common
electron gun. Then, they are bunched in RF cavities as in a klystron. The energy is transferred
from the drive bunches to the accelerated bunch in the accelerating structure. Each cavity of
the structure is coupled to all beams, but the cavities are not coupled one to another.

Basic difference from the concept quoted above [2] is that axes of all beams are parallel straight
lines and that for beams focusing a homogeneous magnetic field of a solenoid is used. The
cavities in EVT are inductively detuned, having the resonant frequencies of their working
modes being higher than the operating frequency. As a result, the phase angle between the
gap voltage of the cavities and the fundamental harmonic of the drive beam current is close to
90�, as against conditions for the accelerated beam where the phase angle between accelerating
gap voltage and a harmonic of a current is close to zero. This operating regime allows one to
achieve the desired value of the accelerating field. The most important advantage of using
inductively tuned cavities is effective longitudinal bunch focusing, which is exerted by the
cavity RF fields of the drive bunches. The drive beam-lets in EVT are weakly relativistic.
Therefore, synchronous energy transfer from the drive beams to the accelerated beam is
achieved by correct choices of distances Δz between the adjacent cavity gaps. A similar
condition, of two-beam acceleration in inductive tuned cavity, is considered by Kazakov et al.
[5], where, in contrast to EVT, the authors have placed the drive beam and the accelerated
beam on the same axis. Dolbilov G has discussed a two-beam accelerator of protons, where the
use of inductive tuned cavities for an electron drive beam is considered [6, 7]. The accelerated
beams and the drive beams move there in opposite directions in order to maintain the condi-
tion of synchronization.

Preliminary results of numerical simulations using the known and reliable code MAGIC [8] are
presented for an EVT prototype, which operates in S-band, where acceleration up to 1 MeV
was predicted at efficiency of 66% [9]. A project version of an EVT accelerator operating at
L-band, in which a 6-A, 110-kV beam is accelerated to 2 MeV with an overall efficiency of 60%,
is presented below. The further development of the EVT concept is based on a principle of two-
stage acceleration, where an ensemble of the drive beam-lets is consisting of two groups. At the
first stage, the first group of drive beam-lets transfers their energy to the second group of drive
beam-lets. At the second stage, the second group of drive beam-lets transfers their energy to
the accelerated beam. Such configuration allows a transformation ratio and energy of the
accelerated beam to be increased considerably. Numerical simulations predict acceleration of
an initial 1 A, 60 keV beam up to energy of 4.3 MeV at efficiency of 22%. The use of a novel
view on a Depressed Collector (DC) for a spent drive beam, where the DC is considered as a
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separator of a spectrum of particles, increases efficiency in the first two EVT projects up to 74
and 68%, respectively. Numerical results are shown in Figures and Tables.

A positive feature of the EVT concept is that the accelerator does not require an external high
power RF-source, but only a 60–110-kV pulsed source for operation. The duty cycle for the
device will be easily adjusted via the pulse duty cycle of the power supply. The absence of an
RF-source, utilization of a relatively low-voltage pulsed power supply to drive the machine,
and the compact size of the device would ensure a relatively light weight and highly versatile
applied accelerators.

2. EVTconfiguration

The schematic representation of an EVT accelerator is shown in Figure 1, where the accelerat-
ing structure is pop up.

An electron gun, a magnetic focusing system and a RF buncher will be provided below in the
description of specific projects of EVTs. Figure 1 (right) provides an example of the accelerat-
ing cavity. The operating mode is TM020. An accelerated beam is located in the centre, and a
drive beam is located on the periphery, at a peak value of an electric field. The drive beam
consists of six beam-lets in the case shown. An additional passive ring-shaped bunching cavity
with the fundamental TM010 mode is located in a long drift tube. Synchronous energy transfer
from the drive beams to the accelerated beam can be achieved through correct choices of
distances Δz1 and Δz2 between gaps of adjacent accelerating cavities.

Figure 1. Schematic representation of an EVT (left); shape of the accelerating cavity and electric field Ez along x-axis
(right).
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an axis of the cavity and the annular drive beam changes its radius during movement [2].
Synchronization is carried out due to change in a focusing magnetic field along the axis of the
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view on a Depressed Collector (DC) for a spent drive beam, where the DC is considered as a
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separator of a spectrum of particles, increases efficiency in the first two EVT projects up to 74
and 68%, respectively. Numerical results are shown in Figures and Tables.
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device will be easily adjusted via the pulse duty cycle of the power supply. The absence of an
RF-source, utilization of a relatively low-voltage pulsed power supply to drive the machine,
and the compact size of the device would ensure a relatively light weight and highly versatile
applied accelerators.

2. EVTconfiguration

The schematic representation of an EVT accelerator is shown in Figure 1, where the accelerat-
ing structure is pop up.

An electron gun, a magnetic focusing system and a RF buncher will be provided below in the
description of specific projects of EVTs. Figure 1 (right) provides an example of the accelerat-
ing cavity. The operating mode is TM020. An accelerated beam is located in the centre, and a
drive beam is located on the periphery, at a peak value of an electric field. The drive beam
consists of six beam-lets in the case shown. An additional passive ring-shaped bunching cavity
with the fundamental TM010 mode is located in a long drift tube. Synchronous energy transfer
from the drive beams to the accelerated beam can be achieved through correct choices of
distances Δz1 and Δz2 between gaps of adjacent accelerating cavities.

Figure 1. Schematic representation of an EVT (left); shape of the accelerating cavity and electric field Ez along x-axis
(right).
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3. Scientific and technical justification of the EVTconcept

It is known that a field E r; tð Þ in a volume Ω of a cavity generated by a beam with a current
density J r; tð Þ can be presented as eigenmode expansion: E r; tð Þ ¼Pλeλ tð Þ ∙Eλ rð Þ, where eigen
vectors Eλ rð Þ are functions of coordinate r that are normalized by energy of the cavity as
follows:

Wλ ¼ ε0
2

ð

Ω
Eλ rð Þj j2dΩ: (1)

A time-dependent multiplier eλ tð Þ is the solution of the equation of oscillator with the second
member, Eq. (2):

d2eλ
dt2

þ ωλ

Qλ

deλ
dt

þ ω2
λeλ ¼ � 1

2Wλ

d
dt

ð

Ω

_J ∙EλdΩ
� �

(2)

Let’s express Eq. (2) in a complex form and consider one of the eigenmodes only, having
frequency ω0, replacing: eλ tð Þ ! _e0 ∙exp iωtð Þ, J r; tð Þ ! J rð Þexp iωtð Þ. It gives

_e0 ¼ i ∙ω
ω2 � ω2

0 � i ∙ωω0=Q0
∙

1
2W0

ð

Ω

_J rð ÞE0 rð ÞdΩ (3)

Other terms of expansion generated by the beam current will have small values at high quality
Q0 of the cavity and at ω ≈ωO, and they will not be taken into account. Eqs. (2) and (3) are the
most general expressions for determination of fields in cavities [10]. As it takes place ω ≈ωO,
the equation Eq. (3) can be rewritten as:

_e0 ¼ exp iφð Þ Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙
1

2ωW0

ð

Ω

_J ∙E0dΩ (4)

where ξ0 is a relative detuning:

ξ0 ¼ Q0
ω2 � ω2

0

ωω0
≈
2Q0Δω0

ω

Δω0 ¼ ω� ω0

φ ¼ tan �1 �ξ0ð Þ

8>>>><
>>>>:

(5)

Practically, the cavity is described via integral characteristics, such as geometric impedance of
drive gap (index 1) and accelerated gap (index 2):

r1 ¼ R=Qð Þ1, r2 ¼ R=Qð Þ2; (6)

circuit current _I1 of the drive gap and circuit current _I2 of the accelerating gap equal to
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_I1 ¼ exp iφ1

� �
TG1 ∙2FB1I01, _I2 ¼ exp iφ2

� �
TG2 ∙2FB2I02; (7)

RF beam currents:

IRF1 ¼ 2FB1I01, IRF2 ¼ 2FB2I02; (8)

voltage _V 1 of the drive gap along axis z1 and voltage _V 2 of the accelerating gap along axis z2:

_V 1 ¼ _e0V1 ¼ _e0

ð

z1
E0 zð Þdz, _V 2 ¼ _e0V2 ¼ _e0

ð

z2
E0 zð Þdz (9)

where: φ1 and φ2 are phase angles; TG1, TG2 are transit time factors of the drive and accelerat-
ing gaps, respectively; FB1, FB2 are form-factors of bunches; I01, I02 are average drive beam
currents of the drive and accelerated beams.

For relativistic beams, when it is possible to neglect relative moving of particles inside a bunch,
and taking into account that the integral on the second member of Eq. (2) is not equal to zero in
gap 1 and gap 2 only where beam currents exist, the Eq. (2) is rewritten as follows:

_e0 ¼ exp iφð Þ Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙
1

2ωW0

_I1V1 þ _I2V2

� �
: (10)

Let us add in relationships under consideration

KV ¼ V2=V1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
r2=r1

p
, (11)

following from: 2ωW0 ¼ V2
1=r1 ¼ V2

2=r2.

The description of the equivalent circuit for a case of interaction of relativistic beams with the
cavity is

_V 1 ¼ exp iφð Þ ∙ Q0 ∙r1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ _I1 þ KV
_I2

� �
¼ ZC ∙ _I (12)

_V 2 ¼ �KV _V 1 (13)

where ZC is impedance of the drive gap, φ is a phase angle between gap voltage _V 1 and

equivalent circuit current _I . Eq. (13) shows properties of the chosen operating eigenmode of a
cavity when phases of fields in accelerating and drive gaps are shifted by angle π.

At interaction of a cavity with low relativistic beam it is necessary to consider also beam-
loading effect or a beam admittance YB ¼ GB þ i ∙BB. Therefore, Eq. (12) is revised as

_V 1 ¼ 1
1=ZC þ YB

∙ _I1 þ KV
_I2

� �
(14)

Let’s set out well-known analytical formulas for a rectangular bunch with angular length ψB

and for the flat cavity gap having a transit time angle ψC:
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density J r; tð Þ can be presented as eigenmode expansion: E r; tð Þ ¼Pλeλ tð Þ ∙Eλ rð Þ, where eigen
vectors Eλ rð Þ are functions of coordinate r that are normalized by energy of the cavity as
follows:
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Let’s express Eq. (2) in a complex form and consider one of the eigenmodes only, having
frequency ω0, replacing: eλ tð Þ ! _e0 ∙exp iωtð Þ, J r; tð Þ ! J rð Þexp iωtð Þ. It gives
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Other terms of expansion generated by the beam current will have small values at high quality
Q0 of the cavity and at ω ≈ωO, and they will not be taken into account. Eqs. (2) and (3) are the
most general expressions for determination of fields in cavities [10]. As it takes place ω ≈ωO,
the equation Eq. (3) can be rewritten as:
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where ξ0 is a relative detuning:
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ωω0
≈
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ω
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(5)

Practically, the cavity is described via integral characteristics, such as geometric impedance of
drive gap (index 1) and accelerated gap (index 2):

r1 ¼ R=Qð Þ1, r2 ¼ R=Qð Þ2; (6)

circuit current _I1 of the drive gap and circuit current _I2 of the accelerating gap equal to
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_I1 ¼ exp iφ1

� �
TG1 ∙2FB1I01, _I2 ¼ exp iφ2

� �
TG2 ∙2FB2I02; (7)

RF beam currents:

IRF1 ¼ 2FB1I01, IRF2 ¼ 2FB2I02; (8)

voltage _V 1 of the drive gap along axis z1 and voltage _V 2 of the accelerating gap along axis z2:

_V 1 ¼ _e0V1 ¼ _e0

ð

z1
E0 zð Þdz, _V 2 ¼ _e0V2 ¼ _e0

ð

z2
E0 zð Þdz (9)

where: φ1 and φ2 are phase angles; TG1, TG2 are transit time factors of the drive and accelerat-
ing gaps, respectively; FB1, FB2 are form-factors of bunches; I01, I02 are average drive beam
currents of the drive and accelerated beams.

For relativistic beams, when it is possible to neglect relative moving of particles inside a bunch,
and taking into account that the integral on the second member of Eq. (2) is not equal to zero in
gap 1 and gap 2 only where beam currents exist, the Eq. (2) is rewritten as follows:

_e0 ¼ exp iφð Þ Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙
1

2ωW0

_I1V1 þ _I2V2

� �
: (10)

Let us add in relationships under consideration

KV ¼ V2=V1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
r2=r1

p
, (11)

following from: 2ωW0 ¼ V2
1=r1 ¼ V2

2=r2.

The description of the equivalent circuit for a case of interaction of relativistic beams with the
cavity is

_V 1 ¼ exp iφð Þ ∙ Q0 ∙r1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ _I1 þ KV
_I2

� �
¼ ZC ∙ _I (12)

_V 2 ¼ �KV _V 1 (13)

where ZC is impedance of the drive gap, φ is a phase angle between gap voltage _V 1 and

equivalent circuit current _I . Eq. (13) shows properties of the chosen operating eigenmode of a
cavity when phases of fields in accelerating and drive gaps are shifted by angle π.

At interaction of a cavity with low relativistic beam it is necessary to consider also beam-
loading effect or a beam admittance YB ¼ GB þ i ∙BB. Therefore, Eq. (12) is revised as

_V 1 ¼ 1
1=ZC þ YB

∙ _I1 þ KV
_I2

� �
(14)

Let’s set out well-known analytical formulas for a rectangular bunch with angular length ψB

and for the flat cavity gap having a transit time angle ψC:
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TC ¼ sin ψC=2
� �
ψC=2

; FB ¼ sin ψB=2
� �
ψB=2

; (15)

GB ¼ I0
VB

∙
1
2
T2
G 1� ψC

2
ctan

ψC

2

� �
; BB ¼ I0

VB
∙
sinψC � 1þ cosψC

� �
ψC=2

ψ2
C

, (16)

where I0 is an average beam current, VB is an average beam voltage in the corresponding gap
(drive or accelerating), TG is the corresponding transit time factor and FB is a form-factor of the
corresponding beam.

3.1. Conditions for preset drive bunching maintenance

As it is known, a bunching cavity has inductive detuning, i.e. ω < ω0, at which the phase angle
between a gap voltage and an equivalent current of a cavity circuit becomes close to π=2.
Figure 2 shows mutual position of bunches, currents and gap voltages on a phase plane in an
accelerating cavity. The phase position of a head _H head and tail _T tail of a drive bunch is shown

here, too. Let’s notice, that complex RF beam current _IRF1 is displaced at angle π relative to the

circuit current _I1.

3.2. An impedance of the drive gap loaded with the accelerated beam

As it is evidently from Figure 2, suitable conditions for an accelerating cavity shall be as
follows: φ ! π=2, exp iφð Þ ≈ i. It is the chosen phase of drive current: φ1 ¼ 0. The phase of the
accelerated beam current equal to φ2 ≈ � π=2 provides a bunch being in the electric field close

Figure 2. Electric field in cavity gaps (left) and position of complex values on the phase plane (right), providing phase
focusing of a drive bunch and acceleration of the beam.
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to the peak value, i.e. _I1 ¼ I1 and _I2 ¼ �i ∙ I2. Thus, using Eqs. (12) and (13), the required
impedance of the loaded drive gap is

Z1 ¼
_V 1

_I1
¼ Q0 ∙r1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ξ20

q KV

KTr
þ i

� �
(17)

where KTr ¼ I1=I2 is a transformation ratio. An impedance of the accelerating gap is similarly
found:

Z2 ¼
_V 2

_I2
¼ Q0 ∙r1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ξ20

q KVKTr � iK2
V

� �
(18)

On the other hand for the equivalent circuit of the cavity the impedance Z1 is given as:

Z1 ¼ rþ i ∙x ¼ Qload ∙r1
1þ ξ2load

1� i ∙ξloadð Þ (19)

where Qload and

ξload ≈ 2QloadΔωload=ω (20)

are parameters of the equivalent loaded cavity circuit. Equating the real and imaginary parts of
Eqs. (18) and (19), the loading quality Qload and relative detuning ξload can be represented as
follows:

Qload ¼
Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q KTr

KV
1þ K2

V

K2
Tr

 !
¼ Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ξ20

q ∙
KTr

KV

ξload ¼ �KTr

KV

8>>>><
>>>>:

(21)

Considering Eq. (21) together with Eq. (20) leads to:

Δωload

ω
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q

2Q0
∙

1
1þ K2

V=K
2
Tr

≈ � Δω0j j
ω

(22)

where a high value of detuning Δω0 is suggested, which results in
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q
≈ ξ0j j. In addition,

it is assumed that the transformation ratio is large enough, i.e., K2
V=K

2
Tr ≪ 1. For example,

KV ≈ 2, KTr ≈ 20, Δω0=ω ≈ 10�3, Q0 ≈ 8000, ξ0 ≈ 16.

Eq. (22) shows that loading of the accelerated beam practically does not change the imaginary
part of the impedance of the cavity, and, thus, it is possible to model loading as a certain
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to the peak value, i.e. _I1 ¼ I1 and _I2 ¼ �i ∙ I2. Thus, using Eqs. (12) and (13), the required
impedance of the loaded drive gap is
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On the other hand for the equivalent circuit of the cavity the impedance Z1 is given as:

Z1 ¼ rþ i ∙x ¼ Qload ∙r1
1þ ξ2load

1� i ∙ξloadð Þ (19)

where Qload and

ξload ≈ 2QloadΔωload=ω (20)

are parameters of the equivalent loaded cavity circuit. Equating the real and imaginary parts of
Eqs. (18) and (19), the loading quality Qload and relative detuning ξload can be represented as
follows:

Qload ¼
Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q KTr

KV
1þ K2

V

K2
Tr

 !
¼ Q0ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ξ20

q ∙
KTr

KV

ξload ¼ �KTr

KV

8>>>><
>>>>:

(21)

Considering Eq. (21) together with Eq. (20) leads to:

Δωload

ω
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
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2Q0
∙

1
1þ K2

V=K
2
Tr

≈ � Δω0j j
ω
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where a high value of detuning Δω0 is suggested, which results in
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q
≈ ξ0j j. In addition,

it is assumed that the transformation ratio is large enough, i.e., K2
V=K

2
Tr ≪ 1. For example,

KV ≈ 2, KTr ≈ 20, Δω0=ω ≈ 10�3, Q0 ≈ 8000, ξ0 ≈ 16.

Eq. (22) shows that loading of the accelerated beam practically does not change the imaginary
part of the impedance of the cavity, and, thus, it is possible to model loading as a certain
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equivalent external load quality. This feature is used below in the description of numerical
model, see Section 4.

3.3. Voltage transformation ratio

Let’s find the voltage ΔVB1 lost by the drive beam and the voltage ΔVB2 added by the acceler-
ated beam, which are connected to a voltage ΔV1 of the drive gap and a voltage ΔV2 of an
accelerating gap as assigned at the corresponding moment of time (see Figure 2):

ΔVB1 ≈TG1ΔV1, ΔVB2 ≈TG2ΔV2 (23)

where transit-time factors TG1, TG2 are determined the same as in Eq. (7). Let us find voltages
ΔV1 and ΔV2 using Eqs. (12) and (13) as follows:

ΔV1 ¼ Re Z1ð Þ ∙ I1 ¼
Q0

ffiffiffiffiffiffiffiffiffi
r1r2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ I2

ΔV2 ¼ Re Z2ð Þ ∙ I2 ¼
Q0

ffiffiffiffiffiffiffiffiffi
r1r2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ I1

8>>>>>><
>>>>>>:

(24)

where the transformation ratio KTr is:

KTr ¼ I1
I2

¼ ΔV2

ΔV1
(25)

In view of Eqs. (7), (8), and (23), the transformation ratio can be written through the RF beam
currents as:

KTr ¼ IRF1
IRF2

≈
ΔVB2

ΔVB1
, (26)

or, at a high value of transit time factors TG ! 1, Eq. (26) can be written as

KTr ¼ I01
I02

, (27)

where I0 is the average current of the corresponding beam. It reflects the law of conservation of
energy for the idealized conditions applied in the beginning of section 3.3 and corresponding
to small resistive loss in a cavity. In view of losses it is resulted:

KTr ¼ I1
I2

¼ ΔV2

ΔV1
∙
1
ηB

(28)

where ηB is efficiency of power transfer, defined in the Section 3.4.
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3.4. Efficiency of power transfer between beams and other parameters of the EVT

From conservation of energy, the efficiency of power transfer from one beam to another can be
estimated as:

ηB ¼ ΔV2I2
ΔV2I2 þ V2

2=2Rs2
(29)

where Rs2 ¼ Q0 ∙r2 is the shunt impedance of the accelerating gap. For achieving a high
efficiency of energy transfer, it is important to have a large enough current I2 of the accelerated
beam, i.e. I2 ≫V2=2Rs2.

Based on the above consideration and Figure 2, it can see that in order to reach the effective

bunching of drive beam, with an angle between the current _I1 and the voltage _V 1 close to π=2,
two conditions shall be satisfied. The first is to have a large enough value of the cavity

detuning Δω0; the second is I1=KV ≫ I2. The angle between _I1 and _I2 should be close to π=2
for effective acceleration since the accelerated bunch should pass through an accelerating gap
at the time when the voltage on the gap is near its maximum. Thus, conditions

I1=KV ≫ I2 ≫V2=2Rs (30)

are the necessary factors of effective performance of the EVT, which are readily achieved when
multiple drive beam-lets are used. For example, I1 ¼ 60 A, KV ¼ 2, I2 ¼ 3 A, ΔV2 ¼ 80 kV,
V2 ¼ 100 kV, Q0 ≈ 8000, r2 ¼ 60 ohm, ηB ¼ 0:95:

We define the efficiency η of the accelerator as a ratio of the power of the accelerated beam at
the EVT output to the total beam power in the gun, namely:

η ¼ PAccel

IGunVGun
(31)

where IGun is the total current of the gun, and VGun is the gun voltage. The high EVT efficiency
is confirmed by the results of numerical simulations, as shown in Table 1.

We define a voltage gain factor to be a ratio of the voltage of the accelerated beam at the EVT
output (the final beam energy) to the gun voltage. It is:

KEVT ¼ VAccel=VGun ≈ 1þ KTr ∙η (32)

where η and KEVT are shown in the Table 1, as a result of numerical simulations.

3.5. Condition of synchronization and phasing of bunches

The drive beam-lets in the EVTare essentially low relativistic. Therefore, a synchronous energy
transfer from the drive beams to the accelerated beam is achieved through correct choices of
distances Δz between the adjacent accelerating cavities gaps. In case of equality of distances
between gaps shown in the Figure 1, a condition of synchronism is as follows:
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equivalent external load quality. This feature is used below in the description of numerical
model, see Section 4.

3.3. Voltage transformation ratio
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where transit-time factors TG1, TG2 are determined the same as in Eq. (7). Let us find voltages
ΔV1 and ΔV2 using Eqs. (12) and (13) as follows:

ΔV1 ¼ Re Z1ð Þ ∙ I1 ¼
Q0

ffiffiffiffiffiffiffiffiffi
r1r2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ I2

ΔV2 ¼ Re Z2ð Þ ∙ I2 ¼
Q0

ffiffiffiffiffiffiffiffiffi
r1r2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ20

q ∙ I1

8>>>>>><
>>>>>>:

(24)

where the transformation ratio KTr is:

KTr ¼ I1
I2

¼ ΔV2

ΔV1
(25)

In view of Eqs. (7), (8), and (23), the transformation ratio can be written through the RF beam
currents as:

KTr ¼ IRF1
IRF2

≈
ΔVB2

ΔVB1
, (26)

or, at a high value of transit time factors TG ! 1, Eq. (26) can be written as

KTr ¼ I01
I02

, (27)

where I0 is the average current of the corresponding beam. It reflects the law of conservation of
energy for the idealized conditions applied in the beginning of section 3.3 and corresponding
to small resistive loss in a cavity. In view of losses it is resulted:

KTr ¼ I1
I2

¼ ΔV2

ΔV1
∙
1
ηB

(28)

where ηB is efficiency of power transfer, defined in the Section 3.4.
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3.4. Efficiency of power transfer between beams and other parameters of the EVT

From conservation of energy, the efficiency of power transfer from one beam to another can be
estimated as:

ηB ¼ ΔV2I2
ΔV2I2 þ V2

2=2Rs2
(29)

where Rs2 ¼ Q0 ∙r2 is the shunt impedance of the accelerating gap. For achieving a high
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beam, i.e. I2 ≫V2=2Rs2.
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are the necessary factors of effective performance of the EVT, which are readily achieved when
multiple drive beam-lets are used. For example, I1 ¼ 60 A, KV ¼ 2, I2 ¼ 3 A, ΔV2 ¼ 80 kV,
V2 ¼ 100 kV, Q0 ≈ 8000, r2 ¼ 60 ohm, ηB ¼ 0:95:

We define the efficiency η of the accelerator as a ratio of the power of the accelerated beam at
the EVT output to the total beam power in the gun, namely:

η ¼ PAccel

IGunVGun
(31)

where IGun is the total current of the gun, and VGun is the gun voltage. The high EVT efficiency
is confirmed by the results of numerical simulations, as shown in Table 1.

We define a voltage gain factor to be a ratio of the voltage of the accelerated beam at the EVT
output (the final beam energy) to the gun voltage. It is:

KEVT ¼ VAccel=VGun ≈ 1þ KTr ∙η (32)

where η and KEVT are shown in the Table 1, as a result of numerical simulations.

3.5. Condition of synchronization and phasing of bunches

The drive beam-lets in the EVTare essentially low relativistic. Therefore, a synchronous energy
transfer from the drive beams to the accelerated beam is achieved through correct choices of
distances Δz between the adjacent accelerating cavities gaps. In case of equality of distances
between gaps shown in the Figure 1, a condition of synchronism is as follows:
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Δz ¼ Δz1 ¼ Δz2 ¼ 2πc
ω

∙
β1β2

β1 � β2
(33)

where β1c and β2c are velocities of the drive and accelerated bunches in space Δz between cavities
gaps. Phasing capabilities considerably extend if distances Δz1 and Δz2 between a gaps of
adjacent cavities are not equal to each other. More general Eq. (34) is corresponding to this case:

Δz1
β1

� Δz2
β2

¼ N ∙λ; N ¼ 0; 1; 2;…; λ ¼ 2πc=ω (34)

It is supposed to use RF bunchers of klystron type for generation of drive bunches. Further
bunches should be decelerated in cavities, gradually giving the energy to the accelerated
bunches. There is a reasonable question for how long the drive bunches can keep their form

Multi-beam linear accelerator S-band L-band

Operating frequency, F 2856 1300 MHz

Voltage of common electron gun 60 110 kV

Output energy of accelerated beam 1.1 2 MeV

Total gun current of drive beam 72 180 A

Gun current of accelerated beam 3 6 A

Focusing magnetic field in solenoid 800 1000 G

Energy spread of accelerated beam �10 �10 %

Micro-perveance of one drive beam-let 0.816 0.82 μA/V3/2

Transmission of drive beam 0.99 0.99

Transmission of accelerated beam 0.90 0.87

Transformation ratio 24 30

Voltage gain factor ≈18 ≈18

Typical R/Q factor of accelerating gap 58 54 Ω

Typical cavity detuning, ΔF = F0 - F 8 ÷ 12 7 MHz

Typical KV factor of gaps of cavity (Eq. 11) 4.5 5

Efficiency of transfer of power (Eq. 29) 94 97 %

Number of beam-lets of drive beam 6 6

Number of cavities of RF bunchers 4 4

Number of accelerating cavities 14 12

Number of passive bunching cavities 1 7

Length of RF part of accelerator 0.79 2.4 m

Efficiency of accelerator EVT ≈66 ≈60 %

Efficiency of EVTwith DC for drive beam 72 66 %

Table 1. The simulated parameters of the S-band and L-band linear accelerators EVT.
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and phase length. Results of 2D simulations show long enough conservation of the generated
bunch (see below projects of EVT). The similar research confirming these results can be found
in [6, 7].

4. Representation of 3D objects via equivalent 2D objects

3D codes have been used for simulation of elements of the EVT (cavities, magnetic system), but
for the analysis and optimization of dynamics of ensemble of the interacting beams moving in
numerous drift tubes the direct and slow 3D analysis is too intricate problem. Difficulty is
aggravated also with necessity of carrying out numerous optimizations.

The drive beam-lets are located on a circle, see Figure 1 (right), and it can be quite replaced
with single equivalent 2D annular beam. It is possible to choose the corresponding width of
the ring filled with a beam, providing close values of plasma wave-lengths of 2D and 3D
models of the beam. In the same way it is replaced real 3D cavities with equivalent 2D
cavities. There are chose parameters (gap, R/Q) of interaction of a 2D beam with equivalent
2D cavities similar to interaction of a 3D beam with 3D cavities. Certainly, such equivalent
model does not describe exact dynamics of the drive beam, but reflects quite well the
properties of the EVT accelerator and can serve as initial approach. The results of parameter
optimization for the EVT accelerators using the 2D code MAGIC [8], are provided in Sec-
tions 5–7.

It is obvious that, on the one hand, implementation of a pure annular concept of the drive
beam is embarrassing technically, and, on the other hand, the annular model is rather rough to
describe dynamics of a set of cylindrical drive beam-lets. This simulation is provided here to
illustrate a method of acceleration used in the EVT as it correctly represents interaction of two
electron beams without any additional assumptions.

The following, more adequate model is appropriate for description of a 3D problem, which can
be named 2� 2Dmodel. This model is based on thesis about an impedance of the loaded drive
gap considered in Section 3.3 and on the following circumstances:

1. Each of beam-lets and electric RF fields of cavities near to a beam-let can be considered as
axially symmetric relative to a local axis of the given beam-let;

2. Parameters of drive beam-lets are identical;

3. Accelerating cavities are weakly loaded, and, therefore, RF fields of cavities are rather
close to a field of an operating RF eigenmode. I.e. the loaded quality of a cavity remains

high enough. In other words, the RF power circulating in a cavity PRF ¼ V2
1

2R=Q1
is much

higher than power ΔP2 ¼ Poutput2 � Pinput2 transferred to the accelerated beam, for exam-
ple, Qload ¼ PRF=ΔP2 ≥ 100.

According to these points, it is considered a 3D problem as two connected 2D problems, see
Figure 3. The drive beam goes through the first equivalent 2D cavity, having the R/Q of drive
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bunch (see below projects of EVT). The similar research confirming these results can be found
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4. Representation of 3D objects via equivalent 2D objects

3D codes have been used for simulation of elements of the EVT (cavities, magnetic system), but
for the analysis and optimization of dynamics of ensemble of the interacting beams moving in
numerous drift tubes the direct and slow 3D analysis is too intricate problem. Difficulty is
aggravated also with necessity of carrying out numerous optimizations.

The drive beam-lets are located on a circle, see Figure 1 (right), and it can be quite replaced
with single equivalent 2D annular beam. It is possible to choose the corresponding width of
the ring filled with a beam, providing close values of plasma wave-lengths of 2D and 3D
models of the beam. In the same way it is replaced real 3D cavities with equivalent 2D
cavities. There are chose parameters (gap, R/Q) of interaction of a 2D beam with equivalent
2D cavities similar to interaction of a 3D beam with 3D cavities. Certainly, such equivalent
model does not describe exact dynamics of the drive beam, but reflects quite well the
properties of the EVT accelerator and can serve as initial approach. The results of parameter
optimization for the EVT accelerators using the 2D code MAGIC [8], are provided in Sec-
tions 5–7.

It is obvious that, on the one hand, implementation of a pure annular concept of the drive
beam is embarrassing technically, and, on the other hand, the annular model is rather rough to
describe dynamics of a set of cylindrical drive beam-lets. This simulation is provided here to
illustrate a method of acceleration used in the EVT as it correctly represents interaction of two
electron beams without any additional assumptions.

The following, more adequate model is appropriate for description of a 3D problem, which can
be named 2� 2Dmodel. This model is based on thesis about an impedance of the loaded drive
gap considered in Section 3.3 and on the following circumstances:

1. Each of beam-lets and electric RF fields of cavities near to a beam-let can be considered as
axially symmetric relative to a local axis of the given beam-let;

2. Parameters of drive beam-lets are identical;

3. Accelerating cavities are weakly loaded, and, therefore, RF fields of cavities are rather
close to a field of an operating RF eigenmode. I.e. the loaded quality of a cavity remains

high enough. In other words, the RF power circulating in a cavity PRF ¼ V2
1

2R=Q1
is much

higher than power ΔP2 ¼ Poutput2 � Pinput2 transferred to the accelerated beam, for exam-
ple, Qload ¼ PRF=ΔP2 ≥ 100.

According to these points, it is considered a 3D problem as two connected 2D problems, see
Figure 3. The drive beam goes through the first equivalent 2D cavity, having the R/Q of drive
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gap equal to R/Q of corresponding 3D cavity. This cavity has an RF load in which RF power
Pload ¼ ΔPdrive is absorbed.

The accelerated beam goes through the second cavity having a gap voltage Vgap2 and a phase
angle φgap2, which are calculated based on a voltage Vgap1 on the gap of the cavity 1 for the drive

beam and where power of the accelerated beam increases at the value ΔP2 ¼ Poutput2 � Pinput2.
Positions of gaps of these two equivalent cavities correspond to the position of gaps of the 3D
cavity. Combination of these two processes will consist in maintenance of equations:

ΔP2 ¼ ΔPaccel ¼ 6 ∙ΔPdrive � Ploss

Vgap2 ¼ KVVgap1

φgap2 ¼ φgap1 þ π

8><
>:

(35)

where N ¼ 6 is the number of drive beam-lets, Ploss is resistive loss in the 3D cavity. Eq. (35) is
carried out by choosing the corresponding conductivity of an external RF load of the first

(drive) cavity; the value KV ¼ Vgap2

Vgap1

� �
3D

is defined (see Eq. 11) upon the results of the 3D cavity

Figure 3. Two 2D cavities, the parameters of which are related via the shown relationships, model processes in a 3D
cavity.
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eigenmode analysis. Numerical simulations using the code MAGIC show fast convergence of
the Eq. (35) process. 2–3 iterations are practically enough.

5. Design of S-band 1 MeV linear accelerator EVT

The design of a linear accelerator EVT operating in S-band (F = 2856 MHz) and generating
1 MeV electron beam is presented in this section. One accelerated beam and 6 drive beam-lets
are generated by a common electron gun fed from a 60 kV power supply. The magnetic lenses
around the gun and two matching lenses ensure formation of beams without ripples in the
same way, as it is described in Ref. [3]. Bunches are formed in the bunching section energized
by two coherent microwaves via RF couplers. The generated drive beam-lets interact with the
accelerated beam in the cavities of the energy transfer section (accelerating structure), with
the cavities working at the TM020 mode. For a layout of the S-band EVT, please see Figure 4.

Figure 4. Lay-out of the accelerator EVT.

Concept and Numerical Simulations of Multi-Beam Linear Accelerators EVT with Depressed Collector for Drive…
http://dx.doi.org/10.5772/intechopen.70956

51



gap equal to R/Q of corresponding 3D cavity. This cavity has an RF load in which RF power
Pload ¼ ΔPdrive is absorbed.

The accelerated beam goes through the second cavity having a gap voltage Vgap2 and a phase
angle φgap2, which are calculated based on a voltage Vgap1 on the gap of the cavity 1 for the drive

beam and where power of the accelerated beam increases at the value ΔP2 ¼ Poutput2 � Pinput2.
Positions of gaps of these two equivalent cavities correspond to the position of gaps of the 3D
cavity. Combination of these two processes will consist in maintenance of equations:

ΔP2 ¼ ΔPaccel ¼ 6 ∙ΔPdrive � Ploss

Vgap2 ¼ KVVgap1

φgap2 ¼ φgap1 þ π

8><
>:

(35)

where N ¼ 6 is the number of drive beam-lets, Ploss is resistive loss in the 3D cavity. Eq. (35) is
carried out by choosing the corresponding conductivity of an external RF load of the first

(drive) cavity; the value KV ¼ Vgap2

Vgap1

� �
3D

is defined (see Eq. 11) upon the results of the 3D cavity

Figure 3. Two 2D cavities, the parameters of which are related via the shown relationships, model processes in a 3D
cavity.

Accelerator Physics - Radiation Safety and Applications50

eigenmode analysis. Numerical simulations using the code MAGIC show fast convergence of
the Eq. (35) process. 2–3 iterations are practically enough.

5. Design of S-band 1 MeV linear accelerator EVT

The design of a linear accelerator EVT operating in S-band (F = 2856 MHz) and generating
1 MeV electron beam is presented in this section. One accelerated beam and 6 drive beam-lets
are generated by a common electron gun fed from a 60 kV power supply. The magnetic lenses
around the gun and two matching lenses ensure formation of beams without ripples in the
same way, as it is described in Ref. [3]. Bunches are formed in the bunching section energized
by two coherent microwaves via RF couplers. The generated drive beam-lets interact with the
accelerated beam in the cavities of the energy transfer section (accelerating structure), with
the cavities working at the TM020 mode. For a layout of the S-band EVT, please see Figure 4.

Figure 4. Lay-out of the accelerator EVT.

Concept and Numerical Simulations of Multi-Beam Linear Accelerators EVT with Depressed Collector for Drive…
http://dx.doi.org/10.5772/intechopen.70956

51



The results of the initial numerical analysis using code MAGIC are given below in Table 1. Two
models described above in Section 4 have been applied for the analysis. The models have shown
close results. Beam dynamics of the annular model is more evident and results in Figure 5.
Figure 6 shows energy distribution of particles of beams in the 1st accelerating cavity
(z > 314 mm) and at the output of the accelerating structure (z > 787 mm). Energy of 1.1 MeV,
averaged on the size of a bunch, is achieved. You can see disruption of the spent drive bunches at
the accelerator output. The achieved 66% efficiency is twice the best efficiency accessible for the
facility consisting of a high power klystron and a high efficient linear accelerator [11].

5.1. Features of the multi-beam electron gun

The radius of a ring on which drive beam-lets are located is defined by a frequency and
configuration of the cavities (see Figure 1 (right)). Six cathodes with a current of 12 A are freely

Figure 5. Thegeometryof a compoundRFbuncher, accelerating structure andbeamsdynamicsare shown for the S-bandEVT.

Figure 6. Particle energy distribution in the 1st accelerating cavity (left) and at the output of the accelerating structure (right).
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located on this radius at the gun voltage 60 kV, Figure 7. Clearly, a drive beam-let perveance
should not be too high to not interfere with phase stability and synchronization of bunches.

Distance between the drive beam-let cathodes is big enough in comparison with distance
between the cathode and anode therefore transverse electrostatic fields on an axis of drive
beam-lets are insignificant. Thus the electron optics of each of beam-lets can be quite consid-
ered as axial symmetric. Figure 8 shows the 2D geometry and an example of simulation of a
drive beam-let. The double lens around the gun allows obtain the desired profile of the
magnetic field to focus the beam-lets and minimize their ripples.

Cells of magnetic lenses are formed by flat iron pole-pieces and system of apertures (see Figure 4).
Properties of cells for drive beam-lets are identical. The sizes of apertures and distances between

Figure 7. The multi-beam cathode of the electron gun. The peripheral cathodes generate the drive beam-lets, and the
central cathode generates the accelerated beam.

Figure 8. The geometry and an example of 2D simulation of the drive beam-let gun.
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them are such that there are no appreciable transverse fields generated on an axis of beam-lets.
Thus, the magnetic field quite possesses axial symmetry near the beam-let axis.

6. Specification of L-band 2 MeV linear accelerator EVT

The S-band EVT project has shown achievement of a high efficiency, but has simultaneously
shown limited capabilities for an acceleration rate and for a factor of transformation as decay
of bunches after Ncav ¼ 15 cavities has been observed. Numerical results show difficulty of
bunch confinement at a voltage of a drive gap Vgap1 >

1
2Vgun. It results in the following limiting

estimated condition:

VAccel <
1
2
KVNcavVgun, (36)

where KV is from Eq. (11). This estimation is close to observable result VAccel ¼ 1:1 MeV
achieved in the S-band EVT.

Figure 9. Geometry of the RF structure and the result of numerical simulations are shown for L-band EVT. For more
details on the dynamics of the beams, please see below.
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Thus, an advance in a path of higher voltage of the gun and a low frequency is meant to increase
a voltage of an accelerated beam in the described L-band EVT. Its layout does not differ from
Figure 4. Numerical simulations have shown feasibility of reaching the energy of the accelerated
beam about 2 MeV with efficiency about 60% at a gun voltage equal to 110 kV. More detailed
data of the project are submitted in Table 1. The accelerating structure includes 12 accelerating
cavities and 7 passive cavities (see Figure 9). The code MAGIC 2D and both models described in
Section 4 have been applied for the analysis. For the results of beam dynamics of the annular
model, please see Figure 9, too. Figure 10 shows particle energy distribution.

7. Two-stage multi-beam linear accelerator EVT

The further increase in energy of the accelerated beam will consist in increase in a voltage of a
drive beam. It is suggested to consider two-stage acceleration. Let’s assume that the set of the
drive beam-lets consists of two groups. At the first stage, the first group of drive beam-lets
that form drive beam 1 transfer their energy to the second group of beam-lets that form drive
beam 2. At the second stage, the second group of drive beam-lets transfers their energy to the
accelerated beam. Such configuration is allowed to increase a transformation ratio and energy
of the accelerated beam considerably. Preliminary results of numerical simulations of two-
stage EVT operating in S-band with a 60 kV gun and generating a 1 A, 4.3 MV beam at its
output, with an efficiency of 22%, are presented. See Figure 12 and Table 2.

Figure 11 (left) shows a multi-beam cathode system. 36 peripheral cathodes generate the drive
1 beam-lets, and 6 cathodes generate the drive 2 beam-lets. The central cathode generates the
accelerated beam. A rather low perveance (0.41 μA/V3/2) of drive beam-lets is chosen. It is
allowed to simplify the magnetic system and electron optics of the gun. The drive beam is
frozen in a homogeneous magnetic field of the focusing solenoid. You can see the presence of
ripples having an allowable value in Figure 11 (right).

Figure 10. Particle energy distribution at the output of the 1st accelerating cavity (left) and at the output of the accelerator
section (right).
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Thus, an advance in a path of higher voltage of the gun and a low frequency is meant to increase
a voltage of an accelerated beam in the described L-band EVT. Its layout does not differ from
Figure 4. Numerical simulations have shown feasibility of reaching the energy of the accelerated
beam about 2 MeV with efficiency about 60% at a gun voltage equal to 110 kV. More detailed
data of the project are submitted in Table 1. The accelerating structure includes 12 accelerating
cavities and 7 passive cavities (see Figure 9). The code MAGIC 2D and both models described in
Section 4 have been applied for the analysis. For the results of beam dynamics of the annular
model, please see Figure 9, too. Figure 10 shows particle energy distribution.

7. Two-stage multi-beam linear accelerator EVT

The further increase in energy of the accelerated beam will consist in increase in a voltage of a
drive beam. It is suggested to consider two-stage acceleration. Let’s assume that the set of the
drive beam-lets consists of two groups. At the first stage, the first group of drive beam-lets
that form drive beam 1 transfer their energy to the second group of beam-lets that form drive
beam 2. At the second stage, the second group of drive beam-lets transfers their energy to the
accelerated beam. Such configuration is allowed to increase a transformation ratio and energy
of the accelerated beam considerably. Preliminary results of numerical simulations of two-
stage EVT operating in S-band with a 60 kV gun and generating a 1 A, 4.3 MV beam at its
output, with an efficiency of 22%, are presented. See Figure 12 and Table 2.

Figure 11 (left) shows a multi-beam cathode system. 36 peripheral cathodes generate the drive
1 beam-lets, and 6 cathodes generate the drive 2 beam-lets. The central cathode generates the
accelerated beam. A rather low perveance (0.41 μA/V3/2) of drive beam-lets is chosen. It is
allowed to simplify the magnetic system and electron optics of the gun. The drive beam is
frozen in a homogeneous magnetic field of the focusing solenoid. You can see the presence of
ripples having an allowable value in Figure 11 (right).

Figure 10. Particle energy distribution at the output of the 1st accelerating cavity (left) and at the output of the accelerator
section (right).
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MAGIC 2D simulations of beam dynamics were carried out using an annular model of
beams and cavities. Please see the results of numerical simulations in Figures 12–14 and in
Table 2.

Figure 14 shows particle energy distribution at the accelerator output. For the change in beams
energy vs. distance, please see Figure 15.

Operating frequency 2856 MHz

Voltage of common electron gun 60 kV

Output energy of accelerated bunch 4.3 MeV

Average energy of accelerated beam 3.6 MeV

Gun current of accelerated beam 1 A

Total gun current of drive beams 252 A

Solenoid magnetic field 1000 G

Length of RF part of accelerator 1.9 m

Transmission of accelerated beam 90 %

Total efficiency of two-stage EVT ≈22 %

Stage 1st 2nd

Gun current of drive beam 216 36 A

Perveance of drive beam-let 0.41 0.41 μA/V3/2

Transformation ratio 6 36

Voltage gain factor of stage ≈3.5 ≈21

Number of drive beam-lets 36 6

Transmission of drive beam 98 90 %

Efficiency of stage ≈55 ≈45 %

Table 2. Simulated parameters of the two-stage EVT.

Figure 11. Multi-beam cathode system of the two-stage EVT (left) and an example of 2D simulation of the drive beam-let
gun (right).
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Figure 12. MAGIC 2D results of simulation of beam dynamics in the bunching part and at the 1st stage.

Figure 13. Accelerating structure of 2nd stage. Dynamics of drive 2 and accelerated beams.
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8. Depressed collector (DC) for spent drive beam

The efficiency of 66% achieved in preliminary numerical simulations of the S-band EVT is a
rather high value. The further increase in efficiency of the EVT accelerators is possible at the
use of a depressed collector. It is suggested considering a novel concept of a DC, which allows
theoretical estimation of DC properties. The given concept is based on the thesis of existence of
an extremum of the DC efficiency versus DC voltage. The concept does not struggle with the
energy distribution of electrons having a place after the device output, but uses properties of
energy distribution. Let us name this concept a depressed collector with a spectra separator,
DC&SS. The schematic circuit of the tube with a one-stage DC is shown in Figure 16 (left).
Table 3 shows the basic relationships describing the circuit of the EVTwith a DC.

Substituting the above resulted relationships, it is derived the total tube efficiency with a DC:

ηt ¼
ηe

1� 1� ηe
� �

ηc
(37)

Eq. (36) is well known (see, for example [12]), but we shall regard it now jointly with the
presence of an energy spectrum of particles leaving a tube. Variable Ic ¼ Ic Vcð Þ is remarkable
since it is a function of a collector voltage as a consequence of the presence of energy distribu-
tion. Our subsequent problem is to study the function ηc Vcð Þ in order to find an extremum at
some assumptions concerning the energy distribution j Vð Þ, which is normalized on the beam
current IB:

Figure 14. Energy distribution at the output of the two-stage EVT.

Figure 15. Change of beams voltage along the accelerator axis.
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ð∞
0
j Vð ÞdV ¼ IB (38)

In the gap of the separator, the beam is divided into low-voltage and high-voltage fractions.
The current

Figure 16. Schematic circuit of a tube with depressed collector. One-stage DC (left); two-stage DC (right).

Beam voltage VB

Voltage of stage VC, V1, V2

Current of potential part of stage IC, I1, I2

Beam power PB = IBVB

RF power, transfer to accelerated beam PRF

Loss power in ground part of collector PG

Loss power in potential part PC, PC1, PC2,

EVT electron efficiency ηe = PRF/PB

Beam power at output of tube POut = (1- ηe)PB

Recovery power PR = VC IC

Total power generating by high-voltage source Pt = VB IB - VC IC

Efficiency of depressed collector ηc = PR/POut = VC IC/POut

Total tube efficiency with DC ηt = PRF/Pt = PRF/(PB - VC IC)

Table 3. Notations and relationships describing a DC.
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Ic Vcð Þ ¼
ð∞
Vc

j Vð ÞdV (39)

that has reached the potential part of the collector is the fraction of the current at which
V > VC. In the same way, it is written down the equation for the beam power leaving the
accelerating structure:

Pout ¼
ð∞
0
V ∙ j Vð ÞdV (40)

Thus, it is evaluated the fundamental formula Eq. (41) for efficiency ηc of a depressed collector
included in the DC&SS concept:

ηc Vcð Þ ¼ Vc
Ð∞
Vc
j Vð ÞdVÐ∞

0 V ∙ j Vð ÞdV (41)

Figure 6 (right) above shows a numerical example of the energy distribution for the spent
drive beam of the S-band EVT versus distance along beam axes. Figure 17 shows the energy
distribution of the same beam. The gamma distribution x ∙e�x (curved line) can serve as a close
approximation for numerical distribution.

Thus, let us approximate j Vð Þ by the gamma distribution:

j Vð Þ ¼ IB
V0

x ∙e�x (42)

where x ¼ V=V0, V0 ¼ VB 1� ηe
� �

=2. Further, it is defined Ic according to Eq. (39):

Ic xcð Þ ¼ IB ∙e�xC xC þ 1ð Þ, where xc ¼ Vc=V0, and it is defined Pout according to Eq. (40):

Figure 17. A numerical simulated histogram of particle distribution vs. voltage and an approximating gamma distribu-
tion are shown for the S-band EVT.
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Pout ¼ 2IBV0 (43)

Substituting the found expressions in Eq. (41), it is obtained:

ηc xcð Þ ¼ 1
2
xce�xc xc þ 1ð Þ (44)

The function ηc xcð Þ has the maximum equal to 0.42 at xc ¼ 1þ ffiffi
5

p
2 ¼ 1:618.

Thus, it is derived the collector efficiency and other parameters at the optimum point:

ηc ¼ 0:42; Ic ¼ 0; 519 ∙ IB; IG ¼ 0; 481 ∙ IB; Vc ¼ 1:618 ∙V0: (45)

As an example of the S-band EVT (Table 1), one have:

VB ¼ 6 ∙104; ηe ¼ 0:66; V0 ¼ VB 1� ηe
� �

=2 ¼ 1:02 ∙104; Vc ¼ 1:65 ∙104: (46)

The total efficiency (according to Eq. 37) at the optimum point is ηt ¼ 0:77, which is the upper
theoretical limit!

For a DC having m stages i.e. m gaps and consequently m gap voltages (see Figure 16),
efficiency is as follows:

ηt ¼
ηe

1� 1� ηe
� �

ηc
ηc ¼

Pm
n¼1 ηn

8<
: (47)

where ηc is DC efficiency in multi-stage case. The collector efficiency ηn of the nth stage is
calculated according to the Eq. (41), where the lower limit of integration is equal to potential
Un ¼Pm

i¼n Vi of the given stage concerning the ground. This Eq. (48) defines the concept of a
DC&SS in multi-stage case:

ηn V1;V2;…Vnð Þ ¼ Vn
Ð∞
Un

j Vð ÞdVÐ∞
0 V ∙ j Vð ÞdV (48)

Using the approximation (see Eq. 42) for beam distribution j Vð Þ, leads to:

ηn ¼ 1
2

xn 1þ
Xm

i¼n

xi

 !
e
�
Xm

i¼n

xi

2
6664

3
7775

ηc ¼
Pm

n¼1 ηn

8>>>>><
>>>>>:

(49)

where: xi ¼ Vi=V0, xn ¼ Vn=V0, V0 ¼ VB 1� ηe
� �

=2, Vi is gap voltage of the ith stage, VB is
beam voltage. For a schematic circuit of a tube with a two-stage DC, Figure 17 (right), the total
collector efficiency will be as follows:
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ηc x1; x2ð Þ ¼ η1 þ η2 ¼
1
2

x1 1þ x1ð Þe�x1 þ x2 1þ x1 þ x2ð Þe� x1þx2ð Þ
h i

(50)

The extremum of this function is equal to ηc ¼ 0:586 at: x1 ¼ 1:118; x2 ¼ 1:398.

At ηe ¼ 0:66, according to Eq. (37), it will correspond to the total tube efficiency ηt ¼ 0:824.

Table 4 shows the results of efficiency ηc optimization for a collector that contains one to six
stages.

m x1 x2 x3 x4 x5 x6 ηc

1 1.618 0.420

2 1.118 1.398 0.586

3 0.884 0.941 1.319 0.676

4 0.743 0.732 0.876 1.276 0.734

5 0.648 0.608 0.675 0.841 1.249 0.773

6 0.578 0.526 0.558 0.645 0.819 1.229 0.803

Table 4. The optimization result for the function ηc x1; x2;…ð Þ via its parameters x1, x2,….

Figure 18. Geometry of a one-stage DC for the S-band EVT. A picture of particles energy is added at the bottom of the figure.
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The theoretical premise of an increase in efficiency of a device with a multi-stage DC are rather
optimistic. However, simulations of beam dynamics in conditions close to real do not show any
noticeable increase in the device’s efficiency while engineering complexity of such multi-stage
DC tangibly increases. Thus, use of a one-stage DC is, perhaps, more preferable in practice.

The analytical treatment described above is rather idealized as it does not include the beam
particle movement dynamics; however, it shows parameters to which there can try to
approach. The result of initial simulation of a one-stage DC for a spent drive beam of the
S-band EVT is shown in Figure 18. No special optimization of the DC geometry and the
magnetic field shape was carried out. Secondary emission was not taken into consideration
either. The annular 2D model of the drive beam has been used.

The results of initial simulations have shown a DC efficiency about 25%, which increases the
total efficiency of the S-band EVT up to 72%. It certainly is substantially lower than the
idealized theoretical results of the previous section and allows further optimization.

9. Conclusion

Theoretical and numerical research of properties of the linear accelerator EVT has shown that
there is sufficient comprehension about it properties. There is no visible vagueness in technical
problems. Certainly, the EVT accelerator does not show a record rate of acceleration; however,
it shows that to reach a high efficiency of 70% or more is possible. It is much higher than the
total efficiency of a klystron loaded with an ordinary linear accelerator. The two-stage config-
uration of the accelerator considerably increases the transformation ratio, but the accelerator’s
efficiency decreases; therefore, further optimization of this configuration is preferable. Thus,
there are all preconditions in place to proceed with the engineering design.
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Abstract

Thomson scattering (TS) from electron beams produced in laser-plasma accelerators may
generate femtosecond pulses of quasi-monochromatic, multi-MeV photons. Scaling laws
suggest that reaching the necessary GeVelectron energy, with a percent-scale energy spread
and five-dimensional brightness over 1016 A/m2, requires acceleration in centimeter-length,
tenuous plasmas (n0 � 1017 cm�3), with petawatt-class lasers. Ultrahigh per-pulse power
mandates single-shot operation, frustrating applications dependent on dosage. To generate
high-quality near-GeV beams at a manageable average power (thus affording kHz repeti-
tion rate), we propose acceleration in a cavity of electron density, driven with an incoherent
stack of sub-Joule laser pulses through a millimeter-length, dense plasma (n0 � 1019 cm�3).
Blue-shifting one stack component by a considerable fraction of the carrier frequency
compensates for the frequency red shift imparted by the wake. This avoids catastrophic
self-compression of the optical driver and suppresses expansion of the accelerating cavity,
avoiding accumulation of a massive low-energy background. In addition, the energy gain
doubles compared to the predictions of scaling laws. Head-on collision of the resulting
ultrabright beamswith another optical pulse produces, via TS, gigawatt γ-ray pulses having
a sub-20% bandwidth, over 106 photons in a microsteradian observation cone, and the
observation cone, and the mean energy tunable up to 16 MeV.

Keywords: laser wakefield acceleration, optical control of injection, optical shock,
negative chirp, pulse stacking, Thomson scattering, particle-in-cell simulations

1. Introduction

Particle accelerators are among the largest and most expensive scientific instruments. Their large
footprint is dictated by the modest acceleration gradient (in tens of MeV per meter), limited by
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doubles compared to the predictions of scaling laws. Head-on collision of the resulting
ultrabright beamswith another optical pulse produces, via TS, gigawatt γ-ray pulses having
a sub-20% bandwidth, over 106 photons in a microsteradian observation cone, and the
observation cone, and the mean energy tunable up to 16 MeV.

Keywords: laser wakefield acceleration, optical control of injection, optical shock,
negative chirp, pulse stacking, Thomson scattering, particle-in-cell simulations

1. Introduction

Particle accelerators are among the largest and most expensive scientific instruments. Their large
footprint is dictated by the modest acceleration gradient (in tens of MeV per meter), limited by

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.71679

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



the breakdown of metallic accelerating cavities. Accelerating electrons in the fully or partially
ionized medium (i.e. a plasma) lifts this limitation, making accelerators thousands of times
smaller, literally “table-top.” Since plasmas are free of the damage limits of conventional accel-
erators, they may build up TV/m fields within structures propagating at a near-luminal speed.
First ideas of harnessing collective plasma fields to actively control the phase space of a high-
energy electron beam (e-beam), were brought into the world over 60 years ago [1–3]. Yet, it was
not until the first decade of this century that the accelerator community started witnessing
systematic progress in plasma acceleration of electron and positron beams [4–8].

Competition with conventional linear accelerators in generation of quasi-monoenergetic (QME)
e-beams requires independently driven near-luminal, high-field plasma structures, such as Lang-
muir plasma waves [9–11] or cavities (“bubbles”) of electron density [12–15]. The accelerating
buckets must retain their shape in the course of propagation or change the shape and potentials
in a controllable fashion to avoid degradation of the externally injected e-beam. It is equally
important for the injection mechanism to ensure subsequent acceleration of the beam without
picking up additional unwanted charge (the “dark current”). To this end, control over driver
evolution and the plasma density profile is of paramount importance.

Driving the accelerating plasma structures with a radiation pressure of a femtosecond, multi-
terawatt (TW) laser pulse (hence the term “laser wakefield”) provides abundant opportunities
for all-optical control of both injection and acceleration processes [16, 17]. Early demonstra-
tions of QME laser-plasma acceleration [4–6] were a perfect example of this control. It was not
until the optical driver closely matched the plasma parameters, to ensure its propagation as a
whole, without breaking up longitudinally or transversely, that the long coveted QME electron
bunches were realized. The matching [18] made it possible for the laser to produce a “bubble”
almost completely devoid of electrons in its immediate wake [19, 20]. The bubble acts at the
same time as a nonlinear waveguide for the laser pulse and an accelerating bucket for the
electrons. The ponderomotive force of the pulse maintains the bubble shape. It expels all
electrons facing the pulse (hence the term “blowout regime”), while the bulk electrons are
attracted to the propagation axis. The difference between attractive force due to the charge
separation and the repulsive radial ponderomotive force controls the trajectories of electrons
making up the bubble shell. The resulting soft channel, approximately replicating the three-
dimensional (3-D) shape of the pulse [19], evolves in a lock-step with the optical driver [15, 16,
20–25]. In consequence, it traps initially quiescent background electrons, eliminating the need
for an external photocathode [16, 21, 22]. Notably, in the regimes featuring production of low-
emittance e-beams, only a tiny minority of electrons making up the bubble shell are trapped
and subsequently accelerated. Their collective fields, i.e., beam loading [26], contribute very
little to the bubble evolution and are unable to change the kinetics of self-injection [21–23].

Two fundamental relativistic optical phenomena underpin the matching conditions [18]. The
first one is relativistic self-focusing. As electrons oscillate in the field of focused laser beam, the
relativistic increase in their mass and, hence, the nonlinear refractive index reach maximum
near axis, where the laser intensity is the highest. The plasma thus acts as a focusing fiber,
compensating for diffraction. If the pulse power P exceeds the critical value Pcr ¼ 16:2 nc=n0ð Þ
GW [27] even by a few percent, the self-focusing will saturate [28] only at the point of full
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electron blowout [13]. Here, n0 is the background electron density, nc ¼ meω2
0= 4πe2
� �

is the
critical density for radiation with a frequency ω0, andme and� ej j are the electron rest mass and
charge. Matching the spot size of the incident pulse to the value

rm ¼ 23=2k�1
p P=Pcrð Þ1=6 (1)

balances the force due to the charge separation and the ponderomotive force acting upon the
electron at the boundary of the bubble. Here, kp ¼ ωpe=c ¼ 1:88

ffiffiffiffiffiffiffi
n20

p
μm�1 is the plasma wave

number, ωpe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πe2n0=me

p
≪ω0 is the Langmuir plasma frequency, c is the speed of light in

vacuum, and n20 is the background density in units 1020 cm�3. The matched pulse propagates
in a single filament confined to the bubble. Conversely, strong mismatching results in a
transverse breakup of the pulse, massive energy loss to the plasma, and disruption of self-
guiding [29, 30]. The other key physical phenomenon, which limits electron energy gain, is
self-phase-modulation, viz. accumulation of frequency red shift, imparted by the wake, at the
self-phase-modulation. As the pulse propagates, this shift reaches a large fraction of ω0, while
the negative group velocity dispersion (GVD) in the plasma delays these low-frequency com-
ponents, etching away the pulse leading edge. In the frame of reference comoving with the
bubble, these components start to accumulate around the point where electron density drops
to zero1, building up an optical shock with a subcycle rising edge [16, 22–25]. If the bubble
were nonevolving, the etching velocity would be its phase velocity, which defines the electron
dephasing length, Ld ¼ 2=3ð Þ nc=n0ð Þrm [18]. In addition, etching velocity defines the pulse
energy loss, which also limits electron energy gain. The pulse loses most of its energy and is
unable to drive the bubble after a distance Ldepl ¼ nc=n0ð ÞcτL (the depletion length), where τL is
the duration of the incident pulse. Matching the dephasing and depletion lengths, so that
τL ¼ 2rm= 3cð Þ, promises to maximize the acceleration efficiency and, possibly, reduce electron
energy spread via phase space rotation at the end of acceleration cycle. Under the matching
condition, the maximal energy gain scales as [18]

ΔE GeV½ � � 0:125 P PW½ �ð Þ1=3 n20λ2
0,μm

� ��2=3
(2)

Here, λ0,μm is the laser pulse wavelength, λ0 ¼ 2πc=ω0, in microns. To ensure robust self-
guiding and preserve self-injection, the power ratio must be at least P=Pcr � κ > 10, or

n20λ2
0,μm > 1:8� 10�4κ P PW½ �ð Þ�1 > 1:8� 10�3 P PW½ �ð Þ�1. This, in combination with (2), yields

a rather discouraging scaling,

ΔE GeV½ � < 40κ�2=3P PW½ � < 8:6P PW½ � (3)

According to (3), GeV energy gain in the matched regime requires at least 117 TW laser power,
or 3.75 J per 32 fs matched pulse. Thematched plasma density is, in this case, n0 ¼ 2:4� 1018 cm�3,

1
If electron evacuation is incomplete, and the frequency red shift is significant, the mid-IR radiation may further slide into
the bubble, building inside it a single-cycle mid-IR pulse [31, 32] or even another optical shock [33, 34].
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and the dephasing/depletion length is Ld ¼ 6:9 mm. Laboratory experiments with cm-length
gas jets from slit nozzles had approached this regime very closely, demonstrating background-
free e-beams with the energy up to 900 MeV, yet at the repetition rate below 10 Hz [35].
Conversely, generating these near-GeV e-beams at a kHz repetition rate, for the applications
dependent on dosage, would call for a 4 kWaverage-power laser amplifier, a technology of the
distant future [36, 37]. Evidently, existing sub–50 TW systems are limited to the modest sub-
450 MeV yields.

Apart from frustrating the production of GeV beams at a high repetition rate, this matching
strategy only partly solves the problem of e-beam quality. While aiming to stabilize transverse
dynamics and avoid filamentation of the drive pulse, the physical arguments leading to the
scaling (2) assume that the pulse self-compression remains unaltered. Yet this process, apart from
limiting the energy gain, destroys e-beam most assuredly if acceleration extends through the
pulse depletion. (A plethora of evidence exists to this effect, both in laboratory experiments and
numerical simulations [16, 19, 22–25, 38–42].) To enable a new generation of compact particle
and radiation sources [43, 44], one has to bypass the limitations this of scaling by designing an
optical driver resilient to self-phase-modulation and self-compression. Photon engineering of
this kind, aiming to produce e-beams capable to emit quasi-monochromatic, high-flux γ-ray
pulses via Thomson (or inverse Compton) scattering [44], is the focus of this chapter.

Inverse Compton scattering is an emerging radiation generation technique [25, 44–52], which
has already shown its potential for obtaining quasi-monochromatic, strongly collimated γ-ray
pulses through the collision of a short QME e-beam and a mid-IR to UV interaction laser pulse
(ILP) [53–73]. During the interaction, relativistic electrons, propagating at an angle to the ILP,
experience its Lorentz-compressed wave front, the maximum compression occurring along the
e-beam direction. As they oscillate in the ILP electromagnetic field, electrons emit radiation,
scattering the compressed wave front. An observer in the far field thus detects an angular
distribution of high-energy photons, with the energy being the highest for a detector placed in
the e-beam direction. For the head-on collision, the ILP photon energy is Doppler up-shifted by
a factor 4γ2e , where γe is the electron Lorentz factor. A beam of 900 MeV electrons thus converts
1.5 eV ILP photons into 19 MeV γ-photons. As the energy of emitted photons is much lower
than the electron energy, the recoil is negligible. This low-energy semi-classical limit of the
general quantum-mechanical inverse Compton scattering, known as Thomson scattering (TS),
is the subject of this chapter. E-beams from conventional accelerators [53–62], produce
multipicosecond TS γ-ray pulses. These have a high degree of polarization and are thus
attractive as e-beam diagnostics [53, 54]. Their other applications are generation of polarized
positrons from dense targets [55] and nuclear resonance fluorescence studies [56–61]. How-
ever, the large footprint of conventional accelerators makes such radiation sources scarce and
busy user facilities. In addition, the large (cm-scale) size of the radio-frequency–powered
acceleration cavities makes it difficult to generate and synchronize e-beams (and, hence, TS γ-
ray pulses) on a subpicosecond time scale relevant to high-energy density physics [74]. Luckily,
a miniature LPA offers an alternative technical solution that permits production of even
shorter (viz. femtosecond), yet high-current (viz. kA) e-beams [75]. To drive narrowband TS
γ-ray sources, these beams have to meet some minimal requirements, such as a combination of
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a near-GeV energy with a percent-scale energy spread, a five-dimensional (5-D) brightness
above 1016 A/m2 [76], and preferably absent low-energy background. These requirements, in
combination with the kHz-scale repetition rate dictated by the applications, are clearly
conflicting even for the most ambitious laser technology [77, 78]. LPA experiments, guided by
the theoretical scaling (2), are presently struggling to reach this level of performance. Typically,
acceleration through pulse depletion, carried out in pursuit of ever higher energy, consistently
builds up massive energy tails in the e-beams [39–42]. These beams produce a large-bandwidth
γ-ray TS signal [63–73], which is incompatible with applications in nuclear photonics and
radiography [48, 49, 60]. The current trend is to use the existing low-quality beams and try
extending the high-energy tail of the photon distribution beyond 10 MeV, by using higher
harmonics of the ILP [72], or by using few-GeVelectrons from single-shot petawatt LPA facilities
[73], or by employing an ILP of relativistic intensity [68].

Seeking the remedy to this situation, we take advantage of the fact that the LPA e-beams
readily lend themselves to all-optical manipulation. Modifying the drive pulse dynamics,
through a judicious choice of its phase and shape, alters kinetics of electron self-injection. This,
in turn, introduces modulations to the e-beam current and/or imparts a chirp to its longitudi-
nal momentum. As the e-beam phase space imprints itself onto the spectrum of emitted
photons, all-optical control of electron source enables tailoring the TS γ-ray signal [25, 52].

As explained earlier, the plasma response compresses the optical driver of a conventional LPA
(i.e. a transform-limited multi-TW pulse) into a subcycle relativistic optical shock; this happens
long before electron dephasing. The shock snowplows the ambient plasma electrons, causing
electron density pileup inside the shock and a multifold increase in the field of charge separa-
tion behind it [16, 23]. The resulting uncontrolled elongation of the bubble causes massive
continuous injection of electrons from its shell. Because of this dark current, caused by the
uncompensated adverse optical process, maximization of the energy gain conflicts with the
preservation of e-beam quality. We propose to resolve this conflict by incoherently mixing the
pulse at the fundamental frequency with a frequency-upshifted pulse of the same, or lower,
energy (on a sub-Joule scale) [24, 52]. As the photon diffusion rate due to GVD drops as the
frequency grows, the blue-shifted stack component is resilient to self-compression. Because of
the strong frequency dependence of the diffusion rate (� ω�3) [79], even a modest 25% fre-
quency up-shift appears to be sufficient [24]. Simulations show that even the stack of fully
overlapping components, in the fashion of Ref. [80], remains resilient to self-compression (at
least on the time scale of electron dephasing). The presence of the almost undeformable blue
component does not permit formation of the intensity gradients at the subcycle scale. In the
absence of the optical shock, the bubble expansion and, hence the dark current, is insignificant.
The particle flux and charge in the energy tail drop multifold in comparison to the reference
case of a transform-limited optical driver (the latter complying fully with the scaling (2)).
Advancing the blue-shifted component by T � τL improves the situation even further. Emu-
lating, in this way, a piecewise, large-bandwidth negative chirp, we essentially place a protec-
tive screen ahead of the vulnerable unshifted tail. As this “hard hat” plows through the
plasma, expelling background electrons, the soft tail maintains the bubble shape, thus defining
kinetics of self-injection. In the regime of our simulations, the dephasing length, defined by the
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a near-GeV energy with a percent-scale energy spread, a five-dimensional (5-D) brightness
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least on the time scale of electron dephasing). The presence of the almost undeformable blue
component does not permit formation of the intensity gradients at the subcycle scale. In the
absence of the optical shock, the bubble expansion and, hence the dark current, is insignificant.
The particle flux and charge in the energy tail drop multifold in comparison to the reference
case of a transform-limited optical driver (the latter complying fully with the scaling (2)).
Advancing the blue-shifted component by T � τL improves the situation even further. Emu-
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etching of the head, extends by almost 80%, while the electron energy doubles against the
reference case, reaching almost 900 MeV over 2.5 mm acceleration distance. Regardless of the
time delay, very quiet injection keeps the e-beam brightness above 4� 1016 A/m2, favoring
the use of these beams in Thomson sources [76]. In the case of a time-delayed stack, extracting
the e-beam before dephasing (using, for instance, a gas cell target of variable length [81]), thus
changing the e-beam energy in the interval 400�900 MeV, preserves its 1017 A/m2 brightness.
This permits the tuning of mean energy of the TS γ-ray signal between 4 and 16 MeV, preserv-
ing 1:5� 106 photons in a microsteradian observation solid angle. Notably, the low energy in
the stacked driver (1.4 J) and the ILP (25 mJ) permits maintaining a half-kHz repetition rate
while staying below kWaverage power, a hard yet practical task [77]. A longer ILP would help
increase the photon yield by another order of magnitude, without jeopardizing the repetition
rate. Overall, this brings an expectation of greater than 109 ph/s yield, which is not as high as
1013 ph/s permitted by large linacs [57], yet sufficient to identify considerable masses of
enriched uranium within minutes [61]. From the viewpoint of laboratory practice, computer-
ized manipulations of the phase and shape of the sub-Joule stack components, using adaptive
optics and genetic algorithms [82, 83], should aid greatly in practical realization of the system.
This optimization approach is especially effective at a kHz-scale repetition rate and low pulse
energy.

The structure of the chapter is as follows: Section 2 describes the computational approach and
defines parameters of the case studies. These parameters are representative of LPA experiments
carried out in numerous laboratories worldwide. The reported case studies may thus serve as a
reference for practical realization of the scheme in an existing experimental setting. In Section 3,
we demonstrate the efficiency of using the stacks for generation of low-background electron
beams, doubling their energy in comparison with the predictions of accepted scaling laws.
Section 4 explores all-optical control over parameters of QME e-bunches, through variation of
the time delay between the stack components. A 60% increase in electron energy and a factor 3.5
increase in brightness are demonstrated using the same target and the same energy in the stack.
This permits the tuning of the TS γ-ray pulse parameters (mean energy, photon yield, and power)
in the broad range of interest for nuclear photonics applications [49]. Section 5 summarizes the
results and points out directions for future work.

2. Interaction regimes and simulation methods

Reduced and full 3-D particle-in-cell (PIC) simulations shed light on the physical processes
essential for e-beam shaping. Quasistatic simulations using the relativistic, cylindrically sym-
metric, optical cycle-averaged code WAKE [13, 28] associate the massive dark current with the
transformation of the optical driver into an optical shock and help develop a strategy for dark
current reduction. WAKE computes the complex envelope of the laser vector potential using
an extended paraxial solver. The solver preserves GVD in the presence of large frequency shifts
and accurately calculates radiation absorption due to wake excitation [32, 84]. The grid
Δξ ≈Δr=3 ≈λ0=13 ≈ 63 nm and time step Δt ≈ 1:325=ω0, with 30 macroparticles per radial cell,

Accelerator Physics - Radiation Safety and Applications70

are sufficient to capture all physics relevant to pulse propagation and evolution of the bubble.
Here, ξ ¼ z� ct and r2 ¼ x2 þ y2. WAKE includes 3-D test particle tracking in the full
(unaveraged) electromagnetic fields. Test-particle simulations allow the study of the physical
process of self-injection (bubble and driver evolution) in the absence of effects due to beam
loading [21–23]. Simulations using the relativistic, fully explicit, quasicylindrical code
CALDER-Circ [85] explore manipulations of e-beam phase space, leading to production of
clean and tunable beams. The code uses a numerical Cherenkov-free electromagnetic solver
[86] and third-order splines for the macroparticles. These features, in combination with a fine
grid Δz ¼ 0:125c=ω0 ≈ 16 nm ≈Δr=16, small time step Δt ¼ 0:1244=ω0, and 45 macroparticles
per cell, maintain low sampling noise and negligible numerical dispersion and avoid numeri-
cal emittance growth.

We demonstrate the limits of all-optical control fixing the total laser energy at 1.4 J. This energy
may be concentrated in a single, transform-limited, linearly polarized Gaussian pulse with a
carrier wavelength λ0 ¼ 0:805 μm and full width at half-maximum in intensity τL ¼ 20 fs (the
reference case). The plasma begins at z ¼ 0 with a 0.5 mm linear ramp, followed by a uniform
section of density n0 ¼ 6:5� 1018 cm�3. The pulse, propagating toward positive z, is focused at
the plasma border into a spot r0 ¼ 13:6 μm. The electric field in the focal plane is

E0 x; y; z ¼ 0; tð Þ ¼ ex meω0c= ej jð Þℇ0 exp �iω0t� 2ln 2t2=τ2L � r2=r20
� �

(4)

Here, ex is the unit polarization vector, and the normalization factor meω0c= ej j ¼ 4 TV/m. The
single 70 TW pulse (ℇ0 ¼ 3:27) has τL ¼ 2rm= 3cð Þ and thus depletes at the point of electron
dephasing, promising to maximize acceleration efficiency. Contrary to expectations, this strategy
leads to copious dark current and overall low beam quality. Thus we seek to compensate for the
red shift imparted by the wake. This task requires a very broadband negative frequency chirp,
that is, blue shifting the leading edge by an amount comparable to the carrier frequency [23–25].
As the required broad-bandwidth, kW average-power laser amplifiers are not going to be
available soon [37], we propose to synthesize a large-bandwidth, negative piecewise chirp, by
optically mixing transform limited, narrow-bandwidth blocks of the same or different energy
[24]. We demonstrate the emerging opportunities by splitting the 1.4 J energy evenly between
two linearly (orthogonally) polarized, transform-limited 20 fs pulses, one of which, as shown in
Figure 1(b.1) and (c.1), is significantly blue-shifted and may be advanced in time. Electric field of
this incoherent stack is Estack z ¼ 0ð Þ ¼ E0 þ Ehead, with

Ehead ¼ ey meω0c= ej jð Þℇhead exp �iωhead tþ Tð Þ � 2 ln 2 tþ Tð Þ2=τ2L � r2=r20
� �

(5)

Here, ℇhead ¼ ℇ0 ¼ 2:31, ey is the unit polarization vector, the delay T is positive, and
Ω ¼ ωhead=ω0 > 1. Changing the frequency ratio and the delay permits accessing a broad
range of e-beam parameters. We demonstrate the limits of this range by setting Ω ¼ 1:5. (Ref.
[24] reports on other options, with equally promising results.) We consider the case of full
overlap, T ¼ 0 (case A), and then introduce the time delay that maximizes electron energy,
T ¼ 3τL=4 ¼ 15 fs (case B). Figure 1 shows that both stacks shrink slowly compared to the
reference case, while advancing Ehead in time further increases rigidity of the stack.
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essential for e-beam shaping. Quasistatic simulations using the relativistic, cylindrically sym-
metric, optical cycle-averaged code WAKE [13, 28] associate the massive dark current with the
transformation of the optical driver into an optical shock and help develop a strategy for dark
current reduction. WAKE computes the complex envelope of the laser vector potential using
an extended paraxial solver. The solver preserves GVD in the presence of large frequency shifts
and accurately calculates radiation absorption due to wake excitation [32, 84]. The grid
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Here, ξ ¼ z� ct and r2 ¼ x2 þ y2. WAKE includes 3-D test particle tracking in the full
(unaveraged) electromagnetic fields. Test-particle simulations allow the study of the physical
process of self-injection (bubble and driver evolution) in the absence of effects due to beam
loading [21–23]. Simulations using the relativistic, fully explicit, quasicylindrical code
CALDER-Circ [85] explore manipulations of e-beam phase space, leading to production of
clean and tunable beams. The code uses a numerical Cherenkov-free electromagnetic solver
[86] and third-order splines for the macroparticles. These features, in combination with a fine
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cal emittance growth.

We demonstrate the limits of all-optical control fixing the total laser energy at 1.4 J. This energy
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reference case). The plasma begins at z ¼ 0 with a 0.5 mm linear ramp, followed by a uniform
section of density n0 ¼ 6:5� 1018 cm�3. The pulse, propagating toward positive z, is focused at
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Here, ex is the unit polarization vector, and the normalization factor meω0c= ej j ¼ 4 TV/m. The
single 70 TW pulse (ℇ0 ¼ 3:27) has τL ¼ 2rm= 3cð Þ and thus depletes at the point of electron
dephasing, promising to maximize acceleration efficiency. Contrary to expectations, this strategy
leads to copious dark current and overall low beam quality. Thus we seek to compensate for the
red shift imparted by the wake. This task requires a very broadband negative frequency chirp,
that is, blue shifting the leading edge by an amount comparable to the carrier frequency [23–25].
As the required broad-bandwidth, kW average-power laser amplifiers are not going to be
available soon [37], we propose to synthesize a large-bandwidth, negative piecewise chirp, by
optically mixing transform limited, narrow-bandwidth blocks of the same or different energy
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reference case, while advancing Ehead in time further increases rigidity of the stack.
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To simulate the TS [51], we extract Nb macroparticles from the first and second buckets of the
wake and use them to sample the six-dimensional (6-D) phase space of the e-beam. We then
propagate a corresponding distribution of non-interacting electrons in free space by solving the
relativistic equations of motion. In the absence of a laser field, the trajectories are ballistic. The e-
beam collides head-on with the linearly polarized (in the x-direction) interaction laser pulse,
which we specify analytically in the paraxial approximation. The ILP has a 0.8 μm carrier wave-
length (photon energy Eint ¼ 1:55 eV), 250 fs duration corresponding to 0.3% FWHM bandwidth
in spectral intensity, and a 16.8 μm waist size (corresponding to a Rayleigh length of 1.1 mm).
Timing between the e-beam and the ILP is such that the centroid of the beam and the peak of the
ILP intensity arrive at the ILP focal plane simultaneously. Since in all regimes under consider-

ation the e-beams are relativistic and low-density, ne γe
� ��3 ≪ 1016 cm�3, space charge forces are

negligible [46, 47]. As the energy radiated by an electron passing through the ILP is small if
compared to the energy of the electron, the recoil and radiation damping are also negligible. The
ILP is shorter than 7% of its Rayleigh length and the e-beam spot size is in the submicron range;
hence, the interaction occurs in an almost plane-wave geometry. To avoid broadening the TS
spectra [44, 50, 68], a linear interaction regime is chosen, with the ILP normalized vector potential
aint ¼ 0:1 (hence the ILP energy 25.5 mJ). Using the computed orbits of individual electrons and
taking a weighted average over the ensemble yield the mean energy density radiated per unit
frequency ω and solid angleΩ per electron [87]:
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Figure 1. Snapshots of electric field on axis (in units of meω0c= ej j ¼ 4 TV/m) show that the frequency shift between stack
components makes the stack resilient to self-compression, while the nonzero time delay further increases this resilience.
The pulses propagate to the right; z ¼ ct is the centroid of the carrier-frequency component (E0) in vacuum. Red (thick
dark gray): E0. Blue (thin gray): Ehead (in the simulation, E0⊥Ehead). Dashed curve: E2

⊥
� � ¼ E2

0

� �þ E2
head

� �
, where ⋯h i

denotes averaging over an optical cycle. Panels (a) correspond to the reference case, (b) to case A (T ¼ 0,Ω ¼ 1:5), and (c)
to case B (T ¼ 15 fs,Ω ¼ 1:5). Top row shows the fields at the plasma entrance (z ¼ 0). Bottom row corresponds to (a.2)
z ¼ 1:6 mm (point of full compression in the reference case), (b.2) and (c.2) z ¼ 2:15 mm (dephasing in case A).
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Here, wi is the macroparticle weight; n is the unit vector in the direction of observation;
and ri and βi ¼ vi=c are the radius vector and normalized velocity of the electron. A beam

with a charge Q radiates the energy d2Itot=dωdΩ ¼ Q= ej jð Þd2Ie=dωdΩ: In all cases, we
show the TS spectra for the emission in the direction of e-beam propagation (on-axis
observation).

3. Stacking suppresses dark current

Propagation dynamics of a bi-color stack is entirely different from that of the quasi-
monochromatic reference pulse. To track changes in the pulse evolution brought about by
the stacking, we use the laser vector potential, ~a ¼ a r; z; ζð Þe�iω0ζ, where ζ ¼ ξ=c is a retarded
time, and a r; z; ζð Þ is the complex envelope from WAKE simulations. Figure 2(b) and 2(c)
show, for the reference pulse and stack B, the radially integrated mean frequency and
frequency variance [88],

Figure 2. Negative chirp synthesized via pulse stacking mitigates frequency red shift and slows down self-compression
(WAKE simulations). The pulses propagate in a uniform plasma toward positive z. Evolution of the (a) pulse energy; (b)
mean frequency; (c) frequency variance; and (d) pulse length computed from the ζ-variance of the energy density on axis
is shown in the reference case (black) and in case B (red/dark gray). The frequency is in units of ω0. The curves terminate
as soon as electrons reach dephasing. The negative chirp reduces depletion, red shift, and spectral broadening, thus
mitigating contraction of the pulse. Using the stacked driver with a blue component advanced in time (case B) strongly
delays dephasing.
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z ¼ 1:6 mm (point of full compression in the reference case), (b.2) and (c.2) z ¼ 2:15 mm (dephasing in case A).
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Here, wi is the macroparticle weight; n is the unit vector in the direction of observation;
and ri and βi ¼ vi=c are the radius vector and normalized velocity of the electron. A beam

with a charge Q radiates the energy d2Itot=dωdΩ ¼ Q= ej jð Þd2Ie=dωdΩ: In all cases, we
show the TS spectra for the emission in the direction of e-beam propagation (on-axis
observation).

3. Stacking suppresses dark current

Propagation dynamics of a bi-color stack is entirely different from that of the quasi-
monochromatic reference pulse. To track changes in the pulse evolution brought about by
the stacking, we use the laser vector potential, ~a ¼ a r; z; ζð Þe�iω0ζ, where ζ ¼ ξ=c is a retarded
time, and a r; z; ζð Þ is the complex envelope from WAKE simulations. Figure 2(b) and 2(c)
show, for the reference pulse and stack B, the radially integrated mean frequency and
frequency variance [88],

Figure 2. Negative chirp synthesized via pulse stacking mitigates frequency red shift and slows down self-compression
(WAKE simulations). The pulses propagate in a uniform plasma toward positive z. Evolution of the (a) pulse energy; (b)
mean frequency; (c) frequency variance; and (d) pulse length computed from the ζ-variance of the energy density on axis
is shown in the reference case (black) and in case B (red/dark gray). The frequency is in units of ω0. The curves terminate
as soon as electrons reach dephasing. The negative chirp reduces depletion, red shift, and spectral broadening, thus
mitigating contraction of the pulse. Using the stacked driver with a blue component advanced in time (case B) strongly
delays dephasing.
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~a r; z; ζð Þe�iωζdζ is the Fourier transform of the laser vector potential and
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0 ~a r; z;ωð Þj j2dω. Figure 2(d) shows the mean pulse length computed from the
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�∞ ζ a 0; z; ζð Þj j2dζ is the position of the pulse centroid and B zð Þ ¼Ðþ∞

�∞ a 0; z; ζð Þj j2dζ. Figure 3 links the local frequency shift to the longitudinal distortion of the
pulse. The frequency shift is extracted from the phase of the normalized vector potential,
~a 0; z; ζð Þ ¼ aj je�iω0ζþiϕ, using two independent methods [84]. First, the Wigner transform
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yields variation of the “photon density” in time at a given point z on axis. Second, we calculate
the instantaneous frequency using the rate of the envelope phase change, ω ζð Þ ¼ ω0�
dϕ=dt ¼ ω0 � ∂ϕ=∂ζ. Mean frequency, frequency variance, pulse duration, and photon density
are experimentally measurable markers of the nonlinear optical processes. They help identify the
regimes of pulse propagation and wakefield excitation [89].

Figure 3(a.1) and 3(b.1) reveal destruction of the reference pulse at the point of electron
dephasing. As the pulse plows through the plasma, it maintains the comoving negative
gradient in the nonlinear index of refraction, located at its leading edge [16, 23]. A large local
frequency red shift gradually accumulates along the index gradient, eventually exceeding
ω0=2. Figure 2(a)�(c) show that, in the process, the energy and mean frequency of the refer-
ence pulse drop by 60%, while the mean bandwidth increases 10-fold. The negative GVD of the
plasma slows down the red-shifted radiation components, etching away the pulse leading
edge. One can clearly see, in the top inset in Figure 3(b.1), the resulting cycle-length optical
shock of relativistic intensity. What is more, the photons making up the optical shock keep
sliding into the bubble, filling it with the mid-IR radiation at ω < ω0=4. Mixing radiation of
different frequencies and uncorrelated phases leads to sharp variations in the envelope phase,
making the local frequency poorly defined, causing oscillations of the envelope in the tail area.
More importantly, the reference pulse fully contracts long before electron dephasing (from 20
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to 10 fs, according to Figure 2(d)) and then almost explosively elongates as newly generated
mid-IR radiation slides into the bubble. Continuous injection ensues, building up the massive
energy tail shown in Figure 3(c.1), containing three-quarters of the charge accelerated above
50 MeV. CALDER-Circ simulation corroborates and adds more details to this unfavorable
scenario. Figure 4 links self-injection to the bubble evolution. The bubble size (shown in (a)) is
defined as the length of the accelerating phase on axis (i.e. the length of the region inside the
bubble where the longitudinal electric field is negative). Panel (b) tracks accumulation of the
charge in the first two buckets, counting only electrons with E > 50 MeV. The collection phase
space (longitudinal momenta of electrons at dephasing vs. their initial positions, (c)) and
collection volume (initial positions of electrons with E > 50 MeV at dephasing, (e)) parameter-
ize the energy gain of electrons with their initial coordinates. As the reference pulse adjusts for
self-guiding, its spot size oscillates at least once. Figure 4(a) shows that it is during this early

Figure 3. Deformations of the optical driver dictate e-beam quality. Increasing resilience of the driver to self-compression, via
negative piecewise chirp imparted by stacking, suppresses the low-energy tail. Left column: Reference case. Right column:
Case B (T ¼ 15 fs, Ω ¼ 1:5). (a), (b) local frequency shift, spectra, and longitudinal distortion of the pulse from WAKE
simulations. The pulse propagates to the right. (a) the pulse at the plasma entrance (z ¼ 0) and (b) at the point of electron
dephasing ((b.1) z ¼ 2:03 mm, (b.2) z ¼ 3:07 mm). Grayscale is the absolute value of the Wigner transform (9) in arbitrary
units; black curves are lineouts of the instantaneous frequency (in units of ω0 ) extracted from the complex pulse envelope.
Top inset: normalized intensity on axis. Right inset: radially integrated spectral power, S ωð Þ ¼ Ð∞0 ω2 a r; z;ωð Þj j2rdr, in
arbitrary units. (c) Electron spectra at dephasing from CALDER-Circ simulation. Black curves in (c.1) and (c.2) show the
reference case spectra (z ¼ 2:03 mm). Red (dark gray) in (c.2): Case B (z ¼ 3:07 mm). Negative chirp of stack B doubles the
energy of the QME signal, while suppressing the flux in the tail by more than an order of magnitude.
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yields variation of the “photon density” in time at a given point z on axis. Second, we calculate
the instantaneous frequency using the rate of the envelope phase change, ω ζð Þ ¼ ω0�
dϕ=dt ¼ ω0 � ∂ϕ=∂ζ. Mean frequency, frequency variance, pulse duration, and photon density
are experimentally measurable markers of the nonlinear optical processes. They help identify the
regimes of pulse propagation and wakefield excitation [89].

Figure 3(a.1) and 3(b.1) reveal destruction of the reference pulse at the point of electron
dephasing. As the pulse plows through the plasma, it maintains the comoving negative
gradient in the nonlinear index of refraction, located at its leading edge [16, 23]. A large local
frequency red shift gradually accumulates along the index gradient, eventually exceeding
ω0=2. Figure 2(a)�(c) show that, in the process, the energy and mean frequency of the refer-
ence pulse drop by 60%, while the mean bandwidth increases 10-fold. The negative GVD of the
plasma slows down the red-shifted radiation components, etching away the pulse leading
edge. One can clearly see, in the top inset in Figure 3(b.1), the resulting cycle-length optical
shock of relativistic intensity. What is more, the photons making up the optical shock keep
sliding into the bubble, filling it with the mid-IR radiation at ω < ω0=4. Mixing radiation of
different frequencies and uncorrelated phases leads to sharp variations in the envelope phase,
making the local frequency poorly defined, causing oscillations of the envelope in the tail area.
More importantly, the reference pulse fully contracts long before electron dephasing (from 20
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to 10 fs, according to Figure 2(d)) and then almost explosively elongates as newly generated
mid-IR radiation slides into the bubble. Continuous injection ensues, building up the massive
energy tail shown in Figure 3(c.1), containing three-quarters of the charge accelerated above
50 MeV. CALDER-Circ simulation corroborates and adds more details to this unfavorable
scenario. Figure 4 links self-injection to the bubble evolution. The bubble size (shown in (a)) is
defined as the length of the accelerating phase on axis (i.e. the length of the region inside the
bubble where the longitudinal electric field is negative). Panel (b) tracks accumulation of the
charge in the first two buckets, counting only electrons with E > 50 MeV. The collection phase
space (longitudinal momenta of electrons at dephasing vs. their initial positions, (c)) and
collection volume (initial positions of electrons with E > 50 MeV at dephasing, (e)) parameter-
ize the energy gain of electrons with their initial coordinates. As the reference pulse adjusts for
self-guiding, its spot size oscillates at least once. Figure 4(a) shows that it is during this early

Figure 3. Deformations of the optical driver dictate e-beam quality. Increasing resilience of the driver to self-compression, via
negative piecewise chirp imparted by stacking, suppresses the low-energy tail. Left column: Reference case. Right column:
Case B (T ¼ 15 fs, Ω ¼ 1:5). (a), (b) local frequency shift, spectra, and longitudinal distortion of the pulse from WAKE
simulations. The pulse propagates to the right. (a) the pulse at the plasma entrance (z ¼ 0) and (b) at the point of electron
dephasing ((b.1) z ¼ 2:03 mm, (b.2) z ¼ 3:07 mm). Grayscale is the absolute value of the Wigner transform (9) in arbitrary
units; black curves are lineouts of the instantaneous frequency (in units of ω0 ) extracted from the complex pulse envelope.
Top inset: normalized intensity on axis. Right inset: radially integrated spectral power, S ωð Þ ¼ Ð∞0 ω2 a r; z;ωð Þj j2rdr, in
arbitrary units. (c) Electron spectra at dephasing from CALDER-Circ simulation. Black curves in (c.1) and (c.2) show the
reference case spectra (z ¼ 2:03 mm). Red (dark gray) in (c.2): Case B (z ¼ 3:07 mm). Negative chirp of stack B doubles the
energy of the QME signal, while suppressing the flux in the tail by more than an order of magnitude.
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stage (between z ≈ 0:55 and 1.3 mm) that the bubble expands, injecting electrons, and then
stabilizes, forming the QME bunch. Self-compression of the pulse starts early. As the optical
shock builds up, the bubble starts to expand. Explosive expansion after z ≈ 1:3 mm, with an
almost 65% increase in size by the dephasing point (z ¼ 2:03 mm), adds an extra 1.25 nC to the
energy tail (in effect, multiplying the tail charge by a factor of 6). Beam loading saturates
injection near dephasing, eventually destroying the bubble.

Figure 3(a.2)�(c.2) shows that the piecewise negative chirp turns the tide, enabling accelera-
tion through dephasing without sacrificing e-beam quality. As a collateral benefit, electron
energy doubles against the scaling-prescribed limit of the reference case. Figure 4(c) shows
that, in case B, the injection starts later than in the reference case, while the bucket contracts
rather than stabilizes around z ≈ 1:3 mm, expelling one-third of the earlier injected charge. This
reduces the bunch charge by a factor 8 in comparison with the reference case. Yet, from the
data in Table 1, this reduction comes from clipping the bunch, from 5.5 fs to less than a
femtosecond, with the average current preserved ( ≈ 88 kA). As soon as the QME bunch forms,
the resilience of the stack to self-compression keeps it almost background-free (cf. Figures 3(c.2)

Figure 4. Stacking reduces expansion of the bubble, suppressing the dark current, avoiding the buildup of a low-energy
tail in electron spectra (CALDER-Circ simulations). Black: the reference case. Red/dark gray: case B. (a) Length of the
accelerating phase on axis vs. propagation length. (b) Charge accelerated in the first two buckets. (c) Longitudinal
collection phase space of electrons from the first two buckets. (d) Energy spectra. These are identical to those in Figure 3
(c.2), yet shown on a logarithmic scale, to evaluate suppression of the tail. (e) Collection volume. Data in plots (c)–(e)
correspond to electron dephasing, z ¼ 2:03 mm in the reference case and 3.07 mm in case B. The piecewise negative chirp
of the stacked driver suppresses expansion of the bubble, reducing the flux in the energy tail by more than an order of
magnitude, while doubling the energy of QME component.
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and 4(d)). In summary, stacking changes the system dynamics as follows. First, per Figure 2(a),
the pulse energy loss is merely one-quarter, in stark contrast with 60% of the reference case.
Second, as is seen in Figure 2(d), the stack reaches full compression at the point of electron
dephasing rather than halfway through. Figure 3(b.2) shows that the energy of the stacked
driver finally concentrates in a spike 2.5 optical cycles long, with the instantaneous frequency
almost uniform along the pulse body. There is no sign of photon phase space rotation, with a
mid-IR tail protruding into the bubble, nor there is a signature of a subcycle rising edge (the
key feature of the reference scenario). Hence, the electron density pileup inside the compressed
stack is minimal (cf. Figure 6 of Ref. [24]). Thereby, the resulting 7-fold reduction in the bubble
expansion rate, evaluated from Figure 4(a), reduces the average flux in the tail by a factor of 16
and the charge by a factor of 6. The QME peak dominates the electron spectrum, having the
mean energy twice as high, and 5-D brightness a factor of 3.3 higher than its reference
counterpart. Notably, the boost in energy has little to do with beam loading. As mentioned
earlier, the current density in the QME bunches (the key factor defining the effect [26]) is
almost the same in both cases. As expected, the WAKE test particle simulations show that the
beam loading reduces electron energy by 25% in the reference case and merely by a few
percent in case B. Hence, three-quarters of the observed energy boost are due to the favorable
changes in the driver dynamics and quasistatic plasma response brought about by photon
engineering.

Collection volume presented in Figure 4(e) indicates that only electrons with initial radial
positions such as those that enter the bubble sheath are trapped and accelerated. There is no
sign of transient injection from the near-axis region. The injection candidates fill a thin

Parameter (unit) zh i
(mm)

Q
(pC)

Eh i
(MeV)

σE

(MeV)
στ

(fs)
σα

(mrad)
εn⊥
(mm mrad)

Ih i
(kA)

Bn

(A m�2)
W
(mJ)

QME bunches

Reference 2.027 493.5 426.5 25.7 5.5 2.93 0.69 89.7 0.38�1017 210.4

Case A 2.148 288.8 524.8 26.3 3.8 2.75 0.64 76.2 0.38�1017 151.5

Case B 1.473 73.8 442.9 31.8 0.85 2.16 0.3994 87.3 1.1�1017 32.7

Case B,
dephasing

3.067 73.8 881.9 28.6 0.85 1.35 0.3994 87.3 1.1�1017 65.1

Energy tails (E > 50 MeV)

Reference 2.017 1454 212.9 67.0 11.0 9.0 — 132 — 309.5

Case A 2.1425 363.3 253.2 113.4 5.5 6.52 — 66.1 91.2

Case B 1.4735 27.55 114.7 43.25 0.33 4.15 — 82.7 — 3.2

Case B,
dephasing

3.062 329.8 298.4 174.6 8.84 5.16 — 37.3 — 98.4

Only particles from the first bucket are included. zh i is a longitudinal position of the beam centroid; Q is the charge; Eh i is
the mean energy; σE is the energy variance; στ is the root-mean-square bunch length; σα is the root-mean-square
divergence; εn⊥ is the root-mean-square normalized transverse emittance; Ih i ¼ Q=στ is the average current; Bn is the 5-D
brightness; W is the total energy of the bunch.

Table 1. Electron beam statistics.
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stage (between z ≈ 0:55 and 1.3 mm) that the bubble expands, injecting electrons, and then
stabilizes, forming the QME bunch. Self-compression of the pulse starts early. As the optical
shock builds up, the bubble starts to expand. Explosive expansion after z ≈ 1:3 mm, with an
almost 65% increase in size by the dephasing point (z ¼ 2:03 mm), adds an extra 1.25 nC to the
energy tail (in effect, multiplying the tail charge by a factor of 6). Beam loading saturates
injection near dephasing, eventually destroying the bubble.

Figure 3(a.2)�(c.2) shows that the piecewise negative chirp turns the tide, enabling accelera-
tion through dephasing without sacrificing e-beam quality. As a collateral benefit, electron
energy doubles against the scaling-prescribed limit of the reference case. Figure 4(c) shows
that, in case B, the injection starts later than in the reference case, while the bucket contracts
rather than stabilizes around z ≈ 1:3 mm, expelling one-third of the earlier injected charge. This
reduces the bunch charge by a factor 8 in comparison with the reference case. Yet, from the
data in Table 1, this reduction comes from clipping the bunch, from 5.5 fs to less than a
femtosecond, with the average current preserved ( ≈ 88 kA). As soon as the QME bunch forms,
the resilience of the stack to self-compression keeps it almost background-free (cf. Figures 3(c.2)

Figure 4. Stacking reduces expansion of the bubble, suppressing the dark current, avoiding the buildup of a low-energy
tail in electron spectra (CALDER-Circ simulations). Black: the reference case. Red/dark gray: case B. (a) Length of the
accelerating phase on axis vs. propagation length. (b) Charge accelerated in the first two buckets. (c) Longitudinal
collection phase space of electrons from the first two buckets. (d) Energy spectra. These are identical to those in Figure 3
(c.2), yet shown on a logarithmic scale, to evaluate suppression of the tail. (e) Collection volume. Data in plots (c)–(e)
correspond to electron dephasing, z ¼ 2:03 mm in the reference case and 3.07 mm in case B. The piecewise negative chirp
of the stacked driver suppresses expansion of the bubble, reducing the flux in the energy tail by more than an order of
magnitude, while doubling the energy of QME component.
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and 4(d)). In summary, stacking changes the system dynamics as follows. First, per Figure 2(a),
the pulse energy loss is merely one-quarter, in stark contrast with 60% of the reference case.
Second, as is seen in Figure 2(d), the stack reaches full compression at the point of electron
dephasing rather than halfway through. Figure 3(b.2) shows that the energy of the stacked
driver finally concentrates in a spike 2.5 optical cycles long, with the instantaneous frequency
almost uniform along the pulse body. There is no sign of photon phase space rotation, with a
mid-IR tail protruding into the bubble, nor there is a signature of a subcycle rising edge (the
key feature of the reference scenario). Hence, the electron density pileup inside the compressed
stack is minimal (cf. Figure 6 of Ref. [24]). Thereby, the resulting 7-fold reduction in the bubble
expansion rate, evaluated from Figure 4(a), reduces the average flux in the tail by a factor of 16
and the charge by a factor of 6. The QME peak dominates the electron spectrum, having the
mean energy twice as high, and 5-D brightness a factor of 3.3 higher than its reference
counterpart. Notably, the boost in energy has little to do with beam loading. As mentioned
earlier, the current density in the QME bunches (the key factor defining the effect [26]) is
almost the same in both cases. As expected, the WAKE test particle simulations show that the
beam loading reduces electron energy by 25% in the reference case and merely by a few
percent in case B. Hence, three-quarters of the observed energy boost are due to the favorable
changes in the driver dynamics and quasistatic plasma response brought about by photon
engineering.

Collection volume presented in Figure 4(e) indicates that only electrons with initial radial
positions such as those that enter the bubble sheath are trapped and accelerated. There is no
sign of transient injection from the near-axis region. The injection candidates fill a thin
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Only particles from the first bucket are included. zh i is a longitudinal position of the beam centroid; Q is the charge; Eh i is
the mean energy; σE is the energy variance; στ is the root-mean-square bunch length; σα is the root-mean-square
divergence; εn⊥ is the root-mean-square normalized transverse emittance; Ih i ¼ Q=στ is the average current; Bn is the 5-D
brightness; W is the total energy of the bunch.

Table 1. Electron beam statistics.
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cylindrical shell with a radius slightly smaller than the bubble radius, accurately reproducing
evolution of the pulse spot size in the cross-section at the highest intensity, which agrees with
the matching condition (1). Indeed, for the 70 TW, 20 fs reference pulse, the power ratio
P=Pcr ¼ 16:25 yields the matched spot rm ≈ 9:4 μm. The collection radius in Figure 4(e) varies
by �1 μm from this value through 70% of the acceleration distance. The dephasing length,
calculated with this rm, is Ld ≈ 1:65 mm, which is within 10% of the value estimated from
Figure 4(e) (black markers). The estimated energy gain (2) is 430 MeV, nearly the same as the
simulated Eh i ≈ 426:5 MeV. Thus, the QME bunch of the reference scenario complies with the
scaling predictions exceptionally well. Yet, accumulation of the low-energy tail ruins the beam
by the end of acceleration.

In case B, slow self-compression of the rigid head delays dephasing. Applying the scaling
formulae to the 35 TW, 20 fs head with the wavelength λhead ¼ 2=3ð Þλ0 ≈ 0:533 μm (so that
P=Pcr ≈ 3:6), we find rm ≈ 7:3 μm. Again, this value of rm deviates from the collection radius
shown in Figure 4(e) (red markers) by less than �1 μm throughout the entire interaction. The
estimated dephasing length, Ld ≈ 2:95 mm, is 15% longer than that obtained in the CALDER-
Circ simulation. At the same time, the estimate of the energy gain at dephasing (using a
generic formula (5) of Ref. [18]) is only 630 MeV, which is 30% lower than the gain obtained in
the CALDER-Circ simulation with a bi-color stack. Even though, according to the scaling,
using the head alone should boost electron energy effectively, the presence of the unshifted tail
is important. As the rigid head of the stack plows through the plasma, driving the wake, the
flapping of the slightly mismatched tail inside a soft channel (electron density bubble) controls
the bubble radius, thus determining kinetics of self-injection [25]. The presence of the tail is
thus essential to maintain sufficiently high charge (or modulate the beam current [25]). Since
the tail rides inside the bubble devoid of electrons, it remains uncompressed. As the head starts
experiencing red shift, the GVD-delayed red-shifted radiation superimposes onto the smooth
profile of the tail. The combination of the two does not permit formation of a subcycle rising
edge (compare Figure 3(b.1) and 3(b.2)), which avoids uncontrollable expansion of the bubble.

Table 1 quantitatively assesses improvements in e-beam quality, showing parameters of QME
bunches and energy tails at dephasing. Statistics of case B are complemented with the data taken
at the point where the bunch energy matches the energy gain in the reference case (E ≈ 430 MeV,
z ≈ 1:47 mm). Table 1 presents the metrics that are essential to evaluate the 5-D brightness,

Bn ¼ 2 Ih i πεn⊥
� ��2, the quantity defining a capability of the beam to drive a TS-based γ-ray source

[76]. Here, Ih i ¼ Q=στ is the mean current; Q is the bunch charge; στ is the root-mean-square

bunch length; and εn⊥ ¼ 2�1=2 εnx
� �2 þ εny

� �2� �1=2

, where εni ¼ mecð Þ�1 p2i
� �� pi

� �2� �
r2i
� ����

rih i2Þ � piri
� �� pi

� �
rih i� �2Þ1=2 is the root-mean-square normalized transverse emittance. Statis-

tics for case B show that the QME bunch progresses through dephasing with the normalized
transverse emittance conserved, as should be the case for the adiabatically slowly varying
structure. Simulating e-beam dynamics, while conserving the emittance better than in the fourth
digit, became possible due to elimination of the numerical Cherenkov radiation [86] in
CALDER-Circ. Any degradation of the Thomson γ-ray signal observed in the simulations must
be thus attributed to the physical causes rather than to numerical artifacts. The QME bunch B,

Accelerator Physics - Radiation Safety and Applications78

apart from 3.2% energy spread, sub-fs duration, and 400 nm emittance (about half of that of the
reference case), has the 5-D brightness 1:1� 1017 A/m2, preserved throughout acceleration. This
is most encouraging for using the beam as a driver of a high-flux Thomson source [76].

4. Stack-driven electron beams generate high-flux, femtosecond γ-ray
pulses via Thomson scattering

The capability of a stack-driven LPA to suppress the low-energy background and to increase
electron energy gain, while preserving 100-pC scale charge and 100-kA average current,
boosting the e-beam brightness beyond 1017 A/m2, is an asset for the design of radiation sources.

4.1. Improving performance of the γ-ray source: suppressing emission of low-energy
photons and boosting the energy of quasi-monochromatic signal

A broadband e-beam accelerated with a transform-limited pulse is poorly suited to produce
quasi-monochromatic γ-ray pulse via the TS mechanism. Figure 5(a) demonstrates the phase
space of the e-beam at dephasing, with a QME component accompanied with a massive
energy tail. We separate the macroparticles making up the QME e-bunch and the tail, as shown
in Figure 5(a), and carry out two sets of TS simulations with these initial conditions. The partial
photon spectra displayed in Figure 5(c) reveal modest energy of γ-photons emitted by the

Figure 5. The stack-driven LPA delivers a low-background QME electron bunch. Thomson scattering from this bunch
produces a quasi-monochromatic, sub-fs γ-ray pulse. Electron beams are extracted from CALDER-Circ simulations at
dephasing. (a), (c) reference case. (b), (d) case B. (a), (b) longitudinal phase space of the bunch; inset: energy spectrum (in
units MeV�1). (c), (d) γ-ray flux in the direction of e-beam propagation (in units 1012 MeV�1 sr�1). QME components of
e-beams and corresponding quasi-monochromatic components of γ-ray pulses are depicted in red (dark gray).
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cylindrical shell with a radius slightly smaller than the bubble radius, accurately reproducing
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scaling predictions exceptionally well. Yet, accumulation of the low-energy tail ruins the beam
by the end of acceleration.
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Bn ¼ 2 Ih i πεn⊥
� ��2, the quantity defining a capability of the beam to drive a TS-based γ-ray source

[76]. Here, Ih i ¼ Q=στ is the mean current; Q is the bunch charge; στ is the root-mean-square

bunch length; and εn⊥ ¼ 2�1=2 εnx
� �2 þ εny

� �2� �1=2

, where εni ¼ mecð Þ�1 p2i
� �� pi

� �2� �
r2i
� ����

rih i2Þ � piri
� �� pi

� �
rih i� �2Þ1=2 is the root-mean-square normalized transverse emittance. Statis-

tics for case B show that the QME bunch progresses through dephasing with the normalized
transverse emittance conserved, as should be the case for the adiabatically slowly varying
structure. Simulating e-beam dynamics, while conserving the emittance better than in the fourth
digit, became possible due to elimination of the numerical Cherenkov radiation [86] in
CALDER-Circ. Any degradation of the Thomson γ-ray signal observed in the simulations must
be thus attributed to the physical causes rather than to numerical artifacts. The QME bunch B,
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apart from 3.2% energy spread, sub-fs duration, and 400 nm emittance (about half of that of the
reference case), has the 5-D brightness 1:1� 1017 A/m2, preserved throughout acceleration. This
is most encouraging for using the beam as a driver of a high-flux Thomson source [76].

4. Stack-driven electron beams generate high-flux, femtosecond γ-ray
pulses via Thomson scattering

The capability of a stack-driven LPA to suppress the low-energy background and to increase
electron energy gain, while preserving 100-pC scale charge and 100-kA average current,
boosting the e-beam brightness beyond 1017 A/m2, is an asset for the design of radiation sources.

4.1. Improving performance of the γ-ray source: suppressing emission of low-energy
photons and boosting the energy of quasi-monochromatic signal

A broadband e-beam accelerated with a transform-limited pulse is poorly suited to produce
quasi-monochromatic γ-ray pulse via the TS mechanism. Figure 5(a) demonstrates the phase
space of the e-beam at dephasing, with a QME component accompanied with a massive
energy tail. We separate the macroparticles making up the QME e-bunch and the tail, as shown
in Figure 5(a), and carry out two sets of TS simulations with these initial conditions. The partial
photon spectra displayed in Figure 5(c) reveal modest energy of γ-photons emitted by the

Figure 5. The stack-driven LPA delivers a low-background QME electron bunch. Thomson scattering from this bunch
produces a quasi-monochromatic, sub-fs γ-ray pulse. Electron beams are extracted from CALDER-Circ simulations at
dephasing. (a), (c) reference case. (b), (d) case B. (a), (b) longitudinal phase space of the bunch; inset: energy spectrum (in
units MeV�1). (c), (d) γ-ray flux in the direction of e-beam propagation (in units 1012 MeV�1 sr�1). QME components of
e-beams and corresponding quasi-monochromatic components of γ-ray pulses are depicted in red (dark gray).
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QME bunch in the direction of its propagation, Eγ
� �

≈ 3:85 MeV. This is too low to meet the
needs of nondestructive inspection systems for special nuclear materials; these require photon
energy tunable in the range 5�15 MeV [49]. Figure 5(c) reveals a rather high ratio of noise to
the quasi-monochromatic signal, 1:2, on average. Conversely, the virtual lack of the low-energy
background in case B favorably reflects on the TS signal. The latter, from Figure 5(d), has an
average noise-to-signal ratio twice as low, 1:4, and nearly a factor 4 higher mean photon
energy, Eγ

� �
≈ 16 MeV. Yet, the signal bandwidth is rather high, 15.7%.

From a single-particle theory [50], both variation in energy of an electron and a misalignment of
its trajectory with the propagation axis of the ILP tend to reduce the photon energy, thus
contributing to the photon energy spread. The QME bunch of case B, apart from having a 3.2%

energy spread, has a rather high root-mean-square divergence, σα ¼ 1:35 mrad, or 2:33 γe
� ��1.

Here, γe
� �

is the mean Lorentz factor of the bunch, and σα ¼ 2�1=2 σ2x αð Þ þ σ2y αð Þ
� �1=2

, where

σi αð Þ ¼ pz
� ��1 p2i

� �� pi
� �2� �1=2

.

TS simulations with the reduced phase space of e-beam help identify the primary contributor
to the photon energy spread. First, we plot in Figure 6 (black in both panels) the spectrum of γ-
photons emitted by the bunch with a complete 6-D phase space (the region of phase space
depicted with red/dark gray markers in Figure 5(b)). The signal with a 15.7% energy spread is
centered at Eγ

� � ¼ 16 MeV. Then, transverse momenta of all macroparticles are set to zero,
while their longitudinal momenta, pz, are unchanged. This preserves the energy spread while
zeroing out the divergence. Lastly, pz ¼ pz

� � ¼ 1725:8mec is assigned to all electrons, while px
and py are unchanged. This preserves mrad-scale divergence of the bunch, while nearly

zeroing out the energy spread. In the zero-divergence case (spectrum depicted in red/dark
gray in Figure 6(a)), the mean photon energy increases to 18 MeV, while the energy spread
stays at 12.8%. In stark contrast, the case with a near-zero energy spread yields a TS signal with

a subpercent energy spread, centered at Eγ ≈ 4 γe
� �2Eint ≈ 18:4 MeV (red/dark gray in Figure 6

(b)). Thus, the γ-ray signal receives its large (more than 10%) bandwidth almost entirely from a
few-percent electron energy spread. Further steps in optimization of the LPA should aim to

Figure 6. Energy spread in the electron bunch determines the energy spread of emitted γ-photons. Black: TS spectrum
from the simulation using complete phase space of electron bunch (same as red (dark gray) in Figure 5(c) and 5(d)). Red
(dark gray): simulations with the reduced phase space of electrons, with (a) zero dispersion of transverse momentum
(zero divergence) and (b) zero dispersion of longitudinal momentum (viz. almost vanishing energy spread).

Accelerator Physics - Radiation Safety and Applications80

reduce the energy spread below 1%. One practical way to do it (at the expense of reduction in
charge and, hence, brightness) is to select electrons from narrow energy intervals within the
e-beam bandwidth by selective focusing with highly chromatic magnetic quadrupole lenses
[90] before the collision of e-beam with the ILP. (At the same time, the magnetic quadrupole
will disperse the residual energy tail.)

The collimation of high-energy γ-photons and the number of photons in the observation cone
are important metrics for applications. To evaluate the reduction in photon energy and flux
with an increase in the observation angle (viz. to estimate the effective apex angle of the
photon emission cone), we select the macroparticles making up the QME e-bunch and carry
out the TS simulation with these initial conditions. We detect the photons scattered in and out
of the ILS polarization plane, in the direction of e-beam propagation (θ ¼ 0) and at small
angles measured from the direction of e-beam propagation, up to the root-mean-square diver-

gence angle, θ ¼ σα ¼ 2:33 γe
� ��1. As the scattering angle increases to θ ¼ γe

� ��1, the mean
photon energy drops by 25%, the energy spread staying at the 15–20% level. At the same time,
the photon flux drops 10-fold. To a good approximation, there are virtually no photons with

the energies above 10 MeV outside the observation cone of apex angle 2θ ¼ 2 γe
� ��1. Thus, to

estimate the number of QME high-energy photons scattered in the direction of e-beam propa-

gation, we choose conservatively the observation solid angle ΔΩγ ¼ π=2ð Þ γe
� ��2, that is, the

solid angle of the cone with an apex angle 2θ ¼ ffiffiffi
2

p
γe
� ��1 ( ≈ 2� 0:69 (2� 0:41) mrad for the

beam A(B) at dephasing). We take the photon flux corresponding to the direct backscattering
(θ ¼ 0), integrate it over the energy, and multiply the result by ΔΩγ.

Table 2 presents statistics of quasi-monochromatic γ-ray signals corresponding to the QME
entries in Table 1. The entries corresponding to the beam B show the photon yield over
1:5� 106 per pulse. This is comparable to the experimental yields with 100-MeV scale e-beams,
3� 105 to 107 [66, 67, 70], calculated for the entire forward hemisphere, and integrated over the
entire broad bandwidth of the γ-ray beam. Yet, our highest-energy photons reach 16 MeV
while preserving a 16% energy spread and microsteradian collimation, which is strikingly
better than 50–100% spread and millisteradian collimation reported for the sub-MeV photons
[66, 67, 70].

Parameter Eγ
� �

(MeV) σE (MeV) ΔΩγ (μsr) Nγ 106
� �

Wγ (μJ)

Reference 3.85 0.72 2.25 8.95 5.5

Case A 5.67 0.97 1.49 5.08 4.6

Case B 4.36 0.93 2.09 1.52 1.1

Case B, dephasing 16.0 2.51 0.53 1.58 4.0

Corresponding energy spectra are depicted in Figure 5(c) (reference); Figure 7(c) (case A); Figure 7(d), red (case B before
dephasing); and Figure 7(d), black (Case B at dephasing). Eγ

� �
is the mean energy; σE is the energy variance; Nγ and

Wγ ¼ Nγ Eγ
� �

are the number of photons and energy radiated into the observation solid angle ΔΩγ ¼ π=2ð Þ γe
� ��2 in the

direction of e-beam propagation.

Table 2. Statistics of γ-rays emitted by the QME bunches with parameters from Table 1.
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needs of nondestructive inspection systems for special nuclear materials; these require photon
energy tunable in the range 5�15 MeV [49]. Figure 5(c) reveals a rather high ratio of noise to
the quasi-monochromatic signal, 1:2, on average. Conversely, the virtual lack of the low-energy
background in case B favorably reflects on the TS signal. The latter, from Figure 5(d), has an
average noise-to-signal ratio twice as low, 1:4, and nearly a factor 4 higher mean photon
energy, Eγ
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≈ 16 MeV. Yet, the signal bandwidth is rather high, 15.7%.

From a single-particle theory [50], both variation in energy of an electron and a misalignment of
its trajectory with the propagation axis of the ILP tend to reduce the photon energy, thus
contributing to the photon energy spread. The QME bunch of case B, apart from having a 3.2%
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TS simulations with the reduced phase space of e-beam help identify the primary contributor
to the photon energy spread. First, we plot in Figure 6 (black in both panels) the spectrum of γ-
photons emitted by the bunch with a complete 6-D phase space (the region of phase space
depicted with red/dark gray markers in Figure 5(b)). The signal with a 15.7% energy spread is
centered at Eγ

� � ¼ 16 MeV. Then, transverse momenta of all macroparticles are set to zero,
while their longitudinal momenta, pz, are unchanged. This preserves the energy spread while
zeroing out the divergence. Lastly, pz ¼ pz

� � ¼ 1725:8mec is assigned to all electrons, while px
and py are unchanged. This preserves mrad-scale divergence of the bunch, while nearly

zeroing out the energy spread. In the zero-divergence case (spectrum depicted in red/dark
gray in Figure 6(a)), the mean photon energy increases to 18 MeV, while the energy spread
stays at 12.8%. In stark contrast, the case with a near-zero energy spread yields a TS signal with

a subpercent energy spread, centered at Eγ ≈ 4 γe
� �2Eint ≈ 18:4 MeV (red/dark gray in Figure 6

(b)). Thus, the γ-ray signal receives its large (more than 10%) bandwidth almost entirely from a
few-percent electron energy spread. Further steps in optimization of the LPA should aim to

Figure 6. Energy spread in the electron bunch determines the energy spread of emitted γ-photons. Black: TS spectrum
from the simulation using complete phase space of electron bunch (same as red (dark gray) in Figure 5(c) and 5(d)). Red
(dark gray): simulations with the reduced phase space of electrons, with (a) zero dispersion of transverse momentum
(zero divergence) and (b) zero dispersion of longitudinal momentum (viz. almost vanishing energy spread).
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reduce the energy spread below 1%. One practical way to do it (at the expense of reduction in
charge and, hence, brightness) is to select electrons from narrow energy intervals within the
e-beam bandwidth by selective focusing with highly chromatic magnetic quadrupole lenses
[90] before the collision of e-beam with the ILP. (At the same time, the magnetic quadrupole
will disperse the residual energy tail.)

The collimation of high-energy γ-photons and the number of photons in the observation cone
are important metrics for applications. To evaluate the reduction in photon energy and flux
with an increase in the observation angle (viz. to estimate the effective apex angle of the
photon emission cone), we select the macroparticles making up the QME e-bunch and carry
out the TS simulation with these initial conditions. We detect the photons scattered in and out
of the ILS polarization plane, in the direction of e-beam propagation (θ ¼ 0) and at small
angles measured from the direction of e-beam propagation, up to the root-mean-square diver-

gence angle, θ ¼ σα ¼ 2:33 γe
� ��1. As the scattering angle increases to θ ¼ γe

� ��1, the mean
photon energy drops by 25%, the energy spread staying at the 15–20% level. At the same time,
the photon flux drops 10-fold. To a good approximation, there are virtually no photons with

the energies above 10 MeV outside the observation cone of apex angle 2θ ¼ 2 γe
� ��1. Thus, to

estimate the number of QME high-energy photons scattered in the direction of e-beam propa-

gation, we choose conservatively the observation solid angle ΔΩγ ¼ π=2ð Þ γe
� ��2, that is, the

solid angle of the cone with an apex angle 2θ ¼ ffiffiffi
2

p
γe
� ��1 ( ≈ 2� 0:69 (2� 0:41) mrad for the

beam A(B) at dephasing). We take the photon flux corresponding to the direct backscattering
(θ ¼ 0), integrate it over the energy, and multiply the result by ΔΩγ.

Table 2 presents statistics of quasi-monochromatic γ-ray signals corresponding to the QME
entries in Table 1. The entries corresponding to the beam B show the photon yield over
1:5� 106 per pulse. This is comparable to the experimental yields with 100-MeV scale e-beams,
3� 105 to 107 [66, 67, 70], calculated for the entire forward hemisphere, and integrated over the
entire broad bandwidth of the γ-ray beam. Yet, our highest-energy photons reach 16 MeV
while preserving a 16% energy spread and microsteradian collimation, which is strikingly
better than 50–100% spread and millisteradian collimation reported for the sub-MeV photons
[66, 67, 70].

Parameter Eγ
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Reference 3.85 0.72 2.25 8.95 5.5

Case A 5.67 0.97 1.49 5.08 4.6

Case B 4.36 0.93 2.09 1.52 1.1

Case B, dephasing 16.0 2.51 0.53 1.58 4.0

Corresponding energy spectra are depicted in Figure 5(c) (reference); Figure 7(c) (case A); Figure 7(d), red (case B before
dephasing); and Figure 7(d), black (Case B at dephasing). Eγ
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is the mean energy; σE is the energy variance; Nγ and
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are the number of photons and energy radiated into the observation solid angle ΔΩγ ¼ π=2ð Þ γe
� ��2 in the

direction of e-beam propagation.

Table 2. Statistics of γ-rays emitted by the QME bunches with parameters from Table 1.
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4.2. Tuning the energy and flux of the quasi-monochromatic γ-ray signal

The structure of e-beam phase space is sensitive to variations in the drive pulse evolution
brought about by changes in the initial conditions. This responsiveness improves parameters
of the beam to make it suitable to drive a quasi-monochromatic radiation source based on
Thomson scattering, a process demanding exceptional beam quality. Figure 7 displays the
capability of the all-optical Thomson source to produce γ-ray pulses with different characteris-
tics (such as a mean energy and flux) while maintaining high yield and low background. This
flexibility is demonstrated without changing the energy of the stack or the frequency ratio
between its components. This is an asset to applications, which often need to adjust to new
conditions in a timely fashion, avoiding a major upgrade of the laboratory.

Changing the e-beam energy, while keeping the brightness fixed, is one option offered by case
B. Standard targets, such as printed gas cells of variable length [81], permit the necessary
reductions in the plasma length. Figure 7(b) shows progress of the e-beam through dephasing,
from the energy matching the maximal gain in the reference case ( ≈ 430 MeV) to 882 MeV.
Notably, the QME bunch reaches dephasing, while maintaining Bn ¼ 1:1� 1017 A/m2. This
conserves the number of photons emitted into the μsr-scale detection angle, Nγ ≈ 1:55� 106.
Thus, a quasi-monochromatic (15.7–21.3% energy variance) 0.85 fs γ-ray pulse with the mean
energy tunable between 4 and 16 MeV (1.3–4.7 GWaverage power) can be produced.

Figure 7. The stack with fully overlapped components (case A, panels (a), (c)) preserves high electron and γ-ray flux
similar to that of the reference case, while suppressing the background. The stack with a blue component advanced in
time (case B, panels (b), (d)) permits doubling electron energy against the reference case, increasing the photon energy by
a factor 3 in comparison to case A, at the expense of reduction in flux. (a), (b) electron energy spectra. (c), (d) spectra of
γ-photons emitted in the direction of e-beam propagation. Gray: Spectra of the reference case. Black: electron and photon
spectra corresponding to e-beams extracted at dephasing (z ≈ 2:15 mm, case A; z ≈ 3:07 mm, case B). Dashed curves in (c)
and (d): spectra of photons emitted by the electron energy tails. Red (dark gray): E-beam of case B, extracted prior to
dephasing, z ≈ 1:47 mm.
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Reducing the time delay between stack components increases photon yield at relatively low
energies ( Eγ

� �
≤ 10 MeV), the ultimate example of which is case A (full overlap). The physical

difference between cases A and B is remarkable. Stack A is an incoherent mix in the fashion of
Ref. [80] rather than a pulse with a negative piecewise chirp. As the stack A components plow
through the plasma, they both ride on the down-slope of the nonlinear index, such as depicted,
e.g. in Figure 7 of Ref. [16] or Figure 5 of Ref. [22]. From Figure 1(b.2), the frequency unshifted
component, E0, red-shifts and compresses to nearly a single cycle, in the same fashion as the
reference pulse does (cf. Figure 1(a.2)). At the same time, the blue-shifted Ehead remains virtually
intact. Figure 1(b.2) also shows that the stack components stay together, accumulating merely
a two-cycle delay due to the difference in their group velocities. The stack thus does not break
up longitudinally. The superposition of compressed E0 and almost intact Ehead does not allow
for the formation of a subcycle rising edge (optical shock) such as develops in the reference
case (Figure 1(a.2)). The undelayed Ehead is thus akin to a rigid exoskeleton protecting the
vulnerable E0.

Deformation of a stack with fully overlapped components, the process that defines the
dephasing length [18], is dominated by rapid self-compression of the least resilient stack compo-
nent, E0. As E0 self-compresses (and hence, the stack self-compresses) at the same rate as the
drive pulse in the reference scenario, the dephasing length remains almost unchanged, and the
boost in electron energy (by 23%) is unremarkable. Table 1 shows that the QME bunch of case A
is not very different from its reference counterpart (note that their 5-D brightness is the same.)
Conversely, the electron energy tail in case A is suppressed, with a factor 4 reduction in charge
and 7 in average flux. This drastically improves the noise-to-signal ratio of emitted γ-rays, from
roughly 1:2 in the reference case to better than 1:5 in case A, as may be evaluated from photon
spectra in Figure 7(c). Table 2 shows that the γ-ray pulse, in case A, contains about 5� 106

photons, a factor 3.3 higher yield than in case B. Further, these photons receive 50% boost in
energy with respect to the reference case2. Changing the time delay between the stack compo-
nents is thus a proper way to control the TS photon yield and energy.

4.3. Final notes on all-optical control of quasi-monochromatic Thomson sources

The results presented above offer an opportunity for tuning the γ-ray energy and flux in a
broad range, without changing the total (Joule-per-pulse) laser energy in the LPA.

Particularly, the interval of photon energy variation, 4–16 MeV, with the yield 1:5� 5ð Þ � 106

photons per pulse, meets the needs of nuclear photonics applications [49]. Raising the photon
yield per second is technologically possible. Using a longer (up to 2.5 ps) ILP with the same
spot size and amplitude (aint ¼ 0:1) may increase the yield by up to an order of magnitude.
This long ILP is still shorter than its half-Rayleigh length. This is sufficient to preserve the
nearly plane-wave character of the interaction with the e-bunch. As the energy (0.25 J) of the
long ILP is still below the stack energy (1.4 J), their repetition rates may be matched. Then,
using a kW-scale laser amplifier [77] permits the production of Joule scale pulses (LPA stack

2
Increasing the ILP frequency may substantially increase the photon energy, while preserving the high flux [72].
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4.2. Tuning the energy and flux of the quasi-monochromatic γ-ray signal

The structure of e-beam phase space is sensitive to variations in the drive pulse evolution
brought about by changes in the initial conditions. This responsiveness improves parameters
of the beam to make it suitable to drive a quasi-monochromatic radiation source based on
Thomson scattering, a process demanding exceptional beam quality. Figure 7 displays the
capability of the all-optical Thomson source to produce γ-ray pulses with different characteris-
tics (such as a mean energy and flux) while maintaining high yield and low background. This
flexibility is demonstrated without changing the energy of the stack or the frequency ratio
between its components. This is an asset to applications, which often need to adjust to new
conditions in a timely fashion, avoiding a major upgrade of the laboratory.

Changing the e-beam energy, while keeping the brightness fixed, is one option offered by case
B. Standard targets, such as printed gas cells of variable length [81], permit the necessary
reductions in the plasma length. Figure 7(b) shows progress of the e-beam through dephasing,
from the energy matching the maximal gain in the reference case ( ≈ 430 MeV) to 882 MeV.
Notably, the QME bunch reaches dephasing, while maintaining Bn ¼ 1:1� 1017 A/m2. This
conserves the number of photons emitted into the μsr-scale detection angle, Nγ ≈ 1:55� 106.
Thus, a quasi-monochromatic (15.7–21.3% energy variance) 0.85 fs γ-ray pulse with the mean
energy tunable between 4 and 16 MeV (1.3–4.7 GWaverage power) can be produced.

Figure 7. The stack with fully overlapped components (case A, panels (a), (c)) preserves high electron and γ-ray flux
similar to that of the reference case, while suppressing the background. The stack with a blue component advanced in
time (case B, panels (b), (d)) permits doubling electron energy against the reference case, increasing the photon energy by
a factor 3 in comparison to case A, at the expense of reduction in flux. (a), (b) electron energy spectra. (c), (d) spectra of
γ-photons emitted in the direction of e-beam propagation. Gray: Spectra of the reference case. Black: electron and photon
spectra corresponding to e-beams extracted at dephasing (z ≈ 2:15 mm, case A; z ≈ 3:07 mm, case B). Dashed curves in (c)
and (d): spectra of photons emitted by the electron energy tails. Red (dark gray): E-beam of case B, extracted prior to
dephasing, z ≈ 1:47 mm.
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Reducing the time delay between stack components increases photon yield at relatively low
energies ( Eγ

� �
≤ 10 MeV), the ultimate example of which is case A (full overlap). The physical

difference between cases A and B is remarkable. Stack A is an incoherent mix in the fashion of
Ref. [80] rather than a pulse with a negative piecewise chirp. As the stack A components plow
through the plasma, they both ride on the down-slope of the nonlinear index, such as depicted,
e.g. in Figure 7 of Ref. [16] or Figure 5 of Ref. [22]. From Figure 1(b.2), the frequency unshifted
component, E0, red-shifts and compresses to nearly a single cycle, in the same fashion as the
reference pulse does (cf. Figure 1(a.2)). At the same time, the blue-shifted Ehead remains virtually
intact. Figure 1(b.2) also shows that the stack components stay together, accumulating merely
a two-cycle delay due to the difference in their group velocities. The stack thus does not break
up longitudinally. The superposition of compressed E0 and almost intact Ehead does not allow
for the formation of a subcycle rising edge (optical shock) such as develops in the reference
case (Figure 1(a.2)). The undelayed Ehead is thus akin to a rigid exoskeleton protecting the
vulnerable E0.

Deformation of a stack with fully overlapped components, the process that defines the
dephasing length [18], is dominated by rapid self-compression of the least resilient stack compo-
nent, E0. As E0 self-compresses (and hence, the stack self-compresses) at the same rate as the
drive pulse in the reference scenario, the dephasing length remains almost unchanged, and the
boost in electron energy (by 23%) is unremarkable. Table 1 shows that the QME bunch of case A
is not very different from its reference counterpart (note that their 5-D brightness is the same.)
Conversely, the electron energy tail in case A is suppressed, with a factor 4 reduction in charge
and 7 in average flux. This drastically improves the noise-to-signal ratio of emitted γ-rays, from
roughly 1:2 in the reference case to better than 1:5 in case A, as may be evaluated from photon
spectra in Figure 7(c). Table 2 shows that the γ-ray pulse, in case A, contains about 5� 106

photons, a factor 3.3 higher yield than in case B. Further, these photons receive 50% boost in
energy with respect to the reference case2. Changing the time delay between the stack compo-
nents is thus a proper way to control the TS photon yield and energy.

4.3. Final notes on all-optical control of quasi-monochromatic Thomson sources

The results presented above offer an opportunity for tuning the γ-ray energy and flux in a
broad range, without changing the total (Joule-per-pulse) laser energy in the LPA.

Particularly, the interval of photon energy variation, 4–16 MeV, with the yield 1:5� 5ð Þ � 106

photons per pulse, meets the needs of nuclear photonics applications [49]. Raising the photon
yield per second is technologically possible. Using a longer (up to 2.5 ps) ILP with the same
spot size and amplitude (aint ¼ 0:1) may increase the yield by up to an order of magnitude.
This long ILP is still shorter than its half-Rayleigh length. This is sufficient to preserve the
nearly plane-wave character of the interaction with the e-bunch. As the energy (0.25 J) of the
long ILP is still below the stack energy (1.4 J), their repetition rates may be matched. Then,
using a kW-scale laser amplifier [77] permits the production of Joule scale pulses (LPA stack

2
Increasing the ILP frequency may substantially increase the photon energy, while preserving the high flux [72].
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and ILP) at a few hundred Hz, increasing the photon yield beyond 109 ph/s. Apart from
keeping the photon yield at a competitive level, this repetition rate permits real time optimiza-
tion of the experiment [82, 83], not possible with one shot per hour PW facilities [73].

The estimated 109 ph/s yield is sufficiently high to make the tunable TS source interesting for
the design of a nondestructive inspection system for special nuclear materials. Simulations,
based on data from recent detection experiment [61], indicate that the TS γ-ray flux of 106 ph/s,
with a 5% signal bandwidth and a 10 Hz repetition rate, is sufficient to identify a nuclear
resonance fluorescence peak from a 1 kg of highly enriched uranium within 10 minutes. The
higher flux accessible with our source would compensate for its still significant (up to 20%)
bandwidth. Alternatively, frequency chirping of the ILP may reduce the photon energy spread
[51]. Given the unconventional U-shape of electron momentum chirp in the QME e-bunch (cf.
Figure 5(a) and 5(b)), this topic deserves special consideration but is beyond the scope of this
chapter.

Lastly, e-beam optimization studies, using stacks with different frequency ratios [24], show
that, as long as the time delay and energy partition between the stack components are fixed,
and Ω ≥ 1:25, the electron energy gain is quite insensitive to the frequency ratio. Even though
the particle flux dN=dE in the QME bunch drops asΩ ! 2, reducing the quasi-monochromatic
γ-ray yield, the TS signal still has a quality far exceeding that accessible in the reference
scenario. This observation permits a considerable technological flexibility in a practical reali-
zation of this concept. Frequency shifting on the modest scale (Ω ≤ 1:5) can be accomplished
with a Raman cell, with subsequent conventional chirped-pulse amplification [91–93]. Alter-
natively, energy-efficient methods of frequency doubling may be applied.

5. Summary and outlook

In a conventional LPA, a cavity of electron density maintained by the radiation pressure of a
single narrow-bandwidth laser pulse accelerates electrons self-injected from the ambient
plasma. Deformations of the bucket, which carry on in lock-step with the deformations of the
optical driver, determine the structure of the e-beam phase space. Optimizing the nonlinear
evolution of the drive pulse is an essential element of LPA design, offering new avenues to
coherently control e-beam phase space on the femtosecond scale.

Compact sources of quasi-monochromatic γ-photons, based on the TS mechanism, are highly
sensitive to the quality and phase space structure of the driving GeV-scale e-beams. Reaching
sufficient e-beam brightness and energy, while maintaining a modest facility footprint and
high repetition rate, is a major challenge for a traditional LPA. The first roadblock is the limit
on electron energy imposed by dephasing, with unavoidable beam contamination with a low-
energy background, while the second is the low repetition rate of petawatt-scale lasers (which
limits the dosage, frustrating applications). Reducing the energy in the drive pulse to a sub-
Joule level may alleviate the latter, yet aggravating the former. Our simulations show the way
to resolve this conflict, by synthesizing the LPA drive pulse by incoherently stacking
collinearly propagating 10-TW-scale pulses of different wavelengths. Stacking introduces a
frequency bandwidth sufficient to compensate the red shift imparted by the wake excitation.
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Unlike a single, transform-limited pulse, the stack is nearly immune to degradation while
driving the bubble in a dense plasma (n0 � 1019 cm�3). Advancing the blue-shifted component
of the stack in time emulates the negative frequency chirp [16, 23–25]. This delays dephasing of
the electrons, doubling their energy compared to the scaling predictions, using no manipula-
tions of a few mm-length gas target. Importantly, immunity of the stacked driver to self-
compression keeps the low-energy electron flux so modest as to almost avoid contamination
of TS γ-ray pulse with low-energy photons.

Simulation data presented here show that increasing the delay between the stack components,
while keeping the same total laser energy and frequency ratio, permits increasing electron
energy from 525 to 900 MeV, boosting the 5-D brightness nearly three-fold. This puts generation
of 10 MeV-scale, few-GW, quasi-monochromatic, femtosecond-length γ-ray pulses via Thomson
scattering within reach of existing laser technology. Energy of these pulses, containing up to
5� 106 photons into the microsteradian cone, may be tuned in the range 4–16 MeV and,
possibly, beyond, while the low-energy photon background remains insignificant. Increasing
the LPA repetition rate to kHz level, at affordable average power, promises boosting photon
yield beyond 109 ph/s, making tunable, all-optical TS γ-ray sources interesting for applications
[48, 49, 61]. As a further development, focusing the stack components differently [52], or propa-
gating the stack in a channel [24, 25], enables generation of a train of GeV-scale, ultrabright
electron bunches with a femtosecond synchronization. These unconventional comb-like e-beams
may emit polychromatic trains of high-flux γ-ray pulses consisting of a few distinct energy
bands, in the range 3–17 MeV [52]. The natural mutual synchronization of fs-length e-bunches
and γ-ray pulses may be an asset to nuclear pump-probe experiments. With a γ-ray beam
spectrally resolved, each beamlet may give a “movie frame” on a femtosecond time scale to
image ultrafast phenomena in a dense matter [74].
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and ILP) at a few hundred Hz, increasing the photon yield beyond 109 ph/s. Apart from
keeping the photon yield at a competitive level, this repetition rate permits real time optimiza-
tion of the experiment [82, 83], not possible with one shot per hour PW facilities [73].

The estimated 109 ph/s yield is sufficiently high to make the tunable TS source interesting for
the design of a nondestructive inspection system for special nuclear materials. Simulations,
based on data from recent detection experiment [61], indicate that the TS γ-ray flux of 106 ph/s,
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Abstract

During beam operation in heavy-ion medical accelerator facilities, radiological problems
may arise during normal operation and by accidental loss in the beam system. This
study emphasizes the nuclear safety aspects in designing a heavy-ion medical accelera-
tor facility, with preliminary design concepts to accommodate a new synchrotron med-
ical accelerator with a maximum energy of 430 MeV/u carbon ions. The beam loss points
and irradiation rooms, which are potential hazardous areas of radiation exposure, are
described for radiation shielding and activation simulations. Shielding simulations were
performed according to the NCRP 147 recommendations, including skyshine and
groundshine in a conservative manner with the occupancy factor of 1.0 and workload
of 100%. The carbon 12 ions of energy 430 MeV/u generate radioactive isotopes as they
interact with surrounding air and accelerator system components during transmission.
The activation phenomena in air, cooling water, underground soil and ground water,
and typical accelerator component materials such as iron and copper were estimated in
detail. Nuclear safety simulations were performed by using the combination of
MCNPX2.7.0 and the CINDER’90 codes. Thus, this report will provide a useful guide
for estimating radiological impacts and allow optimal design of heavy-ion medical
accelerator facilities with high safety standards.

Keywords: heavy-ion medical accelerator facility, optimized design, nuclear safety,
radiation shielding, activation protection

1. Introduction

Safety assessment is a systematic and comprehensive methodology to evaluate risks associated
with a complex technological entity such as a high-energy heavy-ion medical accelerator
facility. In general, National Nuclear Energy Safety Board formulates safety requirements for
nuclear and radiation facilities to analyze their safety over five stages of their life-cycle: siting,
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design, construction, commissioning, operation and decommissioning. Because safety analysis
aims to achieve completeness in defining possible mishaps, deficiencies, and plant vulnerabil-
ities, producing a balanced picture of significant safety issues across a broad spectrum is
important. Thus, two or three levels of safety assessment over the years are accepted as an
international standard [1].

In this study, radiation protection and safety design concepts are introduced by taking an
example of a new heavy-ion medical accelerator facility in Korea [2]. This report emphasizes
only nuclear safety aspects such as radiation shielding and activation analysis for the prelim-
inary design of the facility. For simulations of radiation shielding and activation analysis,
detailed information on the beam parameters such as beam intensities along the different
accelerator beam lines, transport coefficients, beam loss points, and operating times is
required. The Monte Carlo code, MCNPX2.7.0 [3] and transmutation code, CINDER’90 [4]
were used as simulation tools.

The MCNPX2.7.0 code is widely used and is the latest version in the MCNPX code develop-
ment series. The MCNPX2.7.0 code includes nuclear data tables to transport protons, physics
models to transport 30 or more additional particle types such as deuterons, tritons, alphas,
pions, muons, and additional physics models to transport neutrons and protons when no
tabular data are available. The mix and match model used in MCNPX2.7.0 makes the interface
between table physics and model physics seamless. On the other hand, the transmutation
code, CINDER’90, is not widely used although its development history is over five decades. It
solves the Bateman equation directly by using Laplace transformation for 3400 nuclides
including ground state and isomeric states. There are 98 nuclides with fission paths; 58 via
spontaneous fission (SF) and 67 via neutron-induced fission (n, f). However, the combination
of MCNPX and CINDER’90 provides accurate results for many different radiation protection-
related problems. A brief description on a new synchrotron accelerator in design phase is
provided in Section 2. In Section 3, radiation shielding methodologies for the facility design is
introduced. In Section 4, activation estimations for air, cooling water, ground water and
underground soil, and accelerator materials are provided. Other radiological effects in sur-
rounding environments are also discussed. Conclusions are given in Section 5.

2. A new synchrotron medical accelerator in design phase

The entire accelerator system consists of the injector, circular accelerator (synchrotron), and
high-energy beam transport (HEBT). For medical accelerator systems, the end of the beam
transport is connected to the medical treatment system (or beam application system) which is
not part of the accelerator system. Figure 1 shows schematic accelerator building and a new
medical synchrotron accelerator system, currently in design phase, with two external injectors
and the high-energy beam transport to the four irradiation rooms.

The injector is the functional and spatial representation of a subgroup of the accelerator system
where the ions are produced from suitable sources and pre-accelerated under DC fields, and
are entered into the synchrotron with high-frequency fields of the resonant structures. Two

Accelerator Physics - Radiation Safety and Applications98

injector inlets can generate two different ions such as carbon ion and proton (or oxygen), and
pass them alternatively to the synchrotron. The switching between different ions must be fast
for practical purposes. Two ion beams are accelerated to the typical state of charge of energy of
10 keV per nucleon under the DC voltage of a maximum of 30 kV. Ion sources are produced in
the type of “electron cyclotron resonance”. Two sources are used for the medical use: carbon
ions in the form of 12C4+ and hydrogen ions in the form of H3+.

The beam line of medium-energy beam transport (MEBT) starts at the exit of the low-energy
beam transport and extends to the electrostatic injection septum in the synchrotron (see
Figure 1). In this system, the particle energy is accelerated up to 7 MeV/u. Remaining electrons
of the previously generated and pre-accelerated H3+ or 12C4+ ions are stripped in the film of
the stripper. H3+ ion is divided into three individual protons in the stripper film. 12C6+ ions
are also produced at the exit of the film. This alters the particle’s charge to mass ratio: from
formerly q/m = 1/3 for both ions to q/m = 1/1 for protons and q/m = 1/2 for carbon ions. The
electrostatic injection septum is the last element of the medium-energy beam transport and is
already part of the synchrotron. This element is divided into two parts: a field-free part where
the circulating beam passes and the second part with an electrostatic field passing through the
iron and, thus, drawn to the nominal orbit in the synchrotron. The scattered particles with a
kinetic energy of 7 MeV/u are, however, negligible in terms of radiation protection.

At the end of the medium-energy beam transport, the synchrotron operates. It accumulates the
injection process, which takes several rounds. The acceleration of the particles from the injec-
tion energy to the final energy is achieved in the synchrotron. After the beam obtains a
desirable energy, beam extraction is guided from the synchrotron to the HEBT. The layout of

Figure 1. Schematic layout of the building (top) and the subdivision of the accelerator with three main systems (bottom):
injection, synchrotron, and high-energy beam transport.
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the synchrotron with the circumference of 77.648 m and identifies some important elements
such as the electrostatic injection septum, the electrostatic extraction septum, the magnetic
extraction septum, the sextupole magnets to control the chromaticity, the RF cavity, and
sextupole magnets for the resonant extraction.

In order to keep the beam in the closed ring of synchrotron, nearly circular orbit, 16 identical
dipole magnets are used with a length of about 1.7 m, and deflect the beam by 22.5�, respec-
tively. It is at the maximum extraction energy of carbon ions of 430 MeV/u and at the required
magnetic field of 1.5 T. In this critical condition, the individual particles of the beam does not
diverge from its orbit with the help of 24 main quadrupole magnets and 2 other special
quadrupole magnets (1 with air coil and a 45� rotated around the longitudinal axis). The
maximum required magnetic field gradient is approximately 4 T/m. In addition, four
sextupole magnets are used to compensate for the chromaticity and a special sextupole magnet
is installed in a dispersion-free section of the synchrotron for the resonance extraction.

Fast solenoids activate the beam stop and the beam absorber is required to absorb the beam
within 50 μs, if no extraction is required. Correction dipole magnets are used individually to
control the correction of small errors in the orbit. In the injection channel, around 75% of the
particles coming from the injector are lost. A particle loss of about 5% at the electrostatic
septum and at the three magnetic septa is also expected. When circulating radiation beam in
the synchrotron need not be extracted completely, two beam stopper magnets are used to block
the beam completely. Therefore, major radiation sources of maximum energy, 430 MeV/u, are
generated in the synchrotron.

The beam transport lines from the synchrotron to the beam application system in each irradia-
tion rooms are called the HEBT. High-energy beam transport begins with the extraction line
from the synchrotron and then divides into the individual beam delivery lines to the irradiation
rooms. The breaker is housed in the first portion of the extraction line to steer the beam extracted
from the synchrotron to the direction of the beam absorber, which is located at the end of the
extraction system. The beam supply lines are designed for each individual exposure area, and
form a beam size in the horizontal and vertical plane at a ratio of 1:1.55 and 1:1, respectively.
Each line has a beam stopper which can block the beam line completely for safety purposes.

3. Shielding simulations

3.1. Beam source points

Based on user requirements, the gross intensity of the particle beams along the accelerator
chain is created at the beginning of the project. This serves as a basis for the design of the
accelerator facility. In this section, the technical aspects of assessing radiation protection are
described. In the assessment, it is assumed that the maximum radiation intensities to prevent
any restriction for future operation. An improved knowledge of beam parameters enables both
reduction of annual beam intensities and accurate determination of relative beam loss during
operation. Figure 2 shows a graphical overview of beam loss points and four irradiation
rooms. Typical energies at each loss point are also shown.
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In heavy-ion medical accelerator facilities, the beam loss points are potential hazardous areas
of radiation exposure because the primary and the secondary particles generated by the
collisions between the lost beam and the accelerator structures produce abundance gamma
rays and other radioactive nuclides. In shielding and radiative simulations, the lost beam
intensities estimated by the beam physics experts who are in charge of the conceptual design
of the accelerator are important parameters. The beam loss point is divided into several
categories according to the energy. For a conservative assessment, the maximum beam energy
(430 MeV/u) is always used for simulations. In addition, lost beam intensities are also assumed
to be maximal: 1 � 109 particles per second (pps) for beam loss points and irradiation rooms.
Operation time per year is assumed to be 2000 h/year (8 h/day � 250 days/year). Thus, the
simulation results with maximum energy and intensity can give higher degrees of freedom for
future operation policy.

3.2. Dose calculation sites

Shielding simulations were performed according to the NCRP 147 [5] recommendations.
However, for a conservative estimation, an occupancy factor and workload of 1.0 and 100%
were assumed, respectively. Dose evaluation points are located 30 cm away from the shield
wall and 50 cm above from the floor surface for the same level and upper level of the source
point, respectively, as shown in Figure 3.

Accuracy verification of the MCNPX2.7.0 code was performed by comparing the results of the
FLUKA2011 [6] code with the benchmark problems. The results were reported elsewhere [7].
Relative iso-dose color levels for the entire accelerator facility are shown in Figure 4. For
the accurate evaluation, a total of 22 sites were selected for the dose calculation as shown
in Figure 5. The point numbers in Figure 4 are named as follows: (1) synchrotron vault
entrance; (2) front side power station room; (3 and 4) left outside wall of the synchrotron vault

Figure 2. Graphical overview of beam loss points and four irradiation rooms. Typical energies at each loss point are
shown.
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Figure 3. Dose evaluation points recommended by NCRP 147.

Figure 4. Relative iso-dose color levels in the whole accelerator facility.

Figure 5. Dose estimation points and corresponding total effective dose per year (unit: mSv/year) red color (or dark grey).
Computing errors are less than 4%.
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(front and back side, respectively); (5–7) outside of back side wall (left, in, and right side,
respectively); (8) outside of right wall (back side); (9, 10, and 12) entrances of treatment rooms
(no. 3, 2, and 1, respectively); (13) entrance of research room; (14 and 15) outlet of air duct (no. 1
and 2, respectively); (16) inlet of air circulation 3-1; (17) outlet of air circulation 3-2; (18) inlet of
air circulation 4-1; (19) outlet of air circulation 4-2; (20) inlet of air circulation 5-1; (21) outlet of
air circulation 5-2; (22) outlet of air duct 6. The estimated effective doses are written in red color
(or dark grey) as shown in Figure 5. Point 11 is missing in Figure 5.

3.3. Skyshine

Skyshine is described as the ionizing radiation emitted by an accelerator facility, reaching the
facility’s surroundings not directly, but indirectly through reflection and scattering at the
atmosphere back to the earth’s surface. When the shielding barrier around the source of
radiation is not enough at the top, skyshine can happen. In general, skyshine is also described
as the radiation reflected off the ceiling inside an accelerator facility. The intensity of radiation
measured at the surface surrounding the facility increases with growing distance from the
shielding barrier. The skyshine model was accounted directly in the simulation by including a
large volume of outside air with a height of 500 m and a width/length of 100 m as shown in
Figure 6, including measuring points and the calculated results. Outside 10% of sidewall
thicknesses are defined as complete beam absorption area so that the beam never reaches
outside through the sidewalls, but inside back scattering effects are included. The total effec-
tive doses (neutron + gamma) at the height of 120 cm are written on the measuring points (red
color) in the left side of Figure 6.

3.4. Groundshine

Groundshine describes the radiation leakage through the concrete floor, which is scattered in
the underground soil and then rises to the ground, affecting the surrounding environment.
This effect can occur when the thickness of the floor concrete is not thick enough. Generally, the
longer the distance of radiation traveled, the higher the probability of interacting with the
underground soil. Thus, this radiation gradually loses more energy. Therefore, a conservative

Figure 6. Approximate three measuring points (left) and a simplified skyshine simulation model (right). Additional air
volume of 100 � 100 � 500 m3 is included in the model. Total (neutron + photon) dose rates (unit: μSv/year) at the height
of 120 cm are written on the measuring points in red color (or dark grey). Maximum relative error is about 4%.
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model can be found with the shortest travel distance, as shown in Figure 7, because the
radiation traveled to the shortest distance will have the greatest effect on the groundshine. As
shown in the left of Figure 7, the shortest distance follows the black arrow, 2.5 m of the
concrete floor and an additional 5.0 m of soil. Corresponding simplified model is shown in
the right of Figure 7. The total dose rate of groundshine was calculated to be 1.39 μSv/year.

4. Activation assessments

High-energy carbon ion beams generate radioactive isotopes as they interact with the sur-
rounding air and accelerator system components during transmission. Since the radioactive
isotopes increase the radiation risk, the activation phenomenon is one of the most important
issues to be evaluated in the high-energy particle accelerator facility. In this study, the activa-
tion problem of the medical accelerator facility was evaluated by using the combination of
MCNPX2.7.0 and the CINDER’90 codes.

4.1. Air activation

This section calculates the amount of radioactive isotopes generated by different beam usage
scenarios, and analyses its impacts on the environment and also on the staffs and visitors. The
scenario used in this calculation assumes the most dangerous and conservative cases that can
occur in the treatment rooms and the accelerator hall. Assessment is performed by using easy-
to-understand generic models. Safety analysis is based on the standard issued by the National
Nuclear Safety Commission and the Radiation Safety Commission. Although the maximum
beam energy is not always used in the patient treatment and experiments, the maximum
energy scenario is used to obtain conservative and safe results.

4.1.1. Air activation model of treatment room or research room

To model the treatment rooms, a simple geometry with an internal space of 5 m � 8 m � 10 m
surrounded by concrete walls of 1 m thickness is created. The concrete wall thickness of 1 m is
enough to guarantee back scattering and secondary particle generation. A typical patient is
modeled by the 30 cm (diameter) � 35 cm (length) cylinder phantom with human tissue-like

Figure 7. Groundshine calculation model. The left side shows the shortest path of radiation leakage to outside. The right
side is the corresponding simulation model with 2.5 m of the concrete and an additional 5.0 m of soil.
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substance (hereinafter referred to as “tissue phantom”) which has tissue equivalent material
defined in ICRU-44 [8]. Figure 8 shows the arrangement of treatment room and phantom. The
volume of this model is similar to that of real treatment room.

The use of a tissue phantom, not a pure water phantom, is intended to perform a more realistic
radioactive simulation. The carbon ion beam is incident on the central axis of the cylindrical
phantom from 1 m behind. This separation generally describes the distance between the
patient’s body and the tip of the beam nozzle when the treatment is performed. Since the
maximum penetration depth of the human bone with 430 MeV/u of carbon energy is about
27 cm, the current set can be regarded as a conservative model in which the neutrons are
released to the outside and the surrounding air is maximally activated. The generation of
radionuclides is attributed to the two types of beams: (1) primary carbon beam and (2)
secondary beam caused by collision of a carbon beam with the tissue phantom.

The difference between research and treatment rooms is the target material. The target sub-
stances used in the laboratory may vary greatly. They could be the biological organic mate-
rials, various inorganic minerals, or composite objects. However, in this study, steel was used
as the most popular material. The shape of the target is cylindrical with a relatively large
diameter of 10 cm and a length of 10 cm, which is shorter than the attenuation length of
430 MeV/u carbon ions in steel and, thus, expected to produce both a low-energy primary
carbon ions and relatively large number of secondary particles. In this case, spallation
generated by the low-energy primary carbon beam passing through the target can also be
expected.

Figure 8. Generic model of treatment or research room.
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4.1.2. Air activation model of accelerator hall

The entire volume of accelerator hall cannot be simulated directly because it is too big to
simulate exactly. In this study, small volume model is used for simulation, and the results
will be extrapolated to the entire volume. The model volume of the accelerator hall is
5 m � 5 m � 10 m with one-meter thick concrete walls. The shape of the target is cylindrical
with a relatively large diameter of 10 cm and a length of 20 cm. To compare the difference
between spallation generated by the primary carbon beam and the absorption by thermal
neutrons, two target positions are selected. The first target position (T1) is 1 m away from the
primary beam. This target may generate a comparatively large number secondary beams and
thermal scattered beams. On the other hand, second target position (T2) is 9 m away from the
carbon beam source. In this simulation, target T1 is removed so that this target may generate
more primary collision effects (compared to those of T1 target) because the beam passes
through the entire room before it hits target T2. Note that these target positions are arranged
centrally in the room and 1 m away from the walls A and B, respectively, so that the air of the
room (1 m thick) surrounded by concrete walls accounts for the back scattering of secondary
particles. The generic geometry model is shown in Figure 9.

The irradiation scenario for each irradiation room has the same maximum energy of
430 MeV/u, maximum beam intensity of 1 � 109 pps, no ventilation, but only different beam
irradiation times. Beam irradiation modes are divided into two cases: normal operation and
accidental case. Irradiation times for normal operation are 120 and 300 s for treatment room
and research room, respectively. Irradiation times for accidents are 1, 1, and 24 h for treatment
room, research room, and accelerator hall, respectively. Accelerator hall assumes 1 h stay just
after 24 h irradiation.

Figure 9. Generic model of accelerator hall.
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4.1.3. Results and discussion

4.1.3.1. Spallation and neutron absorption effects

Depending on the target position, spallation and neutron absorption effects show conspicuous
differences as shown in Figure 10 and Table 1. H-3, Be-7, and C-11 nuclides, which are typical
spallation products, are generated more at target 2 which was hit after 9 m travel of primary
carbon ion beam in the air. On the other hand, Cl-38, Ar-37, and Ar-39 nuclides, typical
thermal neutron absorption products, are generated more at target T1, which allows more
secondary particles to interact with the air.

4.1.3.2. Radiological impact for surrounding environments

Radiological effects for surrounding environments due to the beam loss in the accelerator hall
were analyzed by a 1 year ratio of specific activity relative to the regulation limit. For conser-
vative analysis, regulation limits of S-38 and Cl-34 m are both 0.2, which is the smallest value
for similar mass isotope, Fe-60. No regulation limits are given for the S-38 and Cl-34 m. This
may make the total sum slightly bigger. The exact regulation limits for these two isotopes are
calculated in Appendix A. Analytically calculated values are shown in parenthesis, which
reduce the total sum greatly (see Table 2).

4.1.3.3. Air volume dependence of radiological impact

Air volume dependence of radiological impact is analyzed using two different air volumemodels:
5 m� 5m� 10m (=250m3) and 10m� 10m� 10m (=1000m3). Total sums of the ratios are 0.537
and 0.763 for small and large volumes, respectively. A volume increase by a factor of four makes
the total sum ratio to increase about 42%. Thus, the exponent, ln(1.42)/ln(4), is approximately
0.253 and volume dependence equation is as follows:

Radiological impact in arbitrary

volume ¼ Radiological impact in control volume� Va=Vcð Þ0:253 (1)

Figure 10. Relative color specification of surrounding air activation at targets T1 and T2. Target T2 shows long passage of
primary carbon ion in the air, resulting in a probable increase of high-energy spallation products.
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Here Vc is control volume and Va is arbitrary volume.

Specific activity and their ratios are shown in Table 3. This volume correction equation makes
the accelerator hall calculation easy because the real analysis can be done on a small model.

4.1.3.4. Radiological impacts of medical staffs by inhalation

Inhalation dose estimation (committed effective dose) relies on the characterization of the
airborne radioactive material and human body response to inhaled radionuclides. Inhaled
radionuclides are either exhaled or deposited in various regions and segments of the human
respiratory tract (e.g., see ICRP1994 [9] and 1979 [10]). Because radioactive decay within
internal organs can continue for several years or decades after the original intake of radioactive
nuclides, internal dose calculations are performed for a commitment period that is typically
applied as the receipt of a single dose in the year (unit: Sv/year) of intake that equals the
accumulated dose over the commitment period, which is a 50-year commitment period for

Nuclide Half-life (s) 1 h irradiation

T1 T2 T1/T2

H 3 3.89E + 08 2.24E � 08 9.24E � 08 2.43E � 01

Be 7 4.61E + 06 3.32E � 07 5.86E � 06 5.65E � 02

C 11 1.22E + 03 6.04E � 04 6.19E � 03 9.76E � 02

N 13 5.98E + 02 1.37E � 03 3.86E � 03 3.54E � 01

O 14 7.06E + 01 5.00E � 05 3.52E � 04 1.42E � 01

O 15 1.22E + 02 6.16E � 04 1.57E � 03 3.92E � 01

Na 24 5.39E + 04 2.76E � 47 2.72E � 07 1.01E � 40

Al 28 1.34E + 02 4.00E � 06 1.00E � 05 4.00E � 01

Al 29 3.94E + 02 5.17E � 24 3.99E � 06 1.29E � 18

Si 31 9.44E + 03 1.39E � 06 9.29E � 07 1.50E + 00

P 32 1.23E + 06 3.24E � 08 4.45E � 08 7.27E � 01

P 33 2.19E + 06 9.11E � 09 1.37E � 08 6.67E � 01

P 35 4.73E + 01 2.00E � 06 1.99E � 06 1.01E + 00

S 35 7.56E + 06 5.93E � 09 5.27E � 09 1.13E + 00

S 37 3.03E + 02 6.00E � 06 8.00E � 06 7.50E � 01

S 38 1.02E + 04 8.67E � 07 8.67E � 07 1.00E + 00

Cl 38 2.23E + 03 4.07E � 05 2.86E � 05 1.42E + 00

Cl 39 3.34E + 03 2.74E � 05 2.32E � 05 1.18E + 00

Ar 37 3.03E + 06 3.79E � 08 3.13E � 08 1.21E + 00

Ar 39 8.49E + 09 4.06E � 11 3.38E � 11 1.20E + 00

Table 1. Specific activities for the targets T1 and T2. Ratio of the products is shown in the last column.
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adults and 70-year commitment period for children (ICRP2001 [11]). Dose coefficients (com-
mitted effective dose per unit intake) are published in the summation of accumulated doses
over the commitment period. Different dose coefficient values are specified for lung absorption

Nuclide Half-life (s) Specific activity (Bq/m3) Regulation limits (Bq/m3) Ratio

250 m3 1000 m3 250 m3 1000 m3

H 3 3.89E + 08 2.24E � 02 3.18E � 02 2E + 03 1.12E � 05 1.59E � 05

Be 7 4.61E + 06 3.32E � 01 4.42E � 01 1E + 03 3.32E � 04 4.42E � 04

C 11 1.22E + 03 6.04E + 02 8.47E + 02 2E + 04 3.02E � 02 4.24E � 02

N 13 5.98E + 02 1.37E + 03 1.87E + 03 6E + 03 2.28E � 01 3.11E � 01

O 15 1.22E + 02 6.16E + 02 8.48E + 02 3E + 03 2.05E � 01 2.83E � 01

Si 31 9.44E + 03 1.39E + 00 9.29E � 01 9E + 02 1.55E � 03 1.03E � 03

P 32 1.23E + 06 3.24E � 02 5.26E � 02 2E + 01 1.62E � 03 2.63E � 03

P 33 2.19E + 06 9.11E � 03 3.42E � 02 5E + 01 1.82E � 04 6.83E � 04

S 35 7.56E + 06 5.93E � 03 1.20E � 02 5E + 01 1.19E � 04 2.39E � 04

S 38 1.02E + 04 8.67E � 01 1.73E + 00 4E + 02 2.05E � 03 4.10E � 03

Cl 38 2.23E + 03 4.07E + 01 6.60E + 01 1E + 03 4.07E � 02 6.60E � 02

Cl 39 3.34E + 03 2.74E + 01 5.16E + 01 1E + 03 2.74E � 02 5.16E � 02

Total sum 5.37E � 01 7.63E � 01

Table 3. Specific activity and ratios in two different volumes.

Nuclide Half-life (s) Specific activity (Bq/m3) Regulation limit (Bq/m3) Ratio

H 3 3.89E + 08 2.78E � 03 2.00E + 03 1.39E � 06

Be 7 4.61E + 06 7.70E � 02 1.00E + 03 7.70E � 05

C 11 1.22E + 03 9.73E + 00 2.00E + 04 4.87E � 04

N 13 5.98E + 02 5.25E + 00 6.00E + 03 8.74E � 04

Si 31 9.44E + 03 8.15E � 02 9.00E + 02 9.05E � 05

Si 32 4.17E + 09 9.12E � 08 6.00E � 01 1.52E � 07

P 32 1.23E + 06 3.38E � 03 2.00E + 01 1.69E � 04

P 33 2.19E + 06 1.56E � 03 5.00E + 01 3.12E � 05

S 35 7.56E + 06 1.51E � 03 5.00E + 01 3.01E � 05

S 38 1.02E + 04 2.58E � 02 2.00E � 01 (423) 1.29E � 01 (6.10E � 5)

Cl 34 m 1.93E + 03 3.04E � 02 2.00E � 01 (17) 1.52E � 01 (1.79E � 3)

Cl 38 2.23E + 03 1.26E + 00 1.00E + 03 1.26E � 03

Cl 39 3.34E + 03 1.44E + 00 1.00E + 03 1.44E � 03

Table 2. One year ratio of specific activity divided by the regulation limit.
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Here Vc is control volume and Va is arbitrary volume.

Specific activity and their ratios are shown in Table 3. This volume correction equation makes
the accelerator hall calculation easy because the real analysis can be done on a small model.
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type (ICRP, 2001) or lung inhalation class (U.S. Environmental Protection Agency, 1988 [12]),
which relates to the solubility of inhaled material in lung fluid and clearance rate (fast,
moderate, and slow) from the pulmonary region of the lung, respectively.

To calculate the radiation exposure of a personnel staying in an hour in an atmosphere with
unrestricted release limit, first, calculate the isotope-dependent effective dose rate per Bq/m3

by means of the unrestricted release concentration of radionuclide (Ci), which is given in table
by the National Nuclear Safety Commission. For a member of the public, maximum annual
source constraint of effective dose (300 μSv/year) is applied.

Effective dose rate
Specific air activation

¼
μSv
h

� �

Bq
m3

� � ¼
300

365�24

Ci
(2)

For conservative estimation, review of the unrestricted release limit concentration of radionu-
clide Ci is followed by checking the consistency of maximum annual dose rate. In this calcula-
tion, dose coefficient h(g)max and a respiratory rate 1.2 m3/h for average adult are used in
addition to the tabulated radionuclide concentration Ci.

Dose
Year

¼ 24h
d

� 365d
y

� 1:2m3

h
� Ci � h gð Þmax (3)

If this value is bigger than 300 μSv/year, unrestricted release limit Ci must be reduced for
conservative evaluation. Thus, a new adjusted unrestricted release concentration of radionu-
clide (Ci

new) is calculated.

Cnew
i ¼ Cold

i �
300μSv
year

Calculated dose
year

(4)

For each single radionuclide i, the rescaled unrestricted release limit concentration value is
used to calculate the radiation exposure of a personnel who is staying in an air with a given
radionuclide. The result is conservative and takes into account not only inhalation but also the
dose taken up by immersion and ingestion. To calculate the committed accumulated dose,
specific air activity calculated by the CINDER’90 code and conversion factors calculated above
are used as a summation for all radionuclide.

Total inhalation dose ¼
X

i
intakeið Þ � h gð Þmax, (5)

where (Intakei) is inhalation intake of radionuclide i (Bq) and h(g)max is inhalation dose coeffi-
cient for radionuclide i (Sv/Bq).

However, in this calculation, the ventilation-induced air exchange is not taken into account. In
this study, the average stay length of the air molecules in the room is taken into account.
Individual radionuclides, multiple sources of contamination, and different physical activity levels
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are accounted for by performing computations for separate contributions followed by summa-
tion. Inhalation dose coefficients have been tabulated for individual radionuclides in ICRP2001,
which are consistent with the dosimetric model and organ weighting factors of ICRP1991 [13]
and ICRP1995 [14], often referred to as ICRP-60 dosimetry and ICRP-72 dose coefficients.

Finally, radiological impact of medical staff that prepares and performs a patient treatment is
estimated. In this study, it is assumed that a staff member spends 2 min treatment time and
28 min preparation time for a total 30 min exposure time per patient. Air ventilation rate is
20 min so that the staff member stays 18 min in the activated air with no ventilation. Figure 11
shows the dose rate and accumulated dose for a normal single fraction of treatment scenario.

Dose rate decreases nonlinearly at the start of a treatment because of the high production of
short half-life isotopes such as C-11, N-13, and O-15. The room is refreshed after 20 min by the
air ventilation system. The early dose rate is very high but it is less than 0.11 μSv/h after 3 min
of decay time. Thus, it is desirable for the staff to enter the room a couple minutes later after the
end of a treatment irradiation. The total committed effective dose is about 0.021 μSv for one
fraction of treatment. If 1000 patients are assumed to be treated in a year and 12 fractions per
each patient, then a total of 12,000 fractions per year are irradiated, and the total effective dose
is about 252 μSv/year which is approximately equal to the measured natural dose in the area.

4.2. Cooling water activation

Accelerators and their electromagnet components are cooled by using desalinated cooling
water. If there is a non-negligible level of beam leakage in any part of the component, radioac-
tive material may be generated in the cooling water passing around it. In general, accelerator
parts and cooling water are replaced periodically. Replacement cycles vary depending on the
type and nature of the component but mostly, it is extremely rare to continue using it for more
than 10 years. In this section, for a conservative estimation, it is assumed that the cooling water
has been used for 10 years.

Figure 11. Effective dose rate and its accumulated dose in normal treatment, staying for 18 min in the room with no
ventilation.
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In the accelerator system, the region where the highest level activation of cooling water is
frequently generated is mainly the region where the high-energy particles are lost or the region
where the beam loss point and the flow of the cooling water are close to each other. Considering
these two factors together, the high-energy beam loss area in an accelerator system is themagnetic
extraction septum. Specifically, extraction magnetic septum is the highest energy beam (430MeV/
u) loss point. Thus, conservative estimation of all coolingwater activation in an accelerator system
can be expended based on the results of the extraction magnetic septum evaluation.

4.2.1. Extraction magnetic septum in an accelerator system

Septum makes the high-energy beam to escape to the left or continue to rotate inside the
accelerator. The beam loss is about 5% (~0.5 � 108 pps). The lost beam interacts with the
cooling water line made of copper to generate radioactive nuclides in the cooling water. The
total amount of cooling water used in the system is about 30 tons, of which about 8 tons
remains in the reservoir and the rest is running on the line. All the cooling water lines are
designed in an independent way to cool one part of the system and return to the heat
exchanger. In other words, cooling water that has cooled one part does not cool other parts
before it reaches the heat exchanger. The total length of the cooling water line is about 90 m on
average and the cooling water is designed to rotate about once a minute. The speed of the
cooling water is 1.5 m/s. Thus, the exposure time of the cooling water (in the 0.7 m extraction
magnetic septum) to the beam is about 0.5 s which is 1/120 (irrational number) of the actual
beam use time. In this study, the computation is performed at about 1/100 (rational number) of
the actual beam use time to obtain more conservative results.

Figure 12 shows an extraction magnetic septum. Bottom projection shows four square conduc-
tors with an edge length of 9.8 mm and four holes of 3 mm diameter each, which are used as
water cycles. The septa have four parallel arranged square head. The length of a water flow is
about 694 mm (middle).

4.2.2. Simulation model 1 of the extraction magnetic septum

As shown in Figure 13, the amount of cooling water in each line is 5.0 ml for a total of 20 ml in
four lines. A beam loss on the front surface of a 70 cm long cylindrical copper rod is modeled
by a radius of 3 mm copper rod. This radius corresponds to the thickness of the copper layer,
which is located between the magnetic field in the septum and the water cycle. The copper rod
is surrounded by concentric cylinder of radius 5.0 mm with cooling water over a length of
70 cm. The entire arrangement is surrounded by an iron cylinder with a height of 74 cm and a
radius of 50 cm in order to take account of the back scattering of secondary particles in the
volume of water. This generic model conservatively covers the radionuclide of the cooling
water, which is running in the extraction magnetic septum because the total amount of water
in this model is 35 ml.

4.2.3. Simulation model 2 of the extraction magnetic septum

Model 2 is the same as model 1, but replaces copper pipes with cooling water. This model is a
conservative model for the case where the lost beam from the front of the magnetic septum
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directly interacts with water. Thus, high-energy primary carbon particles interact directly with
water, thereby maximizing the emission of cooling water. In particular, the lost beam becomes
parallel to the cooling water flow, leading to the maximum activation of the cooling water.

4.2.4. Simulation model 3 of the cooling water

The final model calculates the cooling water emission in a cylinder with a height of 4 m and a
radius of 1 m. The beam is incident on the front surface of the cylinder in a direction parallel to
the cylinder axis. This model allows for the most conservative estimation because it calculates
all possible interactions between cooling water and high-energy beams. The amount of total
cooling water interacting with the beam is approximately 42% of the 30 tons of the total
cooling water used in the system. It is highly conservative simulation because five times more

Figure 12. Water cooled extraction magnetic septum. Top: 3D drawing. Middle: cooling water line cross section draw-
ings. Bottom: its projection.

Figure 13. Schematic diagram for cooling water model 1. Outer iron cylinder is not shown here.
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about 694 mm (middle).

4.2.2. Simulation model 1 of the extraction magnetic septum

As shown in Figure 13, the amount of cooling water in each line is 5.0 ml for a total of 20 ml in
four lines. A beam loss on the front surface of a 70 cm long cylindrical copper rod is modeled
by a radius of 3 mm copper rod. This radius corresponds to the thickness of the copper layer,
which is located between the magnetic field in the septum and the water cycle. The copper rod
is surrounded by concentric cylinder of radius 5.0 mm with cooling water over a length of
70 cm. The entire arrangement is surrounded by an iron cylinder with a height of 74 cm and a
radius of 50 cm in order to take account of the back scattering of secondary particles in the
volume of water. This generic model conservatively covers the radionuclide of the cooling
water, which is running in the extraction magnetic septum because the total amount of water
in this model is 35 ml.

4.2.3. Simulation model 2 of the extraction magnetic septum

Model 2 is the same as model 1, but replaces copper pipes with cooling water. This model is a
conservative model for the case where the lost beam from the front of the magnetic septum
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directly interacts with water. Thus, high-energy primary carbon particles interact directly with
water, thereby maximizing the emission of cooling water. In particular, the lost beam becomes
parallel to the cooling water flow, leading to the maximum activation of the cooling water.

4.2.4. Simulation model 3 of the cooling water

The final model calculates the cooling water emission in a cylinder with a height of 4 m and a
radius of 1 m. The beam is incident on the front surface of the cylinder in a direction parallel to
the cylinder axis. This model allows for the most conservative estimation because it calculates
all possible interactions between cooling water and high-energy beams. The amount of total
cooling water interacting with the beam is approximately 42% of the 30 tons of the total
cooling water used in the system. It is highly conservative simulation because five times more

Figure 12. Water cooled extraction magnetic septum. Top: 3D drawing. Middle: cooling water line cross section draw-
ings. Bottom: its projection.

Figure 13. Schematic diagram for cooling water model 1. Outer iron cylinder is not shown here.
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amount of water is exposed to the lost beam than the amount of cooling water in the actual
system. In this respect, model 3 is the most conservative model to explain all cases of the
cooling water emissions.

4.2.5. Results and discussion

The decay times for prolonged release were set to 1 day, 1 week, and 1 month. For 1 day, decay
just after 10 years normal operation, the results for specific activity and total activity for the
three models are shown in Table 4. Specific activities were compared with regulatory limit
values. The radioactive isotopes contributing to the activation of the cooling water are mainly
H-3 and Be-7. Tritium has a half-life of about 12.4 years. That is, the cooling water used for
10 years did not saturate the tritium. However, Be-7 has short half-life of about 53 days.
Therefore, although the effect of tritium is increasing when it is used for a longer period of
time, the influence of Be-7 may be larger when it is used for a short time. The activation in the
desalted water is relatively simple in this way. However, it is considered that the radioactive
phenomenon of impurities which may be caused by the corrosion of the cooling water pipe is
very complicated and it is impossible to carry out the detailed simulation here.

Decay time Nuclide Regulatory limit
(Bq/m3)

Activity Specific activity/
regulation limit

Total activity (Curies) Specific activity (Bq/m3)

Model 1 H 3 2.00E + 07 6.86E�06 8.46E + 03 4.23E�04

Be 7 2.00E + 07 1.77E�06 2.19E + 03 1.10E�04

Be 10 6.00E + 05 1.34E�12 1.65E�03 2.75E�09

C 11 3.00E + 07 5.36E�28 6.61E�19 2.20E�26

C 14 1.00E + 06 1.71E�09 2.10E + 00 2.10E�06

Sum 5.35E�04

Model 2 H 3 2.00E + 07 9.09E�05 1.12E + 05 5.60E�03

Be 7 2.00E + 07 1.31E�04 1.61E + 05 8.05E�03

Be 10 6.00E + 05 7.90E�11 9.75E�02 1.63E�07

C 11 3.00E + 07 3.70E�26 4.56E�17 1.52E�24

C 14 1.00E + 06 5.42E�08 6.68E + 01 6.68E�05

Sum 1.37E�02

Model 3 H 3 2.00E + 07 6.64E�04 8.19E + 05 4.10E�02

Be 7 2.00E + 07 3.79E�04 4.67E + 05 2.34E�02

Be 10 6.00E + 05 2.89E�10 3.57E�01 5.95E�07

C 11 3.00E + 07 1.28E�25 1.58E�16 5.27E�24

C 14 1.00E + 06 2.96E�07 3.65E + 02 3.65E�04

Sum 6.47E�02

Table 4. Comparison of 1 day decay results just after 10 years normal operation for model 1, model 2, and model 3.
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4.3. Ground water and underground soil activation

4.3.1. Simulation model

Some of the primary and secondary beams are lost to the bottom of the building during beam
transport and interact with the floor concrete, underground soil, or groundwater to generate
radioactive isotopes. Detailed evaluation is necessary because radioactive nuclides in under-
ground soil or groundwater are directly related to environmental pollution. Underground soil
or groundwater is located 2.5 m below the floor concrete of the facility.

A simple cylindrical generic model is created for convenient calculation. In order to mimic the
distance of 120 cm between concrete floor and the beam loss point, a cylinder-shaped concrete
model of inner radius of 120 cm with cylindrical iron target of length of 50 cm and a diameter
of 5 cm at the center is devised, and a maximum energy carbon beam is incident in the axial
direction. The distance, 120 cm, between the target and the concrete is the minimum distance
between the beam line and the ground floor. Thus, the model is conservative. The thickness of
the concrete is 2.5 m, which is the same as the floor concrete thickness of the facility. Under-
ground soil or groundwater is modeled about 10 cm thick on the outside of the concrete.

The environmental pollution of the facility is evaluated by the radioactivity of about 10 cm thick
soil or water. This model can also be used for the analysis of the floor concrete activation. Fifty
years operation with maximum energy is assumed for a conservative evaluation of the activation
of underground soil or groundwater. Six collapse scenarios apply from 1 min to 1 year after
50 years of normal operation, required by the radiationmanagement regulation. Figure 14 shows
underground model. Blue area (or outside area) represents groundwater or underground soil.

4.3.2. Results and discussion for groundwater

The result of 1 min decay time is shown in Table 5. Radionuclides with relatively long half-
lives such as H-3, Be-7, Be-10, and C-14 are observed, which is similar to the cooling water
activation. However, the contribution of H-3 is about 76% or more, and the remaining isotopes
contributions are only about 24%. The results suggest that the lost beam has little effect on the
groundwater below the ground floor concrete because of the thickness of the floor concrete.
The total sum of the isotope concentration ratios is only about 10�5 at the end of beam

Figure 14. Generic geometry model for the floor concrete, underground soil, or groundwater simulation.
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amount of water is exposed to the lost beam than the amount of cooling water in the actual
system. In this respect, model 3 is the most conservative model to explain all cases of the
cooling water emissions.

4.2.5. Results and discussion

The decay times for prolonged release were set to 1 day, 1 week, and 1 month. For 1 day, decay
just after 10 years normal operation, the results for specific activity and total activity for the
three models are shown in Table 4. Specific activities were compared with regulatory limit
values. The radioactive isotopes contributing to the activation of the cooling water are mainly
H-3 and Be-7. Tritium has a half-life of about 12.4 years. That is, the cooling water used for
10 years did not saturate the tritium. However, Be-7 has short half-life of about 53 days.
Therefore, although the effect of tritium is increasing when it is used for a longer period of
time, the influence of Be-7 may be larger when it is used for a short time. The activation in the
desalted water is relatively simple in this way. However, it is considered that the radioactive
phenomenon of impurities which may be caused by the corrosion of the cooling water pipe is
very complicated and it is impossible to carry out the detailed simulation here.

Decay time Nuclide Regulatory limit
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Activity Specific activity/
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Total activity (Curies) Specific activity (Bq/m3)
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Table 4. Comparison of 1 day decay results just after 10 years normal operation for model 1, model 2, and model 3.
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4.3.1. Simulation model
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transport and interact with the floor concrete, underground soil, or groundwater to generate
radioactive isotopes. Detailed evaluation is necessary because radioactive nuclides in under-
ground soil or groundwater are directly related to environmental pollution. Underground soil
or groundwater is located 2.5 m below the floor concrete of the facility.

A simple cylindrical generic model is created for convenient calculation. In order to mimic the
distance of 120 cm between concrete floor and the beam loss point, a cylinder-shaped concrete
model of inner radius of 120 cm with cylindrical iron target of length of 50 cm and a diameter
of 5 cm at the center is devised, and a maximum energy carbon beam is incident in the axial
direction. The distance, 120 cm, between the target and the concrete is the minimum distance
between the beam line and the ground floor. Thus, the model is conservative. The thickness of
the concrete is 2.5 m, which is the same as the floor concrete thickness of the facility. Under-
ground soil or groundwater is modeled about 10 cm thick on the outside of the concrete.

The environmental pollution of the facility is evaluated by the radioactivity of about 10 cm thick
soil or water. This model can also be used for the analysis of the floor concrete activation. Fifty
years operation with maximum energy is assumed for a conservative evaluation of the activation
of underground soil or groundwater. Six collapse scenarios apply from 1 min to 1 year after
50 years of normal operation, required by the radiationmanagement regulation. Figure 14 shows
underground model. Blue area (or outside area) represents groundwater or underground soil.

4.3.2. Results and discussion for groundwater

The result of 1 min decay time is shown in Table 5. Radionuclides with relatively long half-
lives such as H-3, Be-7, Be-10, and C-14 are observed, which is similar to the cooling water
activation. However, the contribution of H-3 is about 76% or more, and the remaining isotopes
contributions are only about 24%. The results suggest that the lost beam has little effect on the
groundwater below the ground floor concrete because of the thickness of the floor concrete.
The total sum of the isotope concentration ratios is only about 10�5 at the end of beam
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irradiation, equivalent to 50 years normal operation, so that there is no harmful effect of
radioactivity to the groundwater.

4.3.3. Results and discussion for underground soil

Unlike the activation of groundwater, the activation estimation of underground soil can take a
long time. In other words, it is common that the dismantling of a facility takes about 1 year
after complete closing of the facility. Thus, the activation analysis of the underground soil is
performed, based on 1 month and 1 year of decay time. Table 6 shows the underground soil
activity concentrations (at 1 year decay time) generated after 50 years of normal operation with
maximum energy. About 10 different isotopes are contributed and K-40 is conspicuous and
occupies 99%.

Decay time Nuclide Specific activity (Bq/g) Regulation limit (Bq/g) Specific activity/regulation limit

1 year K 40 2.76E � 01 1.00E + 02 2.76E � 03

Na 22 8.00E � 05 1.00E + 01 8.00E � 06

Mn 54 3.71E � 05 1.00E + 01 3.71E � 06

Sc 46 6.56E � 07 1.00E + 01 6.56E � 08

Fe 55 9.23E � 05 1.00E + 04 9.23E � 09

Fe 59 6.00E � 09 1.00E + 01 6.00E � 10

V 49 5.09E � 06 1.00E + 04 5.09E � 10

Al 26 3.37E � 09 1.00E + 01 3.37E � 10

H 3 3.35E � 04 1.00E + 06 3.35E � 10

Be 7 4.66E � 08 1.00E + 03 4.66E � 11

Sum 2.78E � 03

Table 6. Radiological impact of underground soil after 50 years normal operation.

Decay time Nuclide Specific activity (Bq/m3) Regulation limit (Bq/m3) Specific activity/regulation limit

1 min H 3 4.53E + 02 2.0E + 07 2.26E � 05

Be 7 1.63E + 01 2.0E + 07 8.13E � 07

Be 10 2.47E�04 6.0E + 05 4.12E � 10

C 11 1.92E + 02 3.0E + 07 6.41E � 06

C 14 6.53E � 02 1.0E + 06 6.53E � 08

N 13 1.39E + 02 — —

O 14 1.26E + 02 — —

O 15 1.45E + 03 — —

Sum 2.99E � 05

Table 5. Ground water activation.
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4.4. Accelerator materials activation

4.4.1. Simulation model

The accelerator parts are very likely to be activated because the lost beam in the accelerator
interacts with the periphery while transported to the irradiation room. In this section, the
maximum doses of the highest beam loss parts in the accelerator, magnetic extraction septum
and beam dump, are analyzed. It is desirable to understand precisely the physical and theo-
retical activation of the whole accelerator system with a simpler and conservative model. The
reason why magnetic extraction septum is chosen is that most of the highest energy beam is
lost at this part and irradiated to the copper coil consisting of the septum. Meanwhile the beam
that survives interacts with the iron york shielding it.

In this model, a big thicker septum structure, compared to the one used in the calculation of
the cooling water, is chosen for conservative estimation. A copper wire with a length of about
102.5 cm, a cross-sectional area of 9.8 mm � 9.8 mm with a radius of 3 mm cylinder with
cooling water flowing is embedded in the outer iron york. Because the amount of radioactive
nuclides is proportional to the total mass or volume of the material, a simpler model with a
mass or volume of the same material is used to calculate the activation of the materials. Thus,
the copper cylinder of the same volume (1 m in length and 1.5 cm in radius) is modeled inside
the concrete structure. The outside concrete structure is used to simultaneously calculate the
activation of the concrete floor placed along the beam line. Figure 15 shows the thick magnetic
extraction septum with eight cooling water lines of a length 102.5 cm and diameter 1.5 cm.

The distance between the concrete and the target material was modeled to be about 120 cm
apart along the actual accelerator beam line array for a conservative estimation, which is
similar to what is shown in Figure 14, excluding the groundwater part. A maximum energy
of 430 MeV beam was irradiated to the copper rod of length 1 m and radius of 1.5 cm for
20,000 h. Six decay times were applied from 1 min to 1 year. A total of 20,000 h are assumed to
be a life time of extraction magnetic septum.

Figure 15. Thick magnetic extraction septum.
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irradiation, equivalent to 50 years normal operation, so that there is no harmful effect of
radioactivity to the groundwater.

4.3.3. Results and discussion for underground soil
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long time. In other words, it is common that the dismantling of a facility takes about 1 year
after complete closing of the facility. Thus, the activation analysis of the underground soil is
performed, based on 1 month and 1 year of decay time. Table 6 shows the underground soil
activity concentrations (at 1 year decay time) generated after 50 years of normal operation with
maximum energy. About 10 different isotopes are contributed and K-40 is conspicuous and
occupies 99%.
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Table 5. Ground water activation.
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4.4. Accelerator materials activation

4.4.1. Simulation model

The accelerator parts are very likely to be activated because the lost beam in the accelerator
interacts with the periphery while transported to the irradiation room. In this section, the
maximum doses of the highest beam loss parts in the accelerator, magnetic extraction septum
and beam dump, are analyzed. It is desirable to understand precisely the physical and theo-
retical activation of the whole accelerator system with a simpler and conservative model. The
reason why magnetic extraction septum is chosen is that most of the highest energy beam is
lost at this part and irradiated to the copper coil consisting of the septum. Meanwhile the beam
that survives interacts with the iron york shielding it.

In this model, a big thicker septum structure, compared to the one used in the calculation of
the cooling water, is chosen for conservative estimation. A copper wire with a length of about
102.5 cm, a cross-sectional area of 9.8 mm � 9.8 mm with a radius of 3 mm cylinder with
cooling water flowing is embedded in the outer iron york. Because the amount of radioactive
nuclides is proportional to the total mass or volume of the material, a simpler model with a
mass or volume of the same material is used to calculate the activation of the materials. Thus,
the copper cylinder of the same volume (1 m in length and 1.5 cm in radius) is modeled inside
the concrete structure. The outside concrete structure is used to simultaneously calculate the
activation of the concrete floor placed along the beam line. Figure 15 shows the thick magnetic
extraction septum with eight cooling water lines of a length 102.5 cm and diameter 1.5 cm.

The distance between the concrete and the target material was modeled to be about 120 cm
apart along the actual accelerator beam line array for a conservative estimation, which is
similar to what is shown in Figure 14, excluding the groundwater part. A maximum energy
of 430 MeV beam was irradiated to the copper rod of length 1 m and radius of 1.5 cm for
20,000 h. Six decay times were applied from 1 min to 1 year. A total of 20,000 h are assumed to
be a life time of extraction magnetic septum.
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4.4.2. Results and discussion

The sum of the ratios of specific activity concentration to regulation limit values were 290, 242, and
83.2 for decay times of 1 week, 1 month, and 1 year, respectively. Notice that the sum of the ratios
is greater than unity. Accordingly radioactive waste must be treated in accordance with radiation
regulations. Important isotopes that cause most of the radioactivity problems after 1 year of decay
time were slightly different from those of the 1 h decay time. In particular, Co-60 accounted for
more than 50%. In addition, Mn-54, Na-22, Zn-65, Co-56, Co-57, and Co-58 contributed greatly.

F4 tally was used to calculate the average effective dose rate of air around copper and F5 tally
was used to estimate the effective dose rate at the center point of the copper wire. The results
were 3.42 � 10�3, 2.04 � 10�3, 1.42 � 10�3, 1.21 � 10�3, 9.67 � 10�4, and 3.82 � 10�4 Sv/h for
decay times of 1 min, 1 h, 1 day, 1 week, 1 month, and 1 year, respectively. The results suggest
that, if possible, repair must be done after 1 month of decay time. If emergency repair needs,
necessary radiation protection equipment must be used.

Gamma rays effect immediately after beam irradiations were about 3 μSv/h at a distance of
about 2 m from the septum. In normal operation, the average prompt and delay gamma rays
effect were about 0.5 μSv/h. After 1 h decay time, the effect was reduced by a factor of 10. Thus,
an appropriate action must be taken for any emergency work. Figure 16 shows the surround-
ing area effective dose rate immediately after an hour irradiation to the copper target with
maximum intensity of 1 � 109 pps as a function of decay time for just after beam stop, 1 min,
1 h, 1 day, and 1 week.

5. Conclusions

Analysis of nuclear safety is an essential requirement for optimizing the design of high-
energy accelerator facilities and for preparing safety analysis report. Many novel generic
models for nuclear safety analysis were introduced by using an example accelerator
facility under development in Korea. Well-known MCNPX2.7.0 and CINDER’90 codes were
used for nuclear transportation and transmutation simulations. Shielding simulations
were performed according to the NCRP 147 recommendations with maximum occupancy
factor and maximum workload for conservative estimation. The results of skyshine and

Figure 16. Effective dose (due to gamma rays) of surrounding area after an hour irradiation to the copper target with
maximum intensity of 1 � 109 pps and maximum energy of 430 MeV/u as a function of decay time. From left to right, just
after beam stop, 1 min, 1 h, 1 day, 1 week, respectively. Copper rod (with the maximum dose profile) is shown in the
central area.
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groundshine analysis showed the possibility of the internal radiation affecting to the sur-
rounding environment.

In the field of radioactivity, air activation, cooling water activation, activation of groundwater
and underground soil, and their effects on the external environments, medical staffs, and
general public were analyzed. The activation phenomena of the accelerator materials were
analyzed through the activation analysis of copper which is a typical material used for the
accelerator. Access availability to the accelerator hall for emergency maintenance was analyzed
by the estimation of effective dose rate surrounding the extraction magnetic septum in the
accelerator. This new design via simulations brought many useful outputs with respect to the
cost, flexibility, and simplicity of facility construction. Specifically, the decision of appropriate
wall thickness and ventilation time etc. via simulations is an essential for cost effective con-
struction of the facility.
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A. Assessment of unrestricted release limit concentration for the
unspecified isotopes

For some type of radioactive nuclides, unrestricted release limit is not specified by the National
Nuclear Safety Commission. In such a case, the smallest value in the similar mass nuclide group
is chosen but the result may be less realistic. More realistic unrestricted concentration can be
estimated by using the known release limit value of radioisotope with the following steps.

Step 1: select a known radioactive isotope whose chemical properties are the similar to those
of unknown radioisotope. For example, to calculate the unrestricted release limits for Cl-34 m
and S-38, the radioisotope with a similar biological half-life must be sought. The biological
half-life is:

1
T1=2effective

¼ 1
T1=2physical

þ 1
T1=2biological

(A1)

Step 2: among the isotopes listed in the regulation table, select the isotope whose value is
known to be similar in terms of the radiation emission. At this time, the proof of similarity is
determined by the Q value of the decay process and by the average energy of electrons or
positrons in beta decay.

Step 3: use the following equation.

Ci Iso2ð Þ ¼ Ci Iso1ð Þ � 1
T1=2effective Iso2ð Þ
T1=2effective Iso1ð Þ �max Qvalue Iso2ð Þ

Qvalue Iso1ð Þ ;
Ebeta Iso2ð Þ
Ebeta Iso1ð Þ

h i (A2)
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4.4.2. Results and discussion
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1
T1=2effective

¼ 1
T1=2physical

þ 1
T1=2biological

(A1)
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determined by the Q value of the decay process and by the average energy of electrons or
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Ci Iso2ð Þ ¼ Ci Iso1ð Þ � 1
T1=2effective Iso2ð Þ
T1=2effective Iso1ð Þ �max Qvalue Iso2ð Þ

Qvalue Iso1ð Þ ;
Ebeta Iso2ð Þ
Ebeta Iso1ð Þ

h i (A2)
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Abstract

This chapter provides a discussion of radiation safety aspects of operation of electron 
linear accelerators equipped with bremsstrahlung converters. Electron accelerators with 
3, 6, 9 and 15 MeV electron beams are discussed. High-energy photon and photoneutron 
production during linac operation was analyzed using Monte Carlo methods. Radiation 
dose rates for different configurations of linacs were evaluated and compared with exper-
imental results.
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1. Introduction

A linear accelerator (linac) is a system that increases kinetic energy of charged particles using 
oscillating electric potentials along the line of a beam of the particles (e.g., electrons, protons, 
ions). Within a few meters, it is possible for 10 keV electrons to be accelerated by the RF linac 
to up to 20 MeV [1]. Accelerators including linacs have found use in a variety of applications 
including radiotherapy [2, 3], physics [4, 5], isotope production [6], cargo inspection [7, 8], and 
non-destructive assay [9, 10].

In inspection systems and non-destructive assay applications, electron linacs are used to gen-
erate high energy photons that can penetrate objects under scrutiny. The accelerated elec-
trons are bombarded onto a target composed of high-Z material. The incident electrons are 
deflected by electric field of the electron cloud of atomic nuclei of the target material, losing 
kinetic energy that is converted into the bremsstrahlung (or braking radiation). The bremsstrah-
lung photons produced by a linac are characterized by their energy distribution (the quan-
tity of photons produced at specific energies). Linacs generate photons which have endpoint 
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energy equal to the maximum energy of the electrons in the beam impinging on the target. In 
a 10 MeV linac, the bremsstrahlung has continuous spectrum from 0 up to 10 MeV photons. 
These photons are typically focused into a desired beam shape by the use of collimators (e.g., 
fan beams, conical beams). The beam of collimated photons is then used for a variety of appli-
cations including imaging, radiotherapy, the production of medical isotopes, or to perform an 
active assay of unknown materials. The photon flux is the number of photons passing through 
a defined area (e.g., 1 cm2) per unit of time.

If the energy of an incident photon is greater than that of the neutron binding energy of mate-
rial it interacts with, a neutron can be produced through the (γ,n) reaction. At photon ener-
gies greater than 10 MeV, the (γ,n) reaction will take place within materials that commonly 
compose the accelerator facility structures [11].

Radiation safety aspects are very important in operation of linacs with bremsstrahlung con-
verters. To describe the effects of high-energy photons and photoneutrons produced by the 
linac on materials and personnel, it is necessary to quantify the amount of energy deposited by 
radiation when it interacts with matter. The term dose describes the amount of energy depos-
ited by radiation within the material, while the biological dose describes the energy deposited 
in a living tissue. The biological dose equivalent is the dose multiplied by a quality factor Q 
used to express the biological damage variation between the different radiation types. The 
quality factor has the following values: Q = 1 for x-rays, gamma rays, or beta particles; Q = 20 
for alpha particles and heavy ions including fission fragments; Q = 10 for neutrons and for 
high-energy protons [12].

The international system (SI) unit of dose is the Gray (Gy) and is equal to the absorption of 
1 joule of energy by 1 kg of material. The Rad is equal to 1/100 Gy. The Rem is equal to the 
product of the absorbed dose and the quality factor. The terms dose rate and biological dose 
rate equivalent are used to describe the respective doses received per unit time. Once radia-
tion fluxes in an environment have been characterized, the dose rates can be determined 
through the use of the energy-dependent flux-to-dose conversion factors for a specific radi-
ation type. Several flux-to-dose conversion factors have been established (i.e., ANSI/ANS 
6.1.1-1997 [13]).

Two Varian linacs—the M6 and K15 models equipped with bremsstrahlung converters—
with 3, 6, 9 and 15 MeV electron beams were studied for operation at the shielded building. 
Radiation doses due to the linac operation in different configurations were analyzed using 
Monte Carlo modeling and experimental measurements.

2. Characterization of radiation generated by linac

It is important to understand the radiation generated during the linac operation and how that 
radiation is transported throughout the building in order to determine the location specific 
doses. Estimating the location specific dose rates within the building allows for verification of 
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building safety measures, as well as help to evaluate expected dose rates at different distances 
from the linac structure which is vital for future research projects which may involve the irra-
diation of different sample materials.

Computational modeling is widely used to study behavior of complex systems. Models typi-
cally use numerous variables that characterize the system being studied. Simulation is per-
formed by the adjustment of these variables and the subsequent observation of the outcome 
of the system. Computational modeling is often used as a first step in providing an estima-
tion of parameters for a proposed experiment. When possible, model results should be vali-
dated against experimental measurement in order to determine the accuracy of simulations. 
Computational modeling is a valuable tool that allows for studying the effects of changing 
experimental parameters prior actually performing these experiments or designing radiation 
facilities, and for estimating their safety characteristics.

The Monte Carlo methods form a broad class of stochastic algorithms that proved successful 
in a variety of disciplines including genetics [14], space physics [15] and economics [16]. While 
problems might be solvable using deterministic methods, Monte Carlo methods utilize repetition 
of random sampling to arrive at a numerical result. With respect to nuclear science and radiation 
transport, Monte Carlo codes are used to track particle interactions with matter over a wide range 
of energies in a complex geometry [17, 18]. The computational modeling in this study is based on 
the Monte Carlo technique using the general purpose Monte Carlo N-Particle Transport software 
suite developed by Los Alamos National Laboratory—MCNP5 [19] and MCNPX [20] codes.

2.1. Monte Carlo model of linac

The accelerator facility at University of Nevada, Las Vegas was used as a representative build-
ing to study radiation safety aspects of operation of M6 and K15 linacs. The facility consists of 
an entry room, a shielding maze, and an accelerator bay. The control room is located south of 
the facility building itself, and is home to the operating controls of the linac as well as radiation 
detection equipment.

The ceiling in the facility is 20 cm thick concrete, with the walls and floors being 15 cm thick; 
also composed of concrete. The entry room is a large open space that measures approximately 
11 m by 10 m. The shielding maze is formed by two walls of concrete bricks that serve to 
minimize the radiation doses in the entry way that are due to radiation emitted from the linac 
in the accelerator bay. The southern shield maze wall is 4 m long, 87 cm thick and the north 
wall is 7.5 m long and 117 cm thick. Both shielding walls are 2.5 m tall and extend almost 
completely to the ceiling. The scheme of the facility is shown in Figure 1.

The material compositions of the internal facility structures were taken from reference [21]. 
The M6 linac and K15 linac were modeled using different MCNP codes. The model of the 
M6 linac was run using MCNP5 with the ENDF/B-VII cross sections (denoted by the “.70c” 
identifier in MCNP5) at room temperature. The model of the K15 linac used the MCNPX code 
because it could not be run in MCNP5 due its lacking of photonuclear physics and the proper 
cross section library.
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2.2. Linac source definition

The computational models of the M6 and K15 linacs start with the simulation of an elec-
tron beam impinging upon the linac target head. The target head geometries and compris-
ing material differ between the two linacs, and were each modeled according to the Varian 
specifications. In order for a computational model to produce precise results, it is necessary 
to accurately describe the source term. The source definition (SDEF) card is used to define 
the particle transport required within the MCNP model. An example of the MCNP5 input to 
define the electron source term is shown below:

sdef x d1 y 0 z d2 erg = d3 par 3 vec 0 1 0 dir 1.

sp1 −41 0.065 0.

sp2 −41 0.065 0.

sp3 −41 0.120 6.

The “mode p e” card was used to include photon and electron transport in the model. The 
“phys:p” card was used to include the production of bremsstrahlung by electrons. The source 
was defined to be a 1.3 mm electron pencil beam traveling in the y-direction. The x and z 
directions of the electron beam followed distributions d1 and d2 to use the built-in Gaussian 
probability (denoted by −41) for spatial coordinates extending 0.65 mm in both directions. 
The erg value specified the energy of the electrons in the beam using distribution d3 to set the 

Figure 1. Accelerator facility layout.
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Gaussian-type function centered on 6 MeV. The par value of the source card was set to 3 to 
specify an electron source and the vec and dir values were set to <0 1 0 > and 1 respectively, 
to specify the direction of the electron beam along the y-axis. The source term was checked 
to ensure the Gaussian nature of both the spatial coordinates and energy distribution (see 
Figure 2 that shows 3 and 6 MeV cases for the M6 linac).

The K15 linac’s source term was defined similarly, except the average energy in the sp3 was 
set as 15 MeV (or 9 MeV in the low energy mode). Furthermore, neutrons were added to the 
“mode” card. The “phys:p” card default values must be modified to account for photonuclear 
production in the model. The ispn value (4th entry) on the “phys:p” card must be changed from 
0 (default) to either −1 (the analog photonuclear particle production) or 1 (the biased photonu-
clear particle production). Additionally, the fism value (7th entry) of the “phys:p” card was set 
to 1 to enable the LLNL fission model (as opposed to the default ACE model). The LLNL model 
was used because the ACE model does not account for prompt photofission gamma rays [22].

2.3. Computational determination of radiation flux

To evaluate the bremsstrahlung photons produced within the respective linac target heads, it 
was necessary to determine their angular distribution and energy spectra. Thin (0.01 cm), con-
centric ring surfaces were set in the model in 1 cm behind the linac target head. F4 tallies (track 
length estimates of the cell flux) were set within each ring surface allowing for the determina-
tion of the x-ray flux at 10° increments off the centerline (see Figure 3). Two hundred equally 
spaced energy bins were used at each tally in order to determine the energy distribution of 
photons. The relative error associated with each bin in an MCNP tally (corresponding to one 
standard deviation) is given by the inverse square root of the number of source particles con-
tributing to that tally. The MCNP suggestion is below 10% error for F4 tallies.

Figure 2. Spatial distribution (left) and energy distribution (right) of electrons on the M6 linac target.
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Gaussian-type function centered on 6 MeV. The par value of the source card was set to 3 to 
specify an electron source and the vec and dir values were set to <0 1 0 > and 1 respectively, 
to specify the direction of the electron beam along the y-axis. The source term was checked 
to ensure the Gaussian nature of both the spatial coordinates and energy distribution (see 
Figure 2 that shows 3 and 6 MeV cases for the M6 linac).

The K15 linac’s source term was defined similarly, except the average energy in the sp3 was 
set as 15 MeV (or 9 MeV in the low energy mode). Furthermore, neutrons were added to the 
“mode” card. The “phys:p” card default values must be modified to account for photonuclear 
production in the model. The ispn value (4th entry) on the “phys:p” card must be changed from 
0 (default) to either −1 (the analog photonuclear particle production) or 1 (the biased photonu-
clear particle production). Additionally, the fism value (7th entry) of the “phys:p” card was set 
to 1 to enable the LLNL fission model (as opposed to the default ACE model). The LLNL model 
was used because the ACE model does not account for prompt photofission gamma rays [22].

2.3. Computational determination of radiation flux

To evaluate the bremsstrahlung photons produced within the respective linac target heads, it 
was necessary to determine their angular distribution and energy spectra. Thin (0.01 cm), con-
centric ring surfaces were set in the model in 1 cm behind the linac target head. F4 tallies (track 
length estimates of the cell flux) were set within each ring surface allowing for the determina-
tion of the x-ray flux at 10° increments off the centerline (see Figure 3). Two hundred equally 
spaced energy bins were used at each tally in order to determine the energy distribution of 
photons. The relative error associated with each bin in an MCNP tally (corresponding to one 
standard deviation) is given by the inverse square root of the number of source particles con-
tributing to that tally. The MCNP suggestion is below 10% error for F4 tallies.

Figure 2. Spatial distribution (left) and energy distribution (right) of electrons on the M6 linac target.
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A mesh tally was used to determine the x-ray fluxes and dose rates due to operation of the 
M6 linac within the accelerator facility at the height of the fan beam (1.2 m above the floor). 
The FMESH card was used to determine the photon fluxes at 7.54 cm intervals in the x and y 
directions throughout the building. The dose energy (DE) and dose function (DF) cards were 
used in the MCNP5 model to convert the computed photon fluxes into dose rates by using 
the ANSI/ANS 6.1.1-1977 photon flux-to-dose rate conversion factor [13]. In addition to the 
FMESH tally, F5 tallies (flux estimators at a point) surrounded by the dxtran spheres were 
used to determine the dose rates at specific points within the facility. Moreover, the dose rate 
was measured by an ion chamber intrinsic to the M6 linac.

A mesh tally was similarly used to determine the photon and neutron dose rates within 
the accelerator facility for operation of the K15 linac, but the mesh tally syntax used in 
MCNPX differs from that used in MCNP5. In MCNPX, the TMESH tally with RMESH 
(denoting a rectangular mesh) was used to determine the dose rates throughout the build-
ing at the same spatial intervals as used in the M6 linac model. The dose rate conversions 
are handled in MCNPX within the RMESH by using the keyword DOSE and specifying 
the ic value as 20 (corresponding to the ANSI/ANS 6.1.1-1977 flux-to-dose factors) for both 
photons and neutrons.

Figure 3. Schematic of tallying of bremsstrahlung angular distribution.
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The “NPS” card was used to set the particle history cutoff. Once the number of simulated 
particle histories exceeds the number specified by the NPS card, the MCNP model stops 
running and generates an output file, from which the results can be analyzed. Some models 
can take several days or weeks to complete depending on a computer, the intricacies of the 
model’s physics, the cutoff value, and the type and energy of particles in the simulation. 
Charged particles (i.e., electrons) have large numbers of interactions due to the long-range 
Coulomb force whereas neutral particle interactions are defined by infrequent isolated colli-
sions [23]. As such, simulations involving charged particle transport take longer to complete 
than those without a charge.

2.4. Determination of electron current on linac targets

The MCNP tally results are normalized per a starting particle. As the MCNP models of linacs 
in this study began with the simulation of electron transport, it was necessary to determine 
the number of electrons per second in the beam impinging the target in order to acquire quan-
tifiable values for photon flux and dose rates. The M6 and K15 linacs utilize pulsed electron 
bunches to produce the bremsstrahlung radiation. As the electron current is not constant, it is 
required to determine the DC averaged current for each linac.

The voltage of a single pulse of the electron beam on the M6 linac target head was measured 
using a Teledyne Lecroy oscilloscope. The single pulse voltage waveform was converted to 
single pulse current by dividing by the resistance (50 Ω), determining the total area under the 
curve and multiplying by the frequency (156.555 Hz) to obtain a total DC averaged electron 
current of 3.4 × 1014 electrons per second. The electron current values for the K15 linac were 
provided by Varian.

3. Radiation fluxes and dose rates during linac operation

3.1. Bremsstrahlung spectra

The spectra of x-rays generated in the bremsstrahlung converter within the M6 linac were 
determined for the low (3 MeV electron beam) and high (6 MeV electron beam) energy opera-
tion modes with the results shown in Figure 4. The largest photon fluxes occur within 10° 
of the central axis of the linac target and decrease with increasing the angle. The trend of 
decreasing flux with increasing energy is apparent in both of the computed spectra. There 
is an order of magnitude difference between the fluxes at each angular interval between the 
two M6 operation modes. This is due to the greater likelihood that higher energy electrons 
will produce bremsstrahlung radiation with higher energy within the linac target. The error 
associated within each energy bin in the bremsstrahlung spectra are less than the MCNP 
recommended value of 10% for F4 tallies.

The radial variation of the photon flux within the conical segments was tested. Thin cylindrical 
cells were placed radially at 30° intervals throughout the conical segment. F4 tallies were set 
in each of these cells with the results showing that the flux at each radial location had similar 
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The “NPS” card was used to set the particle history cutoff. Once the number of simulated 
particle histories exceeds the number specified by the NPS card, the MCNP model stops 
running and generates an output file, from which the results can be analyzed. Some models 
can take several days or weeks to complete depending on a computer, the intricacies of the 
model’s physics, the cutoff value, and the type and energy of particles in the simulation. 
Charged particles (i.e., electrons) have large numbers of interactions due to the long-range 
Coulomb force whereas neutral particle interactions are defined by infrequent isolated colli-
sions [23]. As such, simulations involving charged particle transport take longer to complete 
than those without a charge.

2.4. Determination of electron current on linac targets

The MCNP tally results are normalized per a starting particle. As the MCNP models of linacs 
in this study began with the simulation of electron transport, it was necessary to determine 
the number of electrons per second in the beam impinging the target in order to acquire quan-
tifiable values for photon flux and dose rates. The M6 and K15 linacs utilize pulsed electron 
bunches to produce the bremsstrahlung radiation. As the electron current is not constant, it is 
required to determine the DC averaged current for each linac.

The voltage of a single pulse of the electron beam on the M6 linac target head was measured 
using a Teledyne Lecroy oscilloscope. The single pulse voltage waveform was converted to 
single pulse current by dividing by the resistance (50 Ω), determining the total area under the 
curve and multiplying by the frequency (156.555 Hz) to obtain a total DC averaged electron 
current of 3.4 × 1014 electrons per second. The electron current values for the K15 linac were 
provided by Varian.

3. Radiation fluxes and dose rates during linac operation

3.1. Bremsstrahlung spectra

The spectra of x-rays generated in the bremsstrahlung converter within the M6 linac were 
determined for the low (3 MeV electron beam) and high (6 MeV electron beam) energy opera-
tion modes with the results shown in Figure 4. The largest photon fluxes occur within 10° 
of the central axis of the linac target and decrease with increasing the angle. The trend of 
decreasing flux with increasing energy is apparent in both of the computed spectra. There 
is an order of magnitude difference between the fluxes at each angular interval between the 
two M6 operation modes. This is due to the greater likelihood that higher energy electrons 
will produce bremsstrahlung radiation with higher energy within the linac target. The error 
associated within each energy bin in the bremsstrahlung spectra are less than the MCNP 
recommended value of 10% for F4 tallies.

The radial variation of the photon flux within the conical segments was tested. Thin cylindrical 
cells were placed radially at 30° intervals throughout the conical segment. F4 tallies were set 
in each of these cells with the results showing that the flux at each radial location had similar 
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Figure 5. K15 linac: bremsstrahlung photon spectra, 9 MeV (left) and 15 MeV (right) incident electrons.

spectral distributions. Thus, the x-ray source exhibited the radial symmetry within conical 
segments. As the computational results for the flux are normalized to one starting particle 
(electron), they must be multiplied by the number of particles (described previously) in order 
to evaluate the photon flux generated by the target.

The bremsstrahlung spectra for the K15 linac were computationally determined for the low 
(9 MeV) and high (15 MeV) energy operation modes with the results shown in Figure 5. A total 

Figure 4. M6 linac: bremsstrahlung photon spectra, 3 MeV (left) and 6 MeV (right) incident electrons.
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of 500 million particle histories were used in the simulation to ensure that the error associated 
with each of the 100 equally spaced energy bins was below the 10% recommended by MCNP for 
F4 tallies. As was the case with the M6 linac, the largest photon fluxes occur within 10° of the cen-
ter line of the linac target and decrease with increasing outward angle. In both operating modes, 
at energy around 1 MeV, the photon fluxes are generated nearly three orders of magnitude 
larger within an angle of 10°, than they are at angles greater than 80°. This flux ratio increases 
to five orders of magnitude for 8 MeV photons. There is about an order of magnitude difference 
between the fluxes at each angular interval between the two K15 linac operation modes.

3.2. Electron energy cutoff

The MCNP5 models used to determine the M6 photon spectra were run using an NPS value 
of 108 starting electrons in order to minimize the error in each energy bin. Difficulty exists in 
determining the proper balance between minimizing computational time while maintaining 
satisfactory results. In order to reduce the computational time in this study, the suitability 
of using energy cutoff cards was investigated. Care must be taken when using energy cutoff 
cards as their use affects the underlying physics, resulting in the halting of particle interac-
tions occurring under this energy threshold. In some instances, this may remove certain reac-
tions from happening in the model or may modify results incorrectly beyond that which was 
originally determined. Results obtained from models using energy cutoffs should be com-
pared against those without using energy cutoffs in order to make an accurate assessment 
as to whether their use is acceptable. The M6 bremsstrahlung spectra were determined using 
electron energy cutoffs of 0.001 (default), 0.01, 0.1 and 1.0 MeV with an NPS of 107 electrons. 
The results of the photon fluxes using the default and 1.0 MeV energy cutoffs for the first four 
energy bins are shown in Table 1.

The results showed that using the electron cutoff energy of 1.0 MeV in the MCNP5 model 
provided in photon flux values of above 70% similarity to the original results at all angle 
intervals within the first energy bin (below 0.1 MeV). In the second energy bin (between 0.1 
and 0.16337 MeV), the average similarity rose to around 85% and by the third bin 90%. Above 
the third energy bin, average similarities between the two models rose to 95%. It was found 
that as the energy increased, so too did the similarity between model results for photon fluxes. 
Above the 1 MeV electron cutoff, the photon fluxes were identical. The computational time 
(rounded to the nearest minute) for running the MCNP5 model with the default energy cutoff 
(0.001 MeV) was 8876 min; 866 min with 0.01 MeV cutoff; 134 min with 0.1 MeV cutoff; and 
43 min with 1 MeV cutoff. Using an electron energy cutoff of 1 MeV reduces the time required 
to complete the MCNP5 run by 99.5%; therefore, this cutoff value was used in this study.

3.3. Radiation environment during operation of M6 linac

While it is important to evaluate the dose rates within the facility due to operation of the M6 
linac under normal operating conditions, it is also important to understand the dose rates for 
other possible scenarios. As future research activities may require the M6 linac usage without 
the fan beam collimators, it is necessary to evaluate the dose rates within the building under 
such operating conditions. Further, an understanding of the maximum dose rates achievable 
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Figure 5. K15 linac: bremsstrahlung photon spectra, 9 MeV (left) and 15 MeV (right) incident electrons.
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of 500 million particle histories were used in the simulation to ensure that the error associated 
with each of the 100 equally spaced energy bins was below the 10% recommended by MCNP for 
F4 tallies. As was the case with the M6 linac, the largest photon fluxes occur within 10° of the cen-
ter line of the linac target and decrease with increasing outward angle. In both operating modes, 
at energy around 1 MeV, the photon fluxes are generated nearly three orders of magnitude 
larger within an angle of 10°, than they are at angles greater than 80°. This flux ratio increases 
to five orders of magnitude for 8 MeV photons. There is about an order of magnitude difference 
between the fluxes at each angular interval between the two K15 linac operation modes.

3.2. Electron energy cutoff

The MCNP5 models used to determine the M6 photon spectra were run using an NPS value 
of 108 starting electrons in order to minimize the error in each energy bin. Difficulty exists in 
determining the proper balance between minimizing computational time while maintaining 
satisfactory results. In order to reduce the computational time in this study, the suitability 
of using energy cutoff cards was investigated. Care must be taken when using energy cutoff 
cards as their use affects the underlying physics, resulting in the halting of particle interac-
tions occurring under this energy threshold. In some instances, this may remove certain reac-
tions from happening in the model or may modify results incorrectly beyond that which was 
originally determined. Results obtained from models using energy cutoffs should be com-
pared against those without using energy cutoffs in order to make an accurate assessment 
as to whether their use is acceptable. The M6 bremsstrahlung spectra were determined using 
electron energy cutoffs of 0.001 (default), 0.01, 0.1 and 1.0 MeV with an NPS of 107 electrons. 
The results of the photon fluxes using the default and 1.0 MeV energy cutoffs for the first four 
energy bins are shown in Table 1.

The results showed that using the electron cutoff energy of 1.0 MeV in the MCNP5 model 
provided in photon flux values of above 70% similarity to the original results at all angle 
intervals within the first energy bin (below 0.1 MeV). In the second energy bin (between 0.1 
and 0.16337 MeV), the average similarity rose to around 85% and by the third bin 90%. Above 
the third energy bin, average similarities between the two models rose to 95%. It was found 
that as the energy increased, so too did the similarity between model results for photon fluxes. 
Above the 1 MeV electron cutoff, the photon fluxes were identical. The computational time 
(rounded to the nearest minute) for running the MCNP5 model with the default energy cutoff 
(0.001 MeV) was 8876 min; 866 min with 0.01 MeV cutoff; 134 min with 0.1 MeV cutoff; and 
43 min with 1 MeV cutoff. Using an electron energy cutoff of 1 MeV reduces the time required 
to complete the MCNP5 run by 99.5%; therefore, this cutoff value was used in this study.

3.3. Radiation environment during operation of M6 linac

While it is important to evaluate the dose rates within the facility due to operation of the M6 
linac under normal operating conditions, it is also important to understand the dose rates for 
other possible scenarios. As future research activities may require the M6 linac usage without 
the fan beam collimators, it is necessary to evaluate the dose rates within the building under 
such operating conditions. Further, an understanding of the maximum dose rates achievable 
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due to the M6 linac operation helps to characterize safety features within the building as well 
as evaluate the effectiveness of the linac shielding. The normal operation mode of the M6 linac 
includes the use of tungsten collimator pieces to shape the emitted x-rays into a horizontal fan 
beam at a height of 1.2 m above the floor. Lead shielding was used within the linac assembly 
to minimize dose rates to the sides and rear.

Three M6 linac configurations were studied: (1) normal operation configuration with collima-
tors and shielding; (2) collimators were removed, but shielding left intact; (3) both collimators 
and shielding were removed (the maximum dose rate scenario). For each linac configuration, 
the FMESH tally was used to determine the overall dose rate footprint while F5 tallies were 
used to determine the dose rates at specific building locations. Comparison of the specific 
dose rates under differing M6 configurations allowed for determination of the effectiveness 
of the collimator pieces and linac shielding in reducing dose rates throughout the building. 
The MCNP5 models do not incorporate the earthen berm to the north east of the facility. 
This allows for studying the shielding effectiveness of the concrete wall alone. In actuality, 
the earthen berm completely envelops the northern, northeastern and eastern walls of the 
facility.

The computed dose rates due to the M6 linac operation under the normal operation configu-
ration, in both high and low energy mode are shown in Figures 6 and 7. It was found that 
dose rates within the accelerator facility are higher when the M6 linac is operated in the high 
energy mode than when it is operated in the low energy mode. This is due to higher energy 
photons being produced (the endpoint energy of 6 MeV as opposed to 3 MeV) as well as 
larger fluxes of lower energy photons. For example, the computed flux of 1 MeV photons 

Figure 6. M6 linac in the normal operation configuration: dose rates for 6 MeV electron beam.
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due to the M6 linac operation helps to characterize safety features within the building as well 
as evaluate the effectiveness of the linac shielding. The normal operation mode of the M6 linac 
includes the use of tungsten collimator pieces to shape the emitted x-rays into a horizontal fan 
beam at a height of 1.2 m above the floor. Lead shielding was used within the linac assembly 
to minimize dose rates to the sides and rear.

Three M6 linac configurations were studied: (1) normal operation configuration with collima-
tors and shielding; (2) collimators were removed, but shielding left intact; (3) both collimators 
and shielding were removed (the maximum dose rate scenario). For each linac configuration, 
the FMESH tally was used to determine the overall dose rate footprint while F5 tallies were 
used to determine the dose rates at specific building locations. Comparison of the specific 
dose rates under differing M6 configurations allowed for determination of the effectiveness 
of the collimator pieces and linac shielding in reducing dose rates throughout the building. 
The MCNP5 models do not incorporate the earthen berm to the north east of the facility. 
This allows for studying the shielding effectiveness of the concrete wall alone. In actuality, 
the earthen berm completely envelops the northern, northeastern and eastern walls of the 
facility.

The computed dose rates due to the M6 linac operation under the normal operation configu-
ration, in both high and low energy mode are shown in Figures 6 and 7. It was found that 
dose rates within the accelerator facility are higher when the M6 linac is operated in the high 
energy mode than when it is operated in the low energy mode. This is due to higher energy 
photons being produced (the endpoint energy of 6 MeV as opposed to 3 MeV) as well as 
larger fluxes of lower energy photons. For example, the computed flux of 1 MeV photons 

Figure 6. M6 linac in the normal operation configuration: dose rates for 6 MeV electron beam.
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produced in high energy mode is an order of magnitude larger than when in low energy 
mode. The dose rates are largest directly in front of the linac, where the collimated beam is 
located. The fan shape is visible in both energy modes, with dose rates being higher in high 
energy mode. In both energy modes, the shielding maze minimizes the dose rates within the 
accelerator entry way.

Under certain conditions (i.e. production of photoneutrons using a low-threshold neutron 
converter or irradiation of large samples), the M6 linac may be used without the tungsten col-
limator pieces. As these collimator pieces attenuate the majority of emitted photons in all but 
the specific beam shape, the removal of these pieces leads to an increase in the photon fluxes 
and dose rates expected not only in the northern half of the facility, but throughout the build-
ing. The emitted photons will no longer take the shape of a fan beam, but rather a cone with 
dimensions according to the collimator cavity. The expected dose rates due to the M6 linac 
operation without collimators are shown in Figures 8 and 9. Similar to the configuration 1, 
the dose rates in the accelerator facility when the M6 linac is operated without collimators are 
higher when it is operated in the high energy mode. It was found that the dose rates within the 
northern half of the accelerator bay are greatly increased when the collimators are removed. 
In addition, it was determined that the dose rates in the entry way (0.259 ± 0.0020 rem/h) were 
larger than they were in the configuration 1 (0.0004 ± 0.00002 rem/h).

Determination of the dose rates within the accelerator facility for operation of the M6 
without shielding and collimator materials constitutes the “worst case scenario,” or maxi-
mum possible dose rates achievable (see Figures 10 and 11). It is important to evaluate 
these dose rates in order to help validate safety measures for the facility. Removing the 

Figure 7. M6 linac in the normal operation configuration: dose rates for 3 MeV electron beam.
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shielding and collimators results in an increase in the dose rates throughout the facility. 
When compared to the results from configurations 1 and 2, it was found that the dose rates 
in the accelerator bay to the rear and sides of the linac increased by an order of magnitude. 

Figure 8. M6 linac in the 2nd configuration: dose rates for 6 MeV electron beam.

Figure 9. M6 linac in the 2nd configuration: dose rates for 3 MeV electron beam.
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Figure 11. M6 linac without shielding and collimators: dose rates for 3 MeV electron beam.

This is due to the removal of the lead shielding in the rear of the M6 linac. In addition, 
the dose rates increased within the shielding maze (8.9 ± 0.05 rem/h) as well as the entry 
way (1.4 ± 0.005 rem/h). A summary of results detailing the product of the F5 dose rate 

Figure 10. M6 linac without shielding and collimators: dose rates for 6 MeV electron beam.
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tallies with the M6 electron current for all three configurations of the M6 linac operation 
is shown in Table 2. These results quantify the trends from the dose rate maps (shown in 
Figures 6–11) at specific building locations.

At all tally locations, the lowest dose rates occur under the normal M6 linac operation mode 
while the maximum dose rates occur when the collimators and shielding have been removed. 
When M6 collimators and shielding are present, the dose rates in the corners of the northern 
bay are reduced by a factor of 265 while the dose rates in the southern corners are reduced by a 
factor of 105. The entry way dose rates are reduced by a factor of 350 while the dose rate in the 
center of the shielding maze is reduced by a factor of 180. In the absence of the berm outside 
the northeast corner of the building, the dose rate was found to be under 3 rem/h. When the 
berm is present, the dose rates outside fall below the 10 Code of Federal Regulations (CFR) 20 
limit, for the dose rate in an unrestricted area (2 m rem/h). At 2 m north of the linac, F5 tallies 
were used to determine the vertical dose rate profile for all three operating configurations 
(shown in Figure 12).

The results reflected large dose rates consistent with a fan beam shape at 1.2 m above the 
floor during normal operation. The use of collimators was shown to reduce the dose rates 
at all tally locations except at fan beam level. When collimators were removed, the fan 
beam expands to a cone shape and the dose rate increases. It was found that at dose rates 
near the ceiling (above 250 cm) were slightly lower (3.5 × 103 rem/h) due to the tally loca-
tions being outside the radiation cone beam. During operation of the M6 linac, the dose 
rate is continuously measured and monitored by an internal ion chamber calibrated to a 
distance of 1 m north of the linac. When the M6 linac was operated in the 6 MeV mode, 
the dose rate was measured to be 2.44 × 104 rem/h. The computational dose rate was deter-
mined by multiplying the normalized F5 tally result by the electron current and found to 
be 2.76 × 104 rem/h. The model and experimental measurement were found to be in agree-
ment, with MCNP5 providing a conservative estimate for photon dose that is 1.13 time the 
measured value.

Facility location Dose rate (rem/h)

Normal operation Without collimators Maximum doses

Entry room 0.0004 ± 0.00002 0.259 ± 0.0020 1.4 ± 0.005

Shielding maze 0.002 ± 0.0001 0.317 ± 0.0046 8.9 ± 0.05

Northern corners 3.29 ± 0.16 556 ± 1.3 583 ± 1.2

Southern corners 0.037 ± 0.0008 6.3 ± 0.07 206 ± 0.5

At 1 m 27,571 ± 69 42,081 ± 93 41,986 ± 88

Sample table 741 ± 1.93 1359 ± 2.7 1396 ± 2.8

Outside (no berm) n/a n/a 2.9 ± 0.08

Table 2. Accelerator facility dose rates caused by the M6 linac operation.
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were used to determine the vertical dose rate profile for all three operating configurations 
(shown in Figure 12).

The results reflected large dose rates consistent with a fan beam shape at 1.2 m above the 
floor during normal operation. The use of collimators was shown to reduce the dose rates 
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beam expands to a cone shape and the dose rate increases. It was found that at dose rates 
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tions being outside the radiation cone beam. During operation of the M6 linac, the dose 
rate is continuously measured and monitored by an internal ion chamber calibrated to a 
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the dose rate was measured to be 2.44 × 104 rem/h. The computational dose rate was deter-
mined by multiplying the normalized F5 tally result by the electron current and found to 
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measured value.
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3.4. Radiation environment during operation of K15 linac

The K15 linac is not typically operated with a fan beam collimator, but rather with a 30° 
cone beam collimator. Other collimators may be used, but for the purpose of this study, the 
30° cone case was considered. Two scenarios were modeled for the K15 linac operation: (1) 
normal operation with the cone collimator and shielding; (2) operation without shielding or 
collimators (the maximum dose rate scenario).

For each linac operating configuration, the TMESH/RMESH tally was used to determine the 
overall dose rate footprint in the building. Due to the energies of the photons generated in 
the linac target in the high energy mode being greater than the neutron binding energies of 
some materials in the linac shielding as well as the facility room structures, the photoneu-
tron flux as well as its contribution to the dose rate must be considered. For photon ener-
gies higher than 10 MeV, photoneutron generation was expected. For example, photoneutron 
thresholds for isotopes in some materials are the following: 10.56 MeV for 14N, 13.06 MeV 
for 27Al, 10.23 MeV for 55Mn, 11.20 MeV for 56Fe, 12.22 MeV for 58Ni, 10.85 MeV for 63Cu, and 
11.86 MeV for 64Zn.

Figure 12. Vertical profile of dose rate during the M6 linac operation.
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Under normal operation of the K15 linac, the photon dose rates were computed and shown 
in Figures 13 and 14 for the low and high energy modes, respectively. The trends in the com-
puted dose rates due to the K15 operation were found to be similar to those due to the M6 
linac operation. The dose rates in the accelerator bay were highest, while the shielding maze 
helped to minimize dose rates in the entry way. The earthen berm minimized the photon dose 
rate outside of the facility to effectively nothing. Dose rates to the sides and rear of the K15 
linac were higher when operated in high energy mode as compared to low energy mode. The 
vertical profile of the photon dose rate at 1 m north of the linac was measured using F5 tallies 
and is shown in Figure 15. The error associated with each value is less than the 5% recom-
mended by MCNP for F5 tallies.

The computed normalized results show that the photon dose rate is largest down the axis 
of the collimated photon beam (9.5 × 10−8 rem/h/electron), at a height of 1.11 m above the 
floor. The dose rates near the floor (9.0 × 10−12 rem/h/electron) and the ceiling (1.0 × 10−8 rem/h/
electron) of the building were determined to be approximately four orders of magnitude 
lower than the dose rate in the beam axis. The largest dose rates were found to occur between 
heights of 75 and 125 cm, corresponding to the height of the conical collimated photon beam. 
Dose rates quickly decrease outside of the photon beam.

The neutron contribution to the dose rate during the normal K15 linac operation in the high 
energy mode is shown in Figure 16. No photoneutrons were produced during operation of 
the K15 linac in the low energy mode due to the endpoint energy of the bremsstrahlung being 
below the (γ,n) reaction thresholds of the materials in the MCNPX model.

Figure 13. K15 linac in configuration 1: photon dose rates for 9 MeV electron beam.
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Figure 14. K15 linac in configuration 1: photon dose rates for 15 MeV electron beam.

Figure 15. Vertical profile of photon dose rate in normal operation of K15 linac in high energy mode.
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The results show that the neutron flux was primarily contained within the accelerator bay. 
Neutron contribution to dose rate was highest north of the linac primarily due to the lack 
of low-Z shielding behind the target head. The back end of the K15 linac contained several 
inches of polyethylene shielding which reduced the neutron dose rate in the southern end of 
the bay. The maximum dose rate due to neutron flux was determined to be several orders of 
magnitude lower than the photon contribution. While the profile shape of the photon dose 
rate corresponded to the shape of the conic collimator, the neutron dose rate does not possess 
the same shape. This is because neutrons were produced in the high-Z collimator materials 
rather than being shaped by it. The neutron spectrum at a distance of 1 m behind of the linac 
target was computed using an F5 tally (see Figure 17). The largest flux of neutrons was deter-
mined to be in the 0.1–1 MeV range with the second largest flux for neutrons just above the 
thermal range (10−8–10−7 MeV). The total neutron flux at the F5 tally location was found to be 
4.8 × 104 neutrons/cm2/s.

The geometry in the MCNPX model was modified to simulate the K15 linac operation 
without shielding and collimators in order to determine the maximum dose rate due to 
operation of the linac in the high energy mode. Maximum photon dose rate results are 
shown in Figure 18. The results show that without collimators and shielding, the dose 
rates due to photons increase throughout the building. Comparing the RMESH tally data 
between the two linac operating configurations reveals that the K15 collimator and shield-
ing materials help to reduce photon dose rates by factors of 238, 33 and 7.5 times for loca-
tions at 1 m north of the linac, in the center of the shielding maze and in the center of the 
entryway, respectively.

Figure 16. K15 linac in configuration 1: neutron dose rates for 15 MeV electron beam.
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Figure 14. K15 linac in configuration 1: photon dose rates for 15 MeV electron beam.

Figure 15. Vertical profile of photon dose rate in normal operation of K15 linac in high energy mode.
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The maximum neutron dose rate footprint is similar to that of the normal neutron dose rate map 
with the exception that the dose rate has increased in the southern half of the accelerator bay. This 
is due to the fact that the polyethylene neutron shielding was removed in the rear of the linac.

The photon dose rate from the K15 linac was experimentally measured at Varian Medical 
Systems by an internal ion chamber (calibrated at 1 m north of the linac) and found to be 
11,700 rem/min for high energy mode and 3500 rem/min for low energy mode. MCNPX F5 
tally results at the same locations yielded values of 1.40 × 10−9 and 3.10 × 10−10 rem/h/starting 
electron for high and low energy respectively. Multiplying these tally values by the respec-
tive DC averaged electron currents and converting to the appropriate time scale provided 
values for high and low energy dose rate as 15,744 and 3687 rem/min, respectively. Thus, the 
MCNPX model provided conservative estimates of photon dose rate by scale factors of 1.35 
for the high energy mode and 1.05 for the low energy mode.

It is important for safety purposes to evaluate differences in the radiation production between 
the two linacs that can be used at the same facility. At 1 m north of the linac, the M6 linac gen-
erates a photon dose rate of over 400 rem/min. At the same location, the photons from the K15 
linac generate dose rates 28 times larger (high energy mode) and 8 times larger (low energy 

Figure 17. Photoneutron spectrum at 1 m from the K15 linac target.
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mode) than the M6 linac does. When compared to the M6 results, the K15 maximum dose 
rates an order of magnitude larger. At 1 cm behind the respective linac targets, the maximum 
photon flux occurs within a 10° conic angle. At this angle, the total photon flux (normalized 
computational result multiplied by the electron current) of the K15 linac in the high energy 
mode is over four times as large as that of the M6 linac (Table 3).

Figure 18. K15 linac without shielding and collimators: photon dose rate for 15 MeV electron beam.

Linac model (Electron energy) K15 (15 MeV) K15 (9 MeV) M6 (6 MeV)

Photon Flux (photons/cm2/s)

Angle, degrees

10 4.27E + 14 1.47E + 14 9.53E + 13

20 2.81E + 14 1.07E + 14 7.00E + 13

30 1.89E + 14 7.66E + 13 4.93E + 13

40 1.27E + 14 5.42E + 13 3.40E + 13

50 8.03E + 13 3.61E + 13 2.19E + 13

60 4.38E + 13 2.09E + 13 1.24E + 13

70 1.78E + 13 8.97E + 12 5.41E + 12

80 4.34E + 12 2.60E + 12 1.29E + 12

90 9.75E + 10 6.91E + 10 2.04E + 10
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values for high and low energy dose rate as 15,744 and 3687 rem/min, respectively. Thus, the 
MCNPX model provided conservative estimates of photon dose rate by scale factors of 1.35 
for the high energy mode and 1.05 for the low energy mode.

It is important for safety purposes to evaluate differences in the radiation production between 
the two linacs that can be used at the same facility. At 1 m north of the linac, the M6 linac gen-
erates a photon dose rate of over 400 rem/min. At the same location, the photons from the K15 
linac generate dose rates 28 times larger (high energy mode) and 8 times larger (low energy 

Figure 17. Photoneutron spectrum at 1 m from the K15 linac target.
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mode) than the M6 linac does. When compared to the M6 results, the K15 maximum dose 
rates an order of magnitude larger. At 1 cm behind the respective linac targets, the maximum 
photon flux occurs within a 10° conic angle. At this angle, the total photon flux (normalized 
computational result multiplied by the electron current) of the K15 linac in the high energy 
mode is over four times as large as that of the M6 linac (Table 3).

Figure 18. K15 linac without shielding and collimators: photon dose rate for 15 MeV electron beam.

Linac model (Electron energy) K15 (15 MeV) K15 (9 MeV) M6 (6 MeV)

Photon Flux (photons/cm2/s)

Angle, degrees

10 4.27E + 14 1.47E + 14 9.53E + 13

20 2.81E + 14 1.07E + 14 7.00E + 13

30 1.89E + 14 7.66E + 13 4.93E + 13

40 1.27E + 14 5.42E + 13 3.40E + 13

50 8.03E + 13 3.61E + 13 2.19E + 13

60 4.38E + 13 2.09E + 13 1.24E + 13

70 1.78E + 13 8.97E + 12 5.41E + 12

80 4.34E + 12 2.60E + 12 1.29E + 12

90 9.75E + 10 6.91E + 10 2.04E + 10
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4. Conclusion

Radiation safety aspects of operation of electron linacs equipped with bremsstrahlung con-
verters were studied. The operation of Varian linacs M6 (3 and 6 MeV electron beams) and 
K15 (9 and 15 MeV electron beams) at the accelerator facility of University of Nevada, Las 
Vegas was investigated. High-energy photon and photoneutron production during the linac 
operation were analyzed using Monte Carlo computational models. The bremsstrahlung 
spectral and angular distributions were computationally determined for the M6 linac and 
the K15 linac. Biological equivalent dose rates due to accelerator operation were evaluated 
using the flux-to-dose conversion factors. Dose rates were computed for the accelerator facil-
ity for the linac use under different operating conditions. The results showed that the use of 
collimators and the linac’s internal shielding significantly reduced the dose rates throughout 
the facility. Measurements shown that computational models allow conservative dose rate 
estimations.

Photoneutron dose rates within the facility were computed for the K15 linac in the high energy 
mode. While the largest neutron contribution to dose rate was four orders of magnitude lower 
than the photon contribution, it was still large enough to warrant consideration when design-
ing the bunker shielding.
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4. Conclusion

Radiation safety aspects of operation of electron linacs equipped with bremsstrahlung con-
verters were studied. The operation of Varian linacs M6 (3 and 6 MeV electron beams) and 
K15 (9 and 15 MeV electron beams) at the accelerator facility of University of Nevada, Las 
Vegas was investigated. High-energy photon and photoneutron production during the linac 
operation were analyzed using Monte Carlo computational models. The bremsstrahlung 
spectral and angular distributions were computationally determined for the M6 linac and 
the K15 linac. Biological equivalent dose rates due to accelerator operation were evaluated 
using the flux-to-dose conversion factors. Dose rates were computed for the accelerator facil-
ity for the linac use under different operating conditions. The results showed that the use of 
collimators and the linac’s internal shielding significantly reduced the dose rates throughout 
the facility. Measurements shown that computational models allow conservative dose rate 
estimations.

Photoneutron dose rates within the facility were computed for the K15 linac in the high energy 
mode. While the largest neutron contribution to dose rate was four orders of magnitude lower 
than the photon contribution, it was still large enough to warrant consideration when design-
ing the bunker shielding.
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Abstract

Synchrotron based X-ray diffraction experiments can be highly effective in the study of 
mammalian connective tissues and related disease. It has been employed here to observe 
changes in the structure of Extra-Cellular Matrix (ECM), induced in an ex vivo tissue based 
model of the disease process underlying diabetes. Pathological changes to the structure 
and organization of the fibrillar collagens within the ECM, such as the formation of non-
enzymatic crosslinks in diabetes and normal aging, have been shown to play an impor-
tant role in the progression of such maladies. However, without direct, quantified and 
specific knowledge of where in the molecular packing these changes occur, development 
of therapeutic interventions has been impeded. In vivo, the result of non-enzymatic glyco-
sylation i.e. glycation, is the formation of sugar-mediated crosslinks, aka advanced glyca-
tion end-products (AGEs), within the native D-periodic structure of type I collagen. The 
locations for the formation of these crosslinks have, until now, been inferred from indi-
rect or comparatively low resolution data under conditions likely to induce experimental 
artifacts. We present here X-ray diffraction derived data, collected from whole hydrated 
and intact isomorphously derivatized tendons, that indicate the location of both native 
(existing) and AGE crosslinks in situ of D-periodic fibrillar collagen.

Keywords: type I collagen, diabetes, crosslinking, advanced glycation end-products, 
X-ray diffraction

1. Introduction

The extracellular matrix (ECM) is a complex network of biomolecules that provides struc-
tural and functional support to cells. Both within and with the ECM, cells proliferate and 
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form three-dimensional tissues in multicellular organisms. As such, the ECM is important 
to homeostasis, function and survival in higher vertebrates. Varying composition of the 
ECM per tissue, supports widely different biological functions. For instance, blood ves-
sels, organ systems, bones, tendons, skin and so forth although significantly different in 
material properties and cellular-tissue functions, contain many common ECM elements. 
The collagens (there are nearly 30 different types) account for a major part of nearly all 
vertebrate ECMs. Type I collagen is the most predominant collagen found in animals (and 
also found in some insects and plants). It is the major constituent of tendons, ligaments, 
skin, bone, teeth, body organ frameworks and so forth. While type I collagen is surpassed 
in some specific connective tissues (such as in cartilage), major structural features of type 
I collagen appear to be largely common to the other fibril-forming types [1]. Therefore, the 
research presented here, conducted on type I collagen rich tendons, can be used to extend 
our structural understanding of other fibrillar collagens and tissues with fairly reasonable 
extrapolation. This facility is enhanced by the fact that the structure of type I collagen is 
one of the best-defined structures in the collagen family. The in situ packing structure of 
type I collagen from rat-tail tendons has been determined with an associated and publicly 
accessible molecular model resulting from this work [2] (Figure 1). With this structural 
model and the data resulting from this study, the effects of molecular changes in collagen 

Figure 1. Structural hierarchy of type I collagen. The principal components of collagen fibrils are the triple helices 
(~306 nm) that are primarily composed of peptides with a residue sequence of G-X-Y (where X and Y are commonly 
Proline and Hydroxyproline). The triple helical regions of the monomers are flanked on the N and C termini by non-
helical telopeptides. Neighboring collagen molecules are staggered from one another to form the collagen microfibril. 
This is the three-dimensional structure formed by the 67 nm D-periodic repeat comprising an overlap region (where 
5 monomer molecular segments align) and the gap region (4 monomer molecular segments align). Several important 
ligand binding sites are indicated (colored boxes within collagen molecules) on the monomers which adopt a network of 
potentially related sites in the microfibrillar packing of collagen.
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structure and organization brought about by disease may be understood and thus treat-
ments formulated to address them.

1.1. Type I collagen – molecular packing and stabilization

Type I collagen is the major component of rat-tail tendons, the sample tissue of this study. 
These tendons samples are not single crystals; their supramolecular arrays are very large in 
cellular terms and are insoluble. Therefore, normal (single-crystal) crystallographic methods 
cannot be applied without adaptation. Nor is it necessary to form artificial crystals of col-
lagen as the collagen molecules in situ of their tissues are crystalline. They are arranged in a 
quasi-hexagonal packing scheme radially and D-periodic staggered packing scheme longitu-
dinally that form supramolecular structures [1], the microfibril and fibril. The fundamental 
biological units of this ECM protein in animals are the collagen fibrils, which also are the 
crystalline units that diffract X-rays. These fibrils align nearly parallel to each other within 
tendons (Figure 1). As alluded to above, the ~300 nm long collagen molecules align axially 
to form the 67 nm staggered repeat (with 234 amino acids per molecular segment within this 
67 nm repeat) as observed by electron microscopy and X-ray diffraction. This 67 nm repeat is 
referred to as the D-period where fractions of D provide an axial location originating from the 
N-terminal end of the D-period or referring to how much of the D-period is gap or overlap. 
Within these 67 nm repeats, are the overlap region which is 0.46D and the gap region which 
is 0.54D.

The axial (or longitudinal) arrangement of collagen molecules within a fibril is signifi-
cantly more crystalline than the lateral (or radial) packing discussed above, giving a series 
of well-ordered Bragg X-ray reflections along the meridian of the X-ray fiber diffraction 
pattern [3]. Putting the information from both the lateral and axial X-ray diffraction, Orgel 
et al. [2] reported a full 3D structure and accompanying model that is well-accepted and 
regularly forms the basis of structural-function interpretation from the molecular scale 
upwards.

The hierarchical packing structure explained above is maintained in vivo by means of post-
translational modifications to the collagen fibril and through the attachment of stabilizing 
ligands to both the fibril and fibril-bundle(s) [4, 5]. In this present study, we look at the role 
of chemical crosslinks on the axial packing structure of collagen and the specific placement 
within the D-period of these cross-links using X-ray diffraction methodology.

1.2. X-ray fiber diffraction

The principals of X-ray crystallography have been previously applied to study the structure 
of types I and II collagen and how they are adapted to their functional role [1, 2, 6, 7].

As is well known, X-rays are a form of electromagnetic radiation. Much as when visible light 
is incident on an object, the object scatters these rays. For visible light, the scattered rays can 
then be refocused using a lens and these focused rays form an image. For scattered X-rays 
however although theoretically possible, image focus, is in practice not yet achievable for the 
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structure and organization brought about by disease may be understood and thus treat-
ments formulated to address them.

1.1. Type I collagen – molecular packing and stabilization

Type I collagen is the major component of rat-tail tendons, the sample tissue of this study. 
These tendons samples are not single crystals; their supramolecular arrays are very large in 
cellular terms and are insoluble. Therefore, normal (single-crystal) crystallographic methods 
cannot be applied without adaptation. Nor is it necessary to form artificial crystals of col-
lagen as the collagen molecules in situ of their tissues are crystalline. They are arranged in a 
quasi-hexagonal packing scheme radially and D-periodic staggered packing scheme longitu-
dinally that form supramolecular structures [1], the microfibril and fibril. The fundamental 
biological units of this ECM protein in animals are the collagen fibrils, which also are the 
crystalline units that diffract X-rays. These fibrils align nearly parallel to each other within 
tendons (Figure 1). As alluded to above, the ~300 nm long collagen molecules align axially 
to form the 67 nm staggered repeat (with 234 amino acids per molecular segment within this 
67 nm repeat) as observed by electron microscopy and X-ray diffraction. This 67 nm repeat is 
referred to as the D-period where fractions of D provide an axial location originating from the 
N-terminal end of the D-period or referring to how much of the D-period is gap or overlap. 
Within these 67 nm repeats, are the overlap region which is 0.46D and the gap region which 
is 0.54D.

The axial (or longitudinal) arrangement of collagen molecules within a fibril is signifi-
cantly more crystalline than the lateral (or radial) packing discussed above, giving a series 
of well-ordered Bragg X-ray reflections along the meridian of the X-ray fiber diffraction 
pattern [3]. Putting the information from both the lateral and axial X-ray diffraction, Orgel 
et al. [2] reported a full 3D structure and accompanying model that is well-accepted and 
regularly forms the basis of structural-function interpretation from the molecular scale 
upwards.

The hierarchical packing structure explained above is maintained in vivo by means of post-
translational modifications to the collagen fibril and through the attachment of stabilizing 
ligands to both the fibril and fibril-bundle(s) [4, 5]. In this present study, we look at the role 
of chemical crosslinks on the axial packing structure of collagen and the specific placement 
within the D-period of these cross-links using X-ray diffraction methodology.

1.2. X-ray fiber diffraction

The principals of X-ray crystallography have been previously applied to study the structure 
of types I and II collagen and how they are adapted to their functional role [1, 2, 6, 7].

As is well known, X-rays are a form of electromagnetic radiation. Much as when visible light 
is incident on an object, the object scatters these rays. For visible light, the scattered rays can 
then be refocused using a lens and these focused rays form an image. For scattered X-rays 
however although theoretically possible, image focus, is in practice not yet achievable for the 
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study of biological samples on the molecular scale. However, as a matter of almost common 
course at this time, the diffracted (scattered) X-rays can be recorded using X-ray detectors 
such as charge coupled devices (CCDs).

Rat-tail tendons diffract focused X-rays to give rise to a series of well-ordered Bragg reflections 
in alignment with the long axis of the tendon, which can be recorded on CCDs. As mentioned 
earlier, these reflections are a result of the crystalline D-periodic packing of collagen along 
the axis [7, 8]. The amplitudes (the square root of recorded intensity) of the Bragg reflections 
extracted from these images can be used with appropriate scaling, along with the missing 
‘phase’ information to calculate electron density maps, along one crystallographic unit cell [9, 
10]. One such method, is to use the known phase information of another known structure; one 
that is isomorphous to the structure under investigation is particularly advantageous. This 
was the method employed for the analyses presented in this study.

Native phases from the previously determined structure of type I collagen were combined 
with the amplitude information obtained from XRD patterns of isomorphous derivatives of 
rat-tail tendons created by incubating them in sugar solutions to create non-enzymatically 
formed chemical crosslinks (analogous to those formed in diabetes and normal aging) and 
further derivatizing them with microscopy dyes specific to these crosslinks. Appropriate scal-
ing of native and isomorphous derivative data can be used to calculate difference Fourier 
and Patterson maps that may be used to locate those differences induced in the experimental 
tendons (glycated tendons) and those that are native (representative of normal, non-diseased 
state). This is based on the same method that was used to determine the structure of type I 
collagen [1, 2, 7]. The phase information from this structure may then be used in creating dif-
ference Fourier maps that indicate the locations of chemical cross-links to a level of accuracy 
that is similar to the resolution of the data used to obtain the maps.

1.3. Fourier and Patterson maps

The diffraction pattern of an object is equivalent to its own Fourier transform. Hence a reverse 
Fourier transform calculated using the amplitudes of the Bragg reflections obtained from 
the XRD patterns and phases would result in a continuous electron density profile along 
one D-period (the axial crystallographic unit cell) of type I collagen. A “difference Fourier” 
can be calculated by using the subtracted difference between derivative (for instance gly-
cated tendon) and native (unmodified tendon) diffraction amplitudes and the phases for the 
native structure. This difference Fourier provides a map of electron densities added to the 
native structure and thus indicate regions in the D-period where chemical modifications have 
occurred.

In addition, calculating the Patterson and difference Patterson function from glycated, dyed and 
unmodified rat-tail tendons gives data on the distribution and the magnitude of electron dense 
regions along the D-period of collagen. The use of the Patterson function provides an important 
cross-verification of the accuracy of the interpretation based on the difference Fourier map/s. 
The key supporting value of the Patterson function, is that it does not rely on phase informa-
tion and is a ‘pure’ observation of key data. This also makes it much more complex in terms of 
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the structure of the molecule, than the electron density maps reconstructed by Fourier maps. A 
molecule with N atoms will give rise to N(N−1)+1 peaks in a Patterson map. However, with the 
proper amino acid sequence information as we have for type I collagen and some knowledge 
of its structure (we have substantial detailed knowledge of its native structure), the Patterson 
map becomes a powerful instrument of model validation for fibrillar collagen structures based 
on X-ray diffraction data [6, 11].

A method of cross-verification between Difference Fourier and Difference Patterson maps has 
been established previously, by using the observed locations of changes in electron densities 
from the difference Fourier to synthesize a “model” Patterson map of the difference between 
derivative and native (i.e. where the crosslinks occur and have been labeled). This is then com-
pared to the observed difference Patterson derived from the amplitudes of the derivative and 
native diffraction patterns. Since the Patterson map is completely unaffected by assumptions 
about phase information, a difference Patterson of derivative and native data should repre-
sent the standard to which a model Patterson should conform. The model Patterson should be 
similar to that of the (model independent) difference Patterson if the Difference Fourier and 
resulting interpretive model are correct (the interpretive model from the Fourier map being 
used to generate the model Patterson function). This approach was applied to the study of 
glycated tendons presented here.

1.4. Enzymatic crosslinks in type I collagen

Enzymatic crosslinking is the formation of stabilizing covalent linkages between collagen 
monomers in the molecular packing of collagen [12]. The mechanism of crosslinking is effec-
tively one of the final steps in the building of fibrils, thereby functionalizing collagen [13]. 
This happens through a specific set of enzymatic reactions at determined locations. A post-
translational enzymatic oxidative deamination of lysine or hydroxylysine residues by the 
enzyme lysyl oxidase results in the formation of intra and intermolecular crosslinks with 
other lysine or hydroxylysine residues (Figure 2). The activity of this enzyme is highly regu-
lated by steric requirements and by the amino acid sequences upstream and downstream of 
the target [14]. The quantification of these crosslinks has been established using chromatog-
raphy [15].

The locations of these enzymatic crosslinks constrain the possible conformation of the C- 
 telopeptides of the two α1 chains to form sharp hairpin turns at around residues 13 and 14 of 
the 25-residue telopeptides [16]. The formation of intermolecular crosslinks at specific sites is 
a stabilizing mechanism for the supramolecular packing of collagen molecules. Impairments 
of crosslinks, either destabilization or hyper stabilization can lead to pathological conditions 
[17–19].

1.5. Glycation

Glycation, also known as Maillard reaction, is a non-enzymatic reaction between reducing sug-
ars and amino groups in proteins, lipids and nucleic acids. It is a process by which  pathologies 
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study of biological samples on the molecular scale. However, as a matter of almost common 
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was the method employed for the analyses presented in this study.
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formed chemical crosslinks (analogous to those formed in diabetes and normal aging) and 
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ing of native and isomorphous derivative data can be used to calculate difference Fourier 
and Patterson maps that may be used to locate those differences induced in the experimental 
tendons (glycated tendons) and those that are native (representative of normal, non-diseased 
state). This is based on the same method that was used to determine the structure of type I 
collagen [1, 2, 7]. The phase information from this structure may then be used in creating dif-
ference Fourier maps that indicate the locations of chemical cross-links to a level of accuracy 
that is similar to the resolution of the data used to obtain the maps.

1.3. Fourier and Patterson maps

The diffraction pattern of an object is equivalent to its own Fourier transform. Hence a reverse 
Fourier transform calculated using the amplitudes of the Bragg reflections obtained from 
the XRD patterns and phases would result in a continuous electron density profile along 
one D-period (the axial crystallographic unit cell) of type I collagen. A “difference Fourier” 
can be calculated by using the subtracted difference between derivative (for instance gly-
cated tendon) and native (unmodified tendon) diffraction amplitudes and the phases for the 
native structure. This difference Fourier provides a map of electron densities added to the 
native structure and thus indicate regions in the D-period where chemical modifications have 
occurred.

In addition, calculating the Patterson and difference Patterson function from glycated, dyed and 
unmodified rat-tail tendons gives data on the distribution and the magnitude of electron dense 
regions along the D-period of collagen. The use of the Patterson function provides an important 
cross-verification of the accuracy of the interpretation based on the difference Fourier map/s. 
The key supporting value of the Patterson function, is that it does not rely on phase informa-
tion and is a ‘pure’ observation of key data. This also makes it much more complex in terms of 
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the structure of the molecule, than the electron density maps reconstructed by Fourier maps. A 
molecule with N atoms will give rise to N(N−1)+1 peaks in a Patterson map. However, with the 
proper amino acid sequence information as we have for type I collagen and some knowledge 
of its structure (we have substantial detailed knowledge of its native structure), the Patterson 
map becomes a powerful instrument of model validation for fibrillar collagen structures based 
on X-ray diffraction data [6, 11].

A method of cross-verification between Difference Fourier and Difference Patterson maps has 
been established previously, by using the observed locations of changes in electron densities 
from the difference Fourier to synthesize a “model” Patterson map of the difference between 
derivative and native (i.e. where the crosslinks occur and have been labeled). This is then com-
pared to the observed difference Patterson derived from the amplitudes of the derivative and 
native diffraction patterns. Since the Patterson map is completely unaffected by assumptions 
about phase information, a difference Patterson of derivative and native data should repre-
sent the standard to which a model Patterson should conform. The model Patterson should be 
similar to that of the (model independent) difference Patterson if the Difference Fourier and 
resulting interpretive model are correct (the interpretive model from the Fourier map being 
used to generate the model Patterson function). This approach was applied to the study of 
glycated tendons presented here.

1.4. Enzymatic crosslinks in type I collagen

Enzymatic crosslinking is the formation of stabilizing covalent linkages between collagen 
monomers in the molecular packing of collagen [12]. The mechanism of crosslinking is effec-
tively one of the final steps in the building of fibrils, thereby functionalizing collagen [13]. 
This happens through a specific set of enzymatic reactions at determined locations. A post-
translational enzymatic oxidative deamination of lysine or hydroxylysine residues by the 
enzyme lysyl oxidase results in the formation of intra and intermolecular crosslinks with 
other lysine or hydroxylysine residues (Figure 2). The activity of this enzyme is highly regu-
lated by steric requirements and by the amino acid sequences upstream and downstream of 
the target [14]. The quantification of these crosslinks has been established using chromatog-
raphy [15].

The locations of these enzymatic crosslinks constrain the possible conformation of the C- 
 telopeptides of the two α1 chains to form sharp hairpin turns at around residues 13 and 14 of 
the 25-residue telopeptides [16]. The formation of intermolecular crosslinks at specific sites is 
a stabilizing mechanism for the supramolecular packing of collagen molecules. Impairments 
of crosslinks, either destabilization or hyper stabilization can lead to pathological conditions 
[17–19].

1.5. Glycation

Glycation, also known as Maillard reaction, is a non-enzymatic reaction between reducing sug-
ars and amino groups in proteins, lipids and nucleic acids. It is a process by which  pathologies 
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associated with diabetes progress. The process of glycation involves the generation of a series 
of intermediates including Schiff bases and Amadori products, and ultimately results in the for-
mation of advanced glycation end-products (AGE). This is a slow process, spread over a span of 
a few weeks, making biochemical species with relatively long half-lives, such as collagen, prime 
targets for these reactions [20]. Glycation is a major complication in diabetic patients and is com-
mon in both afflicted animal models and humans [21]. The availability of high concentrations of 
glucose in the blood stream leads to (as yet to be determined) changes in the packing structure 
of collagen which effects and probably impairs, both the functional and mechanical aspects of 
collagen’s role in the ECM (Figure 3). If considerable changes are made to its mechanical prop-
erties, those alterations may in turn, induce or further aid in the progression of pathological 
conditions. Considering the role of fibrillar collagens in the structure of vasculature, as a sole 
target discussed among several possibilities, the significance of these changes becomes readily 
apparent. AGEs are heterogeneous and complex groups of compounds, strongly implicated in 
the pathobiology of diabetes [21]. The initial chemistry behind the formation of AGEs has been 
known since the early 1900s, although a great deal of important information with regards to the 
contribution of AGEs in disease has been uncovered in the last 30 years, even while the specific 
structural sites effected by these changes were yet to be determined.

The process of glycation is a Maillard reaction that can be divided into three broad stages [22]. The  
first stage of glycation is a result of a nucleophilic attack by the amine group, most commonly 
the ε-amino group (side chain) in amino acids such as lysine, on the carbonyl (─CHO) group of the  
sugar in open chain confirmation to form a Schiff base. This is a reversible step [23]. Both pentoses 
and hexoses can take part in this reaction, although only in open chain conformation which gives 
the otherwise closed carbonyl group access to react with the amines from the protein. This Schiff 
base is then rearranged into a relatively more stable Amadori product [22, 24].

The Amadori product formed in the first stage of the glycation reaction breaks down to give 
rise to several compounds, such as glyoxal, methylglyoxal, and 3-deoxyglucosone and vari-
ous other smaller intermediates [22, 24, 25].

Figure 2. Crosslinks at the C-terminal telopeptide formed as a result of lysyl oxidase activity. A crosslink between lysine 
(residue 17) on the C-telopeptide is shown with a hydroxyproline (residue 87) on one of the α1 chains within the triple 
helical region.
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The final/late stage of glycation is a result of the highly reactive α-dicarbonyls from the inter-
mediate stage, reacting with amine and other groups from basic amino acids. After further 
rearrangement of the chemical structures, a large set of potentially varied and stable AGEs are 
formed which permanently alter the structure of the proteins that participated in the reaction. 
These steps are represented in a flow diagram in Figure 4. For a detailed discussion on the 
chemical reaction and the intermediates, see above referenced works.

The structural nature of AGEs is varied. Some AGEs, such as carboxymethyllysine (CML) and 
carboxymethylarginine (CMA), exhibit no special structural characteristics. Some examples 
of lysine-lysine AGEs include glyoxal-lysine dimer (GOLD), methylglyoxal-lysine dimer 
(MOLD), while pentosidine, glucosepane, DOGDIC, MODIC, GODIC are lysine-arginine 
crosslinks [24]. As already mentioned, the overall kinetics of the non-enzymatic process of 
glycation are rather slow. The availability of reducing sugars, mainly glucose, in open chain 
form is fairly limited in the human body but this becomes a significant issue for some  common 
human conditions. Poor glucose control, such as that seen in diabetic patients, can lead to for-
mation and deposition of AGEs in various tissues [26]. Metabolic products of glucose, such 
as glucose-6-phosphate, tend to be faster glycating agents and to react more quickly with 

Figure 4. A schematic representation of the process of glycation in vivo.

Figure 3. A magnified representation of the microfibrillar arrangement of collagen monomers. Mature enzyme-mediated 
(lysyl oxidase) crosslinks are marked in orange and possible, candidate, sugar-mediated (glycation) crosslinks are 
marked in blue. The colored bands in the collagen monomers show ligand binding sites as depicted in Figure 1.
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associated with diabetes progress. The process of glycation involves the generation of a series 
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conditions. Considering the role of fibrillar collagens in the structure of vasculature, as a sole 
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apparent. AGEs are heterogeneous and complex groups of compounds, strongly implicated in 
the pathobiology of diabetes [21]. The initial chemistry behind the formation of AGEs has been 
known since the early 1900s, although a great deal of important information with regards to the 
contribution of AGEs in disease has been uncovered in the last 30 years, even while the specific 
structural sites effected by these changes were yet to be determined.
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the ε-amino group (side chain) in amino acids such as lysine, on the carbonyl (─CHO) group of the  
sugar in open chain confirmation to form a Schiff base. This is a reversible step [23]. Both pentoses 
and hexoses can take part in this reaction, although only in open chain conformation which gives 
the otherwise closed carbonyl group access to react with the amines from the protein. This Schiff 
base is then rearranged into a relatively more stable Amadori product [22, 24].

The Amadori product formed in the first stage of the glycation reaction breaks down to give 
rise to several compounds, such as glyoxal, methylglyoxal, and 3-deoxyglucosone and vari-
ous other smaller intermediates [22, 24, 25].
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(residue 17) on the C-telopeptide is shown with a hydroxyproline (residue 87) on one of the α1 chains within the triple 
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The final/late stage of glycation is a result of the highly reactive α-dicarbonyls from the inter-
mediate stage, reacting with amine and other groups from basic amino acids. After further 
rearrangement of the chemical structures, a large set of potentially varied and stable AGEs are 
formed which permanently alter the structure of the proteins that participated in the reaction. 
These steps are represented in a flow diagram in Figure 4. For a detailed discussion on the 
chemical reaction and the intermediates, see above referenced works.
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proteins than this sugar in its native form [20, 27]. The pathological effects of glycation of col-
lagens has been described in various works cited in Table 1.

1.6. Detection of AGEs

The nature of glycation in collagen has been a point of discussion and scientific inquiry for 
at least 30 years. Historically, some researchers have indicated that the process and the loca-
tion of these crosslinks are more or less random and uncontrolled. However, Wess et al. [28] 
speculated based on their X-ray diffraction studies that a few small peaks in their difference 
Fourier maps along with a major peak at the lysine 434 in the gap region of the α1 chain, 
may originate from glycation, and that the process of glycation may be much more specific 
than it was (at that time) assumed. The ability to find the locations of these changes has fur-
ther been fundamentally confounded by the rather small electron density changes brought 
about by the crosslink products, i.e. the AGEs. This makes their detailed study impractical 
with X-ray diffraction, unless additional X-ray diffraction contrast is provided, i.e. added 
electron density to sites specific to these glycation events. This study addresses that need.

Boronic acid derivatives have been used to bind with AGEs and other chemical moieties 
of this class to reproducibly create fluorescent contrast [29–31] in previous experimental 
work, unrelated to X-ray diffraction. Danslyated boronic acids have been used in deter-
mining the concentration of glycation mediated crosslinks in globular and fibrillar pro-
teins and fats have been developed and commonly adopted [32]. These fluorescent contrast 
agents also happen to have, intrinsic to their nature, some significant electron density. 
Thus, although their structures are too large to be functionally useful for high-resolu-
tion single crystal crystallography, they may be exceedingly useful at lower resolution  

Publication and year Glycation associated pathology

Stitt et al., 2005, 1998 Destabilization of the structure of the vitreous gel within the eye

Albon et al., 1995 Age-related changes in the human lamina cribrosa, and the prevalence of chronic open 
angle glaucoma (COAG)

Dyer et al., 1993 Changes in mechanical properties – stiffer and more brittle collagen

Brownlee, 2000 Altered cell proliferation, motility, gene expression and response to cytokines

Gugliucci and Bendayan, 
1996

Increased activation of cytokine (NF-kB) activity resulting in activation of Matrix 
Metalloproteinases (MMP) and increased collagen digestion

Murillo et al., 2008 Impaired wound healing as a result of altered periodontal cell behavior

Thomas & Lascelles, 1966 Accumulation of collagen in the endoneurial interstitium leading to impaired neuronal 
function

Sternberg et al., 1995 End-stage renal disease from glycation of basement membrane in glomeruli

Avendano et al., 1999 Impaired myocardial function from stiffness in collagen in the ventricles

Table 1. Evidence of collagen and AGE related pathologies.

Accelerator Physics - Radiation Safety and Applications156

(nanometer scale) X-ray diffraction analyses; studies akin to those reported here, where 
they effectively form isomorphous derivatives, beyond the upper resolution limit of the 
data collected. Based on these first principles, we present here a method and preliminary 
results we use to identify the location of AGEs within the fibrillar packing of type I collagen 
in rat-tail tendons.

2. Materials and methods

All X-ray diffraction experiments were conducted in situ on rat-tail tendons (RTT). Rat-tail 
tendons were carefully dissected out from the tails of healthy adult rats aged 3–6 months. 
These animals were euthanized, at the time, for other animal studies and the tails were 
generously donated. The tails were immediately stored at −40°C until the time of dissec-
tion for tendons. After dissection, all tendons were stored at 4°C in 10–50 mM Tris Buffered 
Saline (TBS) (Sigma Aldrich St. Louis MO; Cat no. T5912; 10x stock, diluted as needed). 
0.04% (w/v) sodium azide (NaN3) was added to all storage buffers and sample incubations 
to prevent microbial contamination.

2.1. Sample setup for glycation

0.2 M solution of glucose was made by slowly mixing the appropriate amount of D-glucose 
(Sigma Aldrich St. Louis MO; Cat no. 158968) and the serially diluting the stock to make the 
desired concentrations. All sugar solutions were made in 10 mM TBS. Tendons were depos-
ited in Falcon tubes containing each of the sugar solutions and incubated in a 37°C water bath 
for 20–40 days.

2.2. Treatment with fluorescent dyes

3-(Dansylamino)phenylboronic acid (DPBA) (Sigma Aldrich (St. Louis MO; Cat No. 30423-) 
is a fluorescent dye that binds to the AGEs [32]. A 30 μM stock of DPBA was made in metha-
nol. A working standard DPBA solution at 3 μM was made by diluting the using Phosphate 
Buffered Solution (PBS), at pH 7.4. Non-glycated and glycated tendons were incubated in the 
working standard solution of DPBA for 20 minutes and then washed in PBS for 2 minutes, 
prior to XRD data collection.

2.3. Small and wide angle X-ray diffraction

RTT diffraction patterns were obtained at Biophysics Collaborative Access Team (BioCAT) 
facility at Argonne National Laboratory, Chicago IL. The Mar 165 CCD detector was used 
to collect all small (1–15 Bragg orders) and wide-angle (3–22 Bragg orders) diffraction pat-
terns. The sample to detector distances for small angle (SAX) and wide angle (WAX) X-ray 
diffraction were from 1.5 to 2.5 m and from 25 to 70 cm, respectively. Beamline optics 
were setup to deliver focused X-ray beams at sizes between 50 and 100 μm in width and 
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proteins than this sugar in its native form [20, 27]. The pathological effects of glycation of col-
lagens has been described in various works cited in Table 1.

1.6. Detection of AGEs

The nature of glycation in collagen has been a point of discussion and scientific inquiry for 
at least 30 years. Historically, some researchers have indicated that the process and the loca-
tion of these crosslinks are more or less random and uncontrolled. However, Wess et al. [28] 
speculated based on their X-ray diffraction studies that a few small peaks in their difference 
Fourier maps along with a major peak at the lysine 434 in the gap region of the α1 chain, 
may originate from glycation, and that the process of glycation may be much more specific 
than it was (at that time) assumed. The ability to find the locations of these changes has fur-
ther been fundamentally confounded by the rather small electron density changes brought 
about by the crosslink products, i.e. the AGEs. This makes their detailed study impractical 
with X-ray diffraction, unless additional X-ray diffraction contrast is provided, i.e. added 
electron density to sites specific to these glycation events. This study addresses that need.

Boronic acid derivatives have been used to bind with AGEs and other chemical moieties 
of this class to reproducibly create fluorescent contrast [29–31] in previous experimental 
work, unrelated to X-ray diffraction. Danslyated boronic acids have been used in deter-
mining the concentration of glycation mediated crosslinks in globular and fibrillar pro-
teins and fats have been developed and commonly adopted [32]. These fluorescent contrast 
agents also happen to have, intrinsic to their nature, some significant electron density. 
Thus, although their structures are too large to be functionally useful for high-resolu-
tion single crystal crystallography, they may be exceedingly useful at lower resolution  

Publication and year Glycation associated pathology

Stitt et al., 2005, 1998 Destabilization of the structure of the vitreous gel within the eye

Albon et al., 1995 Age-related changes in the human lamina cribrosa, and the prevalence of chronic open 
angle glaucoma (COAG)

Dyer et al., 1993 Changes in mechanical properties – stiffer and more brittle collagen

Brownlee, 2000 Altered cell proliferation, motility, gene expression and response to cytokines

Gugliucci and Bendayan, 
1996

Increased activation of cytokine (NF-kB) activity resulting in activation of Matrix 
Metalloproteinases (MMP) and increased collagen digestion

Murillo et al., 2008 Impaired wound healing as a result of altered periodontal cell behavior

Thomas & Lascelles, 1966 Accumulation of collagen in the endoneurial interstitium leading to impaired neuronal 
function

Sternberg et al., 1995 End-stage renal disease from glycation of basement membrane in glomeruli

Avendano et al., 1999 Impaired myocardial function from stiffness in collagen in the ventricles

Table 1. Evidence of collagen and AGE related pathologies.
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(nanometer scale) X-ray diffraction analyses; studies akin to those reported here, where 
they effectively form isomorphous derivatives, beyond the upper resolution limit of the 
data collected. Based on these first principles, we present here a method and preliminary 
results we use to identify the location of AGEs within the fibrillar packing of type I collagen 
in rat-tail tendons.

2. Materials and methods

All X-ray diffraction experiments were conducted in situ on rat-tail tendons (RTT). Rat-tail 
tendons were carefully dissected out from the tails of healthy adult rats aged 3–6 months. 
These animals were euthanized, at the time, for other animal studies and the tails were 
generously donated. The tails were immediately stored at −40°C until the time of dissec-
tion for tendons. After dissection, all tendons were stored at 4°C in 10–50 mM Tris Buffered 
Saline (TBS) (Sigma Aldrich St. Louis MO; Cat no. T5912; 10x stock, diluted as needed). 
0.04% (w/v) sodium azide (NaN3) was added to all storage buffers and sample incubations 
to prevent microbial contamination.

2.1. Sample setup for glycation

0.2 M solution of glucose was made by slowly mixing the appropriate amount of D-glucose 
(Sigma Aldrich St. Louis MO; Cat no. 158968) and the serially diluting the stock to make the 
desired concentrations. All sugar solutions were made in 10 mM TBS. Tendons were depos-
ited in Falcon tubes containing each of the sugar solutions and incubated in a 37°C water bath 
for 20–40 days.

2.2. Treatment with fluorescent dyes

3-(Dansylamino)phenylboronic acid (DPBA) (Sigma Aldrich (St. Louis MO; Cat No. 30423-) 
is a fluorescent dye that binds to the AGEs [32]. A 30 μM stock of DPBA was made in metha-
nol. A working standard DPBA solution at 3 μM was made by diluting the using Phosphate 
Buffered Solution (PBS), at pH 7.4. Non-glycated and glycated tendons were incubated in the 
working standard solution of DPBA for 20 minutes and then washed in PBS for 2 minutes, 
prior to XRD data collection.

2.3. Small and wide angle X-ray diffraction

RTT diffraction patterns were obtained at Biophysics Collaborative Access Team (BioCAT) 
facility at Argonne National Laboratory, Chicago IL. The Mar 165 CCD detector was used 
to collect all small (1–15 Bragg orders) and wide-angle (3–22 Bragg orders) diffraction pat-
terns. The sample to detector distances for small angle (SAX) and wide angle (WAX) X-ray 
diffraction were from 1.5 to 2.5 m and from 25 to 70 cm, respectively. Beamline optics 
were setup to deliver focused X-ray beams at sizes between 50 and 100 μm in width and 
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height (at an average flux of 1013 photons/s) for SAX studies. KB mirrors were used to 
deliver focused beam at 10–60 μm for WAX and micro-WAX studies at a flux of ~1 × 10−12 
photon/s. The sample mount was positioned so that the sample was held at the focal point 
of the beam. The samples were mounted onto the sample compartment, shown in Figure 5, 
immediately before data collection. The sample compartment was mounted on an XY posi-
tioner to move the sample into the beam path. Multiple patterns from each sample were 
collected and the sample was moved, vertically and/or horizontally to limit radiation dam-
age and improve the quality of data. Each point on the tendons was exposed to no more 
than 1 second to the X-rays. Based on the flux of the available beam, if saturation of pixels 
was observed on the diffraction pattern, additional attenuator foils were deployed. The 
same data collection strategies were used to collect data from control, glycated and iodine 
treated samples.

Amplitudes of each reflection from the diffraction patterns were obtained by azimuth-
ally integrating the data from a sector covering the meridional reflection series (Figure 6). 
Difference Fourier and Patterson analyses was performed using the amplitudes and phases 
from native type I collagen as described previously [6, 11, 33]. After appropriate scaling, the 
data from SAX and WAX measurements were combined to improve the resolution of the 
interpretations.

Figure 5. XRD beamline setup and a standard sample cell for fiber XRD data collection. (A) KB mirrors were used to 
deliver a focused beam at the sample position. The sample compartment was placed on a motorized XY-positioner to 
move the sample at the time of recording data. An evacuated flight tube is used to deliver the diffracted (scattered) X-rays 
to the marCCD detector at the end of the tube. The length of the tube can be varied for SAX and WAX experiments. (B) 
Research grade mica windows (thickness 0.15–0.21 mm) are used to cover the windows on either sides of the chamber to 
minimize data loss from any diffracted ray absorption from the compartment itself. An inner sample frame is used to tie 
the tendon onto and then be placed inside the compartment. A cylindrical slot in the bottom enables the entire rig to be 
mounted onto a goniometer head, which can then be controlled remotely. The buffer at the bottom of the compartment 
allows for hydration of tendon by capillary action.
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3. Results and discussion

X-ray diffraction data were interpreted to determine the location of both native crosslinks 
(those formed normally in non-diseased tissue) and those formed through the process of 
sugar incubation in vitro. As stated before, the latter sugar incubation induced cross-links 
simulate the in vivo process of formation of crosslinks through glycation/normal aging. 
Difference Fourier/electron density maps, to a resolution of ~35 Å (19 meridional orders) 
were calculated from these X-ray data. Interpretation of the D-periodic location of existing 
and newly formed crosslinks was then validated by comparison with difference Patterson 
maps. This verified the correct scaling of derivative to native data, the isomorphous nature 
of the derivative data and finally, the correct interpretation of where these crosslinks are 
from comparison of model Patterson functions based on the locations determined for 
crosslinks [6, 11, 33]. The peaks in difference Patterson maps are a result of addition of 
electron densities to specific regions within the unit cell, one of the hallmarks in process-
ing of isomorphous data [9]. The cross verification of the labeling positions determined 
from difference Fourier maps with the relative periodicity spacing indicated by the differ-
ence Patterson maps provides information on the location (and plausible identity) of these 
crosslinks. This is important, since the Patterson maps derived from the experimental data, 
are unbiased by experimenter assumptions. Therefore, the close match between difference 
Patterson functions calculated from observed data and model Patterson functions calcu-
lated from the structure factors derived from a D-periodic model of crosslink locations, 
provides robust verification of the correct determination of the crosslink locations; all the 
more so, since the model of crosslink location is derived directly from difference Fourier 
maps.

Figure 6. WAX diffraction patterns from non-treated (C), glucose- (G) and treated tendons. Red arrows show orders 
where an increase in the intensity of reflection was observed.
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height (at an average flux of 1013 photons/s) for SAX studies. KB mirrors were used to 
deliver focused beam at 10–60 μm for WAX and micro-WAX studies at a flux of ~1 × 10−12 
photon/s. The sample mount was positioned so that the sample was held at the focal point 
of the beam. The samples were mounted onto the sample compartment, shown in Figure 5, 
immediately before data collection. The sample compartment was mounted on an XY posi-
tioner to move the sample into the beam path. Multiple patterns from each sample were 
collected and the sample was moved, vertically and/or horizontally to limit radiation dam-
age and improve the quality of data. Each point on the tendons was exposed to no more 
than 1 second to the X-rays. Based on the flux of the available beam, if saturation of pixels 
was observed on the diffraction pattern, additional attenuator foils were deployed. The 
same data collection strategies were used to collect data from control, glycated and iodine 
treated samples.

Amplitudes of each reflection from the diffraction patterns were obtained by azimuth-
ally integrating the data from a sector covering the meridional reflection series (Figure 6). 
Difference Fourier and Patterson analyses was performed using the amplitudes and phases 
from native type I collagen as described previously [6, 11, 33]. After appropriate scaling, the 
data from SAX and WAX measurements were combined to improve the resolution of the 
interpretations.
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allows for hydration of tendon by capillary action.
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3. Results and discussion

X-ray diffraction data were interpreted to determine the location of both native crosslinks 
(those formed normally in non-diseased tissue) and those formed through the process of 
sugar incubation in vitro. As stated before, the latter sugar incubation induced cross-links 
simulate the in vivo process of formation of crosslinks through glycation/normal aging. 
Difference Fourier/electron density maps, to a resolution of ~35 Å (19 meridional orders) 
were calculated from these X-ray data. Interpretation of the D-periodic location of existing 
and newly formed crosslinks was then validated by comparison with difference Patterson 
maps. This verified the correct scaling of derivative to native data, the isomorphous nature 
of the derivative data and finally, the correct interpretation of where these crosslinks are 
from comparison of model Patterson functions based on the locations determined for 
crosslinks [6, 11, 33]. The peaks in difference Patterson maps are a result of addition of 
electron densities to specific regions within the unit cell, one of the hallmarks in process-
ing of isomorphous data [9]. The cross verification of the labeling positions determined 
from difference Fourier maps with the relative periodicity spacing indicated by the differ-
ence Patterson maps provides information on the location (and plausible identity) of these 
crosslinks. This is important, since the Patterson maps derived from the experimental data, 
are unbiased by experimenter assumptions. Therefore, the close match between difference 
Patterson functions calculated from observed data and model Patterson functions calcu-
lated from the structure factors derived from a D-periodic model of crosslink locations, 
provides robust verification of the correct determination of the crosslink locations; all the 
more so, since the model of crosslink location is derived directly from difference Fourier 
maps.

Figure 6. WAX diffraction patterns from non-treated (C), glucose- (G) and treated tendons. Red arrows show orders 
where an increase in the intensity of reflection was observed.
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3.1. Preliminary diffraction experiments with glycation

Data collected from glycated tendons showed minor changes in relative intensities (Figure 6). 
Considering the very small change in electron density brought about by the freshly 
formed, sugar-mediated crosslinks, this is to be expected. The small changes detected in 
intensities, however, indicate that there may be isomorphous changes that can be better 
characterized with increased electron density contrast. Contrast agent that binds (also iso-
morphously) to the reaction products (AGEs) where used to make these crosslinks more 
“visible” to X-rays.

3.2. Use of fluorescent dyes to detect crosslinks

As indicated, the use of fluorescent dyes was mandated to add electron density contrast, via 
isomorphous addition of electron density (contrast) to the crosslinks. Compounds known to 
bind to AGE-derived crosslinks for collagen were selected as potential candidates for mul-
tiple isomorphous replacement (MIR). 3-(Dansylamino) phenylboronic acid (DPBA) has been 
demonstrated to increase fluorescence signal by binding to the reaction product from glyca-
tion of bovine serum albumin (BSA) [32]. This property was used to increase the contrast of 
crosslinks (native and AGEs) in glycated and non-glycated collagen samples to reflect in the 
difference Fourier and Patterson maps.

3.3. Difference electron density analysis

As described earlier, difference Fourier and Patterson analysis was performed using the 
amplitudes of the Bragg reflections extracted from the diffraction patterns of glycated and 
non-glycated (control) tendons after treatment with DPBA. Table 2 shows the matrix of dif-
ference Fourier and Patterson analyses performed.

The addition of electron densities due to glycation can be observed in the comparison between 
the difference Fourier maps displayed in Figure 7. Difference Patterson maps, generated from 
these diffraction amplitudes is show in Figure 8. The series of added densities can then be 

Non-glycated Non-glycated + DPBA Glycated Glycated + DPBA

Non-glycated – Native Crosslinks (with 
contrast)

Sugar Crosslinks 
(without contrast)

Native + Sugar Crosslinks 
(with contrast)

Non-glycated + 
DPBA

– Invalid calculation Sugar Crosslinks (with 
contrast)

Glycated – Native Crosslinks

Glycated + DPBA –

Table 2. Table showing difference Fourier and Patterson calculated from observed data. A difference Fourier/Patterson 
is simply put, the difference series calculation (the Fourier or the Patterson) between two data sets of structure functions 
(amplitudes). The red and blue text represent the respective series of the same colors shown in Figure 7.
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used to synthesize a model difference Patterson to compare to that obtained from the experi-
mental data to confirm scaling and the application of the right phase information (Figure 8). 
The specific sites of increased electron densities are better demonstrated in Figure 9.

3.4. Interpretation of sites of glycation

Lysine (K), arginine (R) and hydroxylysine (U) residues are the principal residues for cross-
link (both enzymatic and non-enzymatic) formation. Close proximity of these residues to each 

Figure 7. Difference Fourier map from glycated tendons treated with DPBA (blue) and non-glycated (native) tendons 
treated with DPBA (red) along 1D period represented fractional positions. The increase in electron densities or the 
introduction of new peaks in the glycated series, in comparison to the non-glycated, are a result of AGE crosslinks 
formed from the process of glycation.

Figure 8. Model vs. observed difference Patterson maps. Difference Patterson map between glycated and non-glycated 
tendons with DPBA (solid blue line) along 1D period represented in fractional positions. The peak positions show the 
distances between electron dense regions seen in the difference Fourier map (Figure 7). The similarity model Patterson 
(dashed blue line) confirms that the scaling of derivative amplitudes from the XRD patterns and the application of native 
phases is appropriate, thus validating the sequence and structure specific interpretations.
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3.1. Preliminary diffraction experiments with glycation
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tiple isomorphous replacement (MIR). 3-(Dansylamino) phenylboronic acid (DPBA) has been 
demonstrated to increase fluorescence signal by binding to the reaction product from glyca-
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crosslinks (native and AGEs) in glycated and non-glycated collagen samples to reflect in the 
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3.3. Difference electron density analysis

As described earlier, difference Fourier and Patterson analysis was performed using the 
amplitudes of the Bragg reflections extracted from the diffraction patterns of glycated and 
non-glycated (control) tendons after treatment with DPBA. Table 2 shows the matrix of dif-
ference Fourier and Patterson analyses performed.

The addition of electron densities due to glycation can be observed in the comparison between 
the difference Fourier maps displayed in Figure 7. Difference Patterson maps, generated from 
these diffraction amplitudes is show in Figure 8. The series of added densities can then be 
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used to synthesize a model difference Patterson to compare to that obtained from the experi-
mental data to confirm scaling and the application of the right phase information (Figure 8). 
The specific sites of increased electron densities are better demonstrated in Figure 9.

3.4. Interpretation of sites of glycation

Lysine (K), arginine (R) and hydroxylysine (U) residues are the principal residues for cross-
link (both enzymatic and non-enzymatic) formation. Close proximity of these residues to each 

Figure 7. Difference Fourier map from glycated tendons treated with DPBA (blue) and non-glycated (native) tendons 
treated with DPBA (red) along 1D period represented fractional positions. The increase in electron densities or the 
introduction of new peaks in the glycated series, in comparison to the non-glycated, are a result of AGE crosslinks 
formed from the process of glycation.

Figure 8. Model vs. observed difference Patterson maps. Difference Patterson map between glycated and non-glycated 
tendons with DPBA (solid blue line) along 1D period represented in fractional positions. The peak positions show the 
distances between electron dense regions seen in the difference Fourier map (Figure 7). The similarity model Patterson 
(dashed blue line) confirms that the scaling of derivative amplitudes from the XRD patterns and the application of native 
phases is appropriate, thus validating the sequence and structure specific interpretations.
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other within the three-dimensional structure is also a prerequisite to crosslink formation. Two 
very distant candidate residues are unlikely to be involved in crosslink formation, when com-
pared to closely located residues, which cannot be reliably determined without reference to 
the three-dimensional structure. Candidate sites for glycation are spread out throughout the 
sequence (more specifically, the D-period) of collagen (Figure 9). These sites are of partic-
ular importance for the formation of mature enzymatic crosslinks between the non-helical 
telopeptides.

In the N-terminal telopeptide (0.025D) there are clusters of K and U residues which participate 
in the lysyl oxidase-mediated intermolecular crosslink formations. Furthermore, a series of R 
residues in this locale can be involved in AGE formation and hyperstabilize the enzymatic 
formed crosslinks at the N-terminus. Based on our data, these AGEs could potentially com-
pete for the candidate K and U residues involved in the formation of enzymatic crosslinks, 
thus pathologically changing the nature of these crosslinks. Similarly, our data indicate at the 
C-terminal telopeptide (0.43D), a cluster of R residues participate in AGE crosslinking [16]. 
Candidate K and U crosslinking residues on the C-terminal telopeptide are normally the sites 
for enzymatic-intermolecular crosslinking. Together the N- and the C- terminus enzymatic 
crosslinks are prominently involved in the stabilization of the packing structure of collagen 
into fibrils. A possible site for glycation crosslink, adjacent to the N-terminal telopeptides was 
reported by Sweeney et al. [34].

Glycation-mediated crosslinks and possible sites for the formation of these crosslinks are 
described here. The results reported here now provide us with a context for interpretation 

Lysine Arginine

Figure 9. Candidate sites for glycation and regions of increased electron densities from crosslinking within a collagen 
D-period. A linear arrangement of amino acid sequences is shown with lysines (K) and hydroxylysines (U) marked in 
orange and arginines (R) residues marked in green. These positions are aligned with a 3D surface rendered model of the 
collagen microfibril. The linear and 3D representations are also presented in the context of the difference Fourier map 
(Figure 7) with the sites showing regions of increased electron density. An increase in electron density is observed around 
clusters of candidate residues in both representation, thereby supporting the validity of the results. See the discussion on 
the amino acid residues in each of these regions and their relevance to physiology and possible pathologies.

Accelerator Physics - Radiation Safety and Applications162

of the 3D structure of type I collagen with appropriate AGE-related crosslinks and study 
their effects in physiology and disease. For instance, our data indicate the formation of AGE 
crosslinks near the location of the high affinity integrin and von Willebrand Factor (vWF) 
sites. This may have great significance towards explaining the poor wound healing proper-
ties of diabetic tissues. If these crosslinks obscure these high-affinity cell-binding domains in 
the ECM, the tissue is likely significantly impacted in its ability to respond to both wound 
management and the repair of normal wear and tear. Potentially, these data can be used in 
the design of improved therapies, now that a molecular cause is indicated (see following 
discussion).

Notable changes are indicated by increased electron density of isomorphous derivatives, 
evident in difference Fourier maps, along the D-period (67 nm) of type I collagen fibrils in 
those derivative RTT tissues incubated with high concentrations of glucose. This is indica-
tive of significant structural changes, i.e. crosslinking, and is observed from the experimen-
tal data. That these changes are crosslinks is further supported by the presence of crosslink 
labile amino acid sequences found in the regions of the D-period in which the additional 
electron density is observed, thereby confirming that the process of glycation is site-spe-
cific. The fact that these crosslinks alter the packing structure and functional (as in cell 
interactive for instance) properties of collagen is indicated by the proximity of these clus-
ters of crosslinks to highly significant functional sites and regions in the collagen packing 
structure.

The peak indicating additional crosslinking, that appears at 0.1D confirms the glycation site 
proposed by Sweeney et al. [34], with a crosslink between monomers 3 and 4 of the microfi-
bril. Additionally, our data indicate possible AGE crosslinking between monomers 1, 2 and 4. 
The peak at around 0.22D is observed, for which a cluster of principal sites is responsible. This 
location is of particular importance as it is located around the region where monomer 4 of 
one microfibril interacts with another neighboring collagen. The additional crosslinks around  
this location might hyper-stabilize and/or obscure the resulting interaction. This region is also 
closely placed with one of the α1β1 and α2β1 integrin binding sites (GFOGER) [35]. It is worth 
noting that one of the residues in this recognition site is an arginine, which might directly be 
involved in the AGE crosslink. This may well alter integrin-mediated cell adhesion through 
either direct interference (steric hindrance of integrin binding) or by obstructing/delaying the 
limited proteolytic activity of neighboring collagen molecules needed before integrin binds 
at this site.

The crosslinking electron density peaks at 0.3D, 0.38D and 0.46D surround a cluster of key 
cell interaction sites. For example, these AGEs might be significant with respect to the fibro-
nectin and MMP binding sites. Alterations in this physiological phenomenon can severely 
change the accessibility and deposition of collagen in wound healing. Also within close 
proximity of this crosslink are several RGD sequences, which are principal recognition sites 
for 8 of the 24 integrins and a possible explanation for advanced rate of aging and poor 
wound healing ability in diabetic patients [36]. The peaks indicating crosslinks at 0.38D 
and the 0.46D are in the region of the (GPO)5 site, which is a potent site for platelet bind-
ing and the process of clotting [4]. This could constitute part of a plausible explanation for 
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other within the three-dimensional structure is also a prerequisite to crosslink formation. Two 
very distant candidate residues are unlikely to be involved in crosslink formation, when com-
pared to closely located residues, which cannot be reliably determined without reference to 
the three-dimensional structure. Candidate sites for glycation are spread out throughout the 
sequence (more specifically, the D-period) of collagen (Figure 9). These sites are of partic-
ular importance for the formation of mature enzymatic crosslinks between the non-helical 
telopeptides.

In the N-terminal telopeptide (0.025D) there are clusters of K and U residues which participate 
in the lysyl oxidase-mediated intermolecular crosslink formations. Furthermore, a series of R 
residues in this locale can be involved in AGE formation and hyperstabilize the enzymatic 
formed crosslinks at the N-terminus. Based on our data, these AGEs could potentially com-
pete for the candidate K and U residues involved in the formation of enzymatic crosslinks, 
thus pathologically changing the nature of these crosslinks. Similarly, our data indicate at the 
C-terminal telopeptide (0.43D), a cluster of R residues participate in AGE crosslinking [16]. 
Candidate K and U crosslinking residues on the C-terminal telopeptide are normally the sites 
for enzymatic-intermolecular crosslinking. Together the N- and the C- terminus enzymatic 
crosslinks are prominently involved in the stabilization of the packing structure of collagen 
into fibrils. A possible site for glycation crosslink, adjacent to the N-terminal telopeptides was 
reported by Sweeney et al. [34].

Glycation-mediated crosslinks and possible sites for the formation of these crosslinks are 
described here. The results reported here now provide us with a context for interpretation 
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Figure 9. Candidate sites for glycation and regions of increased electron densities from crosslinking within a collagen 
D-period. A linear arrangement of amino acid sequences is shown with lysines (K) and hydroxylysines (U) marked in 
orange and arginines (R) residues marked in green. These positions are aligned with a 3D surface rendered model of the 
collagen microfibril. The linear and 3D representations are also presented in the context of the difference Fourier map 
(Figure 7) with the sites showing regions of increased electron density. An increase in electron density is observed around 
clusters of candidate residues in both representation, thereby supporting the validity of the results. See the discussion on 
the amino acid residues in each of these regions and their relevance to physiology and possible pathologies.
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of the 3D structure of type I collagen with appropriate AGE-related crosslinks and study 
their effects in physiology and disease. For instance, our data indicate the formation of AGE 
crosslinks near the location of the high affinity integrin and von Willebrand Factor (vWF) 
sites. This may have great significance towards explaining the poor wound healing proper-
ties of diabetic tissues. If these crosslinks obscure these high-affinity cell-binding domains in 
the ECM, the tissue is likely significantly impacted in its ability to respond to both wound 
management and the repair of normal wear and tear. Potentially, these data can be used in 
the design of improved therapies, now that a molecular cause is indicated (see following 
discussion).

Notable changes are indicated by increased electron density of isomorphous derivatives, 
evident in difference Fourier maps, along the D-period (67 nm) of type I collagen fibrils in 
those derivative RTT tissues incubated with high concentrations of glucose. This is indica-
tive of significant structural changes, i.e. crosslinking, and is observed from the experimen-
tal data. That these changes are crosslinks is further supported by the presence of crosslink 
labile amino acid sequences found in the regions of the D-period in which the additional 
electron density is observed, thereby confirming that the process of glycation is site-spe-
cific. The fact that these crosslinks alter the packing structure and functional (as in cell 
interactive for instance) properties of collagen is indicated by the proximity of these clus-
ters of crosslinks to highly significant functional sites and regions in the collagen packing 
structure.

The peak indicating additional crosslinking, that appears at 0.1D confirms the glycation site 
proposed by Sweeney et al. [34], with a crosslink between monomers 3 and 4 of the microfi-
bril. Additionally, our data indicate possible AGE crosslinking between monomers 1, 2 and 4. 
The peak at around 0.22D is observed, for which a cluster of principal sites is responsible. This 
location is of particular importance as it is located around the region where monomer 4 of 
one microfibril interacts with another neighboring collagen. The additional crosslinks around  
this location might hyper-stabilize and/or obscure the resulting interaction. This region is also 
closely placed with one of the α1β1 and α2β1 integrin binding sites (GFOGER) [35]. It is worth 
noting that one of the residues in this recognition site is an arginine, which might directly be 
involved in the AGE crosslink. This may well alter integrin-mediated cell adhesion through 
either direct interference (steric hindrance of integrin binding) or by obstructing/delaying the 
limited proteolytic activity of neighboring collagen molecules needed before integrin binds 
at this site.

The crosslinking electron density peaks at 0.3D, 0.38D and 0.46D surround a cluster of key 
cell interaction sites. For example, these AGEs might be significant with respect to the fibro-
nectin and MMP binding sites. Alterations in this physiological phenomenon can severely 
change the accessibility and deposition of collagen in wound healing. Also within close 
proximity of this crosslink are several RGD sequences, which are principal recognition sites 
for 8 of the 24 integrins and a possible explanation for advanced rate of aging and poor 
wound healing ability in diabetic patients [36]. The peaks indicating crosslinks at 0.38D 
and the 0.46D are in the region of the (GPO)5 site, which is a potent site for platelet bind-
ing and the process of clotting [4]. This could constitute part of a plausible explanation for 
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the suppressed blood clotting in diabetic patients. This is also of great importance in the 
development of successful surgical implantation materials, such a heart valves and capil-
laries for anastomoses where the ability of the implant material to support clotting is vital. 
Furthermore, a crosslink at 0.46D (gap-overlap interface) can interfere with the fibrillogen-
esis control sequence (FCS) in this region. This site controls the formation of fibrils by form-
ing mature crosslinks to stabilize the molecular packing of collagen monomers into fibrils 
and fibers. The crosslinks at the gap-overlap interface could also alter the packing in such a 
manner that the MMP interaction site becomes more accessible, thereby leading to increased 
proteolysis. Our data also suggest that the crosslink at 0.46D can also interfere with the 
GMOGER site in this region. This has been identified as an important site for integrin-medi-
ated cell binding.

The 0.55D crosslink sites appears immediately adjacent to the C-terminal telopeptides and 
at the beginning of the gap region. At this location, monomer 2 of one microfibril can form a 
crosslink with neighboring collagen monomers to stabilize the packing structure. The signifi-
cance of 0.55D crosslinks are not obvious until it is considered in the context of the 0.38, 0.46 
and the aforementioned 0.55D clusters of crosslinks. Together, they surround the enzymatic 
cleavage-site of collagenase for fibrillar collagen around 0.44D on monomer 4. If there were 
significant glycation induced crosslinking on either side of the collagenase cleavage site, then 
it is possible that even if the enzyme is able to access its substrates-site, which will not be a 
given, it might have little or no impact on the proteolysis of fibrillar collagen as the microfibril 
and fibril will remain intact due to the pathological crosslinks bridging the enzymatic break in 
the collagen molecule. In other words, extensive AGE crosslinking can be seen in this molecu-
lar model, to prevent or hinder wound healing and removal of damaged collagenous tissue, 
which coincides with clinical observations also [21, 37–39].

The peaks indicating crosslinks at the 0.7–0.77D (and a separate peak at 0.88D) are due to the 
high concentration of principal sites of glycation in these regions. In physiology, this region 
is responsible for the binding of small leucine-rich repeat proteoglycans (sLRRP PGs), which, 
using their long glycosaminoglycan chains (GAG) help in bundling fibrils into stable struc-
tures [5]. The crosslinks formed at these sites could result in inherent detachment of the PGs 
leading to disintegration of fibrils. Similar disintegration of fibrils in type II collagen in human 
articular cartilage, as a result of treatment with the biglycan (PG) antibody has been exhibited 
as a plausible mechanism for rheumatoid arthritis [33]. Similar conclusions can be drawn with 
the disintegration of type I collagen fibrils resulting in disease. This region is also the principal 
recognition site for von Willebrand factor binding and crosslinks here could lead to faulty 
coagulation in diabetics. These crosslinks are a possible explanation to how the process of 
thrombosis is affected in diabetic patients [40]. The 0.95D crosslink forms a link between the 
N-terminal of the neighboring collagen molecule. This region is the principal binding region 
for amyloid precursor protein (APP) and is implicated in the pathology of Alzheimer’s disease.

Although all potentially functionally significant, we draw attention again to the significance 
of the additional glycation induced crosslinking that is indicated to occur at 0.38, 0.46 and 
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0.55D. As these locations surround the collagenase cleavage-site, these crosslinks could be 
implicated to interfere with the normal and healthy removal and repair of damaged col-
lagenous tissues. Crosslinks effect these processes, firstly by limiting the availability of the 
collagen’s cleavage site and interaction region at 0.44D; secondly, by hyperstabilizing the 
packing structure, even after the enzymatic cleavage occurs, thereby defeating the release 
of unhealthy collagen fibrils. The 0.7–0.77D region is a second area indicating significant 
glycation induced crosslinking, which directly interferes with and/or hypostabilizes princi-
pal matrix-matrix association regions (via proteoglycan mediated inter-fibrillar crosslinking 
GAG chains) and notable, the von Willebrand factor interaction site in the fibrillar collagen’s 
gap region.

4. Conclusions

There is a strong correlation between the availability of sites for glycation, namely lysine, 
arginine and hydroxylysine residues, their placement in the microfibrillar arrangement and 
the electron density peaks indicating crosslinking in sugar incubated tendons (Figure 9). The 
regions of increased electron density, as a result of glycation induced crosslinks, directly cor-
respond with candidate amino acid crosslinking sites along the collagen microfibril. This data 
appears to experimentally confirm several previously estimated locations for crosslinking 
[34, 41]. The significance of these data to our understanding of the fundamental structure of 
connective tissues and the effects of AGE induced cross-links are immediately apparent as 
discussed above and as follows.

The structure and packing of type I collagen have been objects of study for many decades, 
with the resolution of packing coming to a better level of understanding. There are vari-
ous structural features that contribute to the final fibrillar packing, resulting in the classic 
67 nm repeating D-period. Crosslinking is one of the most important features to stabilize 
their packing into fibrils and in turn, the organization of these fibrils into fibers and the 
bases of tissues and organogenesis. The three-dimensional structure and its derived model 
for collagen, obtained from high-resolution X-ray diffraction studies [2, 7, 16] accounts for 
enzyme-mediated crosslinks, formed as a result of post-translational modification. However, 
molecular dynamics simulations of the packing of type I collagen predict a 11–19% shrink-
age of the 67 nm D-period – which is not what is observed in nature! Therefore, there are 
additional parameters required for molecular dynamic simulations to resemble the observed 
natural structure. Some of this can be attributed to the formation of AGEs as a result of nor-
mal physiological aging and/or sugar-mediated crosslinking [42]. The data presented here, 
give us insight into the location of these crosslinks including which amino acid residues are 
involved and can be used to refine the packing structure and associated simulations of type 
I collagen. These simulations can be used to study plausible collagen related disease mecha-
nisms, to support experimental and clinical data and aid with the development of appropri-
ate therapeutics.
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the suppressed blood clotting in diabetic patients. This is also of great importance in the 
development of successful surgical implantation materials, such a heart valves and capil-
laries for anastomoses where the ability of the implant material to support clotting is vital. 
Furthermore, a crosslink at 0.46D (gap-overlap interface) can interfere with the fibrillogen-
esis control sequence (FCS) in this region. This site controls the formation of fibrils by form-
ing mature crosslinks to stabilize the molecular packing of collagen monomers into fibrils 
and fibers. The crosslinks at the gap-overlap interface could also alter the packing in such a 
manner that the MMP interaction site becomes more accessible, thereby leading to increased 
proteolysis. Our data also suggest that the crosslink at 0.46D can also interfere with the 
GMOGER site in this region. This has been identified as an important site for integrin-medi-
ated cell binding.

The 0.55D crosslink sites appears immediately adjacent to the C-terminal telopeptides and 
at the beginning of the gap region. At this location, monomer 2 of one microfibril can form a 
crosslink with neighboring collagen monomers to stabilize the packing structure. The signifi-
cance of 0.55D crosslinks are not obvious until it is considered in the context of the 0.38, 0.46 
and the aforementioned 0.55D clusters of crosslinks. Together, they surround the enzymatic 
cleavage-site of collagenase for fibrillar collagen around 0.44D on monomer 4. If there were 
significant glycation induced crosslinking on either side of the collagenase cleavage site, then 
it is possible that even if the enzyme is able to access its substrates-site, which will not be a 
given, it might have little or no impact on the proteolysis of fibrillar collagen as the microfibril 
and fibril will remain intact due to the pathological crosslinks bridging the enzymatic break in 
the collagen molecule. In other words, extensive AGE crosslinking can be seen in this molecu-
lar model, to prevent or hinder wound healing and removal of damaged collagenous tissue, 
which coincides with clinical observations also [21, 37–39].

The peaks indicating crosslinks at the 0.7–0.77D (and a separate peak at 0.88D) are due to the 
high concentration of principal sites of glycation in these regions. In physiology, this region 
is responsible for the binding of small leucine-rich repeat proteoglycans (sLRRP PGs), which, 
using their long glycosaminoglycan chains (GAG) help in bundling fibrils into stable struc-
tures [5]. The crosslinks formed at these sites could result in inherent detachment of the PGs 
leading to disintegration of fibrils. Similar disintegration of fibrils in type II collagen in human 
articular cartilage, as a result of treatment with the biglycan (PG) antibody has been exhibited 
as a plausible mechanism for rheumatoid arthritis [33]. Similar conclusions can be drawn with 
the disintegration of type I collagen fibrils resulting in disease. This region is also the principal 
recognition site for von Willebrand factor binding and crosslinks here could lead to faulty 
coagulation in diabetics. These crosslinks are a possible explanation to how the process of 
thrombosis is affected in diabetic patients [40]. The 0.95D crosslink forms a link between the 
N-terminal of the neighboring collagen molecule. This region is the principal binding region 
for amyloid precursor protein (APP) and is implicated in the pathology of Alzheimer’s disease.

Although all potentially functionally significant, we draw attention again to the significance 
of the additional glycation induced crosslinking that is indicated to occur at 0.38, 0.46 and 
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0.55D. As these locations surround the collagenase cleavage-site, these crosslinks could be 
implicated to interfere with the normal and healthy removal and repair of damaged col-
lagenous tissues. Crosslinks effect these processes, firstly by limiting the availability of the 
collagen’s cleavage site and interaction region at 0.44D; secondly, by hyperstabilizing the 
packing structure, even after the enzymatic cleavage occurs, thereby defeating the release 
of unhealthy collagen fibrils. The 0.7–0.77D region is a second area indicating significant 
glycation induced crosslinking, which directly interferes with and/or hypostabilizes princi-
pal matrix-matrix association regions (via proteoglycan mediated inter-fibrillar crosslinking 
GAG chains) and notable, the von Willebrand factor interaction site in the fibrillar collagen’s 
gap region.

4. Conclusions

There is a strong correlation between the availability of sites for glycation, namely lysine, 
arginine and hydroxylysine residues, their placement in the microfibrillar arrangement and 
the electron density peaks indicating crosslinking in sugar incubated tendons (Figure 9). The 
regions of increased electron density, as a result of glycation induced crosslinks, directly cor-
respond with candidate amino acid crosslinking sites along the collagen microfibril. This data 
appears to experimentally confirm several previously estimated locations for crosslinking 
[34, 41]. The significance of these data to our understanding of the fundamental structure of 
connective tissues and the effects of AGE induced cross-links are immediately apparent as 
discussed above and as follows.

The structure and packing of type I collagen have been objects of study for many decades, 
with the resolution of packing coming to a better level of understanding. There are vari-
ous structural features that contribute to the final fibrillar packing, resulting in the classic 
67 nm repeating D-period. Crosslinking is one of the most important features to stabilize 
their packing into fibrils and in turn, the organization of these fibrils into fibers and the 
bases of tissues and organogenesis. The three-dimensional structure and its derived model 
for collagen, obtained from high-resolution X-ray diffraction studies [2, 7, 16] accounts for 
enzyme-mediated crosslinks, formed as a result of post-translational modification. However, 
molecular dynamics simulations of the packing of type I collagen predict a 11–19% shrink-
age of the 67 nm D-period – which is not what is observed in nature! Therefore, there are 
additional parameters required for molecular dynamic simulations to resemble the observed 
natural structure. Some of this can be attributed to the formation of AGEs as a result of nor-
mal physiological aging and/or sugar-mediated crosslinking [42]. The data presented here, 
give us insight into the location of these crosslinks including which amino acid residues are 
involved and can be used to refine the packing structure and associated simulations of type 
I collagen. These simulations can be used to study plausible collagen related disease mecha-
nisms, to support experimental and clinical data and aid with the development of appropri-
ate therapeutics.
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Abstract

Elements play an imperative role in the physiological and metabolic processes of the 
human body. When elemental levels deviate from physiologically accepted levels due 
to for example poor nutrition, the body’s intricate elemental and metabolic balance is 
disturbed. Over time, disease may develop as a result of elemental dyshomeostasis or 
alternatively, disease may trigger elemental dyshomeostasis as an adaptive metabolic 
response to an unhealthy environment. There is now a growing interest in screening 
human tissue to identify and quantify elemental changes as biomarkers of disease or 
alternatively, as outcomes of disease. The unique properties of human hair brand it the 
ideal substrate for the quantitative identification of elements in the body. Hair bioac-
cumulates elements, provides a historical overview of elemental status depending on 
length, and is easy and economical to sample and store. The fundamental outcome and 
application of hair elemental screening, however, are strongly influenced by a range of 
factors, including choice of analytical method. This chapter will provide a background 
summary of ion beam and synchrotron radiation techniques and its diverse applications 
for unraveling the elemental signature of hair in various fields.

Keywords: biomedicine, elemental screening, hair, ion beam analysis, synchrotron 
radiation

1. Introduction

The human body harbors a plethora of mineral compounds that form the lifeline of our 
multifaceted biological system [1, 2]. To illustrate, major and minor elements play a critical 
role in metabolic pathways and physiological processes of the human body. However, when 
toxic elements or other xenobiotic compounds from the occupational or natural environment 
enter the body, elemental dyshomeostasis ensues that adversely affects the aforementioned 
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processes. Poor nutrition is another contributing factor to elemental dyshomeostasis that 
results in a modified metabolism.

Besides its effect on metabolic processes, elemental dyshomeostasis in the body may also 
indirectly accelerate the germination of diseases such as neurological disorders and cancers 
that in turn may indirectly alter metabolic processes and elemental levels within tissues. A 
growing number of studies now highlight the complex association between elemental dys-
homeostasis and biological disorders [3, 4]. Several reports also highlight the importance of 
monitoring elemental levels as a measure to treat elemental imbalances and prevent the onset 
of disease or alternatively, as an outcome of disease [5]. Applying such disease intervention 
through biological tissue elemental screening is however complicated and requires a more 
in-depth analysis of the full elemental signature of human tissues in the pre- and postdisease 
stage.

Elemental profiling of biological tissues now finds diverse applications in the fields of bio-
medicine, pharmacology, toxicology, and forensic science [6–9]. Of the biological tissues used 
in elemental profiling studies, hair is gaining increasing popularity for quantitative profiling 
of elements in the body. Since the elemental content in human hair fibers is generally less 
than 1%, accurate and sensitive analytical techniques are a necessity for studies focused on 
quantitative elemental profiling in hair fibers [10].

Studies related to hair elemental screening has mostly relied on conventional analytical 
techniques such as atomic absorption spectroscopy, inductively coupled plasma mass spec-
trometry, and inductively coupled plasma atomic emission spectrometry [11, 12]. Sample 
preparation for these aforementioned techniques presents a major pitfall in that elements 
may be lost or contaminants introduced during chemical processing of samples. A proposed 
extraction method may also yield high recoveries for some elements and low recoveries for 
others [13]. In essence, sample processing for these techniques is destructive in that samples 
from various donors have to be pooled and chemically processed that effectively destroys his-
torical and spatial information of elements preserved within the length of a single hair strand 
[14]. Besides sample preparation, the capabilities and limitations of the testing instrument 
also warrant careful scrutiny. For example, some techniques may only reveal the presence of 
specific elements due to the instability of the analyte under imperfect experimental conditions 
or the low sensitivity of the technique [15, 16].

One of the most versatile and sensitive analytical techniques for elemental microanalysis of 
unprocessed biopsy tissues in a manifold of multidisciplinary fields fall under the umbrella 
of ion beam techniques [17, 18]. The continual development of the components of the beam 
setup such as the beam optics and scanning systems, as well as the detection and data acquisi-
tion devices, has now firmly placed ion beam techniques at the forefront of elemental analysis 
research in the biomedical and other fields involving hair elemental screening [19]. Besides 
ion beam techniques, synchrotron radiation techniques are also becoming increasingly popu-
lar in biomedical research related to hair elemental analysis.

This chapter aims to provide an overview of why hair is a popular testing substrate for ele-
mental screening, how elements are incorporated into hair, how to prepare hair for ion beam 
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and synchrotron radiation analysis, and an overview of the versatile applications of ion beam 
and synchrotron radiation techniques in hair elemental profiling in biomedical studies.

2. Why hair?

Hair is a metabolic end product that incorporates minerals from the blood supply into its 
keratinous matrix during the growth process [14, 20]. Over time, a temporal profile of nor-
mal or abnormal metabolic activity or alternatively, exposure to xenobiotics such as heavy 
metals is created. Depending on the length of the hair shaft, segmental analysis may then 
reveal a pattern of exposure that enables a retrospective screening of short term or chronic 
exposure to chemical compounds [14, 21]. Other unique characteristics of hair include its 
ability to store higher concentrations of minerals than blood or urine for a number of years 
[22]. Furthermore, mineral levels in hair do not fluctuate in response to changing physiologi-
cal and/or environmental conditions such as in blood or urine [23]. Most importantly, hair 
samples from regions such as the scalp can be collected noninvasively and under close super-
vision, minimizing the risk of manipulation and cross-contamination, and is easy to handle, 
transport, and store [14].

Hair has become a popular tool for screening and quantifying for example elemental changes 
within the body [14, 24]. Alternatively, hair testing may find important applications in clini-
cal medicine such as to (1) determine medicinal or chronic doping, (2) confirm gestational 
drug use, or (3) assess exposure to toxins and pollutants in the workplace or environment 
[25, 26]. Hair analysis has also become popular in forensic science to (1) assess drug use 
history, (2) criminal liability of drug users, and (3) intentional or unintentional poisoning 
in postmortem toxicology [27–29]. Unfortunately though, there is a lack of reports describ-
ing the mineral profile of intact, unprocessed hair in its natural physical and chemical state 
[14]. Fundamental information on the spatial distribution of elements within hair tissues 
is also lacking, which is particularly important when distinguishing for example exposure 
to ingested xenobiotics originating from blood feeding the inner hair tissues or exposure 
to environmental pollutants that accumulate in the outer hair tissues. Furthermore, how 
elements and drugs are absorbed and incorporated into hair, either biogenically or diage-
netically, are also still poorly understood. These unanswered questions may, however, be 
probed by techniques such as ion beam analysis and synchrotron radiation that allows quan-
titative elemental spatial data that may also assist in understanding hair elemental uptake 
mechanisms.

3. Hair elemental uptake mechanisms and factors that affect hair 
elemental levels

Understanding hair elemental uptake or incorporation mechanisms and the factors that may 
influence elemental levels in hair is crucial before correctly interpreting ion beam analysis and 
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synchrotron radiation data [14]. Scientists have proposed three models explaining elemental 
uptake in hair [30]. The first model proposes that elements may either actively or passively 
diffuse into the hair shaft from the bloodstream feeding the dermal papilla cells. The second 
model proposes that elements may diffuse from sweat or other excretions into the hair shaft. 
Alternatively, powders and vapors may also diffuse into the hair shaft, as proposed by the 
third model.

Besides the aforementioned routes of entry, the incorporation of elements and their levels 
in hair may be significantly influenced by a range of other variables. These may include the 
dose of the chemical exposed to and the origin of the chemical [31]. Hair is often treated 
with a range of cosmetics such as mineral-based dyes, paints, and bleach for attractive 
appeal, while various shampoos such as antidandruff formulations that contain zinc and 
selenium are also frequently used for hygiene purposes [14, 32]. When hair is wetted before 
applying these formulations, the hair fiber swells and the cuticle cells lift [32], causing 
the hair fiber to be more permeable to cosmetic agents that are known to contain a vari-
ety of chemicals as well as tap water that may contain calcium and lead from plumbing. 
Bleaching may further increase the permeability of hair in that it destroys hair disulfide 
bonds that cause hair to be more vulnerable to aqueous solutions containing a variety of 
chemicals.

Other than cosmetic agents and washing that contributes to endogenous hair elemental levels, 
heavy metals deposited on the hair surface from atmospheric dust and pollution may also 
contribute to both exogenous and endogenous hair elemental levels [14, 33]. Interestingly, 
it has been shown in miners that particulates from mined metals may be deposited on the 
hair surface [34]. The surface contains distinct regions of varying chemical composition and 
is a unique site with varying binding affinities for different metals [31, 35]. These binding 
affinities may, however, be affected by hair acidity and hair cosmetic treatments that add 
negatively and positively charged ionizable groups to hair. Binding of metals to hair may 
also alternatively be influenced by the levels of eu- and pheomelanin polyanionic polymers. 
These compounds have been shown to bind metal cations in vivo or in vitro via electrostatic 
forces [14, 35].

Once elements are incorporated into hair, various other factors may affect their levels in 
hair. UV exposure, aging, nutritional deficiencies, morbidity, medication use, and acute 
metal poisoning has been described to cause natural deterioration and hair structural 
changes that affect the ability of hair to retain elements [14, 36, 37]. Specifically in disease, 
the levels of elements in the body may not be optimal and indirectly affect hair growth and 
hence hair structure. Besides the aforementioned variables, gender and age, ethnicity, and 
genetic polymorphisms may also influence the structure of hair and hence its ability to 
retain elements [14, 38–40]. For example with ethnicity, the structure, shape, and melanin 
levels of hair from different races may affect permeability and hence elemental levels within 
hair [14, 41]. Ethnicity may also strongly link with cultural habits related to washing and 
hair treatment regimens, as well as dietary differences that indirectly affect hair elemental 
levels [42].
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4. Hair sampling and preparation

Before hair samples are sourced, it is important to first obtain ethical clearance for working 
with human tissues. Another important consideration is to obtain informed consent from par-
ticipants who will be donating their hair. Ethical approval from an institutional ethical board 
is a necessity. Research institutions usually provide comprehensive information on applica-
tion and approval processes as well as submission deadlines on their webpages related to the 
ethical clearance of studies. Ethical clearance of studies involving human tissue may take up 
to 1 month, depending on the institutional review times. Alternatively, one may also request 
an expedited review in the cover letter accompanying the submission, since research involv-
ing human hair constitutes minimal risk research.

When sampling human hair, it is important to consider the location of sampling. Although 
scalp hair may be exposed to external contaminants, scalp hair is often the preferred sam-
pling choice [43]. Pubic hair may present the ideal alternative to scalp hair as it is less 
exposed to contaminants [42]. However, pubic hair differs in morphological and structural 
properties from scalp hair that may impact on elemental uptake mechanisms. Furthermore, 
there is a large possibility of participants manipulating samples when not supervised during 
sampling.

The hair should be sampled as close to the skin as possible with stainless steel or Teflon-coated 
scissors. Hair may also be plucked so as to extract the hair bulb that may be less exposed to 
contaminations. Furthermore, the hair bulb is the most active metabolic area of hair and may 
be particularly interesting to study [44]. For retrospective analyses, it is recommended that 
long hair be sampled as segmental analyses may reveal a pattern of exposure that enables 
a retrospective screening of short-term or chronic exposure to chemicals [45, 46]. The hair 
should not be handled with plastic gloves as polydimethylsiloxane contaminants may be 
transferred to the hair. These compounds negatively influence data retrieved using certain 
analytical applications such as scanning ion mass spectrometry (SIMS) [47]. Once the hair 
samples have been properly processed, it may be stored in paper envelopes.

To produce credible results, hair that is free of surface contaminants should be analyzed. 
To eliminate surface contaminants such as particulates from pollution, smoking, chemi-
cal powders, and metals from mining practices, most studies wash their hair samples [14]. 
With that said, the question of how specific external contaminants contribute to endog-
enous content still remains to be more rigorously investigated. Furthermore, if certain 
external contaminants were to become embedded in hair, distinguishing contribution from 
endogenous versus exogenous elements then becomes very challenging, rendering wash-
ing of hair in essence a negligible step. Nevertheless, specific fields such as drug analysis 
for forensic purposes place strict emphasis on hair washing protocols as drugs in the form 
of powder or vapor has been shown to contaminate hair and result in false positives [48]. 
Alternatively, in pollution or toxicology studies, washing hair samples may simply not be 
necessary since determining the kind of matter deposited on hair and possibly entering the 
body is important.
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genetic polymorphisms may also influence the structure of hair and hence its ability to 
retain elements [14, 38–40]. For example with ethnicity, the structure, shape, and melanin 
levels of hair from different races may affect permeability and hence elemental levels within 
hair [14, 41]. Ethnicity may also strongly link with cultural habits related to washing and 
hair treatment regimens, as well as dietary differences that indirectly affect hair elemental 
levels [42].
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4. Hair sampling and preparation

Before hair samples are sourced, it is important to first obtain ethical clearance for working 
with human tissues. Another important consideration is to obtain informed consent from par-
ticipants who will be donating their hair. Ethical approval from an institutional ethical board 
is a necessity. Research institutions usually provide comprehensive information on applica-
tion and approval processes as well as submission deadlines on their webpages related to the 
ethical clearance of studies. Ethical clearance of studies involving human tissue may take up 
to 1 month, depending on the institutional review times. Alternatively, one may also request 
an expedited review in the cover letter accompanying the submission, since research involv-
ing human hair constitutes minimal risk research.

When sampling human hair, it is important to consider the location of sampling. Although 
scalp hair may be exposed to external contaminants, scalp hair is often the preferred sam-
pling choice [43]. Pubic hair may present the ideal alternative to scalp hair as it is less 
exposed to contaminants [42]. However, pubic hair differs in morphological and structural 
properties from scalp hair that may impact on elemental uptake mechanisms. Furthermore, 
there is a large possibility of participants manipulating samples when not supervised during 
sampling.

The hair should be sampled as close to the skin as possible with stainless steel or Teflon-coated 
scissors. Hair may also be plucked so as to extract the hair bulb that may be less exposed to 
contaminations. Furthermore, the hair bulb is the most active metabolic area of hair and may 
be particularly interesting to study [44]. For retrospective analyses, it is recommended that 
long hair be sampled as segmental analyses may reveal a pattern of exposure that enables 
a retrospective screening of short-term or chronic exposure to chemicals [45, 46]. The hair 
should not be handled with plastic gloves as polydimethylsiloxane contaminants may be 
transferred to the hair. These compounds negatively influence data retrieved using certain 
analytical applications such as scanning ion mass spectrometry (SIMS) [47]. Once the hair 
samples have been properly processed, it may be stored in paper envelopes.

To produce credible results, hair that is free of surface contaminants should be analyzed. 
To eliminate surface contaminants such as particulates from pollution, smoking, chemi-
cal powders, and metals from mining practices, most studies wash their hair samples [14]. 
With that said, the question of how specific external contaminants contribute to endog-
enous content still remains to be more rigorously investigated. Furthermore, if certain 
external contaminants were to become embedded in hair, distinguishing contribution from 
endogenous versus exogenous elements then becomes very challenging, rendering wash-
ing of hair in essence a negligible step. Nevertheless, specific fields such as drug analysis 
for forensic purposes place strict emphasis on hair washing protocols as drugs in the form 
of powder or vapor has been shown to contaminate hair and result in false positives [48]. 
Alternatively, in pollution or toxicology studies, washing hair samples may simply not be 
necessary since determining the kind of matter deposited on hair and possibly entering the 
body is important.
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Figure 1. Light micrograph of a longitudinally sectioned scalp hair fiber (unpublished data).

A multitude of washing methods has been described in the literature, of which the most popu-
lar is described below [14]. The most popular of these methods include washing hair in an 
ultrasonic bath with acetone, deionized water, and 0.5% Triton X-100 solution. This process 
is followed by washing with ultrapure water and air drying. The International Atomic and 
Energy Agency, however, proposes washing hair with a nonpolar solvent such as double-
distilled acetone followed by washings in a polar solvent such as deionized water and acetone. 
Each washing step should be performed for 10 minutes. Authors may also adapt their hair 
washing protocol to be most suitable and efficient for their specific type of analysis.

There is, however, a number of concerns related to hair washing protocols. First, no standard 
washing procedure is currently available in the literature that unknowingly introduces varia-
tion in hair elemental data and that has been confirmed after testing different washing pro-
tocols [49]. Second, authors may not always provide sufficient information on their washing 
protocol such as whether samples were sonicated and the specific solvents employed. Thirdly, 
insufficient washing methods may not remove surface contaminants, while washing methods 
that are too abrasive may cause damage to the hair sample and cause elements to either leach 
or diffuse into the hair, which often further complicates the assumption of elements either 
being of biogenic or diagenetic origin. Alternatively, no contamination may be present then 
representing [14]. In essence, a standard washing procedure that preserves internal elemental 
content and washes away external contaminants remains an urgent requirement.

Besides washing protocols for distinguishing between endogenous and exogenous hair ele-
mental content, ion beam techniques have shown great promise for spatial distribution analy-
sis of elements in hair tissues [14, 50]. When preparing hair for ion beam analysis, the hair 
may either be washed or left untreated. However, exposing the internal hair tissues is critical 
to assist with spatial distribution mapping of tissues and for interpretation of elemental maps. 
Longitudinal sectioning of hair may be employed to expose the internal tissues of the hair 
that facilitates distinguishing elements present at the borders of the hair that may possibly 
link to contamination or alternatively, biogenic elements occurring in the hair medulla [51]. 
For this purpose, the hair can be sectioned using a stainless steel metal plate (60 × 110 mm) 
manufactured with 5–mm-wide grooves of depths ranging between 20 and 80 μm [52]. A 
single hair is laid in a groove of fitting depth, secured, and sectioned longitudinally with a 
stainless steel razor blade (Figure 1). The sectioned hair may be mounted on a silicon wafer 
with carbon tape (Figure 2) in the case of SIMS at MeV energies [53]. Alternatively, the hair 
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may also be mounted intact in special holders, allowing analyses along the length of a hair. 
Longitudinal sections of hair are particularly useful for the retrospective assessment of expo-
sure to chemicals.

Some studies also cross section hair and analyze these cross sections with an ion beam tech-
nique termed microproton-induced X-ray emission spectrometry [50]. Cross sectioning of 
hair tissues may be performed using cryosectioning [54] in which hair fibers are fixed to a 
small piece of adhesive tape, which is embedded in 2% carboxymethyl cellulose and flash 
frozen in liquid nitrogen for 2 minutes. The frozen specimens are subsequently sectioned 
using a cryostat set at a temperature of −20°C. Cryosections of approximately 5 μm thick-
ness can be prepared using a cryostat microtome (Figure 3). Data from a cross section of hair 
may well complement data from a longitudinal section in that more information becomes 
available on the elemental distribution in an area of hair containing different hair tissues. 

Figure 2. Longitudinally sectioned scalp hair strands secured on silicon wafers (S) with carbon tape (C). The incised 
surface should be positioned to face the primary ion beam.

Figure 3. Light micrograph of an animal hair fiber sectioned under cryoconditions (unpublished data).
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Figure 1. Light micrograph of a longitudinally sectioned scalp hair fiber (unpublished data).

A multitude of washing methods has been described in the literature, of which the most popu-
lar is described below [14]. The most popular of these methods include washing hair in an 
ultrasonic bath with acetone, deionized water, and 0.5% Triton X-100 solution. This process 
is followed by washing with ultrapure water and air drying. The International Atomic and 
Energy Agency, however, proposes washing hair with a nonpolar solvent such as double-
distilled acetone followed by washings in a polar solvent such as deionized water and acetone. 
Each washing step should be performed for 10 minutes. Authors may also adapt their hair 
washing protocol to be most suitable and efficient for their specific type of analysis.

There is, however, a number of concerns related to hair washing protocols. First, no standard 
washing procedure is currently available in the literature that unknowingly introduces varia-
tion in hair elemental data and that has been confirmed after testing different washing pro-
tocols [49]. Second, authors may not always provide sufficient information on their washing 
protocol such as whether samples were sonicated and the specific solvents employed. Thirdly, 
insufficient washing methods may not remove surface contaminants, while washing methods 
that are too abrasive may cause damage to the hair sample and cause elements to either leach 
or diffuse into the hair, which often further complicates the assumption of elements either 
being of biogenic or diagenetic origin. Alternatively, no contamination may be present then 
representing [14]. In essence, a standard washing procedure that preserves internal elemental 
content and washes away external contaminants remains an urgent requirement.

Besides washing protocols for distinguishing between endogenous and exogenous hair ele-
mental content, ion beam techniques have shown great promise for spatial distribution analy-
sis of elements in hair tissues [14, 50]. When preparing hair for ion beam analysis, the hair 
may either be washed or left untreated. However, exposing the internal hair tissues is critical 
to assist with spatial distribution mapping of tissues and for interpretation of elemental maps. 
Longitudinal sectioning of hair may be employed to expose the internal tissues of the hair 
that facilitates distinguishing elements present at the borders of the hair that may possibly 
link to contamination or alternatively, biogenic elements occurring in the hair medulla [51]. 
For this purpose, the hair can be sectioned using a stainless steel metal plate (60 × 110 mm) 
manufactured with 5–mm-wide grooves of depths ranging between 20 and 80 μm [52]. A 
single hair is laid in a groove of fitting depth, secured, and sectioned longitudinally with a 
stainless steel razor blade (Figure 1). The sectioned hair may be mounted on a silicon wafer 
with carbon tape (Figure 2) in the case of SIMS at MeV energies [53]. Alternatively, the hair 
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may also be mounted intact in special holders, allowing analyses along the length of a hair. 
Longitudinal sections of hair are particularly useful for the retrospective assessment of expo-
sure to chemicals.

Some studies also cross section hair and analyze these cross sections with an ion beam tech-
nique termed microproton-induced X-ray emission spectrometry [50]. Cross sectioning of 
hair tissues may be performed using cryosectioning [54] in which hair fibers are fixed to a 
small piece of adhesive tape, which is embedded in 2% carboxymethyl cellulose and flash 
frozen in liquid nitrogen for 2 minutes. The frozen specimens are subsequently sectioned 
using a cryostat set at a temperature of −20°C. Cryosections of approximately 5 μm thick-
ness can be prepared using a cryostat microtome (Figure 3). Data from a cross section of hair 
may well complement data from a longitudinal section in that more information becomes 
available on the elemental distribution in an area of hair containing different hair tissues. 

Figure 2. Longitudinally sectioned scalp hair strands secured on silicon wafers (S) with carbon tape (C). The incised 
surface should be positioned to face the primary ion beam.

Figure 3. Light micrograph of an animal hair fiber sectioned under cryoconditions (unpublished data).
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Such analysis may also effectively aid in determining elements distributed at the root sheath 
or cuticle cells and medulla of the hair and hence distinguish external contaminants from 
biogenic elements.

The aforementioned sectioning techniques may only be relevant when screening small 
sample sizes. However, for population studies, it is more advisable to analyze hair samples 
from a large number of participants that have been homogenized and pelleted [55]. This 
approach, however, has several disadvantages. Sampling requires a high number of partici-
pants, retrospective analysis will not be possible, information from specific individuals is 
lost as hair samples are homogenized, and contaminants may be introduced during sample 
processing. Sampling processing involving bulk processing is, however, fairly simple and 
traditionally involves homogenizing the hair samples into a powder using the brittle fracture 
technique. Approximately 2 g of hair are homogenized in a Teflon container and ball, which 
has been cooled with liquid nitrogen for 3 minutes. The container containing the hair and 
Teflon ball is vibrated for 2 minutes at 3000 cycles per min using a “micro-dismembrator.” 
The longer the procedure is repeated, the finer the hair powder obtained. The fine pow-
der should be carefully mixed, stored at room temperature, and pelleted before analysis. 
Graphite (1% pure reactor grade) may also be added to the mixture to reduce charging of 
samples. Homogeneity and uniformity of the sample are extremely important, particularly 
when using ion beam analysis techniques where the spot size of the beam is smaller than the 
sample to be irradiated.

5. Ion beam methods and synchrotron-based techniques in hair 
elemental profiling

Hair analysis has to date mostly exhausted conventional techniques that require digestion 
and hence destruction of a relatively large amount of hair. Such bulk analyses destroy infor-
mation on the localized concentrations of minerals in a tissue. Ion beam and synchrotron 
radiation techniques have proven to be a solution to this dilemma. Numerous publications 
now exist that demonstrate the versatility of ion beam and synchrotron radiation analysis to 
map the quantitative distribution of minerals in hair cross sections or show the longitudinal 
distribution of elements in hair tissues [56, 57].

The unifying characteristics of these techniques include their sensitivity, selectivity, quan-
titative multielemental character, and speed of analysis [58]. Furthermore, depth profiling 
without physical sectioning is often possible with ion beam techniques, while the ion micro-
probe may allow μm or lower spatial resolution for diverse applications. Analysis of intact 
samples without any chemical processing or dissolution is also possible, whereas dam-
age to analyzed samples may be minimal, allowing for downstream analyses with other 
techniques.

Ion beam and synchrotron radiation methods are based on the interaction of nuclear particles 
with atomic nuclei. Chemical bonding information is, however, not available as the electronic 

Accelerator Physics - Radiation Safety and Applications178

shell of the atom does not contribute to the physical process. Chemical speciation informa-
tion is also not available with certain ion beam techniques, although results are not affected 
by the chemical form of the element. Furthermore, only surface near regions may be ana-
lyzed in most cases because of the short range of ions in matter. Perhaps the most significant 
downside of these techniques is the expensive equipment required and the fact that access to 
nuclear analytical facilities and expertise may not be accessible in some developing regions 
of the world.

Important considerations when performing nuclear analysis include the type of standard to 
use, the thickness of the sample, as well as the effect of irradiation on the sample [59]. The 
use of standards may vary depending on the type and aim of the study, while it is imperative 
to analyze relatively thin material (few nm to 10 μm) due to the energy loss of the charged 
particles. For irradiation effect, there are some detailed studies on whether analysis with ion 
beams lead to sample damage. To illustrate, in secondary ion mass spectrometry analysis 
at MeV energies (MeV-SIMS) and at low beam fluences—meaning the number of primary 
ions hitting the target area unit—the analysis should be nondestructive [60]. Over time, the 
yield of secondary molecules should also exponentially decrease as a function of beam flu-
ence. The slope of this exponential fall is determined by the damage cross section, which 
explains the damage induced on the specimen surface by one primary ion. Experiments at 
the Jožef Stefan Institute in Slovenia utilizing a 5.8 MeV 35Cl6+ primary ion beam reported 
damage cross section values of approx. 2 nm2 for the amino acids arginine and leucine. A 
fluence of 1012 ions/cm2 is the commonly accepted static limit of MeV-SIMS corresponding 
to 3 hours of measurement that agrees to approximately 8% of the target surface undergoing 
chemical alteration due to ion-induced damage. Since hair sample measurements is normally 
1 hour, the hair chemical environment and morphology should remain unchanged. Scanning 
electron micrograph images further confirmed that the morphology of the analyzed samples 
remained unaltered after 1 hour of measurement with MeV-SIMS [53]. With particle-induced 
X-ray emission, however, a clear change in the sample’s physical appearance can be noted 
when measuring for a longer time frame.

Besides sample damage, volatile analytes may also be lost during sample irradiation as a func-
tion of their thermal and radiation stability [61]. Adjusting the beam intensity and irradiation 
time may assist with alleviating this problem. Alternatively, another ion beam technique may 
be chosen to avoid this problem. For example, in-air proton-induced X-ray emission lends the 
advantage of performing measurements in air, resulting in negligible charging of the insulat-
ing targets, reduced radiation damage to the specimen due to the cooling effect of the air, 
and ultimately reduced loss of volatile elements [62]. Representative spectra obtained from a 
single hair fiber with in-air proton-induced X-ray emission is represented in Figure 4.

Another concern includes charge buildup on samples. For hair samples, charge buildup has 
been observed during bombardment with protons [55]. Many factors may influence this phe-
nomenon, but most importantly, the thickness of the hair. Charge buildup and episodic dis-
charging from samples lead to high background levels in the spectra and should be avoided 
at all cost. This may be achieved by blending thick targets with graphite or, alternatively, by 
coating thin samples with a layer of carbon or other appropriate conducting materials.
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Such analysis may also effectively aid in determining elements distributed at the root sheath 
or cuticle cells and medulla of the hair and hence distinguish external contaminants from 
biogenic elements.

The aforementioned sectioning techniques may only be relevant when screening small 
sample sizes. However, for population studies, it is more advisable to analyze hair samples 
from a large number of participants that have been homogenized and pelleted [55]. This 
approach, however, has several disadvantages. Sampling requires a high number of partici-
pants, retrospective analysis will not be possible, information from specific individuals is 
lost as hair samples are homogenized, and contaminants may be introduced during sample 
processing. Sampling processing involving bulk processing is, however, fairly simple and 
traditionally involves homogenizing the hair samples into a powder using the brittle fracture 
technique. Approximately 2 g of hair are homogenized in a Teflon container and ball, which 
has been cooled with liquid nitrogen for 3 minutes. The container containing the hair and 
Teflon ball is vibrated for 2 minutes at 3000 cycles per min using a “micro-dismembrator.” 
The longer the procedure is repeated, the finer the hair powder obtained. The fine pow-
der should be carefully mixed, stored at room temperature, and pelleted before analysis. 
Graphite (1% pure reactor grade) may also be added to the mixture to reduce charging of 
samples. Homogeneity and uniformity of the sample are extremely important, particularly 
when using ion beam analysis techniques where the spot size of the beam is smaller than the 
sample to be irradiated.

5. Ion beam methods and synchrotron-based techniques in hair 
elemental profiling

Hair analysis has to date mostly exhausted conventional techniques that require digestion 
and hence destruction of a relatively large amount of hair. Such bulk analyses destroy infor-
mation on the localized concentrations of minerals in a tissue. Ion beam and synchrotron 
radiation techniques have proven to be a solution to this dilemma. Numerous publications 
now exist that demonstrate the versatility of ion beam and synchrotron radiation analysis to 
map the quantitative distribution of minerals in hair cross sections or show the longitudinal 
distribution of elements in hair tissues [56, 57].

The unifying characteristics of these techniques include their sensitivity, selectivity, quan-
titative multielemental character, and speed of analysis [58]. Furthermore, depth profiling 
without physical sectioning is often possible with ion beam techniques, while the ion micro-
probe may allow μm or lower spatial resolution for diverse applications. Analysis of intact 
samples without any chemical processing or dissolution is also possible, whereas dam-
age to analyzed samples may be minimal, allowing for downstream analyses with other 
techniques.

Ion beam and synchrotron radiation methods are based on the interaction of nuclear particles 
with atomic nuclei. Chemical bonding information is, however, not available as the electronic 
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shell of the atom does not contribute to the physical process. Chemical speciation informa-
tion is also not available with certain ion beam techniques, although results are not affected 
by the chemical form of the element. Furthermore, only surface near regions may be ana-
lyzed in most cases because of the short range of ions in matter. Perhaps the most significant 
downside of these techniques is the expensive equipment required and the fact that access to 
nuclear analytical facilities and expertise may not be accessible in some developing regions 
of the world.

Important considerations when performing nuclear analysis include the type of standard to 
use, the thickness of the sample, as well as the effect of irradiation on the sample [59]. The 
use of standards may vary depending on the type and aim of the study, while it is imperative 
to analyze relatively thin material (few nm to 10 μm) due to the energy loss of the charged 
particles. For irradiation effect, there are some detailed studies on whether analysis with ion 
beams lead to sample damage. To illustrate, in secondary ion mass spectrometry analysis 
at MeV energies (MeV-SIMS) and at low beam fluences—meaning the number of primary 
ions hitting the target area unit—the analysis should be nondestructive [60]. Over time, the 
yield of secondary molecules should also exponentially decrease as a function of beam flu-
ence. The slope of this exponential fall is determined by the damage cross section, which 
explains the damage induced on the specimen surface by one primary ion. Experiments at 
the Jožef Stefan Institute in Slovenia utilizing a 5.8 MeV 35Cl6+ primary ion beam reported 
damage cross section values of approx. 2 nm2 for the amino acids arginine and leucine. A 
fluence of 1012 ions/cm2 is the commonly accepted static limit of MeV-SIMS corresponding 
to 3 hours of measurement that agrees to approximately 8% of the target surface undergoing 
chemical alteration due to ion-induced damage. Since hair sample measurements is normally 
1 hour, the hair chemical environment and morphology should remain unchanged. Scanning 
electron micrograph images further confirmed that the morphology of the analyzed samples 
remained unaltered after 1 hour of measurement with MeV-SIMS [53]. With particle-induced 
X-ray emission, however, a clear change in the sample’s physical appearance can be noted 
when measuring for a longer time frame.

Besides sample damage, volatile analytes may also be lost during sample irradiation as a func-
tion of their thermal and radiation stability [61]. Adjusting the beam intensity and irradiation 
time may assist with alleviating this problem. Alternatively, another ion beam technique may 
be chosen to avoid this problem. For example, in-air proton-induced X-ray emission lends the 
advantage of performing measurements in air, resulting in negligible charging of the insulat-
ing targets, reduced radiation damage to the specimen due to the cooling effect of the air, 
and ultimately reduced loss of volatile elements [62]. Representative spectra obtained from a 
single hair fiber with in-air proton-induced X-ray emission is represented in Figure 4.

Another concern includes charge buildup on samples. For hair samples, charge buildup has 
been observed during bombardment with protons [55]. Many factors may influence this phe-
nomenon, but most importantly, the thickness of the hair. Charge buildup and episodic dis-
charging from samples lead to high background levels in the spectra and should be avoided 
at all cost. This may be achieved by blending thick targets with graphite or, alternatively, by 
coating thin samples with a layer of carbon or other appropriate conducting materials.
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In the subsequent paragraphs, the focus will be placed on specific ion beam and synchrotron 
radiation analytical methods used in hair analyses. It should be borne in mind that techniques 
such as neutron activation analysis allow analysis of an entire sample, while specific ion beam 
techniques allow analysis of only the surface of a sample.

5.1. Neutron activation analysis

Neutron activation analysis has been described as a versatile method with a low detection 
limit for sample analysis of over 60 elements (major and trace elements) [63]. Samples do not 
require chemical preparation in which volatile elements may be lost. In addition, laborious 
sample homogenization procedures are not required for when a large amount of samples 
representative of a population need to be analyzed. The technique further requires only a 
small amount of sample weighing from 1 μm to hundreds of grams. Samples to be analyzed 
may also vary in form and shape. However, this need to be taken into consideration as sample 
geometry may affect results and also influence the choice of standard. A schematic overview 
of the technique is provided in Figure 5.

Instrumental neutron activation analysis is a popular analytical tool for the determination of 
elements in hair specifically for forensic applications [64]. Interestingly, instrumental neu-
tron activation analysis has been applied in the forensic analysis of Napoleon’s hair [65]. 
Napoleon died at the age of 51 on 5 May 1821, with his death officially ascribed to stomach 
cancer. Extensive investigations exploiting hair analysis, however, tried to dispute the offi-
cially declared cause of death as stomach cancer. Radiochemical neutron activation analysis 
showed that Napoleon’s hair contained 10.38 ppm of arsenic. Longitudinal hair analysis to 
assess retrospective exposure to arsenic further showed that the arsenic was unevenly dis-
tributed along the hair length. Additional investigations with instrumental neutron activa-
tion analysis showed that Napoleon’s hair also contained mercury, and abnormal levels of 

Figure 4. Representative in-air PIXE spectra from a single scalp hair, with the x-axis representing characteristic X-ray 
emission energy (KeV) and the y-axis representing X-ray emission intensity (counts) (unpublished data).
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chromium, antimony, and zinc that may have entered the body via food or medication. For 
example, Napoleon consumed a great deal of calomel that contains mercury to relieve consti-
pation and thirst, while antimony was a component of tartar emetic, which was given to him 
shortly before his death as an agent to inhibit vomiting that would have expelled the poisons 
from his body.

Doubt, however, still exists whether the concentration of arsenic in Napoleon’s hair was of 
endogenous or exogenous origin as exogenous contaminants may also be evenly distrib-
uted along the length of the hair. Hair may absorb arsenic from external contaminants that 
include wallpaper, coal smoke, water, cosmetics, and preservatives. The absorbed arsenic 
from either endogenous origin appearing in the medulla or exogenous origin appearing at 
the hair surface regions may remain in the hair structure even after washing. The conundrum 
of differentiating exogenous from endogenous exposure in hair can perhaps be more clearly 
understood through the use of ion beam imaging techniques such as particle-induced X-ray 
emission.

5.2. Ion beam imaging

Ion beam imaging has become a very popular tool for understanding the distribution of min-
erals in biological tissues. For hair elemental screening, particle-induced X-ray emission has 
emerged as one of the most popular and powerful ion beam techniques allowing quantitative 
elemental mapping in tissues at micrometer or lower resolution that well complements data 
obtained using other techniques such as synchrotron radiation X-ray fluorescence (XRF). The 
only disadvantage of the technique is that not all countries have robust facilities hosting the 
technique.

Figure 5. Schematic overview of the basic principle of neutron activation analysis.
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In the subsequent paragraphs, the focus will be placed on specific ion beam and synchrotron 
radiation analytical methods used in hair analyses. It should be borne in mind that techniques 
such as neutron activation analysis allow analysis of an entire sample, while specific ion beam 
techniques allow analysis of only the surface of a sample.

5.1. Neutron activation analysis

Neutron activation analysis has been described as a versatile method with a low detection 
limit for sample analysis of over 60 elements (major and trace elements) [63]. Samples do not 
require chemical preparation in which volatile elements may be lost. In addition, laborious 
sample homogenization procedures are not required for when a large amount of samples 
representative of a population need to be analyzed. The technique further requires only a 
small amount of sample weighing from 1 μm to hundreds of grams. Samples to be analyzed 
may also vary in form and shape. However, this need to be taken into consideration as sample 
geometry may affect results and also influence the choice of standard. A schematic overview 
of the technique is provided in Figure 5.

Instrumental neutron activation analysis is a popular analytical tool for the determination of 
elements in hair specifically for forensic applications [64]. Interestingly, instrumental neu-
tron activation analysis has been applied in the forensic analysis of Napoleon’s hair [65]. 
Napoleon died at the age of 51 on 5 May 1821, with his death officially ascribed to stomach 
cancer. Extensive investigations exploiting hair analysis, however, tried to dispute the offi-
cially declared cause of death as stomach cancer. Radiochemical neutron activation analysis 
showed that Napoleon’s hair contained 10.38 ppm of arsenic. Longitudinal hair analysis to 
assess retrospective exposure to arsenic further showed that the arsenic was unevenly dis-
tributed along the hair length. Additional investigations with instrumental neutron activa-
tion analysis showed that Napoleon’s hair also contained mercury, and abnormal levels of 

Figure 4. Representative in-air PIXE spectra from a single scalp hair, with the x-axis representing characteristic X-ray 
emission energy (KeV) and the y-axis representing X-ray emission intensity (counts) (unpublished data).
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chromium, antimony, and zinc that may have entered the body via food or medication. For 
example, Napoleon consumed a great deal of calomel that contains mercury to relieve consti-
pation and thirst, while antimony was a component of tartar emetic, which was given to him 
shortly before his death as an agent to inhibit vomiting that would have expelled the poisons 
from his body.

Doubt, however, still exists whether the concentration of arsenic in Napoleon’s hair was of 
endogenous or exogenous origin as exogenous contaminants may also be evenly distrib-
uted along the length of the hair. Hair may absorb arsenic from external contaminants that 
include wallpaper, coal smoke, water, cosmetics, and preservatives. The absorbed arsenic 
from either endogenous origin appearing in the medulla or exogenous origin appearing at 
the hair surface regions may remain in the hair structure even after washing. The conundrum 
of differentiating exogenous from endogenous exposure in hair can perhaps be more clearly 
understood through the use of ion beam imaging techniques such as particle-induced X-ray 
emission.

5.2. Ion beam imaging

Ion beam imaging has become a very popular tool for understanding the distribution of min-
erals in biological tissues. For hair elemental screening, particle-induced X-ray emission has 
emerged as one of the most popular and powerful ion beam techniques allowing quantitative 
elemental mapping in tissues at micrometer or lower resolution that well complements data 
obtained using other techniques such as synchrotron radiation X-ray fluorescence (XRF). The 
only disadvantage of the technique is that not all countries have robust facilities hosting the 
technique.

Figure 5. Schematic overview of the basic principle of neutron activation analysis.
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The technique falls under a broad family of X-ray emission techniques for the quantitative 
distribution mapping of low Z elements (20 < Z < 35 and 75 < Z < 85) [66]. Particle-induced 
X-ray emission is based on the irradiation of a sample with a high-energy ion beam (typically 
1–2 MeV of H or He) that excites the inner electron shells of an atom, inducing characteristic 
X-rays to be emitted by de-excitation of the atom. As negligible overlapping of character-
istic X-rays for different elements occurs as the energy of an emitted X-ray is characteristic 
for a target element, multielemental detection becomes possible. X-rays are measured by an 
energy-dispersive (for example Si[Li]) detector placed at an angle of 135° relative to the beam 
direction to minimize the Bremsstrahlung background. When correcting for absorption and 
X-ray yields, quantitative data for elements may be obtained at detection limits of orders 
of magnitude around 10 ppm for thick samples. Since the physical processes involved in 
the generation of X-rays are well studied, no standards are required for producing quantita-
tive elemental imaging with proton-induced X-ray emission. Elemental imaging in samples 
is obtained by scanning the ion beam microprobe over the surface of the specimen with a 
penetration depth of up to 100 μm.

Variants of particle-induced X-ray emission such as microproton-induced X-ray emission and 
in-air proton-induced X-ray emission offer supplementary benefits. For example, micropro-
ton-induced X-ray emission offers the added advantage of spatially resolved multielemental 
analysis of micrometer resolution [66], while in-air proton-induced X-ray emission lends the 
added advantage of performing measurements in air resulting in negligible charging of the 
insulating targets, reduced radiation damage and loss of volatile elements due to the cooling 
effect of the air, and simple handling and changing of samples [62]. In essence, ion beam tech-
niques such as proton-induced X-ray emission provide nondestructive, fully quantitative, 
and multielemental mapping at micrometer-scale or lower spatial resolution and μg/g-level 
sensitivity of samples that require minimal processing [67]. Examples of applications of ion 
beam imaging using particle-induced X-ray emission for hair research will be discussed in 
Section 6. It is also recommended that the readers familiarize themselves with the numerous 
literatures describing the experimental setup, analysis, and data processing for the technique.

5.3. Time-of-flight MeV secondary ion mass spectrometry

Another technique that may well complement particle-induced X-ray emission is time-of-
flight SIMS. Particle-induced X-ray emission may be used to quantify the elemental finger-
print of intact human scalp hair fibers, whereas time-of-flight SIMS may give an indication 
of both organic and inorganic compounds present in longitudinally sectioned hair. Time-
of-flight SIMS is currently one of the most sensitive surface analysis techniques for chemical 
mapping, providing micrometer or lower resolution for depth profiling of the first one or 
two surface monolayers in an intact sample [47]. In addition, it allows parallel analyses and 
imaging of multiple elements, isotopes, and molecules in complex samples without exhaus-
tive sample preparation such as labeling to provide information on the spatial localization 
of organic and inorganic compounds [68]. The main drawback of the technique is, however, 
the inability to quantify secondary ions due to the effect of the chemical composition of the 
matrix on the yield of secondary ions, also commonly referred to as the matrix effect [69].
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In time-of-flight SIMS analysis, the sample is traditionally bombarded with ions in the energy 
range of 5–25 keV [68]. Recently, the technique has, however, also been tested with primary 
ions at MeV energies in a method termed MeV-SIMS [60, 70]. A schematic overview of the 
technique is provided in Figure 6. In MeV-SIMS, the interactions between primary ions and 
sample molecules are based on electronic energy loss, which creates a softer sputtering pro-
cess and a 1000 times greater yield of larger and intact ionized molecules than conventional 
SIMS in the keV energy range. A pulse of specific primary ions at MeV energy—depending 
on the molecules of interest—is focused and rastered over the sample surface under ultra-
high vacuum to generate position-dependent mass spectra [60, 70]. Various charged ions, also 
termed secondary ions, are released by the impact of the MeV primary ions with the sample 
surface. These secondary ions are of equal kinetic energy and enter a drift tube in which 
they are separated according to their mass-to-charge ratio. The masses of the secondary ions 
depend on the chemical composition of the sample scanned at each point, while the intensity 
of the secondary ion signal depends on the concentration of the particular compound in the 
area sampled as well as the ionization yield of the compound. The yield of secondary ions in 
turn depends on the incident angle, nature, and energy of the primary ion beam as well as the 
chemical properties of the target matrix.

The technique allows (1) parallel counting of secondary ions matched with preselected 
masses obtained from the analyzed points and (2) simultaneous building of chemical images 
[47]. The technique further allows for mass spectra to be extracted from an image region 
and vice versa to display the distribution of a secondary ion within the tissue. Interestingly, 
the technique is also able to analyze isotopic composition of light elements in a matrix such 
as hair [53]. The reader is, however, strongly recommended to first familiarize themselves 
with the experimental setup and a range of available detectors, the mechanism involved in 

Figure 6. Schematic overview of the basic principle of time-of-flight secondary ion mass spectrometry with high-energy 
(MeV) primary ions.
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 secondary ion formation and the effect of the matrix composition on yield, as well as data 
processing and multivariate statistics deployed in SIMS before tackling this robust and chal-
lenging technique.

5.4. Synchrotron radiation

When electrons travel near the speed of light and are forced to change direction by a mag-
netic field, electromagnetic radiation is emitted that is also commonly described as synchro-
tron radiation [58, 71]. Today, synchrotron radiation has become one of the most powerful 
methodological tools for understanding the properties of matter in various scientific fields. 
The distinctive properties of synchrotron light include its ability to provide an energy tun-
able source of X-rays that can be highly linear, circular, or elliptically polarized; have a high 
brightness and collimation; have a wide energy spectrum with energies ranging from infra-
red light to hard X-rays; and provide nanosecond long light pulses that permit time-resolved 
studies.

Synchrotron facilities are characterized by a storage ring from which synchrotron radiation 
is emitted in a forward direction in a narrow cone that is at a tangent to the electron’s orbit 
[71]. The width of this cone of electrons is affected by the speed of the electrons, which further 
affects the spectrum of the radiation, shifting it toward shorter wavelengths with increas-
ing electron energy. The storage ring of so-called third-generation light sources is further 
equipped with magnetic insertion devices termed undulators and wigglers that are used to 
generate linear or circular polarized light by generating magnetic fields that drive electrons 
into an oscillating or spiral trajectory. These third-generation facilities may specialize in short-
wavelength (hard X-rays), long-wavelength (soft X-rays), or vacuum-ultraviolet X-rays.

To focus the X-rays on the sample at micro- or nanometer resolution, different types of 
X-ray optics are used at various synchrotron facilities [72]. Some of these systems such as 
the Kirkpatrick-Baez mirror system use two glancing-angle, bowl-shaped mirrors with a 
curve designed to demarcate the beam profile at a focal point. Other systems include refrac-
tive lenses or Fresnel zone plates. These optical systems permit hard X-rays to be focused to 
30–150 nm spot sizes that are injected to the sample. Ideally, the energy of the X-ray beam 
should be selected over a specified energy range. X-ray spectra are recovered subsequent to 
step- or raster scanning of the sample in the x and y planes at 45° to the beam path. More than 
one detector may be used to capture the spectra and deliver data with the beam x,y coordi-
nates for each incident beam point. Conventional detectors for various applications that are 
common include Si(Li) detectors, intrinsic Ge detectors, or silicon drift detectors.

Probably the most important aspect of the analysis is optimizing the absorption of the X-rays 
in the samples to be analyzed [72]. The absorption of different types of X-rays produced in a 
synchrotron is controlled by the photoelectric effect. However, absorption may also be influ-
enced by the chemical environment of the sample and element oxidation state. When an X-ray 
penetrates a sample and its energy is lower than the binding energy of the core electrons in 
the element of significance, its atoms do not absorb the X-rays. When the energy of the incom-
ing X-rays and the binding energy of the core level electrons of an element are equal, X-ray 
photons are absorbed. Photoelectrons are produced since the incident X-ray electrons excite 
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the core electrons. For the atom to return to a ground state, an electron needs to fill the empty 
position of the ejected photoelectron. This transition energy or wavelength is released as fluo-
rescence or as an Auger electron for lighter elements. The number or intensity of X-ray pho-
tons is positively correlated with atomic abundance and hence individual element quantities. 
This is however mostly true for thin samples in which self-absorption within the sample is 
negligible. The net X-ray intensities of the elemental makeup are obtained via spectral decon-
volution methods.

The absorption of X-rays into matter outlined above forms the backbone of a versatile syn-
chrotron technique, X-ray absorption spectroscopy (XAS). The latter technique provides 
detailed information on elemental chemistry such as oxidation state and molecular geometry 
[72, 73]. Based on the energy region of interest, XAS can be further differentiated into X-ray 
absorption near-edge structure, extending from the pre-edge region to approximately 50 eV 
above the absorption edge and extended X-ray absorption fine structure (EXAFS), extending 
from about 50 to 1000 eV beyond the edge. Since electron transitions may occur from a partly 
bound and excited state in the pre-edge region, certain chemical features may become visible 
in this region. For EXAFS, the physical processes giving rise to the signal can be modeled by 
selected computer programs that allow accurate assessment of the identity of the surrounding 
atoms, bond distances, and coordination numbers.

Another technique based on the absorption of X-rays in matter described above is XRF 
[72, 73]. XRF permits quantitative elemental mapping. The physics of the photon inter-
action with matter is also well understood, simplifying quantification of data. Although 
XRF is similar to proton-induced X-ray emission and scanning electron microscopy with 
energy dispersive X-ray spectroscopy, synchrotron XRF is more sensitivity due to a high 
photon flux, weak scattering, and the availability of a tunable beam. Currently, XRF is one 
of the most sensitive imaging techniques offering spatially resolved down to 100 nm and 
quantitative topographical maps for a range of elements at submicron resolution. Depth 
resolution, however, depends on the elements of interest and sample nature, although high 
penetration depths of up to 1000 μm is possible that allows imaging of thicker samples or 
in-situ experiments.

Since this section only summarizes the background to synchrotron radiation and applica-
ble techniques for analysis of hair samples, it is recommended that the readers familiarize 
themselves with the numerous literature sources available on specific synchrotron radia-
tion techniques applicable to their samples and familiarize themselves with the beamlines 
and experimental setup at a chosen synchrotron facility. The latter may include the type of 
source device (bending magnet, wiggler magnet, or undulator), mirrors used to deflect or 
focus the X-rays, monochromators used for sorting incoming X-ray energies, glitch avoidance 
(double diffractions occurring in monochromator cryst detectors), detectors, availability of 
true imaging microscopes, electronics, and most importantly, data collection and statistics. 
Furthermore, it is important to familiarize oneself with an optimal sample preparation and 
calibration methodology for a specific synchrotron technique, elements accessible with the 
technique, effect of external parameters such as temperature on sample analysis, and nonsci-
entifically, the culture of the facility and its researchers. Most importantly, beamtime applica-
tion procedures also warrant careful attention.
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focus the X-rays, monochromators used for sorting incoming X-ray energies, glitch avoidance 
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6. Biomedical applications of ion beam and synchrotron analysis of 
hair

The amount of literature on hair chemical and specifically elemental analysis has grown sub-
stantially in recent years and with the specific focus on elemental analysis, it has been shown 
that almost any macro, trace, and xenobiotic elements can be quantitatively measured and 
mapped in hair tissues. The predominant amount of work with ion beam and synchrotron anal-
yses has, however, focused on analyzing the distribution and content of elements in the hair of 
diseased patients versus healthy controls or those exposed to environmental pollutants. In the 
subsequent sections, examples of selected studies that employed ion beam and synchrotron 
radiation analysis to link elemental content with morbidity and toxicology will be discussed.

6.1. Dermatology

There is an alarming lack of fundamental studies describing the role of elements in the growth 
and physiology of hair or how elemental levels vary during the different growth stages of 
hair. Variation in elemental levels in hair at different stages of growth is also an important 
confounding variable in hair elemental research. The first researchers that tried to assess the 
quantitative elemental distribution in organ-cultured hair follicles during the anagen and 
catagen growth phases were from the Jožef Stefan Institute in Slovenia and ion microprobe 
facility ATOMKI in Debrecen [74]. Combined ion beam analysis exploiting proton-induced 
X-ray emission and scanning transmission ion microscopy were used to quantify elemental 
content in hair follicles during the catagen and anagen growth phases. The results showed 
that elemental concentrations were similar in selected parts of the hair follicle in both growth 
stages. However, the outer/inner root sheath keratinocyte layers of hair follicles in the catagen 
growth phase contained four times more calcium than the same regions in hair follicles in the 
anagen growth phase. These layers are known to express the receptor for capsaicin, TRPV1, 
which function as a calcium-permeable channel [75]. During the catagen growth phase of hair, 
an increase in the intracellular calcium concentration inhibits the proliferation of keratinocytes 
that triggers the induction of apoptosis [76]. In summary, this study showed the promise of 
ion beam techniques such as proton-induced X-ray emission and scanning transmission ion 
microscopy to improve our understanding of changes in elemental levels during hair growth.

6.2. Pediatrics

The deleterious effect of environmental pollutants such as lead on human health cannot be over 
emphasized [77]. The outcomes of lead exposure in children are particularly concerning due to 
its irreversible effects on one of the most sensitive organs to lead exposure, the developing brain 
[78]. In particular, children exposed to lead may have cognitive and behavioral effects that persist 
into adulthood [79]. To assess daily lead absorption during the prenatal phase, the longitudinal 
distribution of lead in fetal and parental hair was studied using synchrotron radiation micro-XRF 
[80]. The technique proved very successful in mapping lead along a longitudinal length that 
reflected a retrospective profile of lead exposure and absorption during the prenatal phase.
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Hair elemental profiles may also find application as risk factors for disease. For example, 
intraindividual variations of 32 hair elemental levels as epidemiological risk factors for 
atopic dermatitis in infants were studied using particle-induced X-ray emission combined 
with rigorous regression statistics [57]. Hair samples were retrieved 1 month after birth and 
also at 10 months after birth with the onset of atopic dermatitis. The results showed that sele-
nium and strontium could be used as explanatory variables in a regression model for atopic 
dermatitis. However, large intraindividual variations for selenium and strontium could 
affect the regression coefficients for strontium and selenium. Particle-induced X-ray emis-
sion was specifically employed in this study to understand intraindividual variations for 
selenium and strontium to correct for intraindividual variations in the previously described 
regression model. Such type of approach combining analytical techniques with statistical 
models is particularly important in promoting the application of hair elemental data in epi-
demiological research.

6.3. Psychiatry

Trace elements have also been shown to play an important role in psychiatric diseases. A 
study using proton-induced X-ray emission was conducted to assess the trace elements in the 
scalp hair of patients with alcohol-induced psychosis [81]. The results showed that iron and 
copper levels were higher in patients with alcohol-induced psychosis, whereas the concentra-
tions of manganese and zinc were lower, compared to healthy controls.

The same approach was applied to identify and quantify elements in the scalp hair of patients 
with bipolar disorder based on gender [82]. For males, the concentration of copper was higher 
in bipolar patients compared to controls, whereas the concentrations of manganese, iron, zinc, 
and selenium were lower in bipolar patients of both genders compared to healthy controls. 
The same was observed in females, except that instead of manganese, nickel was higher in 
bipolar patients of both genders than controls. Furthermore, the Cu/Zn ratio was found to be 
higher in bipolar patients of both genders. This is not surprising as it is known that elemental 
dyshomeostasis triggers the formation of free radicals that may in turn affect neurotransmit-
ter activity that plays an important role in psychiatric disorders [83]. However, treatment may 
also affect elemental levels in psychiatric patients, emphasizing the importance of assessing 
elemental levels before and after treatment [84].

6.4. Oncology

Breast cancer is a devastating cancer affecting the lives of many women and men around 
the world. Interestingly, hair samples have been used to assess the risk of breast cancer 
[85]. With XRF and X-ray diffraction techniques, it was shown that not only elemental lev-
els but also hair structure differ between healthy controls and those with breast cancer 
[86]. More specifically, the data revealed that trace element levels were higher in healthy 
controls than in breast cancer patients and that wavelength of XRF presented with a 96% 
sensitivity compared to a 77% sensitivity for mammography, the gold standard for breast 
cancer screening.
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Hair elemental profiles may also find application as risk factors for disease. For example, 
intraindividual variations of 32 hair elemental levels as epidemiological risk factors for 
atopic dermatitis in infants were studied using particle-induced X-ray emission combined 
with rigorous regression statistics [57]. Hair samples were retrieved 1 month after birth and 
also at 10 months after birth with the onset of atopic dermatitis. The results showed that sele-
nium and strontium could be used as explanatory variables in a regression model for atopic 
dermatitis. However, large intraindividual variations for selenium and strontium could 
affect the regression coefficients for strontium and selenium. Particle-induced X-ray emis-
sion was specifically employed in this study to understand intraindividual variations for 
selenium and strontium to correct for intraindividual variations in the previously described 
regression model. Such type of approach combining analytical techniques with statistical 
models is particularly important in promoting the application of hair elemental data in epi-
demiological research.

6.3. Psychiatry

Trace elements have also been shown to play an important role in psychiatric diseases. A 
study using proton-induced X-ray emission was conducted to assess the trace elements in the 
scalp hair of patients with alcohol-induced psychosis [81]. The results showed that iron and 
copper levels were higher in patients with alcohol-induced psychosis, whereas the concentra-
tions of manganese and zinc were lower, compared to healthy controls.

The same approach was applied to identify and quantify elements in the scalp hair of patients 
with bipolar disorder based on gender [82]. For males, the concentration of copper was higher 
in bipolar patients compared to controls, whereas the concentrations of manganese, iron, zinc, 
and selenium were lower in bipolar patients of both genders compared to healthy controls. 
The same was observed in females, except that instead of manganese, nickel was higher in 
bipolar patients of both genders than controls. Furthermore, the Cu/Zn ratio was found to be 
higher in bipolar patients of both genders. This is not surprising as it is known that elemental 
dyshomeostasis triggers the formation of free radicals that may in turn affect neurotransmit-
ter activity that plays an important role in psychiatric disorders [83]. However, treatment may 
also affect elemental levels in psychiatric patients, emphasizing the importance of assessing 
elemental levels before and after treatment [84].

6.4. Oncology

Breast cancer is a devastating cancer affecting the lives of many women and men around 
the world. Interestingly, hair samples have been used to assess the risk of breast cancer 
[85]. With XRF and X-ray diffraction techniques, it was shown that not only elemental lev-
els but also hair structure differ between healthy controls and those with breast cancer 
[86]. More specifically, the data revealed that trace element levels were higher in healthy 
controls than in breast cancer patients and that wavelength of XRF presented with a 96% 
sensitivity compared to a 77% sensitivity for mammography, the gold standard for breast 
cancer screening.
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Besides breast cancer, the effect of radiation therapy on hair trace elemental concentrations 
in cervical cancer patients has also been investigated with ion beam analysis; in this case, 
proton-induced X-ray emission [87]. Testing was done before and during radiation therapy. 
The concentrations of chlorine, potassium, calcium, titanium, chromium, manganese, iron, 
nickel, and zinc were lower and copper higher before irradiation. It was also shown that the 
concentration of specific elements varied during the course of radiation therapy, indicating a 
possible effect of this type of cancer therapy on elemental levels in the body.

6.5. Toxicology: environmental and occupational exposure to heavy metal pollution

Elemental analysis of hair samples also now finds important applications in the fields of toxi-
cology. In this field, ion beam techniques such as particle-induced X-ray emission has been 
mostly used in the evaluation of toxic element pollution in various regions of the world [88]. 
For example, one study used particle-induced X-ray emission to assess the levels of toxic ele-
ments in the vicinity of a mining area in Mongolia, which included places of milling, grass-
lands, and villages [89]. Among the samples tested, human hair was also used. The average 
concentrations of titanium, arsenic, and strontium were found to be higher in hair samples 
from miners than that of control participants. Besides studies related to environmental pollu-
tion, ion beam analysis has also been applied in toxicology research. For example in toxicol-
ogy studies, mercury has completely overpopulated the literature [14].

6.6. Veterinary science

Elemental analysis of hair samples has also branched into the field of veterinary sciences. 
Interestingly, ion beam techniques have also been exploited in animal hair analysis. For 
example, particle-induced X-ray emission was employed to assess the levels of elements in 
the main hair of horses in a study aimed at investigating the relationship between main 
hair elemental concentrations and the severity of second degree atrioventricular block in 
horses [90]. The results showed that there was a significant positive correlation between the 
zinc/copper ratio and calcium concentration in main hair and the drop in ventricular beats 
measured hourly in animals with a second-degree atrioventricular block. Receiver operating 
characteristic curve analysis suggested that the cut-off points for hair calcium concentration 
were set at 1536 μg/g and 26.0 for the zinc/copper ratio in detecting second-degree atrioven-
tricular block in horses. It was concluded that the levels of calcium, zinc, and copper in the 
main hair of horses may be used as a diagnostic tool for testing susceptibility to atrioven-
tricular block.

7. Summary

Today, more and more studies connect metabolic homeostasis and morbidity with the com-
plicated interaction between essential and nonessential elements [91]. However, disease may 
also perturb elemental levels and alter the expression of other chemical compounds in the 
body [14]. A good example here includes the effect of arsenic exposure on the reduction of 
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glucose tolerance [92]. Elemental dyshomeostasis in the body will also affect hair metabolic 
processes and hence elemental levels within the actively growing hair.

A fundamental understanding of what for example elemental concentrations in hair actu-
ally describe still requires more rigorous research and debate. More specifically, more stud-
ies investigating the incorporation of chemicals into hair, for example how elemental levels 
relate to blood levels and other biomarkers of disease, and most importantly, the contribu-
tion of contaminants to biogenic hair elemental content, are required. When performing hair 
analysis, careful consideration of the various confounding factors in hair elemental analysis 
such as medication use, smoking, and seasonal diet fluctuations is also warranted [14, 93]. 
In essence, these considerations are imperative before the intricate link can be cemented 
between hair elemental concentrations and its biological significance related to morbidity or 
other factors.

Studies utilizing ion beam and synchrotron radiation techniques have, however, improved 
our understanding of the distribution of elements in hair tissue and elemental dyshomeostasis 
in disease [50, 80, 82]. Hair elemental analysis finds perhaps the most important application in 
toxicology research relating to acute versus chronic exposure to toxic metals and other xeno-
biotic compounds [80]. A fascinating example includes the case of the famous race horse Phar 
Lap in which synchrotron radiation XRF was used to confirm the cause of death [94]. Arsenic 
mapping in hair using synchrotron XRF and XAS not only allowed longitudinal distribution 
mapping of arsenic in the hair of Phar Lap, but also the retrospective changes in the metabolic 
incorporation of arsenic into the hair shaft. Another example includes the use of ion beam or 
synchrotron radiation analysis in epidemiological and etiological studies assessing exposure 
to toxic metals in vulnerable populations [14]. A recent exploratory study also pointed to the 
use of MeV-SIMS for the detection and mapping of the micronutrient lithium and its isotopes 
in longitudinally sectioned hair [53]. Lithium is an important psychopharmaceutical in the 
psychiatric community, and since it is quite challenging detecting the low Z element lithium 
that is present at trace levels in biological tissues, such analysis may find important applica-
tion in monitoring medication adherence among psychiatric patients using hair. In summary, 
hair analysis remains a cost-effective baseline tool for not only more comprehensive studies 
linking morbidity with the chemicals and more specifically elements found in hair and vice 
versa, but also various other important applications in diverse fields. With the continuous 
development and optimization of ion beam and synchrotron radiation techniques, the future 
of hair analysis remains bright.
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