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collects information about obstacle data and models the behavior while  the robot is �Š�™�3
proaching the obstacle, in order to predict collisions. In Chapter 9, the efficient and practical
matrix-free implementations of the ensemble Kalman filter (EnKF) in order to account for
localization during the assimilation  of observations are discussed. Experimental tests are
performed making use of the Lorenz 96 model. In Chapter 10, the design and �’�–�™�•�Ž�–�Ž�—�•�Š�3
tion of a three-phase shunt active power filter (APF) employing Kalman filter estimator are
�™�›�Ž�œ�Ž�—�•�Ž�•�ï�1���Ž�•�Š�’�•�œ�1�˜�—�1�’�—�Ÿ�Ž�œ�•�’�•�Š�•�’�˜�—�1�‹�Ž�•� �Ž�Ž�—�1�Œ�˜�—�Ÿ�Ž�—�•�’�˜�—�Š�•�1�Š�—�•�1�™�›�˜�™�˜�œ�Ž�•�1�–�Ž�•�‘�˜�•�œ�1�ž�—�•�Ž�›�1�œ�’�–�3
ulation  based on MATLAB/SIMULINK  platform and experiment are made for two types of
load, namely, three-phase rectifier with RC-load and three-phase induction motor. In ���‘�Š�™�3
ter 11, various applications of Kalman filtering for coherent optical communication  systems
are reviewed. The numerical analysis concludes that the Kalman filter-based approaches
outperform the conventional methods with better tracking capability and faster convergence
besides offering more feasibility for real-time implementations. In Chapter 12, Kalman �•�’�•�3
�•�Ž�›�œ�1�•�˜�›�1�•�›�Š�Œ�”�’�—�•�1�–�˜�Ÿ�’�—�•�1�˜�‹�“�Ž�Œ�•�œ�1�Š�—�•�1�•�‘�Ž�’�›�1�Ž�•�•�’�Œ�’�Ž�—�•�1�•�Ž�œ�’�•�—�1�œ�•�›�Š�•�Ž�•�¢�1�‹�Š�œ�Ž�•�1�˜�—�1�œ�•�Ž�Š�•�¢�,�œ�•�Š�•�Ž�1�™�Ž�›�3
formance analysis are presented. Numerical simulations  show the validity  of the theoretical
analysis and effectiveness of the proposed strategy in realistic situations. In Chapter 13, the
challenges in distributed tracking are explained. Possible solutions are derived, which �’�—�3
clude the distributed Kalman filter (DKF) and a more recent methodology based on ���Š�Œ�Œ�ž�3
mulated state densities” (ASD), which augment the states from  multiple  time instances to
overcome spatial cross correlation ASD approach. In Chapter 14, Kalman filtering in its �•�’�œ�3
tributed information form is reviewed and applied to a network of receivers tracking Global
Navigation  Satellite Systems (GNSS). The consensus-based Kalman filter (CKF) of �’�—�•�’�Ÿ�’�•�ž�3
al receivers is applied to deliver GNSS parameter solutions with  comparable precision �™�Ž�›�3
formance as their network-derived, fusion center-dependent counterparts. This is relevant
as in the near future  the proliferation of low-cost receivers will give rise to a significant �’�—�3
crease in the number of GNSS users.

This book Kalman Filters - Theory for Advanced Applications presents the following aspects of
�’�—�•�Ž�›�Ž�œ�•�ñ�1�™�›�˜�Ÿ�’�•�Ž�1�•�‘�Ž�1�œ�•�Š�•�Ž�1�˜�•�1�•�‘�Ž�1�Š�›�•�1�˜�—�1�Š�•�Ÿ�Š�—�Œ�Ž�•�1�•�‘�Ž�˜�›�Ž�•�’�Œ�Š�•�1�Š�—�•�1�™�›�Š�Œ�•�’�Œ�Š�•�1�›�Ž�œ�Ž�Š�›�Œ�‘�1�Š�—�•�1�•�Š�Œ�’�•�’�3
tate the proposal of new techniques and implementations and educational importance as
handbook to help students and researchers on Kalman filtering technologies.
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Abstract

The philosophy and the historical development of Kalman filter from ancient times to
the present is followed by the connection between randomness, probability, statistics,
random process, estimation theory, and the Kalman filter. A brief derivation of the filter
is followed by its appreciation, aesthetics, beauty, truth, perspectives, competence, and
variants. The menacing and notorious problem of specifying the filter initial state,
measurement, and process noise covariances and the unknown parameters remains in
the filter even after more than five decades of enormous applications in science and
technology. Manual approaches are not general and the adaptive ones are difficult. The
proposed reference recursive recipe (RRR) is simple and general. The initial state covari-
ance is the probability matching prior between the Frequentist approach via optimiza-
tion and the Bayesian filtering. The filter updates the above statistics after every pass
through the data to reach statistical equilibrium within a few passes without any opti-
mization. Further many proposed cost functions help to compare the present and earlier
approaches. The efficacy of the present RRR is demonstrated by its application to a
simulated spring, mass, and damper system and a real airplane flight data having a
larger number of unknown parameters and statistics.

Keywords: adaptive EKF, expectation maximisation, maximum likelihood, Cramer Rao
bound, probability matching prior

1. Brief introduction to the historical development of Kalman filter (KF)

1.1. Conceptual beginning of KF in ancient Indian astronomy

As is well known if there is one thing that does not change in nature it is the change. Such a
change has to be captured by some means. In general, neither the change nor the capture is
exact. Hence based on some suitable criteria a combination can be derived to correct. Such an
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Abstract

The continuing trend toward connected sensors (“ internet of things” and” ubiquitous
computing ” ) drives a demand for powerful distributed estimation methodologies. In
tracking applications, the distributed Kalman filter (DKF) provides an optimal solution
under Kalman filter conditions. The optimal solution in terms of the estimation accuracy
is also achieved by a centralized fusion algorithm, which receives all associated measure-
ments. However, the centralized approach requires full communication of all measure-
ments at each time step, whereas the DKF works at arbitrary communication rates since
the calculation is fully distributed. A more recent methodology is based on ” accumulated
state density” (ASD), which augments the states from multiple time instants to overcome
spatial cross-correlations. This chapter explains the challenges in distributed tracking.
Then, possible solutions are derived, which include the DKF and ASD approach.

Keywords: distributed Kalman filter, target tracking, multisensor fusion, information
fusion, accumulated state density

1. Introduction

Modern tracking and surveillance system development is increasingly driving technological
trends and algorithm developments toward networks of dislocated sensors. Besides classical
target tracking, many other applications can be found, for instance, in robotics, manufacturing,
health care, and financial economics. A multisensor network can exploit spatial diversity to
compensate for the weak attributes of a single sensor such as limited field of view or high
measurement noise. Also, heterogeneous sensors can reveal a more complete situational aware-
ness and a more precise estimate of the underlying phenomena. Additionally, a sensor network
is more robust against a single point of failure in comparison to a standalone system, if its
architecture is chosen carefully.

Despite its unquestioned advantages, a multisensor network must cope with design-specific
challenges, for instance, a full transmission of all the measurements to a fusion center can be
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Abstract

Kalman filtering in its distributed information form is reviewed and applied to a network
of receivers tracking Global Navigation Satellite Systems (GNSS). We show, by employing
consensus-based data-fusion rules between GNSS receivers, how the consensus-based
Kalman filter (CKF) of individual receivers can deliver GNSS parameter solutions that
have a comparable precision performance as their network-derived, fusion center depen-
dent counterparts. This is relevant as in the near future the proliferation of low-cost
receivers will give rise to a significant increase in the number of GNSS users. With the
CKF or other distributed filtering techniques, GNSS users can therefore achieve high-
precision solutions without the need of relying on a centralized computing center.

Keywords: distributed filtering, consensus-based Kalman filter (CKF), global
navigation satellite systems (GNSS), GNSS networks, GNSS ionospheric observables

1. Introduction

Kalman filtering in its decentralized and distributed forms has received increasing attention in
the sensor network community and has been extensively studied in recent years, see e.g. [1–8].
While in the traditional centralized Kalman filter setup all sensor nodes have to send their
measurements to a computing (fusion) center to obtain the state estimate, in the distributed
filtering schemes the nodes only share limited information with their neighboring nodes (i.e. a
subset of all other nodes) and yet obtain state estimates that are comparable to that of the
centralized filter in a minimum-mean-squared-error sense. This particular feature of the dis-
tributed filters would potentially make the data communication between the nodes cost-
effective and develop the nodes’ capacity to perform parallel computations.

Next to sensor networks, distributed filtering can therefore benefit several other applications
such as formation flying of aerial vehicles [9], cooperative robotics [10] and disciplines that
concern the Global Navigation Satellite Systems (GNSS). The latter is the topic of this present
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