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Preface

Modelling, simulation and identification is a topic that has been most actively researched
and has yielded practical engineering applications. In modelling, mathematical models
are usually derived from prior knowledge concerning the physics, describing a system
which may be linear, nonlinear, continuous and discrete. Simulation is then considered as a
numerical tool for calculating time responses of almost any mathematical model. Studies in
the area of modelling, simulation and identification have provided a lot of useful methods
and knowledge related to dynamic modelling, real-time computer-assisted simulation, on-
line and off-line identification of engineering systems.

This book aims to bring together selected recent advances, applications and new ideas in the
areas of modelling, simulation and identification. This book covers various methods such as
signal processing, adaptive control, non-linear system identification, multi-agent simulation,
eigenvalue analysis, risk assessment, modelling of dynamic systems, finite difference time
domain modelling and visual feedback techniques. The scientific topics in the book play
an increasingly dominant part in many areas such as electrical engineering, mechanical
engineering, civil engineering, computer science and information technology.

Chapter 1 reviews several advanced signal processing techniques that are crucial for
identifying power quality disturbance and predicting the source of voltage sags and incipient
faults. Chapter 2 presents a comprehensive system study on the effect of voltage sag on
sensitive loads such as personal computers, fluorescent lightings and ac contactors. Chapter
3 describes modelling and simulation using the finite-difference time-domain method for
electromagnetic transient analysis of lightning discharge. Chapter 4 presents simulation
of a power system stabilizer for a simple power system to investigate its performance in
damping low frequency local oscillation using eigenvalue analysis. Chapter 5 provides an
overview and comparison of the widely used wireless network simulation tools and makes
recommendations on the protocols, models and simulators. Chapter 6 introduces wavelet
atomic functions for reconstructing super-resolution images and video sequences. Chapter
7 describes processing of multichannel images and video sequences using order statistics
and fuzzy approach. Chapter 8 introduces a new implicit multivariable pole-placement PID
self-tuning controller for controlling a process under set point changes. Chapter 9 addresses
a nonlinear system identification using generalized total least squares methodologies in
local model networks. Chapter 10 introduces real-time visual feedback techniques using
Microsoft Visual C++ and OpenGL as a graphic library for manipulation tasks. Chapter 11
presents multi-agent geo-simulation of a crowd and control forces in urban environments in
order to assess different intervention strategies using non lethal weapons. Chapter 12 also
presents a multi-agent geo-simulation by developing an agent-oriented language PLAMAGS.
Chapter 13 introduces analytical solutions of the elastic thermal displacements and stresses
of the homogeneous cross-anisotropic stratum subjected to a deep buried point heat source.



Chapter 14 presents modelling of transient ground surface displacements due to a point heat
source. Chapter 15 describes a comprehensive methodology framework for the evaluation of
the seismic risk and reliability of rural road networks using geographic information system
software. Chapter 16 introduces a mathematical model for the oil wave journal bearing and
its dynamic behavior is simulated. Chapter 17 presents a mathematical model and solution
for workforce capacity planning using zero-one-integer programming.

The editor would like to thank the many authors for their contributions.

Editor

Azah Mohamed
Faculty of Engineering and Built Environment
University Kebangsaan Malaysia, Malaysia



Power Quality Disturbance Detection and
Source Prediction Using Advanced Signal
Processing Techniques

Azah Mohamed, Mohammed Abdol Salem and Mohammad Fuad Faisal
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1. Introduction

Signal processing techniques have been widely used for analyzing power signals for the
purpose of automatic power quality (PQ) disturbance recognition. Among the different
signal processing techniques used in extracting features of disturbances from a large
number of power signals, the most widely used techniques are the fast Fourier transform
(FFT) and the windowed Fourier transform which comprises of the short time Fourier
transform (STFT) and the wavelet transform (Moussa et al., 2004). The FFT is ideal for
calculating magnitudes of the steady-state sinusoidal signals but it does not have the
capability of coping with sharp changes and discontinuities in the signals. Thus, it cannot
accurately detect the end of sustained events such as voltage sag, swell, transient and
interruption. Although the modified version of the Fourier transform referred to as the STFT
can resolve some of the drawbacks of the FFT, it still has some technical problems. In the
STFT technique, its resolution is greatly dependent on the width of the window function in
which if the window is of finite length, the technique covers only a portion of the signal,
thus causing poor frequency resolution. On the other hand, if the length of the window in
the STFT is infinite so as to obtain a perfect frequency resolution, then all the time
information will be lost. Due to this reason, researchers have switched to wavelet transform
from the STFT (Karami et al., 2000).

Some of the well-known wavelet transforms are the continuous wavelet mechanism
transform (CWT) and a modification of the CWT which is known as the S-transform.
Although CWT based multiresolution analysis monitors the regions of interest closely which
is short windows at high frequencies and longer windows at low frequencies, its accuracy is
susceptible to noise and if a particular frequency of interest has not been extracted due to
octave filter bands, there is a chance of misclassification. To overcome this problem, the S-
transform based multiresolution analysis using a variable window (Stockwell, 1996) offers
significant advantage with a superior time-frequency localization property and yields
amplitude and phase spectrum of the PQ event signals in the presence of noise.

The S-transform is based on a moving and scalable localizing Gaussian window and has
characteristics superior to the CWT. It is fully convertible from the time domain to the two-
dimensional frequency translation domain and to the familiar Fourier frequency domain.
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The amplitude-frequency-time spectrum and the phase-frequency-time spectrum are both
useful in defining local spectral characteristics. The superior properties of the S-transform
are due to the fact that the modulating sinusoids are fixed with respect to the time axis while
the localizing scalable Gaussian window dilates and translates. As a result, the phase
spectrum is absolute in the sense that it is always referred to as the origin of the time axis or
the fixed reference point (Stockwell et al., 1996). A significant improvement in the detection
and localization of PQ disturbances can be obtained from the S-transform (Chilukuri &
Dash, 2004).

In this chapter, the background theories of the FFT, CWT and S-transform are first
presented. The application of CWT and S-transform for detection of single and multiple PQ
disturbances, prediction of incipient faults and prediction of voltage sag sources which may
be due to utility or non-utility faults are also described in this chapter.

2. Fourier Transform Theory

2.1 Fourier Series

Most of the signals in practice are time domain signals in their raw format. That is whatever
that signal is measuring, it is a function of time. However, the distinguished information is
hidden in the frequency content of the signal. The frequency spectrum of a signal is basically
the frequency components or spectral components of that signal. The frequency spectrum of
a signal indicates what frequencies exist in the signal. By analyzing a signal in time domain
using the Fourier transform, the frequency-amplitude of that signal can be obtained
(Langton, 2002).

Distorted waveforms can be decomposed into a fundamental component and a set of
harmonics using Fourier analysis which is based on the Fourier series principle. A
continuous periodic function, x(t) has three parts, namely, a dc component, a fundamental
sinusoidal and a series of higher order sinusoidal components and can be expressed as,

x(t)=ag + Zan cos(wy,t) + an sin(w,,t) (1)
n=1 n=l
where,

7
a, =;— jzx(r)dz 2)

2

"

by = ;_ [x(t)cos(nwe)dt ®)

"

W), : frequency component which is givenby w, = 2znf

7 : harmonic component

Fourier functions are symmetrical which are odd, even or half way symmetric. When the
functions are odd, which means, x (t) is = -x (-t), then a,, and b, become,
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T,

2
a,=0 and b, =% [x(t)sin(nwt )dt
0

In the case of even functions, that is x (t) = x (-t), 4, and b, become,

T,

b,=0 and a, =; jzx(t)cos(nwt)dt
0

In half wave symmetric function case, in which x (t) = -x (t+T/2), then,

T,

=0 and b, =§ [x(t)sin(nwt )dt
0

2.2 Fourier Transform
The Fourier transform of a continuous-time signal, x (t) is given by,

© .
F(X)= [x(t)e /2™ as
—00
and the inverse of the transform is given by,

X(1)= OFF(X )2 gx

—0o0

®)

The Fourier transform consists of two parts, namely the real and imaginary parts, given as,

F(X)=reF(X)+imF(X)

where,

reF(X )= ofx(t)cos(Z@"t)dt

—00

imF(X)=- ofx(t)sin(Zzy‘t)dt

—00

The magnitude and phase of the Fourier transform can be expressed as,
1

|F(X)|=[(reF (X))’ + (imF (X))’ ]*
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imF(X)

-
HX)=tan "] reF(X)

] (13)

2.3 Sampling

The sampling theory states that under a certain condition it is possible to recover with full
accuracy the values intervening between regularly spaced samples. The condition is that the
function should be band limited and have a Fourier transform that is nonzero over a finite
range of the transform variable and zero elsewhere (Bracewell, 2000). The Fourier transform

F(X) is a summation of discrete signals, x(nt) and itis given by,

F(X)= Zw:x(nt)e’jz’m (14)

n=-w

The frequency domain function becomes,

f/2 o 15
X(t) = jF(X)e12’7”’dX (15)
S_fs/2

where,

f, :sampling frequency used to obtain the samples of a signal.

According to the Nyquist-Shannon sampling theorem, the sampling rate is twice the highest
frequency in a signal. This theorem states that perfect reconstruction of a signal is possible
when the sampling frequency is greater than twice the maximum frequency of a signal
being sampled or equivalently, that the Nyquist frequency exceeds the highest frequency of
a signal being sampled. If lower sampling rates are used, the original signal information
may not be completely recoverable from the sampled signal (Shannon, 1998).

2.4 Discrete Fourier Transform

Discrete Fourier Transform (DFT) is a special case of the Fourier transform which converts
time-domain sequence into an equivalent frequency domain sequence. The inverse DFT
performs the reverse operation and converts frequency domain sequence into an equivalent
time domain sequence. To find the Fourier transform of sampled and finite length signals,
the DFT is used and it is given by,

N-1 .
X(f)=—"Sxpnje 2 N (16
N n=0
where,
x[n] : a sequence obtained by sampling the continuous signal x(1)

The frequency function, x[n] is then given by,
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N-1 .
x(n] = SX(f )2 /N a7
n=0

2.5 Fast Fourier Transform

The Fast Fourier Transform (FFT) is a mathematical algorithm used to reduce the calculation
time as compared to using the DFT. It is a powerful algorithm used in signal processing
analysis made in the twentieth century (Walker, 1996). It is an efficient algorithm that is
used for converting a time-domain signal into an equivalent frequency-domain signal, based
on the DFT with fewer computations required. The FFT reduces the computational
complexity from N in DFT to N log N multiplications. In other words, the results of FFT
are the same as DFT, but the only difference is that the FFT algorithm is optimized to
remove the redundant calculations. This means that for a 1024-point, the FFT needs just
10,240 operations as compared to 1,048,576 operations for the DFT. FFT is still one of the
most commonly used operations in digital signal processor and all modern signal
processing to provide a frequency spectrum analysis (Chassaing, 2005).

The FFT can be obtained from the DFT as follows,

N-1 :
X(f)=y Txinge 2N a8)
n=

Cooley and Tukey (1948) came up with a computational breakthrough of FFT which allows
the computation of N point DFT as a function of only 2N instead of N2. The FFT can then be
written as,

2N-1
FFT(x,f):ﬁ zx[n]e—]ZM’lf/ZN (19)
n=0
By separating X/ 71/ into its odd and even parts, the FFT is expressed as,
;N 22(2n)f /2N 1 N 2n(2n+1)f / 2N (20)
. —j27(2n —j2n(2n+
FFT(x, f )_5] Zox[zn]e oy Z;)x[2n+1]e
n= n=

3. Continuous Wavelet Transform

Wavelets are mathematical functions that divide data into different frequency components,
and then study each component with a resolution matched to its scale. The fundamental
idea behind wavelets is to analyze signal according to scale rather than frequency. The scale
is defined as a frequency inverse. Wavelets have advantages over traditional Fourier
methods in analyzing physical situations where the signal contains discontinuities and
sharp spikes. Wavelet techniques can divide a complicated function into several simpler
ones and study them separately. This property, along with fast wavelet algorithms which
are comparable in efficiency to the FFT algorithms, makes the wavelet techniques very
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attractive in analysis and synthesis problems. Different types of wavelets have been used as
tools to solve problems in signal analysis, image analysis, medical diagnostics, geophysical
signal processing, statistical analysis, pattern recognition, and many others. By using
wavelet multiresolution analysis, a signal can be represented by a finite sum of components
at different resolutions so that each component can be adaptively processed based on the
objectives of the application. This capability of representing signals compactly and in several
levels of resolutions is the major strength of the wavelet analysis.

There are essentially two types of wavelet transforms, continuous wavelet transform (CWT)
and discrete wavelet transform (DWT). The CWT type is usually preferred for signal
analysis, feature extraction and detection tasks whereas the DWT type is more appropriate
for performing some kind of data reduction. CWT uses a time-window function that
changes with frequency. This adaptive time window function is derived from a prototype
function known as the mother wavelet which is scaled and translated to provide
information in the frequency and time domains, respectively (Poularikas, 2000). Thus, a
transformed signal is a function of two variables, the translation and scale parameters,
respectively. The term wavelet means a small wave in which the smallness refers to the
condition that this window or function is of finite length. The term mother implies a
function with different region of support that is used in the transformation process. In other
words, the mother wavelet is a model for generating the window functions.

The CWT of a continuous signal, is expressed in terms of wavelet coefficients, for different
values of scaling factor, s and translation factor, d, as:

0 *
CWT (s.d)= | x(t)y s.d(t)dt (21)
— 00
where,
X (t) : signal as a function of time

vy 4 (1) mother wavelet which is given as,

Vs d(t)= \/IEW( t_sd) (22)

Substituting (22) into (21), the CWT can be written as,

CWT y(s,d )= % Ofx(z)y/*(%)dz (23)

As for the scaling factor, large values of this factor provide a broad time-width windowing
function located in the low frequency domain. On the other hand, small values of this factor
provide a narrow time-width windowing function in the high frequency domain.

The CWT has a filter-bank interpretation in which each wavelet basis function can be
thought of as a filter through which the original signal is passed. Each filter, however, has a
fixed relative bandwidth as opposed to the fixed absolute bandwidth in the STFT
(Poularikas, 2000).
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3.1 Understanding the Mother Wavelet
All the wavelets are generated from a single basic wavelet (t), the so-called mother wavelet,
by scaling and translation:
rI—T
5

W, ()= %w(—] o

where,
s : scale factor
T :translation factor

The factor s1/2 is for energy normalization across the different scales. The term mother
implies that the functions with different region of support that are used in the
transformation process are derived from one main function, or the mother wavelet. In other
words, the mother wavelet is a prototype for generating the other window functions.

Each mother wavelet has its own characteristics and will project different types of
resolutions. The mother wavelets selected will serve as prototypes for all windows in the
process. All the windows that are used are dilated and shifted versions of the mother
wavelet functions. The common question commonly asked on WT is, which mother wavelet
function generates the best resolution for detection of disturbances. There are different types
of mother wavelet, namely, the Morlet, Meyer, Gaussian, Mexican hat, Haar and
Daubechies wavelets. The Morlet wavelet is commonly used for signal analysis and
therefore it is used for analysis of power disturbances.

4. S-transform Theory

The S-transform produces a time-frequency representation of a time series. It uniquely
combines a frequency-dependent resolution that simultaneously localizes the real and
imaginary spectra. The basis functions for the S-transform are Gaussian modulated
cosinusoids, so that it is possible to use intuitive notions of cosinusoidal frequencies in
interpreting and exploiting the resulting time-frequency spectrum. With the advantage of
fast lossless invariability from time domain to time-frequency domain, and back to the time
domain, the usage of the S-transform is very analogous to the Fourier transform. In the case
of non-stationary disturbances with noisy data, the S-transform provides patterns that
closely resemble the disturbance type and, thus, requires a simple classification procedure.
Furthermore, the S-transform can be derived from the CWT by choosing a specific mother
wavelet and multiplying a phase correction factor. Thus, the S-transform can be interpreted
as phase-corrected CWT (Lee & Dash, 2003). The S-transform generates contours, which are
suitable for classification by simple visual inspection unlike wavelet transform that requires
specific methods like Standard-Multi resolution analysis (Jaya et al, 2004).

By using a simple rule base or a neural network along with the features extracted from the
S-transform contours, one can easily dispense with the visual inspection procedure of the S-
transform. The derivation of S-transform from CWT is described as follows:

The CWT of a function is defined as,
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W(r,d)= jh(z Iw(t—7,d )dt

—00

(25)

where,
w(t,d) : mother wavelet

The S-transform is obtained by multiplying the CWT with a phase factor as expressed
below,

S(z.f)=W(r.d)e"* 26)

Substituting (25) into (26), the S-transform can be written as,
0 2af
S(r.f)= [ h(t)wt—r,d )" dt 27)
—00

where,
d : scale which can defined as inverse of f.

The mother wavelet for this particular case is defined as,

2 .2
t
wt, f)= \/%e 2 e—i27y‘t (28)
and can also be written as,
Wt f) =Gz, f )e 2 (29)

where,
G(r, ): modulation function

Considering the mother wavelet in (29), the S-transform written in terms of h(t) is defined
as:

0 .
S(e.f)= Th1)G(z=1.f e~ 2 ar (30)
—00
The modulation function G(z, 1) is given by,

G(r,f):%e_(tz /207) (31)

27

where O is a Gaussian window width which is given by,
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o(f)=T= 42)

Substituting (31) and (32) into (30), the final S-transform equation becomes,

0 2,2 .
S(r.f )= \/2% _{il(t)e_(t—r) 1272 izaty, (33)
where,
f: frequency

tand 7 :time

The S-transform distinguishes itself from the many time-frequency representations available
by uniquely combining progressive resolution with absolutely referenced phase
information. It is known that progressive resolution gives a fundamentally sounder time-
frequency representation (Daubechies, 1990). Referenced phase means that the phase
information given by the S-transform is always referenced to time t = 0, which is also true
for the phase given by the Fourier transform. This is true for each S-transform sample of the
time-frequency space. This is in contrast to the CWT approach, where the phase of the
wavelet transform is relative to the center in time of the analyzing wavelet. Thus, as the
wavelet translates, the reference point of the phase translates. This is called “locally
referenced phase” to distinguish it from the phase properties of the S-transform. From one
point of view, local spectral analysis is a generalization of the global Fourier spectrum.
However, the fundamental principle of S-transform analysis is that the time average of the
local spectral representation should result identically in the complex-valued global Fourier
spectrum (Stockwell, 2006). This leads to phase values of the local spectrum that are obvious
and significant.

The S-transform has unique properties in which it uniquely combines frequency dependent
resolution with absolutely reference phase, so that the time average of the S-transform
equals the Fourier spectrum. It simultaneously estimates the local amplitude spectrum and
the local phase spectrum, whereas the CWT approach is only capable of probing the local
amplitude and power spectrum. It independently probes the positive frequency spectrum
and the negative frequency spectrum, whereas many wavelet approaches are incapable of
being applied to a complex time series. It is sampled at the discrete Fourier transform
frequencies unlike the CWT where sampling is done randomly (Stockwell, 2006).

5. Application of Continuous Wavelet Transform for Power Quality
Disturbance Detection

The CWT program was written using the four mother wavelet functions as shown in
Figures 1 to 4. Voltage sag signals were obtained from the utility PQ monitoring for the
purpose of analysing the signals using the CWT with the four mother wavelets (Faisal,
2009).



10 Modelling, Simulation and Identification

Meyer wavelet function

1

0.5

LAl —

-0.5
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5.1 CWT Analysis with the Meyer Wavelet Function

Visually, using the Meyer wavelet function (Figure 1) in the CWT analysis, voltage sags can
be easily detected as shown in Figure 5. The Meyer wavelet gives high values of CWT
coefficients, around 4 to 5. These high value coefficients will enable a clear distinction to be
observed in the detection of voltage sags. It can also be used in the extraction of the CWT
features for the classification of disturbances. In the feature extraction process, the standard
deviation and the mean of the amplitude would be calculated and later used in the
classification of the power quality disturbances. The scale axis which is actually the
frequency inverse correctly identifies the existence of the system frequency of 50 Hz which

is located at a high scale of 20.
| = Ce==

Ry ——
Do kRS aY £ 0@ "0

v g st S -—n—-.—.—u—-.m. e e

Mu-hdn-m-‘m—#

B e L T T p—

Fig. 5. Analysis of voltage sag using the Meyer wavelet

5.2 CWT Analysis with the Mexican Hat Wavelet Function

The results of CWT analyses using the Mexican Hat wavelet show that the CWT coefficients
are with values around 4 as shown in Figure 6. From visual inspection, the signature that
depicts a voltage sag event are not obvious by using the Mexican hat wavelet function as
compared to using the Meyer wavelet.
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Fig. 6. Analysis of voltage sag using the Mexican Hat Wavelet
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5.3 CWT Analysis with Gauss Wavelet Function

The results of CWT analyses using the Gauss wavelet function are as shown in Figure 7
Similar to the Meyer wavelet function, the Gauss wavelet enables one to detect the signature
of voltage sag easily. The Gauss wavelet gives the highest values of CWT coefficients, that
is, around 6. These high value coefficients will enable a very clear distinction to be observed

in the detection of voltage sags.
| = B

EETE T R ye—— =
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Fig. 7. Analysis of Voltage sag usmg the Gauss Wavelet

5.4 CWT Analysis with Morlet Wavelet Function

Similar to the Meyer and Gauss wavelet functions, the Morlet wavelet enables one to
visualize the signature of voltage sag easily. The Morlet wavelet gives lowest values of the
CWT coefficients, that is, around 3. However, the low coefficient values will not give a very
clear distinction in the extraction of the features for the purpose of disturbance classification.
The contours of the CWT are also not very smooth and therefore such information may be
misleading because the signature of rugged surface highlights the existence of harmonics. In
this study, no harmonics exist in the signal.
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Fig. 8. Analysis of Voltage sag using the Morlet Wavelet
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From the analyses done on the twenty voltage sag data, it is confirmed that the best result in
the detection of voltage sag will depend on the selection of the mother wavelet. The
selection of a wavelet that closely matches the signal is important in the detection of the
waveform. From the findings, it is noted the Gauss wavelet function gives the most accurate
detection of voltage sag. The resolution of the contour is very clear and the high coefficient
amplitudes are useful for the extraction of voltage sag features to be used in the power
quality disturbance classification.

6. Using the S-transform for Detection of Voltage Disturbances and Incipient
Faults in Power Distribution Networks

To illustrate the use of the S-transform for voltage disturbance and incipient fault detection,
a case study at an industrial plant in Malaysia is presented (Faisal et al, 2009). The plant had
complained of frequent occurrences of nuisance tripping and damages to it’s production
equipment for the last one year and put the blame on the power utility. To understand the
problem, the power utility installed a power quality recorder in the plant for three months
and the recorded data were then analyzed by this new technique. From the analysis of
results, 3 voltage sags (Figure 9), 3 notches (Figure 10) and 12 unknown events (Figure 11)
were detected. In Figure 9, the S-transform contour shows the existence of voltage sags in
three phases while in Figure 10, minor notches in the S-transform contour are detected. The
causes of the voltage sags were due to lightning strokes on the utility power lines. The cause
of the notches (Figure 10) was found out after implementing a thermal scan at the main
switch board conductors in which the cause was due to lose connection at the blue phase
conductor. The results in Figure 11, showed frequent occurrences of incipient faults at the
red phase of a factory power supply. Overall, 12 events were recorded at the red phase.
Locating faults based solely on substation measurements has always been time consuming
and difficult, and locating subtle incipient faults is even more challenging because of the low
magnitude signals often involved. The signature of the change in the feeder current due to
incipient fault is very delicate and difficult to detect. However, based on analysis performed
in this study, the S-transform is able to perform efficient detection and isolation for both
incipient and abrupt faults in power supply systems. Thus, the existence of the incipient
fault is only detectable by using the S-transform.
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Fig. 11. Detection of incipient fault at the red phase using S-transform

7. Using the S-transform for Voltage Sag Source Prediction

The identification of sources of disturbances is very critical in power quality diagnosis so as
to provide the necessary information to customers for resuming back their operations. A
disturbance source can originate from either inside a facility or outside in a distribution
network. One method of predicting the source of voltage sag at a monitoring point is by
determining whether the source is from either upstream or downstream. The concept of
automatic sag source prediction is shown in Figure 12. A power quality recorder (PQR) is
installed at point M in a power supply network. If voltage sag occurs in the network, the
PQR will detect and record the disturbance depending upon its voltage threshold setting
which is based on the definition of voltage sags. The source of sag can appear either
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upstream or downstream with respect to point M. Upstream side can be defined as the side
that supplies the fundamental power into the monitoring point at steady state conditions
whereas the downstream side is defined as the side that leaves the fundamental power from
the monitoring point.

Active Power ——»

Upstream System Downstream System

M - Monitored Point | power Quality
Recorder

Fig. 12. Concept of upstream and downstream voltage sags

Several methods have been developed for performing sag source prediction (Polajzer, 2007).
The obtained results showed that all the existing methods do not work well, particularly in
cases of asymmetrical voltage sags due to upstream events and therefore further
development is still needed to increase the degree of sensitivity and confidence in the
existing techniques for performing automatic sag source prediction. Here, a novel method
based on the S-transform is proposed for improving the sensitivity of the sag source
prediction (Faisal & Mohamed, 2009). The S-transform is used for producing the time-
frequency representation for the voltage and current waveforms. The time-averaged
amplitudes and spectral contents for all these signals are extracted from the time-frequency
values which are then used to determine the origin of voltage sags.

In the proposed voltage sag source prediction method, the features that characterize both
the voltage and current waveforms are extracted from the time and frequency resolutions of
the S-transform. The output of the S-transform is an N x M matrix called the S-matrix whose
rows pertain to the frequency and columns to time. The S-transform will generate time
frequency contours, which clearly display the disturbance patterns for ease of visual
inspections. It will also generate the relevant contours for both voltage and current
waveforms. From these contours, the values of the disturbance voltages, currents and
powers are derived.
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In this study, the first set of features is based on the maximum values for all the columns in
the S-transform contours for voltages. Examples on the graphical representations of the
maximum value plots for voltages are shown in Figure 13. The first rows showed the
original waveforms for the voltage values. The plots in the second rows are the loci of the
maximum values for voltage from the S-transform. Features can be extracted from these
maximum value plots to characterize voltage sags and swells.

The second sets of features are selected based on the maximum values for all the columns in
the S-transform for currents and disturbance powers. The values are termed as S-transform
maximum current (STMI) and S-transform disturbance power (STDP). Examples on the
maximum value plots for currents and powers are shown in Figures 14 and 15. In Figure 14,
the first rows showed the original waveforms for the current values. The plots in the second
rows are the loci of the maximum values for currents from the S-transform. In Figure 15, the
plots show the loci of the S-transform disturbance powers for each phase during the voltage
disturbances. The disturbance powers are derived from the voltage and current contours of
the S-transform. Features can also be extracted from the current and disturbance power
plots to identify the origin of the disturbances.
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When faults occur either at the transmission system or distribution system, they typically
draw energy from the power system. Energy is just the value of the power flow multiply
with the specified duration. In Figures 14 and 15, the plots of both the current and
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disturbance power showed increase of the maximum values for both current and
disturbance power during the disturbance. The increase of the maximum value plots for
disturbance power during the disturbance will show that the origin of the disturbance is
downstream.

If voltage sag originates from upstream, the change in the current and power profile will
show either reduction or minor increase. Example on plots for voltages, currents and
disturbance powers due to upstream sag sources are shown in Figures 16, 17 and 18.
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The S-transform disturbance power plots are used to indicate the origin of the disturbances
from the monitoring point. If during a disturbance, the power flow shows increase in power,
then the source of the disturbance is downstream whereas if the power flow indicates
decrease in power, then the source of the disturbance is upstream from the monitoring
point.

8. Conclusion

The application and performance of CWT and S-transform for detection of multiple PQ
disturbances and incipient faults and prediction of voltage sag sources which may originate
from upstream or downstream have been presented. From the analyses done to evaluate
the effectiveness of using CWT with the various mother wavelet functions in the detection
of voltage sags, it is confirmed that the Gauss wavelet function gives the most accurate
detection of voltage sag. A novel approach for detecting multiple power quality
disturbances and incipient faults using the S-transform techniques has also been presented.
The S-transform is proven to be very effective in analyzing and detecting multiple voltage
disturbances and incipient faults in underground cable system. The S-transform accurately
detects minor voltage and current transients generated from defects in underground cables.
The usefulness of the S-transform is further illustrated by applying it for predicting the
source of voltage sags. The numerical results obtained with actual power quality data
recorded in a power distribution system indicated that the S-transform is effective in
locating the sources of voltage sags which originate from either upstream or downstream.
The results proved that the S-transform technique has the potential for use in the existing
Power Quality Monitoring System for performing diagnosis of real-time power quality
measurement data.
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Voltage Sags and Equipment
Sensitivity: A Practical Investigation
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1. Introduction

In recent years, interruption of manufacturing processes due to power quality degradation
has become a major focal point for many power utilities. The most prominent power quality
issue plaguing utility customers is voltage sag or dip. It is a sudden decrease in voltage
amplitude followed by a return to its initial level after a short time.

The use of automation and energy efficient equipment with electronic control would greatly
improve industrial production. However, since these new devices are more sensitive to
supply voltage deviations, characteristics of the power system that were previously ignored
are now becoming a nuisance. To evaluate the technical aspects and economic issues related
to voltage sags, the process and equipment immunity level has to be known. However, there
is little available information related to equipment sensitivity due to voltage sags.

Studies assessing sensitivity of voltage sags on customer loads are divided into practical and
theoretical approaches. The practical approaches investigate the effects of voltage sag by
monitoring and conducting experiments on customers’ sensitive loads, as well as by
performing pertinent surveys (Bollen, 2000). Equipment sensitivity to voltage sag can also
be considered and presented in the form of power acceptability curves. These curves are
plots of bus voltage deviation versus time duration which separate the bus voltage deviation
- time duration plane into two regions namely, “acceptable” and “unacceptable” regions.
The lower limb of the power acceptability curve relates to voltage sags and momentary
outages. The latest power acceptability standards are the SEMI F47 issued by the
Semiconductor Equipment and Materials International (SEMI) in the year 2000 (Djokic et al.,
2005) and ITIC curve of the Information Technology Industry Council (ITIC) (Kyei et al.,
2002). The SEMI F47 specification simply states that semiconductor processing, metrology,
and automated test equipment must be designed and built to confirm to the voltage sag
ride-through capability as per the defined curve. Equipment must continue to operate
without interruption during conditions identified in the area above the defined acceptable
region (Institute of Electrical and Electronics Engineers Inc, 2005).

As an effort to understand the voltage immunity level of sensitive equipment, some works
have been reported in the past. The categories of sensitive equipment commonly evaluated
for voltage sags are personal computers (PCs) that control the on line and off line processes,
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lighting systems, and ac contactors that are usually used to control motors and other
industrial machineries.

The sensitivity of PCs to voltage sags is addressed in several references in the past. Seven
PCs of different ages were investigated for voltage sags (Pohjanheimo & Lehtonen, 2002).
The malfunction criterion for the PCs selected was automatic reboot. The authors reported
that the PCs tolerate the under voltage level up to 50-60 % of remaining voltage for 100 ms.
However, there was no clear correlation between the device age and sensitivity observed.
Test results on standard restart/reboot malfunction criterion for computers due to voltage
sags can also be found in (Saksena et al., 2005). It was reported that if the depth of voltage
sag is larger than 30% and lasts more than 8 cycles, the voltage sag may cause a computer to
restart. These tests were only carried out for the 120V/ 60 Hz systems. Similar experiments
were conducted by Bok et al. (2008) to identify the effect of rectangular and non-rectangular
voltage sags on the same restart/reboot malfunction criteria. It was noted that rectangular
sags with loading condition influence most on the susceptibility of PCs. Another
comprehensive study on the behavior of PCs during voltage sags and short interruptions
was presented in (Djokic et al., 2005). Laboratory experiments were performed with
rectangular voltage sags as well as with non-rectangular sags to simulate the starting of the
large motors. Results show that all the voltage tolerance curves for different computers have
the same rectangular shape with two clearly distinctive vertical and horizontal parts, with a
very sharp “knee” between them. In references (Shareef et al., 2009a; Shareef et al., 2009b),
the authors conducted laboratory experiments to answer why almost all the PCs have
rectangular shaped voltage immunity curves with the flat vertical and horizontal part with a
sharp knee between them and developed generic voltage tolerance curves for PCs. Most of
these studies also declare that the PC test results can also somewhat extend to
microprocessor/ CPU based devices.

Like test findings about PCs during voltage sags, there are published information that gives
details on sensitivity of light flicker for different types of lamps. Experiments conducted on
most common two categories of lightning loads namely fluorescent lamps (FLs) and helium
lamps can be found in (Saksena et al., 2005). For both the fluorescent and helium lamps, it
was concluded that the reduction in the intensity of the lamp depends only on sag depth.
However, this conclusion was made on the basis of visual inspection. It was also reported
that for sag depth of 60%, and 2 cycles, the fluorescent lamps start to switch off but no tests
caused helium lamps to malfunction. These tests were conducted only for 120V/60 Hz
system. The effects of voltage sags on several 150-W high pressure sodium (HPS) lamps
combined with two different types of electronic ballast have been studied by another team
of researchers (Diaz et al., 2007). It was notified that the two electronic HPS ballasts allowed
the lamp to ride through for at least one cycle of power loss unlike the lamp with
electromagnetic ballast. The best immunity level was found to be 57% of nominal rms
voltage. Different types of gas discharge lamp namely mercury, HPS and metal halide rated
from 70 to 250 watts were exposed to voltage sags by Pohjanheimo and Lehtonen (2002).
The study concluded that the mercury and HPS lamps are less sensitive to voltage sags than
the metal halide ones. Extensive laboratory tests with FLs having two different types of
ballasts were carried out out by Shareef et al. (2009¢) to observe the light intensity variation
of the FLs during voltage sags and the researchers implemented a method to improve the
sensitivity of the electronically ballasted FLs to voltage sags.
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Similar to the other categories of sensitive equipment, ac contactors are also susceptible to
power system disturbances such as voltage sags. It can disconnect circuits and cause
expensive shutdown in industrial processes. Therefore some research work has been
conduced to predict the behaviour of ac contactors during voltage disturbances
(Pohjanheimo & Lehtonen, 2002), (Djokic” et al., 2004), (Hasmaini & Khalid, 2004). The
experiment described in (Pohjanheimo & Lehtonen, 2002) was performed to show the
impact of the point on wave, sag duration, and sag amplitude on the performance of ac
contactors. It was shown that voltage sag with a specific magnitude and duration can have
different effects on a contactor depending on the point on wave where it originates.
Additional research was conducted by Djokic” et al. (2004) to observe the effect of phase
shift during the sag, two-stage sags and sags due to the starting of large motors. It was
reported that the threshold voltage that affect tripping does not have a big impact on phase
shifts and for two stage sags. Digital simulation procedure for obtaining the contactor
susceptibility can be found in (Hasmaini & Khalid, 2004). It concludes that the contactor
disengagement initiates for voltage sags that last for 50 ms with 47% remaining voltage. But
this result does not very well agree with other aforementioned research findings.

This chapter focuses on investigating the vulnerability of sensitive loads to voltage sags in
the 240V/50Hz distribution system. Extensive laboratory tests are conducted for this
purpose by analyzing the operation of different equipment during various events of voltage
sag. From the analysis of the test findings, it also explains some of the parameters affecting
the sensitivity of the tested equipment.

2. Sensitive Equipment

It is not practical to test all sag sensitive devices available in industrial or commercial
facilities. Testing an adequate number of devices representing one component category is
sufficient to justify the generalization of the acquired results. For this reason, the most
sensitive equipment such as PCs, FLs and ac contactors are selected for testing. Functional
overviews of these devices are given in the next sub sections.

2.1 Personal computers (PCs)

Personal computers first appeared in the late 1970s. It is a complex electronic computing
device designed to be powered by a switch mode power supply (SMPS) which converts
incoming single phase ac line voltage into a dc voltage that feeds the electronics components
(Fujita & Akagi, 1999). A SMPS can be a fairly complicated circuit with stages such as
rectification, filtration, conversion, and protections, as can be seen from the block diagram
shown in Fig. 1.

In the first stage, a diode bridge rectifies the incoming voltage. A large capacitor then filters
the pulsating dc voltage to create a nearly constant dc voltage. However, under normal
operating conditions, over a half-cycle, the capacitor voltage decays to some value.
Depending upon the minimum voltage value set by the design of the SMPS, the dc-dc
converter in the conversion stage will deliver rated dc output voltage until the capacitor
voltage reaches the designed minimum value. The time to reach this voltage at rated load is
defined as the holdup time, T}, which is represented mathematically as (Fernandez et al.,
2005):
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Cdc (Vnzorm — Vrﬁin )
T = o @)
where
Cu. is the capacitance of the filter capacitor.
Viorm is the peak nominal voltage.
Vinin is the peak minimum voltage set by the SMPS design.
P is the rated power of the SMPS.
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Fig. 1. Block diagram of a SMPS used in a PC

Another component related to sensitivity of PCs is the protection circuit of SMPS. These
circuits monitor critical circuit conditions and report any violations of prescribed limits.
Protection circuit provides over voltage and over current protection for 3.3V, +5V and +12V,
generates power good logic output signal, programmable timing for power good signal,
stable internal voltage reference and voltage reference for main and auxiliary regulation. In
addition, there is a special under voltage detection input for sensing the input voltage to the
power supply. This input causes the power good signal to toggle if there is insufficient
voltage to run the power supply unit outputs. A high power good logic output indicates
that the power from the mains is good for PC operation.

2.2 Fluorescent Lamps (FLs)

The operating principle of FLs is the same whether the form is a straight tube, circular, or
convoluted as in compact fixtures. When a voltage is applied across the ends of a sealed
glass tube containing mercury vapour, it causes the vapour to ionize. This vapour radiates
light in the ultra violet region of the spectrum, which is converted to visible light by a
fluorescent coating on the inside of the lamp. However, it requires a high voltage pulse
across the tube to start the process and some form of limiter to prevent the current
increasing to a level where the lamp can be destroyed. The current limiter is commonly
known as ballast.

The traditional ballast contains an inductor connected in series with the lamp, and a starter
(Vitanza et al., 1999). The starter triggers the tube when it is first turned on, by easing the
current flow through the inductor and the filaments of the tube in the first place. When the
starter bimetal strip reopens, the high circuit impedance and consequent sharp reduction in
inductor current causes enough overvoltage to ionize the gas in the tube. However, this
solution has significant weaknesses which include a high power loss in the inductor core,
light flickering, and a very low power factor due to high inductive reactance.
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Electronic ballasts replace the starting and bulk inductive elements of the conventional
electromagnetic ballasts. The electronic ballast improves the performance of the lamp by
operating at a higher frequency above the 50Hz determined by the mains supply. This
eliminates lamp flickering because the gas in the tube does not have time to de-ionize
between current cycles which also leads to lower power consumption, and longer tube life.
Moreover, since the inductor required to ionize the tube is smaller, resistive loss and the
system size is reduced (Vitanza et al., 1999).

Fig. 2 depicts a block diagram of an electronic ballast. The first block contains the protection,
filtering, and current peak limiting components. Block 2 is the full diode bridge rectifier to
convert the ac line into a dc stage. Block 3 is the smoothing capacitor. It provides the dc link
voltage of the resonant inverter for the tube in Block 4. The resonant inverter normally runs
at 10-40 kHz. The most commonly used resonant inverter circuits for low-wattage FLs are
voltage fed half-bridge quasi-resonant circuits and current fed half-bridge resonant circuits
(Vitanza et al., 1999).
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Fig. 2. Block diagrarr{-éf an electronic ballast

2.3 AC contactors

An ac contactor utilizes a solenoid to cause one or more pairs of electrical contacts to engage
when an appropriate voltage is applied to solenoid’s coil as shown in Fig. 3. The solenoid
consists of an electromagnet that attracts a moveable bar. The moveable bar is spring loaded
so as to cause the bar to move away from the electromagnet when the electrical signal is not
present on the coil. Electrical contacts are attached to the moveable bar and the movement
causes the contacts to close or open depending on the strength of the magnetic field. The
instantaneous flux, ¢, and the force, F, that tends to close the air gap in the contactor can be
expressed respectively as (Hasmaini & Khalid, 2004):

¢= l/I\ZA cos(at) 2
F=? ®)
2uyA

where

N = number of winding in the coil.

I = current flow through the coil.

I = the length of magnetic path.

Uo = absolute permeability.

u = permeability of the coil substances.

A = the cross sectional area of the air gap.
o = steady state frequency in radians.
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Then, assuming the coil self inductance is constant and dominant, the minimum voltage,
Vo, required to keep the contactor from dropping out is given as (International
Electrotechnical Commission, 2009):

N
Vi = Taz)¢ 4)

According to (4) the hold in voltage, Vi, depends very much on the flux which is directly
proportional to the instantaneous current applied to the coil. Since the solenoid coil is
assumed to be a pure inductor, the phase difference between the coil’s current and voltage
have a dramatic effect on the point on wave of the voltage sag event. For instance, a voltage
sag initiates at the peak of the voltage waveform may leave a very small amount of current
to produce enough force to hold the contacts while an event at zero crossing of voltage
waveform will leave a much higher current to hold the contacts.

[~ Moveable
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Fig. 3. Basic structure of an ac contactor

3. Methods and Materials

This section illustrates the design of the experiment for equipment testing and the
procedures followed to obtain the results on the performance of the equipment during
voltage sags.

3.1 PC testing

The methodology that is used in the testing is generally based on the guideline given in
International Electrotechnical Commission (1994). Five PCs with different specifications are
tested to study the effect of voltage sags on the performance of the computers. The
specifications of the tested PCs are shown in Table 1. The specifications of the test PCs listed
in Tablelare assumed to cover some old and new models of PCs that are commonly in use
at the time of the experiments.

The experimental set up consists of four components namely, sag generator, equipment
under test (EUT), data acquisition system, and a computer to analyze the signals. In this
case, an industrial power corruptor (IPC) from the Power Standards Lab is used, which is a
voltage sag generator combined with built-in data acquisition system that is capable of
producing and interrupting voltages up to 480V and current at 50A in single or three phase
systems.

A series of test results on PCs are obtained by following the pre-defined procedure given
below.
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I. Using the terminal blocks available at the back of IPC, the conductors from mains
panel and conductors to the PC under test are connected and the IPC is powered
on.

II. ~ The PC with all input/output (I/O) and pointing devices connected is switched on,
allowing it to boot and load the operating system.

II.  Allow Disk Defragmenter program to scan and defragment system discs.

IV.  Starting from nominal voltage, voltage sags are initiated in steps of 2.5% down to
zero volts. The sag initiation angle and the duration are kept constant. The initial
sag duration and phase angle are set to 1 cycle and 0° respectively. The critical sag
depth for the pre-defined malfunction criteria is determined by repeated testing for
at least 3 times for a particular sag magnitude and duration. If reboot malfunction
condition is observed, a quick inspection for proper operation of PC under test is
conducted before initiating the next sag. For each triggered sag event, different
voltage and current waveforms supplying and controlling the PC under test are
recorded. Observations such as visible or audible influence on the PC are also
noted.

V. The duration of sag is adjusted in steps of 1 cycle and measurements outlined in
Step 4 are repeated.

PC no. Specifications
CPU: Pentium III, 450MHz Processor, 128 MB SDRAM

PC1 OS: Windows Me
Power Supply: 100-127V/200-240V, 5/2.5A, 60/50Hz, 145W,
Model: PS-5141-2D1
CPU: Pentium 4, 2.40GHz Processor, 261 MB RAM

PC2 OS: Windows 2000 Professional
Power Supply: 100-120V/200-240V, 5/3A, 60/50Hz, 180W,
Model: NPS-180BBA
CPU: Core 2 Duo, 2.00GHz Processor, 1 GB RAM

PC3 OS: Windows XP Professional
Power Supply: 100-127V/200-240V, 8/4A, 60/50Hz, 250W,
Model: PS-5251-08T
CPU: Pentium III, 933 MHz Processor, 256 MB RAM

PC4 OS: Windows 2000 Professional
Power Supply: 100-127V/200-240V, 9/4.5A, 60/50Hz, 300W,
Model: SA-320-35005
CPU: Pentium 4, CPU 1.90GHz, 504 MB RAM

PC5 OS: Windows XP Home Edition
Power Supply: 100-127V/200-240V, 6/3A, 60/50Hz, 250W,
Model: ATX-480W

Table 1. Specifications of tested PCs
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3.2 FL testing

Many FLs with different ballast types are tested to study the effect of voltage sags on the
performance of the lamps. The specifications of these FLs are shown in Table 2. The selected
lamps are commonly found in residential and commercial applications. Since the main
objective of lamp testing is to detect and determine light output variations of the FLs during
voltage sags, it is important that the design of the test system must be fast enough to capture
the light intensity variation of the test lamps accurately. Therefore, in addition to the
materials used for PC testing an advanced photometer which is fast enough to capture the
light intensity variation of the test lamps during sag events is used.

FL no. Ballast type Power rating Lamp Type

FL1 Electronic SW CFL, Convoluted
FL2 Electronic SW CFL, Convoluted
FL3 Electronic SW CFL, Convoluted
F1L4 Electronic SW CFL, Convoluted
FL5 Electronic 14W CFL, Convoluted
FL6 Electromagnetic 18 W Straight tube
FL7 Electronic 18 W Straight tube

FL8 Electronic 18 W CFL, Convoluted
FL9 Electronic 32 W CFL, Convoluted
FL10 Electromagnetic 36 W Straight tube

Table 2. Specifications of tested FLs

The test system shown in Fig. 4 has been built to perform the voltage sag disturbances and
evaluate the resultant light output levels from the lighting source. The lamp under test is
enclosed in a prefabricated lighting chamber which eliminates stray light and reduces
reflections by its internal matt black surface. This point source method measures the light
directly produced by the lamp with a light detector at the opposite end of the chamber. The
detector head photocurrent is converted to a voltage and it is more than capable of detecting
flicker in the human visible range of 0-35Hz (Frater & Watson, 2007). The conversion
process of light detector current into an appropriate level of voltage is performed by the
processor in the photometer. However, since the photometer does not have its own built in
data acquisition system, the converted voltage waveform is therefore fed to the data
acquisition system channels available in the IPC for post processing and analysis.

Similar to the series of tests conducted on PCs, test results for FLs are obtained for
predefined malfunction conditions known as zero illuminance condition. At transition
points where zero illuminance condition is start to observe, the procedure is repeated for at
least three times to avoid probable errors that may occur during the experiments.
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3.3 AC contactor testing

In order to find the impact of voltage sags on ac contactors, different contactors listed in
Table 3 are tested. All contactors are tested with a 2000 Watt spot light load attached to their
main electrical contacts. First the contactor is warmed up to its normal operating
temperature by applying nominal coil voltage for a couple of minutes before initiating the
sag event. In the case of ac contactor testing, the malfunction condition was defined as the
disengagement of the main contacts. The disengagement of contacts can be guaranteed with
the test setup shown in Fig. 5 where one of the normally open contacts is used to energize
the ac coil of the contactor.

Contactor no. | Manufacturer/ Model Current rating
c1 LG Industrial System / GMC-18 18 A
C2 LG Industrial System / GMC-40 40 A
C2 FUJI / SC-N2S 50 A

Table 3. Specifications of tested AC contactors
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Fig. 5. AC contactor test setup

Here again, the test procedure follows the same basic steps illustrated in PC testing where
the main variables are sag depth and duration. However, since point on wave of sag
initiation affects contactor performance, point on wave of sag is also added as a test variable
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in this case. Sag initiation angle was varied in steps of 15° at a specific sag magnitude and
duration.

4. Results and Analysis

The test findings of different equipment to voltage sags are initially presented as typical
voltage tolerance curves. The upper region of these curves represents proper operation
region while the lower region indicates unacceptable voltage conditions for equipment
operation. Based on the findings, a generic voltage tolerance curve for each equipment
category is then constructed.

4.1 Analysis of PCs’ voltage tolerance level

Effect of voltage sag on all the tested PCs is shown in Fig. 6 along with the standard SEMI
F47 and ITIC voltage acceptability curve. Like in previous research findings on sensitivity of
PCs to voltage sags, the obtained curves have the same rectangular shape with two clearly
distinctive vertical and horizontal parts, with a very sharp “knee” between them. From Fig.
6, it can be seen that for PC1 to PC5, the knee points are 47.5% - 14 cycles, 25% - 8 cycles,
40% - 12cycles, 50% - 11 cycles and 45% - 14 cycles, respectively. If one compares these
individual voltage tolerance curves, it can be observed that PC4 is the most sensitive PC to
voltage magnitude while PC2 is the least. When the sensitivity of the PCs in terms of
duration is considered, PC2 starts to malfunction at 8 cycles. One final observation that can
be obtained from Fig. 6 is that all tested PCs can ride through indefinitely if the magnitude
of the sag is less than 50 % nominal voltage and satisfy the design goals of SEMI F47 and
ITIC standard.
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As illustrated in Fig. 6, each personal computer potentially has its own standard of power
acceptability. An approach to define the overall acceptability region is to apply intersection
to the individual voltage tolerance curves (Kyei et al., 2002) as shown in Fig. 7.
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In Fig. 7, the upper acceptable region is the region that all PC loads properly operate, the
lower region indicates that all PCs fail, and the intermediate region corresponds to some PC
failures and some ‘ride-throughs’.

To further understand the reason why almost all the PCs have rectangular shaped voltage
sensitivity curves, signals obtained at different points of the SMPSs are analyzed. Figs. 8 and
9 illustrate the waveforms obtained at the rectifier dc output and power good logic output of
the PC4 SMPS during different magnitude of voltage sags. From Fig. 8, it can be observed
that by varying sag depth from 52.5% to 30 % remaining voltage for 10 cycles, the voltage
decay at the rectifier dc output remains almost unchanged even for very deep sags. At 10
cycles, the energy stored in the dc link capacitor does not allow the rectifier dc output to
decrease up to its minimum voltage as defined in (1). For this reason, the under voltage
detection section of the housekeeping circuit does not toggle the power good signal as
shown in Fig. 8. This indicates that PC4 will continue to operate normally for 10 cycles even
if there is no mains supply for 200 ms.

Fig. 9 shows the variation of the rectifier dc output voltage and power good signal where
PC4 starts to malfunction at 11 cycle. Since the sag duration is 20 ms longer at 11 cycles, the
rectifier dc output voltage decays further. From Fig. 9, it is clear that deeper sags cause the
power good signal to toggle and PC4 to reboot. This is due to the fact that the deeper sags
starting from 50% remaining voltage cause the rectifier dc output to fall below the set
minimum voltage of 154 Volts for PC4. Almost similar waveforms are obtained for the
series of tests conducted on other PCs. In order to observe the effect of voltage sag duration,
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waveforms at the rectifier dc link are also observed for constant sag magnitude. It was noted
that the dc link voltage decreases at a constant rate no matter what the sag duration is. So
voltage sag duration does not have an effect on the time to reach the set minimum voltage of
the SMPS design.
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From the extensive tests and analysis, it can be concluded that the standard reboot/restart
malfunction in the event of a voltage sag depends upon the energy stored in the dc link
capacitor and the minimum voltage for which PC is designed to trigger the under voltage
protection circuit embedded in the SMPS of the PC. Moreover, studies conducted to analyze
the effect of sag depths and duration help to understand the rectangular nature of voltage
tolerance curves of PCs.

4.2 Analysis of FLs’ voltage tolerance level

Numerous test results of FLs are analyzed in this section. It is done by investigating the
signals obtained from the photo sensor, lamp current, supply voltage and current. In the
case of FLs with electronic ballast, the voltage variation at the dc bus which feeds the
resonant inverter circuit shown in Fig. 2 is also investigated.

The overall immunity level of all 10 FLs to voltage sags are presented in Fig. 10 as typical
voltage tolerance curves along with the SEMI F47 and ITIC standard. The upper region of
these curves represents proper operation region while the lower region indicates zero
illuminance conditions for FLs’ operation. From Fig. 10, the FLs with electromagnetic
ballasts are found to be the most sensitive lamps for short duration sag events. The lamp
turn off condition for FLs with electromagnetic ballast generally initiated for voltage sags as
short as 1 cycle. CFLs and conventional FLs with electronic ballasts are also sensitive to
voltage sag. The main difference in the case of electronically ballasted FLs is that it is a little
more immune to sags in terms of duration. However they are generally more sensitive of
voltage sag magnitude as shown in Fig 10. FL7 with electronic ballast happened to be the
most immune lamp to voltage sags. It is found to malfunction for sag magnitude beginning
from 5% and for all durations greater than 5 cycles as shown in Fig. 10.
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Fig. 11 shows the generic voltage tolerance curve generated for FLs using intersection
method. By comparing immunity curve of FLs shown in Fig. 11 it can be said that many FLs
do not satisfy the design goals of SEMI F47 and ITIC standard as most of the FLs fail to
deliver light for voltage sags lasting more than 2 cycles.
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Fig. 11. Generic voltage tolerance curves of various FLs

Since the above voltage tolerances do not show how the lamp current, voltage and light
output variation changes during voltage sag events, some observations obtained for FL6 and
FL7 are illustrated below.

Figs. 12 and 13 illustrate the waveforms obtained from the photo sensor and the lamp
current for the 18 Watt conventional FL (FL6) with electromagnetic ballast listed in Table 2,
respectively. The effect of varying the sag depth starting from 25% to 15% remaining voltage
for 1 cycle, on light output variation of the lamp is shown in Fig. 12. It shows very important
information about the behavior of light output in conventional FL with electromagnetic
ballast during voltage sag. The first information that can be derived from Fig. 12 is that the
lamp turn off condition starts to occur for sag having 15% remaining voltage. At this point
the lamp cannot reignite itself and requires the starter circuit to initiate ionization again.
Furthermore, for different depths of voltage sags, the decay time of light output variation
remains almost constant between 0 ms and 20 ms which represent the starting and end point
of the sag respectively. Although FL6 starts to malfunction at 15% remaining voltage for
voltage sag that last for 1 cycle, it is different for longer duration sags. For 2 cycle sags, the
lamp becomes more sensitive to the depth of the sag. It starts to extinguish for all sags that is
deeper than 25% remaining voltage.
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Fig. 13 shows the variation of lamp current for different depths of voltage sag that last for 1
cycle. Observe that the lamp current, during all compared events of sag depth, reduce to a
very low value. However, except in case of sag event that leaves 15% remaining voltage for
1 cycle, the lamp currents returns to normal as soon as the supply voltage recovers from the

sag event.
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Similar to the FLs with electromagnetic ballasts, FLs with electronic ballasts also
experienced zero illuminace condition due to voltage sag disturbances. Fig. 14 shows the
variation in light output where FL7 with electronic ballast first starts to malfunction for
voltage sag lasting for 5 cycles. From Fig. 14, it can be clearly seen that the FL7 is much more
immune to voltage sag when compared to FL6 with electromagnetic ballast. Note from Fig.
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14 that FL7 just reaches zero illuminance malfunction condition at a sag depth of 5%
remaining voltage just at the end of the 5 cycles. Moreover, observe that the light output
fluctuation in the steady state operation varies at a higher frequency within a narrow band
of 90% to 100% of the nominal light output. This reduces the flicker effect that is obvious in

the case of FL6 as
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Another way to confirm the malfunction condition of FLs that uses electronic ballast is to
analyze the variations in the rectifier dc output or dc bus voltage and lamp current. These
waveforms for FL7 are shown in Fig. 15 for different depths of voltage sag lasting for 5
cycles. Observe that for sag depth of 5% remaining voltage, the dc bus voltage maintains



Voltage Sags and Equipment Sensitivity: A Practical Investigation 37

almost at a constant voltage level just after 80 ms unlike for voltage sags that are shallower.
This indicates that the lamp does not draw sufficient current for its proper operation.

To analyze the effect of variation of sag duration on the performance of FL7 at sag depth of
10% remaining voltage, Fig.16 is plotted. From Fig. 16 it can be noted that the light output
variation does not drop down to zero completely even if the sag duration is varied between
3 to 6 cycles and therefore the lamp is considered to operate properly. Here again it can be
observed that the decay rate of light output variation during the sag, remains almost the
same. For example, all sag events cause the light output of this FL to drop up to 18% of full
brightness at 60 ms as shown in Fig. 16.
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Fig. 16. Effect of sag duration on the light output at 10% remaining voltage for FL with
electronic ballast

From the extensive tests and analysis, it can be concluded that the malfunction of FLs with
electronic ballast, in the event of voltage sag, depends upon the energy stored in the dc link
capacitor and the minimum voltage for which the ballast is designed to function properly
unlike the conventional electromagnetic blasted lamps. However, this conclusion is not true
for FLs with electromagnetic ballast.

Although it has not been highlighted in the FL test procedure, it is found that 0° sag
initiation angle influence most on the sensitivity of electromagnetically ballasted FL
compared to tests conducted to observe the effect on initial point on wave of the sag.

4.3 Analysis of AC contactors’ voltage tolerance level

Test results of testing of the contactor with rectangular voltage sag do not produce a single
voltage tolerance curve, but the families of curves corresponding to different point on wave
initiation. Typical effect of point on wave for the contactor C1 listed in Table 1 is shown in
Fig. 17. The contactor C1 tolerates for very deep sags and interruptions up to 4 cycles in
cases where the sag initiation occurs at 0° or 45° on the point of voltage waveform.
However, when the initiation angle is 90°, the contactor disengages for sags that last only for
1 cycle. This result also agrees with the theory highlighted in Section 2.3. For other tested
contactors, the effect on point of wave shows similar behavior. Fig. 18 shows the generic
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voltage tolerance curve obtained from individual immunity curves of the contactors. From
this generic curve it can be seen that SEMI F47 and ITIC curves are not a suitable standards
to compare the tolerance levels of ac contactors. A more suitable standard to compare the
performance of contactors could be IEC standard 60947-4-1 (International Electrotechnical
Commission, 2009). According to this standard the limits between which the contactors
should drop out and open fully are 75% to 20% of their rated control supply voltage for ac
contactors. If one compares the tolerance levels of tested contactors with IEC standard

60947-4-1, all falls within the specified limits.
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5. Conclusions

An extensive experimental study has been performed to determine the effect of voltage sag on
sensitive loads such as PCs, FLs and ac contactors. Based on the experimental results it is
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possible to construct a generic voltage tolerance curve for sensitive equipment which can clearly
show acceptable and unacceptable regions for different voltage sag disturbances. The curve
provides a quick overview about the immunity level of these devices in a particular power
distribution network.

From the experimental results, it can be concluded that the voltage tolerance level of the PCs
used in the tests vary over a wide range. All the voltage immunity curves obtained appear to
have similar shape with distinctive vertical and horizontal parts. When the voltage immunity
levels of the tested PCs are compared with the SEMI F47 and ITIC standards, all the tested PCs
satisfy their design goal. By observing different waveforms at the SMPS of PCs, the reason
behind the rectangular nature of PCs voltage tolerance curves is revealed. Moreover,
investigation on the rectifier dc output and power good signal of SMPS shows that malfunction
of a PC occurs at a specific time for a predefined minimum voltage defined by the design of the
PC SMPS. Therefore, deeper and longer duration sags do not have any correlation with the
initiation of PC restart malfunction condition. It only appears to rely on the hold-up time and the
set minimum voltage of the SMPS.

From the results of the tested FLs, the voltage immunity level of the lamps with electromagnetic
ballasts is more sensitive to voltage sags than the FLs equipped with electronic ballasts. By
observing variations in the light output of the lamps, it is possible to conclude that the light
intensity of the lamp not only depends on the voltage sag depth but also on the duration of the
sag event depending upon the design of the ballast used in the lamp. Moreover, investigations of
rectifier dc output and lamp current of FLs with electronic ballasts show the exact timing where
the ballast stops functioning properly.

The test results on ac contactors clearly show that the magnitude and the duration of voltage sag
are not the only parameters that influence the sensitivity of a contactor to voltage disturbances.
The point on wave initiation has significant influence on the behaviour of ac coil contactors.
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Abstract

The present work shows the results of a R&D project carried out by ELETRONORTE and by
the Federal University of Para (UFPA). Its core objective is the development of a
computational system, called LANE-MAXWELL, for performing analysis and synthesis
involving electromagnetic interference (EMI) in a power system substation environment.
For the analysis stage, the numerical solution of the problem is obtained by numerically
solving the Maxwell’s equations written in a local non-orthogonal coordinate system by
employing the Non-orthogonal Curvilinear Finite-Difference Time-Domain Method (LN-
FDTD). The truncation of the analysis region is done by a new formulation called LN-UPML
which involves the solution of the Maxwell Equations for lossy anisotropic media in a
general coordinate system. For the synthesis stage, techniques such as neural networks,
genetic algorithms and particle swarm optimization are used. The computational
environment conceived has a friendly data input/output interface for the user, which
permits a better understanding of the electromagnetic phenomena involved. For illustrate
the versatility of the computational environment some practical applications involving
complex power systems structures are presented.

Keywords
Complex Power Systems Structures, Parallel Computational Environment, LN-FDTD
method, LN-UPML technique.

1. Introduction

It is widely known that the Finite-Difference Time-Domain (FDTD) method is adequate for
solving numerically Maxwell's Equations in order to obtain accurate transient solutions
regarding lighting discharges occurring in the vicinity or on power systems (Tanabe, 2001;
Oliveira & Sobrinho 2009]. These lighting pulses can produce considerable power in bands
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around frequencies much higher than 60 Hertz, what demands full-wave solutions for
treating and modeling this kind of problem if high accuracy is desired for solutions. In fact,
frequencies can reach dozens of megahertz. Besides that, in order to consider realistic
situations, complex structures which constitute the power systems must be modeled, such
as wires, dielectric materials, grounding systems (and the ground itself), transmission lines
and circuit elements, which are distributed in the tridimensional space in highly complex
geometric arranges, such as it happens in a power substation.

This way, a computational tool was built in order to allow the modeling and simulation of
such electromagnetic environments. The software, based on the FDTD method, was
implemented in such way that coordinates and electromagnetic parameters of the objects are
defined by the user as input data, and an equivalent electromagnetic scenario is graphically
displayed as an interactive tridimensional representation. The same data is treated by the
FDTD simulator, which automatically divide the analysis domain among several computers
connected as a Beowulf cluster (a distributed memory computer system). This way,
problems in electrodynamics are treated in a friendly way so that the users do not need to
have a strong background on physics or mathematics involved in order to construct the
structures to be simulated. It is also important to mention that this tool also reduces the
possibility of human mistakes while modeling the scenarios, because geometric information
is represented graphically.

In order to show the simulations possibilities provided by this computational approach, the
following problems were simulated: 1) lightning discharge in a curved grounding system; 2)
lightning discharge in a grounded transmission line tower, in which voltages and currents
across its insulators were calculated; 3) transient analysis of induced voltages in
transmission lines in an urban environment, in which buildings, transmission lines,
grounding systems and a radio base station are considered and 4) analysis of a power
system substation behavior during an atmospheric discharge, in which high-voltage
switches, circuit breakers, isolators, protection inductances, lightning arresters, protection
fences, grit layer, etc are some of the elements considered in the numerical model.

The obtained results were consistent with those available in the literature (for simpler cases)
and with the physics related to the problems. It is worth to say that the developed
methodology can be used not only on power systems problems, but it can also solve a great
range of different applications related to electromagnetic transient analysis, as it is based on
full-wave solutions of Maxwell’s equations and on automated parallel processing. The
developed software represents considerable advance in this study field, as very complex
problems can now be solved.

The computational environment conceived was called LANE MAXWELL (Synthesis and
Analysis of Grounding Systems). The accomplishment of several tasks related to the project
was possible by using the developed software. The mentioned tasks are the following;:
Development of sensors for partial discharge (PD) detection in power system
environment;

Characterization of EMI effects in a pilot substation defined by Eletronorte;
Development of practices for PD sources identification;

Development of practices to solve EMI problems;

Development of an adequate mathematical formulation for the EMI analysis,
capable to provide useful information for various problems;

6. Electromagnetic Shielding projects;

O LN
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7. Location of PD sources on high voltage (HV) coaxial cables from the obtained
transitory signals by using optimization techniques.

The necessity of characterization of the electromagnetic phenomena with a greater accuracy
led ELETRONORTE to establish an R&D project in cooperation with UFPA (Federal
University of Para). This level of accuracy makes the analysis and synthesis of the problems
more complex making it unviable by analytic means, in such way the numerical solution
techniques became the most adequate choice for the treatment of practical problems.
Nowadays, numerical solutions are considered to be as important as experimental
measurements, as long as they are complementary to each other. The main objective is to
make the practical measurements to have a more economic and safer implementation and
procedures.
In this context, this work contributes in several ways, based on the development of a
computational environment that permits the realization of the analysis and synthesis of
problems in electrodynamics in a friendly way. The methodology used in the analyses
involves the solution of the Maxwell’s equations in Time Domain, written in curvilinear
coordinates, by the Finite-Difference Time-Domain method (Taflove & Hagness, 2005). The
analysis scenarios are truncated by the uniaxial perfect matching layer technique (UPML): a
specific mathematic formalism had to be developed in order to adequate this technique to
the curvilinear system (Oliveira & Sobrinho, 2007); for the synthesis several optimization
techniques are available, such as: genetic algorithm (Rahmat-Sami & Michielsssen, 1999),
particle swarm optimization (Lazinica, 2009) and artificial neural networks (Hagan, &
Menhaj, 1994). The software is complemented by input/output interfaces that facilitate the
creation of scenarios, visualization of electromagnetic field distribution, video generation,
visualization of scenarios, generation of voltage and current graphics, etc.

2. Related Theory

A. The General Coordinate System
Considering a general or curvilinear coordinate system, a position vector 7 can be obtained
as a function of the general coordinates, and its differential length vector dr is given by

‘i 3 1)

3
dr= =N a d,
r Zlﬁul u ;al u

in which the vectors g, are called unit vectors and form a unit base; which defines the axes

of a general curvilinear space (each point in space has its own coordinate system). Figure 1

l

shows the vectors a; (I =1, 2, 3) which are tangent to the u' axes and can be written as

functions of the Cartesian Coordinates: x, ¥ and z. An alternative set of three complementary

vectors @', reciprocal vectors, can be defined in such a way that each one is normal to two
unit vectors with different indexes, forming a reciprocal base. This set can be
mathematically calculated by the expressions
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in which ,/g is the volume of the hexahedra formed by the vectors g,,4,,a; (Fig.1). In (2),

JE =d, -(d, xd, ), in which g is the determinant of the metric matrix or the covariant tensor
(Taflove & Hagness, 2005).

Fig. 1. Curvilinear coordinate system at point P and the unit vectors in a non-orthogonal cell.

Based on the previously presented idea, let a fixed vector F to be represented by the unit
system or by the reciprocal system as shown by (3)

L2 > 3
F=Yf"a=y f-d. ©)

In 3), f; and f'are called covariant and contravariant components of the vector F

respectively. The components /' and f, can be calculated by means of the dot product of

/

the previous equation by &' and g, respectively, as it is shown by (4).

f'=F-d, f=F-a,. (4)

These components (covariant and contravariant) can be related by means of the following
expressions:

3 3 5
AN RVAVAE) WANE ©)

=1

It is worth mentioning that the unit and reciprocal vectors do not necessarily have unitary
amplitudes because they depend on the nature of the curvilinear coordinate system used
(cells' edge lengths). Hexahedrons similar to that in Fig. 1 are used as Yee’'s cells. This way,
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the appropriate set of unit vectors and their respective unitary lengths are defined by the
elementary equations

)
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From (3), we can write
F=FTi+F%+F%, )

in which F' represents the physical components in the base system and their values are
thus calculated by (8)

8
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This representation of vectors can be used to describe electric and magnetic fields’
components, as shown in the next topic.

B. The LN-FDTD Method applied for solving Maxwell’s Equations

The Maxwell's equations in differential form can be written for lossy, isotropic, non-
dispersive media as:

. oH ©)

VXE=-u—  and VxFI=0E"+£a—E,
ot ot

in which E is the electric field strength vector, H is the magnetic field strength vector, ¢ is
the electrical permittivity of the media, i is the magnetic permeability of the media and o is
the electrical conductivity. By calculating the contravariant components of the fields £ and
H , by using central differences approximations for the derivative terms and by observing
the primary and secondary cells in Fig. 2, the equations, for updating the components of the
fields, can be obtained as follows:

Secondary cell

L7

Primary cell
Fig. 2. Distribution of the covariant components in Yee non-orthogonal cells: primary cell for
the electric field and secondary cell for the magnetic field.
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For obtaining a field component (for example, the first contravariant component of H h?),
(4) (and (2) ) can be used for /=1. In this case, the dot product operation is performed on
Faraday’s law. That is

= - - 6ﬁ - 10
(V)(E).(a2 xa3)/\/_: —,u(;).al, (10)
from which it is easy to see that
oH' 1 (8e3 aez) (11)
at a u g auZ aU.3

by observing that, from (2), it is possible to say that d™.d, = 8y, in which &y, is the
Konecker delta function. Equation (11) and the equations for the other five field components
can be represented by finite differences by using the standard Yee’s algorithm.

C. Stability and Precision of the LN-FDTD Method

The numerical stability of the method is related to the increment At, which follows the
condition stated by (12),

1 (12)

c-max[ ’iig”” j
I=1 m=1

To reduce the effects of numerical dispersion to adequate levels and in order to ensure the
precision of the calculations, the dimensions of each non-orthogonal cell in every direction
should be less than A\/10 (Taflove & Hagness, 2005), where A is the smaller wavelength
involved in the problem.

At <

D. UPML for Conductive Media - Truncation of the LN-FDTD Method

The Maxwell’s equations in frequency domain for an unaxial anisotropic media, can be
written as follows:

VXE" = —jw,uo,ujﬁ* and VxH' =(joe,e, +0)§E*, (13)

in which o defines the angular frequency of the electromagnetic wave; £* and H" are the
Fourier transforms of the electric field strength and magnetic field strength, respectively, y,

is the relative magnetic permeability and e, is the relative electrical permittivity, S is the
tensor that promotes the attenuation along the coordinate axes normal to the layers of the

absorbing region and o is the media conductivity. S has the following form
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where S, (a=1, 2, 3) are the parameters that characterize the UPML attenuation along the
mentioned general coordinate axes, for which they assume the form (Taflove & Hagness,
2005):

S, =K, +—2e (15)
J @&,
By following the procedures similarly to that was indicated in item B (and by introducing
auxiliary variables for calculating transformations of fields to time domain), the updating
equations for the field components are obtained (Oliveira & Sobrinho, 2007).

E. Parallel Processing for the LN-FDTD Method

The main idea of using parallel computation for solving electromagnetic problems by the
LN-FDTD is based in a division of the analysis domain into sub-domains A and B (Fig. 3a).
Each sub-domain is a fraction of the whole numerical volume that will be treated by a single
processing core. Each core executes essentially the same FDTD code, but with particular
boundary conditions. Field information must be exchanged at the sub-domains' interfaces,
as illustrated by Fig. 3b.

Sub-domain A
et =

' Sub-domain A

wﬂ‘f 1 Sub-domain B

Inte;;face
(a) (b)
Fig. 3. (a) Domain decomposition into two sub-domains and cross section of a 3-D non-
orthogonal grid; (b) the field components exchanged between two neighbor sub-domains.

As it is also illustrated by Fig. 3(a), some structures can be divided among two (or possibly
more) sub-domains. This issue was treated by implementing a subroutine, which
automatically distributes the media parameters among the processing units in such way that
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the electromagnetic behavior of the divided scenario is identical to the behavior of the full
numerical domain processed by a single core. This way, the software can generate complex
electromagnetic scenarios by automatically defining the parameters for each CPU by using
the data defined by the user in a graphical user interface (GUI), which is graphically
displayed by a specific visualization tool developed by using the OpenGL library. This tool,
associated to the automatic domain division subroutine, significantly reduces the
probability of human errors when constructing and simulating the scenarios. Many figures
on this work are direct outputs of the 3D-viewer.

The developed software also supports the insertion of thin-wires (Baba et al., 2005) and thin-
planes (Maloney & Smith, 1992) (considering the Cartesian coordinate system), and ground
ionization due lighting discharges (Ala et al., 2008).

3. Software Applications

This section, results obtained by using the developed computational environment are
presented. Such applications range from the analysis of simple grounding systems to highly
complex electromagnetic structures, such as the analysis of the effects of lighting surges on
power substations. This way, initially a validation of the implementation is shown, by
comparing experimental and numerical results for a grounding structure. Then the
importance of using the local coordinate system is evidenced for a grounding structure
which geometry is not compatible to the Cartesian system of coordinates. Finally, the effects
of lighting currents on three complexes are analyzed for three cases: transmission tower,
induced voltages on transmission lines for an urban block of buildings and for the structural
part of a power substation.

A. Analysis of a rectangular grounding system.

In order to validate the implementation of the parallel numerical algorithm previously
described, the transient responses of a rectangular electrode due the application of a
artificial lighting current, originally proposed and analyzed by (Tanabe, 2001) were
calculated. The geometry is illustrated by Fig. 4, which was reproduced in the
computational environment.

Basically, this problem consists on a rectangular grounding electrode, with dimensions of
0.5%0.5%3.0 m, buried in a soil with electromagnetic parameters ¢ =2.28 mS/m, p=poand ¢
= 50 g. Additionally, the problem includes two circuits: one for current injection and other
for voltage measurement, which dimensions are defined by Fig. 4. This figure also shows
the identification of the sub-domains assigned to each processing core of a Beowulf cluster
of PCs (regions numbered from 1 to 10), defined automatically by the automatic domain
division subroutine.

Fig. 5 shows the numerical results obtained by the simulator developed in this work and the
results obtained in (Tanabe, 2001) by conducting physical experiments. It is possible to
observe that experimental and numerical transient responses for current, voltage (and
consequently for the Voltage/Current ratio) are agreeing for most of the time. The main
propose of this test is to certify that the parallel simulator generates trustable and accurate
results.
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Fig. 4. Representation of the grounding electrode and of the measuring system originally
proposed and analyzed by (Tanabe, 2001) and the automatic domain division schema
defined automatically for this problem.
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Fig. 5. Comparison of experimental measurements obtained by (Tanabe, 2001) to the
numerical results obtained in this work.

B. Simulation of a circular grounding system by using Cartesian and curvilinear
coordinates.

Figure 6 shows four vertical grounding rods connected by a circular conducting ring,
modeled by the classical FDTD formulation. The rods are four meter long and the ring’s
diameter is eight meters, which is positioned 0.5 m under the ground surface The soil
electrical parameters are 6 = 2 mS/m and & = 50 &. The idea is to compare results generated
by employing the classical (orthogonal) FDTD method and the curvilinear FDTD
methodology (LN-FDTD) and to investigate the influence of the staircase approximation
effects for non-rectangular grounding structures and to evidence the need for using non-
orthogonal modeling for such cases. The computational mesh illustrated by Fig. 3a was used
for simulating this structure by using the LN-FDTD method. The circumference defined by
the mesh of Fig. 3a was used to represent, in a more accurate way, the metallic grounding
ring analyzed in this example.
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Vertical Current
injection

Voltage Calculation
Path

Fig. 6. A circular grounding structure modeled by using the Cartesian coordinate system.

According to (Mattos, 2004), the influence of the diameter of the conductors is negligible for
the steady grounding resistance R (0.0 Hz), which is given by the equation

R=(E+)/0. 15)

4L 41D

In (15), L is the rods’ length and D is the diameter of the considered circumference. For this
case, the expression (15) provides R = 36.224 ), which agrees very well to the result
obtained by using the LN-FDTD method (Fig. 7) at 2.5 pus (R = 36.973). This Figure also
presents the results obtained for simulations performed by the classical FDTD algorithm, by
approximating the conducting circumference by staircase. It is observed that, as the FDTD
spatial step A is reduced, the results tend to converge to the result obtained by the LN-FDTD
method (for both, the steady state and transient periods). In Fig. 7, it is also possible to
observe that the ohmic values calculated by the FDTD method are higher than the values
obtained by the LN-FDTD simulator. This is consistent, as the stair case approximation for
the circular path for the electrical current acts as an obstruction for the movement of the
electrical charges, thus increasing the voltage/current ratio. This effect is greatly reduced by
the non-orthogonal coordinate system and it clearly shows that there is the necessity of
avoiding this kind of geometric approximation for performing such analysis especially for
higher frequencies.

&0

1
0 : & FDTD (A=0.50m)

i @ FDTD (A=0.25m)
0 @ LN-FDTD (A=0.5m)

FDTD (A= 0.50 m)

VitphE)

0 0.5 1.0 1.5 2.0 2.5
Time (us)
Fig. 7. Voltage / Current ratios obtained by using the FDTD method (A = 0.50 m and A =
0.25 m) and by the LN-FDTD method (A around 0.50 m).
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C. Transmission Line Tower and Induced voltages on Line Insulators due to Remote
Lighting Discharge

One of the several applications of the developed computational environment is the
simulation of atmospheric discharges and the calculation of induced voltages at specific
parts of a structure of interest. For this problem, this structure is a transmission line tower
and its line insulators.

Remote
dischage

Insulators line

N

Direct Lightning

Discharge Point N Insulator 3

Insulator 2

Insulator 1

(b)
Fig 8. (a) overview of the scenario created for the calculation of the induced voltages due to
atmospheric discharges and (b) detail of the positioning of the insulators, transmission lines
and the location of the point of occurrence of the direct lighting stroke.

Fig. 8 shows the simulation scenario created. The goal here is to calculate the transient
induced voltages at the insulators due to a lighting current reaching the ground surface 85
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meters away from the tower. The simulations were carried out by considering the following
parameters: numerical volume: 250x70x100 m by using cubic Yee cells with edges of 0.5 m;
ground parameters: ¢ = 50 €0 and ¢ = 2 mS/m; insulator parameters: the insulator modeled
has 1.0 m of height with the electrical conductivity of 1011 S/m and relative electrical
permittivity of 7.5; excitation source: the same used previously (Tanabe, 2001). The lighting
discharge was included into the analysis domain by creating a vertical conductor, which
penetrates the field absorbing boundary region (UPML) at its top (with impedance
matching), representing an infinitely long conductor. By forcing the magnetic field around
this conductor to follow the function defined by (Tanabe, 2001), a punctual transient current
(52 meters from ground surface) with maximum value of 10 kA was created and used as
source. The transmission lines and the grounding rods also penetrate the UPML region.

The basis of insulators 1 and 2 (Fig. 8b) were placed at 43.5 meters from the ground surface
and the basis of insulator 3 was placed 49.5 meters from the ground plane. It was also
simulated the case in which the lighting current occurs at the tower structure, at the point
indicated by Fig. 8b and the obtained results for induced voltage on insulator 1 are
compared in Fig. 9.

Fig. 9 shows the behavior of the voltage induced on the insulator 1 (z-oriented path). In
Figure 19, it is shown the induced voltage during the transient period and in Figure 19b it is
shown the induced voltage for the stationary period. For this insulator, induced voltage
reaches no more than 450 kV during the transient time evolution. As expected, by
considering the direct lightning current injection at the tower top, produces a much higher
peak, which reaches approximately 1.8 MV at 0.5 ps, as shown by Fig. 9a. As shown by Fig.
9b, the difference between the steady induced voltages is approximately 24 kV. For each 10
KA of lighting current peak, the insulator can be subjected to 50 kV (which is added to the
nominal line voltage) during considerable amounts of time.
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Fig. 9. (a) induced transient voltages and (b) the induced voltages at the stationary period

D. Distribution Line in Urban Environment: lighting discharge at a Radio Base Station
(RBS).

In recent years, due to world-wide expansion of cell phone systems in urban areas, the
raising of tower-like structures operating as radio-base stations (RBSs) became common in
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cities. With considerable heights, around 50 meters, these structures are preferential points
for atmospheric discharge strokes. The discharges can occur at the tower’s lightning rod or
at its metallic body. The occurrences of discharges on telephone towers cause an undesirable
set of effects, either in the ground (such as increase of potentials and return currents in
grounding systems) or at lines for energy transmission (causing outbreaks due to
electromagnetic induction). Such outbreaks are characterized by high-voltage peaks,
followed by sudden potential differences between pairs of conductors of the low voltage
lines, affecting the consumer units with possible serious damage to electric and electronic
devices.

The goal of this application of the LANE-MAXWELL software is to study the induced
voltages on low-voltage systems and to estimate how the electromagnetic field, generated
by atmospheric discharges on high metallic structures might behave by taking into account
the complex structures with different materials around the transmission lines. The two low
voltage lines in this scenario can be represented by four metallic cables suspended in the air
lined up and separated vertically by a specific distance. On both modeled low voltage lines,
two connections between the neutral cable and the ground are established. These low
voltage cables were positioned in such a way that their extremities penetrate the UPML of
the analyzed region. This set of complex structures modeled in this simulation is
represented by a realistic Radio Base Station with its metallic container of equipments and
its grounding structure, a set of realistic modeled buildings located next to the RBS, and a
realistic road, which was positioned parallel to the x direction of the analysis region as
shown by Fig 10. The conception of a scenario was carried out by using the following
parameters:

1. Nine eight-floor buildings of 24 m height each, with the following dimensions:

24x12.8x24 m;

Analysis region with 168x60x64 m;

Yee cells with edges measuring A = 0.2 m ( 840x300x320 cells );

Lateral and frontal separation spaces for Buildings: 6 m and 14 m, respectively;

The bars were considered as perfect metal conductors;

Wall and street material: reinforced concrete (6=0.2S/m, & = 7.5 and p, = 1);

Low voltage lines with three cables as phase and one as neutral conductors,

located at 10 m and 20 m away from the geometric center of a cell phone radio

base station (RBS);

8. Cable heights of 6.6 m, 6.8 m, 7.0 m (the three phase lines) and 7.2 m (the neutral
line) respectively from the ground. Cables” diameter: 15 mm.

9. RBSis 50.0.m-high and the container has dimensions of 6.0x4.0x3.0 m ;

10. Neutral grounding with %2”x 3 m length cooper rods, with a grounding resistance
of 80 Q.

11. Conductive earth with electrical parameters o= 0.0040836 S/m and &, = 10.

12. Excitation source: see Fig. 12a.

NS GOl N

Figure 11 shows the scenario built in the LANE-MAXWELL environment, detailing the
above specifications.
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(b)
Fig. 10. (a) the virtual urban environment built for analysis of the electromagnetic induced
voltage on electrical distribution lines (b) a longitudinal view of the street and distribution
line.

The obtained transient induced voltages on the cables due to an atmospheric discharge on
the RBS (Fig. 12a) are shown by Figure 12b. In this case, the ground system of the buildings
and the line were not connected together trough wires (current flows trough ground only).
Fig. 12b shows that, for the three live cables located 10 meters away from the tower, the
peak value of the induced voltage is around 8.0 kV when the simulation time is about 1.2 ps.
The induced voltages on both energy lines are caused partially by the electric current that
propagates trough ground and circulates trough the lines’ grounding electrodes and
partially by the direct and indirect incidences of the electric field on the lines. It is important
to mention that the smooth oscillations present on Fig. 12b can be caused by reflections of
this propagating electromagnetic field on the buildings” walls, on the ground surface and on
the lines themselves, and these oscillations tend to disappear as time progresses.

Moreover, results show that induced voltage at a line takes more than a half microsecond to
start decaying from its maximum value. However, it is important to mention that the
voltage induced at the neutral cable was also increased proportionally, so that the live-live
and live-neutral voltages did not suffer any major changes. In the final moments of the
simulation, all four curves tend to get closer quickly. Similar behavior is observed for the
line located 20 m away from the tower.

Figure 13 shows the electric field spatial distributions and its time evolution at the ground
surface (Figs. 13a-c) and at the vertical yz-plane which contains the current source (Figs. 13
d-e).

In order to facilitate the visualization of the electric field distribution inside the analysis
region, the behavior of the electric field was registered at two planes inside the structure,
generating hi-resolution colored images, in which the blue tones represent lower values of
electric field, and the red tones or represent higher intensities of electric field. Fig. 13 shows
the electric field distribution on the xy plane, with z = 7.8 m (ground surface) at three
different steps of simulation. These figures show that the electric field is more intense at
adjacent regions of the RBS" grounding mesh, and these values decays abruptly as the
observation point departs from it, generating significant amounts of step potentials towards
the mesh neighborhood. Such electric field behavior generates a potentially dangerous
region near these structures during a lighting stroke. In Fig. 13, it is still possible to visualize
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the yz-plane of the structure at x = 84 m (midpoint of the energy line) after 3 ps (12982
iterations) of simulation. It is clear that the electric field which penetrates the buildings is
less intense than those present in regions outside this structure. This fact is due to the
metallic and concreted constitution of the building structure, which acts as a Faraday’s Cage
the field, keeping most of the energy of the scattered electromagnetic wave outside the
buildings’ structure.
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Fig. 11. (a) top overview of the urban block, (b) dimensions of one of the buildings and (c)
tower, grounding system and transmission lines geometric configuration.

The analysis of the obtained results show high levels of overvoltage and potential
differences between live to live and live to neutral conductors on electrical distribution
systems, during lightning strokes on a RBS. The results computed with the FDTD method,
include full wave solutions for complex structures, involving dielectric materials, a complex
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tower model, transmission lines, grounding systems, and the consequent complex
electromagnetic interactions involving surface waves, diffractions, refractions, and
reflections. It has been shown that all those aspects substantially affect results, which, in this
work, are close to realistic situations.

The problems observed here (relative to transitory high voltage induced in transmission
lines) represent high risk when considering the final consumer unit, providing both material
and human health damage.

Besides that, it was possible to verify from the electric field spatial distribution that high
potential differences induced on the soil surface can be found in regions near the tower and
its grounding mesh. Such structures are usually located near residences, or in places with
constant circulation of people. Telecommunication towers require special attention by the
operators which are responsible for the service and by the local energy company as well,
keeping safe areas located near those installations, as well as the energy consumer unit.
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Fig. 12. (a) waveform of the injected current, used as excitation source and (b) the transient
voltages obtained for each transmission line.

(e)
Fig. 13. Spatial distribution of electric field intensity: ground surface for ¢ = (a) 900 At, (b)
1050 At, (c) 1440 At; and at the plane x = 420 (the plane containing the source) for t = (d) 330
At, (e) 420 At and (f) 1410 At.
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E. Analysis of Induced voltages on Transmission Lines of a Power Substation due to
Atmospheric Discharge.

Figure 14 shows an overview of a computational model of the power substation created by
using the LANE-MAXWELL software. It is composed by the structural elements of high-
voltage switches, insulators, transmission lines, towers, fence, grit layer, grounding grid,
current Transformers, voltage transformers, lightning arrester, etc.

The analyzed region’s volume is 1000x195x45 m3, which is represented by cubic Yee cells
with edges measuring 0.5 m. As indicated by Fig. 14, the lighting current was injected at a
lighting arrester placed near the 230 kV line, with a maximum value of 1.0 kA (Tanabe,
2001). The wave propagation phenomenon was analyzed up to 12 ps after the beginning of
the lighting process. The electrical parameters used for representing the ground region were
€ =50 gg and 6 =2 m S/m. The grit layer was modeled as an isotropic media with thickness
of 0.5 m and with 6 = 0.333 m S/m & = 50 &o. This model follows the specifications of a real
substation, which is under responsibility of Eletronorte, installed at the city of Belém
(Brazil).
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Fig. 14. Structure of the Power Substation represented in LANE-MAXWELL.

High-voltage switch

In order to create the scenario of Fig.14 with precision, specific database software has been
developed. The idea is to create prototypes of the objects of the substation and to clone them at
proper spatial coordinates. These objects (towers, switches, etc.) are composed by basic elements
of the simulation software (metal and dielectric blocks and thin wires), which are grouped
forming a prototype. A text file containing the positions of each clone of each prototype defines
the electromagnetic environment. Then, the domain decomposition subroutine distributes the
basic elements among the processing sub-domains, which quantity of cores to be used is defined
by the user (Fig.3a). Here, sixteen 64-bits processors were used as a Beowulf cluster for solving
this problem, which requires approximately 12 hours for concluding the computer simulation.
Each core processed a volume of 62.5x195x45 m?each time step.

Figure 15a shows two y-aligned lines (in doted yellow style) over which induced transient
voltages, calculated from the transmission lines to ground, were registered. The red points
numbered as 370 and 347 indicate the discrete Yee’s indexes related to the x direction, where
the voltages are measured. Figure 15b defines of the path used for integrating electric field,
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at the ground surface, in order to calculate the transient step voltage outside the substation,
in the region as close as possible to the discharge point. The points A and B are separated by
one meter (average separation between the legs of a human victim).

voltage
measuring

Step

Voltage path
(from A to B)

(b)

Fig. 15. (a) Definition of two of the lines (dashed yellow style) were induced voltage peaks
were registered. Voltages were measured from transmission lines to ground and (b)
definition of the path used for integrating electric field and determining the transient step
voltage (from A to B) ; definition of the line in which induced voltages were registered at the
transmission lines (x = 1173). Coordinates are given in cells.

Figure 16 presents the obtained maximum induced voltages on the transmission lines,
measured from the ground surface to those lines, considering (a) x = 370, (b) x = 347, (c) x =
316 and (d) x = 1173, along the y direction. The voltage values obtained for each
transmission line are indicated by the black dots on the curves (lines were obtained by
interpolation).

As shown by Fig. 15a, the line in which x = 370 is the closest to the discharge point. For the
first line, the voltage peak induced reaches about 110 kV (Figs. 16a and 16b). For its neighbor
parallel line, the induced voltage is radically reduced to 35 kV (x = 370) and to about 15 kV
for x = 347. For the case of Fig. 16a, the induced voltage on the remaining transmission lines
decreases exponentially, reaching about 10 kV at the second bay’s lines. For the case of Fig.
16b (12 m from the line considered in Fig. 16a), it is possible to see that the decay pattern is
close to an exponential function with oscillations for the first bay lines. The voltages for the
second bay are also close to 10 kV for each kA injected.

Figure 16c shows similar results obtained for x = 316. It is possible to see in Fig. 15 (a) that
between this point and the discharge coordinates there are several structures, like towers
and switches, which act as reflective objects to the electromagnetic field, what justifies the
considerable reduction of the peak voltage for the first line (to about 50 kV). The induced
voltage to the neighbor line drops to 25 kV and decays almost exponentially to about 6.5 kV
at the second bay. The reduction due the reflection of the fields are confirmed when results
of Fig. 16d are analyzed. The reference point is x = 1173 (Fig. 15b), which is outside the
substation (401 m from the discharge point). The maximum induced voltage is close to 72
kV, decreasing exponentially to 5 kV as distant lines are analyzed. It is also confirmed by
analyzing Fig. 17, which shows the electric field distributions for (a) t = 0.225 ps, (b) t = 0.365
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ps and (c) t = 1.00 ps. In those figures, the blue color represents small amplitudes, green
represents intermediate strengths and red is associated to the regions of greater intensity for
electric field. For all cases, it is possible to see that the electric field presents smaller
intensities as one moves from the fist bay (where the discharge occurs) to the second bay (in
y-direction). However, when one moves from the first bay to outside of the substation (in -y-
direction), the field attenuation is less intense.

Fig. 18 (a) shows the obtained step voltage between the points A and B indicated at Fig. 15b. It is
possible to see that after approximately 1 ps of the beginning of the lighting discharge, this
voltage reaches its maximum value of about 807 V for each kA of peak current. However, its
time duration is relatively short. However, the person can be exposed to voltages around 200 V
for each kA of lighting current for a much longer time, depending on the time and amplitude
characteristics of the injected current. Finally, Fig. 18b shows the electric field distribution at the
ground grid plane after 38.5 ms of simulations, illuminating the grid. It is possible to observe that
there are red dots, indicating higher intensities of the field, which are associated to the electrical
connections of the substation devices to the ground grid. This indicates that current is returning
or it is being injected to the grounding mesh.
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Fig. 16. Maximum induced voltages induced on transmission lines for (a) x = 370, (b) x = 347,
(c) x=316 and (d) x =1173.
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©
Fig. 17. Spatial electric field distribution for the plane parallel to the yz-plane which contains
the discharge source, for: (a) t = 0.225 ps, (b) t = 0.365 pus and (c) ¢ = 1.00 ps.
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Fig. 18. (a) Step voltage as function of time and (b) E, electric field component distribution
for t = 38.5 ps at the plane of the ground grid.

4. Conclusion

This R&D project generated a computational environment for the analysis and synthesis of
problems on EMC. The initially obtained results were consistent with those available in the
literature and with the physics that the problems involve. The used methodology represents
a full wave solution and can be used in any frequency range. The developed software can be
used in a great range of different applications, as Maxwell’s equations are solved by an
automated parallel processing environment.
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The association of the computational environment with the laboratory equipment acquired
represents a desirable infra-structure for the realization of high level works.
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1. Introduction

With the increasing of the scale and the complexity of the interconnected power networks,
the problems on the various potential power oscillations, which have the nervous damage
against the system stability and the security operation, have been drawn more and more
attention (Kunder, 1994; Anderson & Fouad, 2003; Bikash & Balarko, 2005). Power system
oscillations were first reported in northern American power network in 1964 during a trial
interconnection of the Northwest Power Pool and the Southwest Power Pool (Schleif et al.,
1966). Up to now, generally speaking, power oscillations could be divided into three kinds
of types, that is, local mode, inter-area mode, and global mode. Local oscillations lie in the
upper part of that range and consist of the oscillation of a single generator or a group of
generators against the rest of the system. In contrast, inter-area oscillations and global
oscillations are in the lower part of the frequency range and comprise the oscillations among
groups of generators. As a classic oscillation mode, there are relative mature technologies
and devices such as kinds of power system stabilizers equipped as a part of the additional
excitation system of machine unit to provide the efficient damping ratio to suppress the
local oscillation. Nevertheless, as for the inter-area and the global oscillation mode, the
classic stabilizer cannot play an important role to damp such oscillation very well. The
leaded result is that the line power transmitted from one area to another will form the
instable oscillation with the unease attenuation characteristic.

As a result, if there is no the effective solution to suppress these power system oscillations,
the instability could lead the machine unit cut even the networks breakout. Nowadays,
severe consequences have been coursed by large-scale blackouts, such as blackouts in the
USA, Europe and many other countries in recent years. Moreover, blackouts not only lead to
financial losses, but also lead to potential dangers to society and humanity. So it is necessary
to pay attention to keep the stability and security of the electrical power systems. Up to now,
many authors are trying to develop new methods to enhance the various types of
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oscillations in power system. Various theories and technologies are introduced to against
such power oscillations, such as wide area measurement systems (Ray &Venayagamoorthy,
2008; Kawma & Grondin, 2002), FACTS devices (Pourbeik & Gibbard, 1996; Pourbeik &
Gibbard, 1998; Zhang et al., 2006), robust controllers and the design technologies (De
Oliveira et al.,, 2007; Pal et al. 1999), and so on, to enhance the stability and the security
operating ability of the close-loop systems.

In this chapter, we will deal with the application of power system stabilizer to improve the
power system damping oscillation by using eigenvalue analysis method. This paper is
organized as follows: In Section II, the operating principle and main structure types of
power system stabilizer (PSS) will be described briefly. In Section III, the eigenvalue analysis
method based on small single model will be introudeced. In section Section 1V, the detail
nonlinear simulations on two typical test systems will be performed to evaluate the
performance with installing powes system stabilizer (PSS). In Section V, we will give some
conclusions.

2. Power System Stabilizers

2.1 Operating Principle

The basic function of power system stabilizer (PSS) is to add damping to the generator rotor
oscillations by controlling its excitation by using auxiliary stabilizing signal(s). Based on the
automatic voltage regulator (AVR) and using speed deviation, power deviation or
frequency deviation as additional control signals, PSS is designed to introduce an additional
torque coaxial with the rotational speed deviation, so that it can increase low-frequency
oscillation damping and enhance the dynamic stability of power system. Fig.2.1 shows the
torque analysis between AVR and PSS.

Fig. 2.1. Torque analysis between AVR and PSS

As shown in Fig.2.1, under some conditions, such as much impedance, heavy load need etc.,
the additional torque AM,; provided by the AVR lags the negative feedback voltage (-A V)
by one angle @x , which can generate the positive synchronizing torque and the negative
damping torque component to reduce the low frequency oscillations damping. On the other
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hand, the power system stabilizer, using the speed signal (A®) as input signal, will have a
positive damping torque component AM,;. So, the synthesis torque with positive
synchronous torque and the damping torque can enhance the capacity of the damping
oscillation. Fig.2.2 shows the structure diagram of power system stabilizer (PSS).

Generator Voltage
\
Generator and
> AVR »  Exci >
v xeiter Power Network
Ponorf
PSS -

Fig. 2.2. The structure diagram of power system stabilizer(PSS)

2.2 Structure Types (IEEE Power Engineering Society (1992))

Power system stabilizers (PSS) are added to excitation systems to enhance the damping of
power system during low frequency oscillation. For the potential power oscillation problem
in the interconnected power networks, the power system stabilizers solution is usually
selected as the relative practical method, which can provide the additional oscillations
damping enhancement through excitation control of the synchronous machines.
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Fig. 2.3. General power system stabilizer model

Fig.2.3 shows the general power system stabilizer model with a single input, and from
which, it can be seen that as for the additional damping control of the excitation system of
the synchronous machines, basically the general input signal is the rotor speed deviation.
The damping amount is mostly determined by the gain Ksras, and the following sub-block
has the high-pass filtering function to ensure the stabilizer has the relative better response
effect on the speed deviation. There are also two first-order lead-lag transfer functions to
compensate the phase lag between the excitation model and the synchronous machine.

Fig2.4 shows the power system stabilizer mode with dual-input singles, which is designed
by using combinations of power and speed or frequency as stabilizing singles. From it, it can
be seen this model can be used to represent two distinct types of dual-input stabilizer
implementations. One hand, as for electrical power input stabilizers in the frequency range
of system oscillations, they can use the speed or frequency input for the generation of an
equivalent mechanical power signal, to make the total signal insensitive to mechanical
power change. On the other hand, by combining the speed /frequency and electrical power,
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they can use the speed directly (i.e., without phase-lead compensation) and add a signal
proportional to electrical power to achieve the desired stabilizing signal shaping.
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Fig. 2.4. Power system models with dual inputs
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Although the conventional stabilizer model has a certain damping effect on the active power
oscillation, the action on the special oscillation such as inter-area or global oscillation cannot
be considered very well. To solve such oscillation problems, various methods have been
provided with the special consideration of the inter-area or global oscillation. Here, the
multi-band power system stabilize shown in Fig.2.5 is studied in detail to the inter-area
oscillation environment.

In essence, the standardized multi-band power system stabilizer is the multi-structure of the
general stabilizer with three kinds of frequency bands action function to consider the mostly
potential power system oscillations. In that case, the measured input signal, which has been
transferred through high-pass filter sub-block, can be used by the related gain, phase
compensation block, and limiter to generate the special output control signal for the local
oscillation damping mode. Similarly, the measured input signal, and the related transfer
function blocks are used to damp the impossible inter-area and global power oscillation.

3. Eigenvalue Analysis Method

3.1 Small Signal Modelling

The behaviour of a normal power system can be described by a set of first order nonlinear
ordinary differential equations and a group of nonlinear algebraic equations. It can be
written in the following form by using vector-matrix notation:

x=f(x,w, u)
0=g(x, w, u) o
y=h(x, w, u)

In which, x is vector of state variables, such as rotor angle and speed of generators. The
column vector w is the vector of bus voltages. u, y is the input and output vector of variables
respectively.

Although power system is a nonlinear, it can be linearized by small signal stability at a
certain operating point. (x,, w,, ,) is supposed to be a equilibrium point of this power

system, then based on direct feedback, it can be expressed as the following standard form
(Zhang et al., 2006):

Ax = AAx + BAu
Ay = CAx+ DAu @)

where Ax, Ay ,and Au express state, output, and input vector, respectively; A, B, C, and D

expresses the state, control or input, output, and feed forward matrices, respectively.

3.2 Damping Ratio and Linear Frequency

The eigenvalues 4 of A matrices can be obtained by solving the root of the following
characteristic equation:

det(Al —A)=0 €)
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As for any obtained eigenvalues ﬂi =0, t jw,, the damping ratio O and oscillation

frequency f can be defined as follows:

S E—
l Jo!l+o’
5)
a)i
fi = 7
4 (6)

The above parameters £©; and @ ; can be used to evaluate the damping effects of the

power system stabilizers on the power oscillation. It is obvious that the higher damping
ratio and the lower oscillation frequency, the better damping effects to enhance the stability
of the power system, so as for the solution with power system stabilizers to damp the power
oscillation, the best scheme is that install the power system stabilizer for every machine in
the power networks, in that case, it can inevitably obtain the best damping effects.
Nevertheless, such installation scheme must increase the investment cost, which may be not
the economical solution scheme. So, with the precondition of demand damping effects
within the specific limits, the optimal arrangement for stabilizers in the areas and the
machines of the power networks could be valuably performed with the consideration of
economical factor, which will be discussed in the case study.

3.3 Participation Factor
if 4, is an eigenvalue of A, y,and w, are non zero column and row vectors respectively such
that the following relations hold:

Avi:ﬂ"via i:1,2,"',n (7)

1

wA=Aw,, i=12,---,n ®)

where, the vectors v, and w, are known as right and left eigenvectors of matrix A. And they
are henceforth considered normalised such that

w v, =1 ©)
Then the participation factor p, (the kth state variable x, in the ith eigenvalue 4 ) can be

given as

Py = ‘vikHWki‘ (10)

where Wy; and Vy; are the ith elements of Wy and Vj , respectively.
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4. Cases Study

4.1 Four-Machine Two-Area Test System

7 8

©

1 -
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Fig. 4.1. Two-area test system
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Fig. 4.2. Dominant eigenvalues of the two-area test system, (a) no stabilizer; (b) with
stabilizers in area-1; (c) with stabilizers in area-2; (d) with stabilizers in both areas.

Fig. 4.1 shows the two-area benchmark power system(Kunder,1994) for inter-area oscillation
studies. From this, it can be seen that there are two machines in each area, and two-parallel
220km transmission lines are used to interconnect the both areas. In order to discuss the
impacts of different stabilizer arrangement on the power oscillation damping, as for the area
arrangement scheme, the following tests have been performed: (a) install stabilizers in both
areas; (b) install stabilizers in area-1; (c) install stabilizers in area-2; (d) not install stabilizers.
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As for the machine arrangement scheme, the following tests have been performed: (a) install
stabilizers for G1~G4; (b) install stabilizers for G1 and G3; (c) install stabilizer for G1; (d) no
machine installed stabilizer.

It is worth to remark that such testes mentioned above are achieved by small disturbance for
the G1’s reference voltage step from 1.0pu to 1.02pu with the duration time of 0.2s. In the
corresponding situations, the small signal stability for the inter-area oscillation has been
analyzed in detail with the eigenvalues analysis method.

Fig. 4.2 shows dominant eigenvalues analysis results for the two-area test system with
different area stabilizer arrangement. From Fig. 4.2(a), it can be seen that as for the open-
loop system without any installed stabilizer, there is some instability for the inter-area
mode. By installing the stabilizers in area-1, the inter-area oscillation mode has been
suppressed, and meanwhile the local mode in area-1 between G1 and G2 is also enhanced
greatly shown in Fig.4.2 (b). Such similar damping effect shown in Fig.4.2 (c) is also
achieved by installing stabilizers in area-2. If we stall the stabilizers in both area-1 and -2,
both the inter-area mode and two local modes can be obtained the high damping ratio and
lower oscillation frequency shown in Fig. 4.2(d).

In order to represent the related oscillation effects, the time domain for the test system has
been performed. Fig. 4.3 shows the simulation results on the line power flow from area 1 to
area 2. From this, it can be found that the arrangement on stabilizer installation for every
machine in both areas has the best damping effects on inter-area oscillation, which is in
unison with the above dominant eigenvalues analysis results. If there is no any stabilizer for
machine in both areas, the inter-area oscillation cannot be avoided. The other arrangement
schemes exists a certain difference. By comparative analysis, it can be found that the
arrangement scheme on installing the stabilizer for G1 in area-1 and G3 in area-2 is the
relative optimal solution to damp the inter-area oscillation between area-1 and 2.
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Fig. 4.3. Oscillation damping effects of installed stabilizers, (a) different areas; (b) different
machines

4.2 Sixteen-Machine Five-Area Test System

In order to indicate the stabilization effects of multi-PSSs for large-scale power system, the
16-machine 5-area test system (Rogers, 2000) shown in Fig.4.4 is simulated in this section.
This is in fact the simplified New England and New York interconnected system. The first
nine machines (G1-G9) and the second four machines (G10-G13) are belonged to the New
England Test System (NETS) and the New York Power System (NYPS), respectively. In
addition, there are other three machines (G14-G16) used as the dynamical equivalent of the
three neighbour areas connected with NYPS area. It should be remarked that all the
machines are described by the sixth-order dynamical model.

The eigenvalue analysis mentioned in the above Section 3 has been performed on the
linearized system model of the multi-machine test system without any PSS. The calculated
dominate oscillation modes are shown in Table 4.1. From this, it can be seen that as for the
system without PSSs, there are kinds of low frequency oscillations (LFOs) with the very
weak damping ratios, which is disadvantage to the normal operation of the multi-machine
test system.
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Mode Eigenvalues Frequency (Hz) Damping Ratio
1 -0.064%2.756i 0.439 0.023
2 -0.032%3.590i 0.571 0.009
3 -0.003+4.408i 0.702 0.001
4 -0.131%5.170i 0.823 0.025
5 0.4081+7.673i 1.221 -0.053
6 0.240£7.722i 1.229 -0.031
7 0.647£7.790i 1.240 -0.083
8 -0.157%8.357i 1.330 0.019
9 0.291+8.462i 1.347 -0.034
10 0.4771+8.615i 1.371 -0.055
11 0.167£8.690i 1.383 -0.019
12 -0.116%+10.0951 1.607 0.012
13 0.092£10.188i 1.621 -0.009
14 -0.3831+10.207i 1.625 0.037
15 0.5161+12.543i 1.996 -0.041

Table 4.1. Dominant oscillation modes (without PSS)
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Furthermore, according to the calculation results shown in Table 4.2 about the participation
factor of each machine to the corresponding operation mode, it can be observed that under
the normal operation condition, the system mainly has four inter-area oscillation modes and
eleven local oscillation modes. Combined to Table 4.1, we can obviously obtain the common
results about the LFO characteristics. That is to say, as for the inter-area modes, the
oscillation frequency is less 1.0Hz, and as for the low-frequency local modes, the oscillation
frequency is between 1.0Hz and 2.0Hz.

Mode

Participation factor (from G1 to G16)

Oscillation mode

1

0.0147,0.0110,0.0137,0.0127,0.0130,0.0167,0.0120,0.0093,
0.0142,0.0049,0.0046,0.0253,0.1400,0.0848,0.1006,0.0366

G1-G9 vs G10-G16

0.0022,0.0012,0.0017,0.0021,0.0023,0.0029,0.0020,0.0014,
0.0024,0.0001,0.0000,0.0001,0.0002,0.2065,0.0063,0.2730

G1,G4-GY,G14 vs G2,G3,
G10-G13,G15,G16

0.0309,0.0141,0.0214,0.0383,0.0461,0.0546,0.0366,0.0191,
0.0392,0.0000,0.0006,0.0205,0.1746,0.0029,0.0003,0.0056

G1,G4-G8 vs G2,G3,
G9-G16

0.0000,0.0000,0.0000,0.0001,0.0001,0.0001,0.0001,0.0000,
0.0000,0.0000,0.0000,0.0003,0.0029,0.1322,0.3144,0.0498

G1-G9,G12,G13,G15 vs
G10,G11,G14,G16

0.0001,0.0059,0.0038,0.0037,0.0048,0.0102,0.0039,0.0008,
0.0140,0.0013,0.0006,0.4178,0.0681,0.0000,0.0000,0.0001

Local oscillation mode

0.0176,0.0979,0.0734,0.0429,0.0565,0.1126,0.0381,0.0040,
0.0758,0.0103,0.0010,0.0422,0.0017,0.0001,0.0000,0.0000

Local Oscillation mode

0.0123,0.0898,0.0728,0.0015,0.0014,0.0038,0.0029,0.0111,
0.3152,0.0000,0.0000,0.0019,0.0004,0.0000,0.0000,0.0000

Local Oscillation mode

0.0055,0.0005,0.0007,0.0167,0.2878,0.1593,0.0536,0.0031,
0.0005,0.0019,0.0001,0.0001,0.0001,0.0000,0.0000,0.0000

Local Oscillation mode

0.1377,0.0427,0.0108,0.0007,0.0023,0.0102,0.0082,0.0783,
0.0166,0.1799,0.0043,0.0077,0.0013,0.0002,0.0000,0.0002

Local Oscillation mode

10

0.0027,0.1864,0.2582,0.0001,0.0002,0.0015,0.0007,0.0014,
0.0006,0.0018,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000

Local Oscillation mode

11

0.1213,0.0008,0.0035,0.0001,0.0004,0.0084,0.0012,0.0710,
0.0047,0.2569,0.0032,0.0029,0.0021,0.0001,0.0000,0.0002

Local Oscillation mode

12

0.0025,0.0001,0.0005,0.1471,0.0727,0.1056,0.1381,0.0007,
0.0003,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000

Local Oscillation mode

13

0.0001,0.0000,0.0000,0.1957,0.0345,0.0365,0.1852,0.0001,
0.0000,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000

Local Oscillation mode

14

0.1793,0.0000,0.0001,0.0001,0.0001,0.0002,0.0001,0.3086,
0.0000,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000,0.0000

Local Oscillation mode

15

0.0007,0.0002,0.0001,0.0001,0.0000,0.0000,0.0000,0.0002,
0.0000,0.0100,0.4323,0.0021,0.0043,0.0001,0.0000,0.0002

Local Oscillation mode

Table 4.2. Participation factor and oscillation modes
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To describe the existing oscillation modes vividly, the angle eigenvectors for mode 1-8 have
been drawn as shown in Figure 4.5 and 4.6. By comparing there two figures, we can
obviously find the difference between inter-area mode and local mode. In practice, with the
demand of competitive power markets and the large-scale transmission and distribution of
electric energy, more and more regional electric networks are interconnected to gradually
form the relative bigger scale electric power systems. In that case, the dynamic performance
changes more complex, which lead to various instability problems such as voltage
instability, power oscillations, and so on. Especial for the inter-area oscillation mode, it
could be the typical LFO modes existing in the modern power system, which should be
considered carefully. Generally, as for the typical common selection for stabilization of
power system, PSS can provide a certain damping for the LFO mode especial for the local
mode. Also, as for the inter-area oscillation damping, the multi-band PSS mentioned in the
above section should be a better alternative.

© (d)

Fig. 4.5. Inter-area oscillation modes. (a) mode-1, (b) mode-2, (c) mode-3, (d) mode-4
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180

(d)
Fig. 4.6. Local oscillation modes. (a) mode-5, (b) mode-6, (c) mode-7, (d) mode-8

In order to reveal the stabilizing effects of the general PSS on the LFO modes, the PSS with
the classical structure shown in Figure 2.3 has been installed to each machine in the multi-
machine test system. As for the lead-lag time constants for the phase lag compensation, they
can be determined using the method given in (Kunder, 1994; Rogers, 2000).

The eigenvalues analysis for the linearized model of the multi-machine test system with 16-
PSSs has been performed. The calculated dominate oscillation modes are shown in Table 4.3.
By comparing with Table 4.1, it can be seen that with the implement of PSSs installation, the
damping ratios for both the inter-area and the local modes are greater than 0.1, which
indicates the very well stabilization effects of PSS on LFO mode.

Mode Eigenvalues Frequency (Hz) Damping Ratio
1 -0.598+2.667i 0.424 0.219
2 -0.690£3.489i 0.555 0.194
3 -0.676£4.209i 0.670 0.159
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Table 4.3. Dominant oscillation modes (with PSS)

4 -0.674%5.037i 0.802 0.133
5 -1.205+7.434i 1.183 0.160
6 -1.494%7.543i 1.201 0.194
7 -1.560%8.152i 1.297 0.188
8 -1.810%+8.337i 1.327 0.212
9 -1.738 £8.540i 1.359 0.199
10 -1.271%8.622i 1.372 0.146
11 -2.767£8.879i 1.413 0.297
12 -1.724+11.1144 1.769 0.153
13 -2.913+11.414i 1.817 0.247
14 -3.024+11.822i 1.882 0.248
15 -2.056+12.353i 1.966 0.164

Speed (pu)

1.02

Speed (pu)

1.006

1.004

1.002

0.998

0.996

(b)
Fig. 4.7. Dynamic response of speed of G1-G16 to a line-to-ground fault. (a) without PSSs, (b)
with PSSs.
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3.5 ‘ ; ;
| ==———— Without PSSs || ;
With PSSs !

Power flow in line 46-49 (pu)

(d)
Fig. 4.8. Dynamic response of power flow in the interconnected backbone lines. (a) line 1-2,
(b) line 8-9, (c) line 50-51, (d) line 46-49.

In order to evaluate the stabilization performance of PSSs on the LFO modes, the nonlinear
simulation on the multi-machine test system has been performed by setting the line-to-
ground fault nearby Bus-1. The fault starts from 10.0-s and continuous 50-ms. Figure 4.7 and
4.8 show the dynamic responses of the test system for such large disturbance. From Figure
4.7, it can be seen that the system without PSSs exists the serious power oscillations, which
is directly reflected by the instability of machine speed shown in Figure 4.7(a). However,
with the implement of PSSs, such oscillations are damped very well, which can be shown in
Figure 4.7(b).

Furthermore, as for the multi-machine test system with five areas, the power flow in the
backbone lines, which play an important role on the network interconnection, can be
obtained as shown in Figure 4.8. From this, it can be seen that, the installation of PSSs can
improve the system dynamic performance very well, and all the backbone lines can transmit
the power stably.

5. Conclusion

This paper presents the power system stabilizer with the consideration of local, inter-area,
and global mode to damp the potential power oscillation. Based on this, the eigenvalues
analysis method has been introduced to analyze the damping effects of various arrangement
schemes of such stabilizer. The case study on the typical 4-machines 2-area test system and
16-machines 5-areas shows that although the best arrangement scheme that install the
stabilizer for every machine and area can obtain the best oscillation damping effect, it is not
the economical solution scheme especial to the large power networks, and the scheme that
arrange stabilizer for one area one machine is the optimal arrangement with the
consideration of economical factor. This paper has a certain meaning to the optimal
stabilizer arrangement for power networks, and the future researches on the arrangement
rules with evolutionary algorithm and the coordinated FACTS device to obtain the better
power oscillation damping effects could be concerned and performed.
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1. Introduction

The modern information society will continue to emerge, and demand for wireless
communication services will grow. Future generation wireless networks are considered
necessary for the support of emerging services with their increasing requirements. Future
generation wireless networks are characterized by a distributed, dynamic, self-organizing
architecture (I. F. Akyildiz et al., 2006). These wireless networks are broadly categorized into
different wireless networks according to their specific characteristics. Typical examples
include Ad-Hoc/Mesh Networks, Sensor Networks, Cognitive Radio Networks, etc as
shown in figure 1. These wireless networks could then constitute the infrastructure of
numerous applications such as emergency and health-care systems, military, gaming,
advertisements, customer-to-customer applications, etc. Not only their importance in
military applications is growing, but also their impact on business is increasing. The
emergence of these wireless networks created many open issues in network design too.
More and more researchers are putting their efforts in designing the future generation
wireless networks.

Celnlar
ZommuyEaton

Cogukie Radk

Ad-Hoc/Me sk
Networkhyg

Sensor
Hetvomks

Wire ks Networks

Fig. 1. Different kinds of wireless networks

1 Some part of this chapter was published at AMS’09, Indonesia [24].
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There are three main traditional techniques for analyzing the performance of wired and
wireless networks; analytical methods, computer simulation, and physical measurement or
a testbed measurement. Traditionally, formal modeling of systems has been via a
mathematical model, which attempts to find analytical solutions to problems and thereby
enable the prediction of the behavior of the system from a set of parameters and initial
conditions. However, it is widely known that comprehensive models for wireless ad hoc
networks are mathematically intractable. On its own, each individual layer of the protocol
stack may be complex enough to discourage attempts at mathematical analysis. Interactions
between layers in the protocol stack magnify this complexity. The construction of real
testbeds for any predefined scenario is usually an expensive or even impossible task, if
factors like mobility, testing area, etc. come into account. Additionally, most measurements
are not repeatable and require a high effort.

Simulation is, therefore, the most common approach to developing and testing new protocol
for a wireless network. Simulation has proven to be a valuable tool in many areas where
analytical methods aren’t applicable and experimentation isn’'t feasible. Researchers
generally use simulation to analyze system performance prior to physical design or to
compare multiple alternatives over a wide range of conditions. In context with networks,
and especially wireless networks, simulators are used for the development and validation of
new algorithms, such as routing algorithms in wireless networks, or protocols.
Improvements of existing algorithms, as well as testing a networks capacity and efficiency
under specific scenarios is also a simulators task. Many publications typically include
performance simulations and commonly compare routing protocols. Simulators model the
real world in a specific way. Their purpose is to ease the understanding of it, to surge its
behavior and especially research its reactions on particular events. There are a number of
advantages to this approach: lower cost, ease of implementation, and practicality of testing
large-scale networks [2].

The goal of simulators is to achieve an “as real as possible” situation in order to make the
simulation results realistic and therefore adaptable. Because it is impossible to collect and
implement all the data and details playing a role within the real world, the simulators have
to be trimmed. Now, the main difficulty is where to start cutting off details and where to
end with it while dealing with simulation. The correct level of detail decides whether a
simulation is useful or not, and therefore a difficult part in the development process. While
less details in simulation could produce results which are deluding or in some cases even
false, the effects of too many details can also make the simulation useless: Necessarily the
implementation is more time- consuming and the simulation takes longer. When it comes to
wireless network simulation, three main points are important: Firstly, the algorithms and
protocols should be error free and have to be implemented in adequate detail, and secondly,
the simulation environment, such as mobility schemes, must be realistic. Finally, a proper
method is needed to analyze the collected data. Even though simulation is a powerful tool, it
is still occupied with potential pitfalls [3]. To help overcome this, it is important to know the
different tools available and their benefit and drawbacks there in associated. The goal of this
paper is to give an over all short review to simulation system, especially discussion about
commonly used simulation tools in system and network, and a cautionary guideline to
avoid the pitfall associated with simulation for all who are using or will be using simulation
tools for their research.
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Fig. 2. Simulation Steps

There are four basic steps to run a simulation as shown in figure 2. First step is to develop a
model (e.g. implementation of a protocol); second step is to create a simulation scenario (e.g.
designing a network topology and traffic scenario); third step is to choose and collection of
statistics, and finally fourth step is to visualize and analysis of simulation results which may
be carried out after (or during, in some cases) the simulation execution. The problem with
such approach is that one cannot guess in advance how many replications is needed for
securing small errors of estimates, and if the errors are found to be too large, simulations
need to be repeated. This is referred to as offline sequential analysis of simulation output
data. Of course, this is not a very efficient way of data analysis. It is generally required that
final results from any simulation are to analyze output data on-line, during simulation.
Then, the simulation can be stopped when the statistical errors of the estimates become
sufficiently small.

Fig. 2. Classification of simulation tools

Before going further, we present the classification of simulation tools which could be a good
summary for those with little previous exposure to the topic [4]. As depicted in figure 3
simulation tools can be classified according to several criteria including:

e  Stochastic or deterministic

e Steady State or dynamic

e  Terminating or non terminating
o  Discrete or continuous or hybrid
e Local or distributed
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Stochastic simulation: Most of the realistic simulation tools The world is full of uncertainty,
and most (if not all) realistic simulation models will incorporate some randomness as well as
some element of time elapsing. Such tools can be used to examine a diverse set of
applications. For example, the simulation may have been designed to model the operation of
a customer service center, traffic patterns over a particular location grid, hospital facilities
utilization, waiting times for customers arriving at a service center, the number of cars
passing through an intersection during a 5 minute period, the efficacy of various strategies
in combat warfare, the impact of changes in layout and equipment on production
throughput, and more.

Deterministic simulation: Deterministic simulations use fixed, non-random values to
specify the model and particular variant of the system under investigation. Because there is
no randomness, the output is also fixed for any specific set of inputs. Chaotic model is the
special case of deterministic model.

Non-terminating simulation: In a non-terminating system, the duration of the system is not
finite. The Internet exemplifies a non-terminating system. Non-terminating simulations are
used to simulate non-terminating systems. In a non-terminating simulation, there is no
event to signal the end of a simulation, and such simulations are typically used to
investigate the long-term behavior of a system. Non-terminating simulations must, of
course, stop at some point, and it is a non-trivial problem to determine the proper duration
of a non-terminating simulation. If the behavior of the system becomes fairly stable at some
point, then there are techniques for analyzing the steady-state behavior of the system using
non-terminating simulations.

Terminating simulation: Terminating systems are characterized by having a fixed starting
condition and a naturally occurring event that marks the end of the system. An example of a
terminating system is a work day that starts at 8 am and ends at 4 pm at a bank. For
terminating systems the initial conditions of the system generally affect the desired
measures of performance. The purpose of simulating terminating systems is to understand
their behavior during a certain period of time, and this is also referred to as studying the
transient behavior of the system.

Steady-State simulation: Steady-state models use equations defining the relationships
between elements of the modeled system and attempt to find a state in which the system is
in equilibrium. Such models are often used in simulating physical systems, as a simpler
modeling case before dynamic simulation is attempted.

Dynamic simulation: Dynamic simulations model changes in a system in response to
(usually changing) input signals.

Discrite event simulation: A discrete event simulation manages events in time. Most
computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the
simulator maintains a queue of events sorted by the simulated time they should occur. The
simulator reads the queue and triggers new events as each event is processed. It is not
important to execute the simulation in real time. It's often more important to be able to
access the data produced by the simulation, to discover logic defects in the design, or the
sequence of events. Most of the network simulation tools fall under this category.
Agent-Based Simulators: This is a special class of discrete event simulator in which the
mobile entities are known as agents. Whereas in a traditional discrete event model the
entities only have attributes, agents have both attributes and methods (e.g., rules for
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interacting with other agents). An agent-based model could, for example, simulate the
behavior of a population of animals that are interacting with each other.

Continuous Simulators: This class of tools solves differential equations that describe the
evolution of a system using continuous equations. These types of simulators are most
appropriate if the material or information that is being simulated can be described as
evolving or moving smoothly and continuously, rather than in infrequent discrete steps or
packets. For example, simulation of the movement of water through a series of reservoirs
and pipes can most appropriately be represented using a continuous simulator. Continuous
simulators can also be used to simulate systems consisting of discrete entities if the number
of entities is large so that the movement can be treated as a flow.

Hybrid Simulators: These tools combine the features of continuous simulators and discrete
simulators. That is, they solve differential equations, but can superimpose discrete events
on the continuously varying system.

Distributed simulator: Distributed models run on a network of interconnected computers,
possibly through the Internet. Simulations dispersed across multiple host computers like
this are often referred to as distributed simulations.

Local simulator: Local simulator models run on an individual machine or within an
interconnected cluster.

2. Related Work

There are several surveys, comparisons, and also some case studies about wireless network
and system simulators. They all differ with respect to the selection of evaluated simulators,
the intention of the work, the focus of the potential comparison and the level of detail. Table
1 summarizes the previous related works.

Reference Type of Study Simulator Tools Scope of Study
[5] Comparison Opnet, ns-2 Initialization, accuracy
Opnet,ns-2, QualNet, OMNeT-++,

[6] Comparison JSim, For critical infrastructure

SSFNet

. ns-2, TOSSIM Models, visualization, architecture,
[7] Comparison
components
GloMoSim, ns-2, DIANEmu,

GTNetS,

[8] Description J-Sim, Jane, NAB, PDNS, Overview
OMNeT++,

Opnet, QualNet, SWANS
SSF, SWANS, J-Sim, NCTUns,
ns-2,

[9] Comparison OMNeT++, Ptolemy, ATEMU, Models, type of visualization
Em-

Star, SNAP, TOSSIM
ns-2, GloMoSim, Opnet,

SensorSim,
[10] Description J-Sim, Sense,s(e)rlz/SlNeT-f--*-, Sidh, Overview
TOSSIM, ATEMU, Avrora,
EmStar

(1] Comparison Opnet, ns-2, OMNeT++, SSFNet, availability/credibility of models,

P QualNet, J-Sim, Totem usability
[12] Case Study Opnet, ns-2, testbed Accuracy of results
[13] Survey In general simulation study Credibility , accuracy

Table 1. Related works on Simulator comparison
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All of the works listed in table 1 consider different simulators or differ in their aim from this
paper. The works parented in [6, 8, 9, 10, 11, 13] are the close to our work as they include
some common simulators J-Sim, OMNeT++, and ns-2, which we also consider for our study.
However, [6] examines their suitability for simulating the failure of critical infrastructures
like electricity or telecommunication networks. This is very unrelated to what we present
here. A huge list of simulators is presented in [8, 10] however, they do not give a
comparative study. Rather, their works consists of more or less description of each simulator
tools independently. In [9] authors give an overview about the different issues in wireless
networks on a general basis. Only at the end of their work they presented a table comparing
the considered simulation tools according to different features such as their language, the
available modules, and GUI support, etc. the most detailed comparison is presented in [11].
However, they consider all the simulators from an industrial research point of view, which
are less relevant for academic researchers. They also miss several practical issues regarding
the credibility and reliability of the tools. In [13] authors presented a survey study of more
then 2200 research papers in the field of network simulation studies and point out several
systematic flaws in that. We follow the similar kind of work line of [13] but with different
aims. Our goal in this paper is to make a basic contribution to the wireless network
community by a) Giving overall short overview of some widely used system and network
simulation tools, b) comparing simulation tools on the basis of several features and a survey
report of more then 800 research papers in the field of system and networks in recent years
(2000~2008), c) listing our recommendations for the designers of protocols, models, and
simulators.

The remainder of this paper is organized as follows. In Section 3, we provide a brief
overview on “widely used” network and system simulation tools, and their comparisons
and results from our survey. Finally, conclusions are presented in section 4.

3. System and Network Simulation Tools

For network protocol designers, it is often difficult to decide which simulator to choose for a
particular task, especially for NGNs. Therefore, we conduct a survey to find a wireless
system/network simulator that provides a good balance between availability of ready to use
models, scripting and language support, extendibility, graphical support, easiness of use,
etc. The survey is based on a collection of a number of criteria including published results,
interesting characteristics and features. From our survey results, we broadly categories
system and network simulators as: “Widely Used” simulators and “Other” simulators. We
discuss more about these two categories in the later sections of this paper. The network
simulators taken into consideration as “Widely Used”are Ns-2, GloMoSim, J-Sim,
OMNet++, OPNet, and QualNet. While for physical layer> very few simulator tools are
used. The theoretical, numerical, statistical analyses are vastly used for physical layer. As a
simulator, NS2, TOSSIM, GloMoSim, Qualnet, OPNET, OMNET++ are used for the
implementation of the error model at the physical layer [14]. However, none of them
appears to implement sub-channels or to finely model an explicit packet detection and
timing synchronization phase [15]. MATLAB and Monte Carlo based simulations are

2 In rest of the paper we keep using terms “Physical Layer and “System” interchangeably,
unless and otherwise specified.
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“Widely Used” simulators in case of system. In this section, we will give a short overview
and a comparative study about the eight “widely used” network and system simulators,
respectively.

Ns-2: Ns2 is a discrete event simulator for networks. It began as ns (Network Simulator) in
1989 with the purpose of general network simulation. The core of core of the simulator and
most of the network protocol models are written in C ++, and the rest is in OTcl. In general,
C++ is used for implementing protocols and extending the ns-2 library. OTcl is used to
create and control the simulation environment itself, including the selection of output data.
Simulation is run at the packet level, allowing for detailed results. Ns2 provides OSI layers
excluding presentation and session layers. It has a huge pool of available features, offering a
large number of external protocols already implemented. Ns-2 does not scale well for sensor
networks. This is in part due to its object-oriented design. While this is beneficial in terms of
extensibility and organization, it is a hindrance on performance in environments with large
numbers of nodes. Another drawback to ns-2 is the lack of customization available. Packet
formats, energy models, MAC protocols, and the sensing hardware models all differ from
those found in most wireless devices [16].

GloMoSim: GloMoSim was developed in 1986 fro mobile wireless networks at UCLA
(California, USA). GloMoSim is written in Persec, which is an extension of C for parallel
programming. New protocols and modules for GloMoSim must be written in Parsec too.
GloMoSim respects the OSI standard. The ability to use GloMoSim in a parallel environment
distinguishes it from most other wireless network simulators. Like ns-2, GloMoSim is
designed to be extensible, with all protocols implemented as modules in the GloMoSim
library. GloMoSim still contains a number of problems. While effective for simulating IP
networks, it is not capable of simulating any other type of network. This effectively ensures
that many wireless networks can not be simulated accurately. Additionally, GloMoSim does
not support phenomena occurring outside of the simulation environment, all events must be
generated from another node in the network. Finally, GloMoSim stopped releasing updates
in 2000. Instead, it is now updated as a commercial product called QualNet [17].

J-SIM: J-Sim is a general purpose java based simulator developed by a team at the
Distributed Realtime Computing Laboratory (DECL) of the Ohio State University. It is built
according to the component-based software paradigm and written in Java. Everything in J-
Sim is a component: a node, a link, a protocol. Each component can be atomic or composed
of other components. Connection between components is done through ports. Actually,
there are three possible ways to connect ports: one-to-one, one-to-many, and many-to-many.
On a more abstract level, J-Sim distinguishes two layers. The lower layer Core Service Layer
(CSL) comprises every OSI layer from network to physical, the higher layer comprises the
remaining OSI layers. Initially designed for wired network simulation, its Wireless
extension proposes an implementation of the IEEE 802.11 MAC—which is the only MAC
supported so far. This extension turns J-Sim to a viable MANETSs simulator. J-Sim also
features a set of components which facilitates basic studies of wireless/mobile networks,
including three distinct radio propagation models and two stochastic mobility models. J-Sim
works on any operating system that turns Sun’s Java SDK 1.5 or later and is open source
[18].

OMNet++ : OMNet++ (Object Modular network Testbed in C++) is well designed discrete
event simulation environment written in C++. OMNET++ is actually a general-purpose
simulator capable of simulating any system composed of devices interacting with each
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others. The mobility extension for OMNeT++ is intended to support wireless and mobile
simulations within OMNeT++. This support is said to be fairly incomplete. OMNet++ is for
academic and educational use. Modules are connected in a hierarchical nested fashion,
where each module can contain several other modules. Modules can be defined as being
either simple or compound. Simple modules are used to define algorithms, and make up the
bottom of the hierarchy. Compound modules are a collection of simple modules that
interact with one another, using messages. OMNeT++ provides a component-based,
hierarchical, modular and extensible architecture. Components, or modules, are
programmed in C++ and new ones are developed using the C++ class library which consists
of the simulation kernel and utility classes for random number generation, statistics
collection, topology discovery etc. OMNeT++ has a number of advantages over the other
simulators. OMNeT++ accurately models most hardware and includes the modeling of
physical phenomena. All layers of the protocol stack can be modified. Despite its apparent
advantages, OMNeT++ has remained relatively obscure. The original implementation does
not offer a great variety of protocols, and very few have been implemented, leaving users
with significant background work if they want to test their own protocol in different
environments. OMNet++ works on Linux, Unix-like systems and windows XP/2K [19].
OPNet: OPNet (Optimized Network Engineering Tools) Modeler is a discrete-event
network simulator first proposed by MIT in 1986 and is written in C++. It is a well
established and professional commercial suite for network simulation. It is actually the most
widely used commercial simulation environment. However, it can be used free of charge by
researchers applying to University Program of the product. Unlike ns-2 and GloMoSim,
OPNET supports the use of modeling different network-specific hardware, such as physical-
link transceivers and antennas. OPNET Modeler features an interactive development
environment allowing the design and study of networks, devices, protocols, and
applications. For this, an extensive list of protocols is supported. Particularly, MAC
protocols include IEEE 802.11a/b/g and Bluetooth ones.OPNET can also be used to define
custom packet formats. The simulator aids users in developing the various models through
a graphical interface. The interface can also be used to model, graph, and animate the
resulting output. One of the most interesting features of OPNet is its ability to execute and
monitor several scenarios in a concurrent manner. However, OPNET also suffers from the
same object-oriented scalability problems as ns-2. OPNet modeler runs on Windows XP/2K,
Linux and Solaris platforms [20].

QualNet: QualNet network simulation software has been developed and marketed by
Scalable Network technologies.. It is a commercial ad hoc network simulator based on the
GloMoSim. It provides a comprehensive set of tools with many components for custom
network modeling and simulation. Models in source code form provide developers with a
solid foundation from which to build new functionality or to modify exiting functionalities.
QualNet does have a range of wired as well as wireless models but its main strength is in
the wireless area. QualNet also largely extends the set of models and protocols supported
by the initial GloMoSim distribution. As it is built on top of GloMoSim, QualNet is written
in Parsec [21].

MATLAB: MATLAB is an interactive software environment and programming language
from The MathWorks which has been founded in 1984. MATLAB was written in C. It
supports cross-platform operating system. It is used to make measurements, analyze and
visualize data, generate arbitrary waveforms, control instruments, and build test systems. It
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provides tools and command-line functions for data analysis tasks such as signal processing,
signal modulation, digital filtering, and curve fitting. MATLAB and companion toolboxes
provide engineers, scientists, mathematicians, and educators with an environment for
technical computing applications. With MATLAB and Simulink, one can (a) develop digital
signal processing (DSP) algorithms, (b) model and simulate systems, (c) automatically
generate code for embedded DSPs, MCUs, GPPs, FPGAs, and ASICs, and (d) verify and
validate the hardware and software implementations. But the drawback of this package is to
deploy MATLAB functions as library files, which can be used with .NET or Java application
building environment it is needed that the computer where the application has to be
deployed needs MCR (MATLAB Component Runtime) for the MATLAB files to function
normally. Another drawback is that M-code written for a specific release of MATLAB often
does not run with earlier releases as it may use some of the newer features [22].

Monte Carlo based Simulatiors3: This method solves a problem by generating suitable
random numbers and observing that fraction of the numbers obeying some property or
properties. The name and the systematic development of Monte Carlo methods date from
about 1944. Monte Carlo simulation methods are especially useful for modeling phenomena
with significant uncertainty in inputs and in studying systems with a large number of
coupled degrees of freedom. The method is useful for obtaining numerical solutions to
problems which are too complicated to solve analytically. In the science and engineering
communities, Monte Carlo simulation is often used for uncertainty analysis, optimization,
and reliability-based design. But it avoids higher order statistics of the output sequences. So,
approximate method of it is the main disadvantage of Monte Carlo method. By increasing
the number of iterations by the costs of simulation time, any degree of precision can be
easily achieved. Another limitation is the number of random numbers that can be produced
by random number generating algorithm. To use it one can develop codes in MATLAB or
C/C++ or Visual Basic or Java. The popularity of Monte Carlo methods has led to a number
of superb commercial tools [23].

3.1 Comparison

In this sub section we summarize the most interesting capabilities, advantages, and
drawbacks of existing tools for wireless networks in table 2. Table 2 has all simulators
considered in the previous section listed in the consecutive columns and special
features/capabilities in the context of all simulators in the consecutive rows, respectively.

Qls GloMo-
Sr.N. Featuges NS2 Sim J-Sim OMNet++ OPNet QualNet MATLAB
1 Apft;lcabﬂ Net./Sys I\i:est/ S Network Net./Sys. Net./Sys Net./Sys. System
Parsec
2 Interface CH+/0T (C- Java/Jacl C++/NED Cor C++ Parsec CH+
d Based) (C-Based)

3 “Monet Carlo based simulation” is representing a category of simulators rather then an
individual simulation tool.
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Data
Acquisition
Toolbox,
Instrument
Control
Toolbox ,
Available Trw/a T/W/ T/w/ad T/w/A T/W/Ad Image
3 Modules d/ Ad / T/W/Ad d/ / Acquisiti
v WSNA WSNA WSN WSNA cquisition
Toolbox
4 Mobility Support Sufpor Support No Support Support Support
Good Good ExcelAlent Good ExcelAlent
No or o R i graphical . graphical
. Limited | visualizatio visualization graphical
Graphical very . support, support,
5 - Visual nand and excellent support,
Support limited . e Excellent Excellent
. . aid debug facility for s Excellent s
visual aid facilit debu facility for for debu facility for
Y & debug. & debug.
. SMP
6 Parallelis No /Beow RMI- MPI/PVM Yes SMP Yes
m ulf based /Beowulf
Free for acagz:ic
. Open Open Open academic and . Commercia Commerci
7 License . License for
Source Source Source educational . 1 al
limited
use
use
8 Scalfblhty Small Large Small Large Medium LZreng Very Large
Document
9 atlzl;ei:nd Excellent Poor Poor Good Excellent Good Excellent
support
10 Exzf;dlbﬂ Excellent E);ctelle Excellent Excellent Excellent Excellent Excellent
11 | Emulation | Limited Not Yes Limited Not Yes Yes
Direct Direct
T: Traditional Models (eg. TCP/IP, Ethernet)
W: Wireless Support ( eg. Propagation model, IEEE 802.11)
Ad: Ad-Hoc Support (eg. AODV, DSR)
WSN: Wireless Sensor Networks Support ( eg. S-MAC, Direct Diffusion)
WSNA: Advance Wireless Sensor Networks Support (eg. Zigbee, Energy Model)
*Concerning table 2, as no exact metrics are available for scalability and extendibility, we define Very Large > Large> Medium > Small, and
Excellent > Good > Poor, respectively.

Table 2. Comparison of Different Network and System Simulation Tools

Wireless Networks simulators exhibit different features and models. Each has advantages
and disadvantages, and each is appropriate in different situations. In choosing a simulator
from the available tools, the choice of a simulator should be driven by the requirements.
Developers must consider the pros and cons of different programming languages, the
means in which simulation is driven (event vs. time based), component-based or
objectoriented architecture, the level of complexity of the simulator, features to include and
not include, use of parallel execution, ability to interact with real nodes, and other design
choices. While design language choices are outside of the scope of this paper, there are some
guidelines that appear upon looking at a number of already existing simulators. Most
simulators use a discrete event engine for efficiency. Component-based architectures scale
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significantly better than object-oriented architectures, but may be more difficult to
implement in a modularized way.

Defining each wired/wireless node as its own object ensures independence amongst the
nodes. The ease of swapping in new algorithms for different protocols also appears to be
easier in object-oriented designs. However, with careful programming, component based
architectures perform better and are more effective. Generally, the level of complexity built
into the simulator has a lot to do with the goals of the developers and the time constraints
imposed. Using a simple MAC protocol may suffice in most instances, and only providing
one saves significant amounts of time. If high-precision PHY layers are needed, then ns-2
(coupled with the highly-accurate PHY) is clearly the wisest choice. The number of nodes
targeted also determines the choice of the simulation tool. Sequential simulators should not
be expected to run more that 1,000 nodes. If larger scales are needed, then parallel
simulators are a wise choice. Finally, most non-commercial simulators suffer from a lack of
good documentation (NS2 is an exceptional case here) and support. Using a commercial one
might help in case of troubles. Moreover, commercial simulators usually feature extensive
lists of supported protocols, while open source solutions give full empowerment.

3.2 Analysis

In the previous section we provide the background on a number of different network simulators
and present the comparison of some important features of each. In continuation of our research
work, we present our survey results to take up on the credibility issues of simulation studies in
wireless networks, and to alert the researchers on some common simulation issues and pitfalls.
We conducted a survey on wireless networks, especially on Ad-hoc/Mesh/Sensor/Cognitive
Radio networks studies published in some of the premiere conferences of the wireless networks
from years 2000 to 2008. Table 3 lists the name of all conferences that we considered in our
survey. We only included the full papers on PHY, MAC and Routing layers in our survey, not
the poster and demonstration papers. We reviewed each paper individually avoiding word
searches or other means of automatically gathering results. For consistency, the same person
reviewed all of the papers; to validate the results and to correct the few inconsistencies we had a
second person review all of the papers again.

Confernce Average
Sr.No. Applicable Area Acceptance Specialized Area Years
Name .
Ratio*
ACM a0 _

1 MobiCom Network ~13% 2000~2008

ACM/TEEE . -
2 MobiHoc Network/System ~15% 2000~2008
3 ACM Sigcomm Network/System ~15% Ad-hoc/Mesh/Sensor 2000~2008
4 IEEE Infocom Network ~20% Networks Tracks 2000~2008
5 IEEE Percom Network ~13% 2003~2008
6 IEEE GlobeCom System ~40% 2000~2008
7 IEEE WCNC System ~42% 2000~2008
8 IEEE ICC System ~34% 2007~2008
9 ACM SenSys Networks/System ~17% 2003~2008
10 EWSN Networks/System ~16% Sensor Networks 2004~2008
11 IEEE Networks/System ~35% 2006~2008

CrownCom Coenitive Radio Track
12 IEEE DySpan | Networks/System ~25% e 2005~2008
13 IEEE CogART Network N/A 2008
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14 IEEE MilCom Networks/System N/A 2005~2008
Mobile
15 Networks and System ~18% I\ftw‘?rks. and 2000~2008
Applications pplications
pPp
Measurement,
modelling and
16 MASCOTS System ~33% performance analysis 2000~2008
of computer systems
and communication
networks
Mobility of systems,
17 ACM SigMobile System ~27% users, data, and 2000~2008
computing

*Average Acceptance ratio is calculated over mentioned years, unless otherwise specified.
N/A: we couldn’t provide the average acceptance ratio, as exact figure about the acceptance ratio was not mention on the
respective conference sites.

Table 3. Name of conferences

Table 4 shows the detailed database of survey data; here, we categorized our data into
mainly three categories: MAC layer, Routing layer and PHY layer (especially, for system
simulators). Our database includes all related fields papers from above listed conferences.
From our survey, we come across many simulator tools, and we broadly classified them into
two main categories: “Widely Used” network simulators and “Other” network simulators,
they are summarized in table 5.

Sr. Conference Ad-Hoc/ Sensor " .
No. Name Years Mesh Networks Networks Cognitive Radio Networks Total
Routing MAC PHY Routing MAC PHY Routing MAC PHY
ACM
1 MobiCom 2000~2008 25 19 - 10 5 - - - - 59
ACM/IEEE
2 MobiHoc 2000~2008 38 32 10 11 13 - - - - 104
3 4ACM 2000~2008 27 3 5 4 17 - - - - 56
Sigcomm
4 IEEE 2000~2008 45 26 - 9 6 - - 86
Infocom
5 IEEE 2003~2008 5 10 - 5 10 - - - - 30
Percom
IEEE
6 GlobeCom 2000~2008 - - 45 - - 49 - - 23 117
7 IEEE WCNC | 2000~2008 - - - - - 21 - - 7 28
8 IEEE ICC 2007~2008 - - - - - 9 - - 18 27
ACM
9 SenSys 2003~2008 - - 24 - 7 - 31
10 EWSN 2004~2008 3 - - 12 24 4 - 43
11 IEEE 2006~2008 - . - . . . 4 a | s | s
CrownCom
IEEE
12 DySpan 2005~2008 - - - - - - 1 34 26 61
IEEE
13 CogART 2008 - - - - - - 1 4 ) 5
IEEE
14 MilCom 2005~2008 - - - - - 14 - 17 8 39
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Mobile
15 | Networks 1 5000~2008 - - 12 - - - - - - 12
and
Applications
16 MASCOTS | 2000~2008 - - 7 - - - - - - 7
ACM
17 SigMobile 2000~2008 - - 8 - - - - - - 3
Total 143 90 87 75 75 104 6 96 132 808

Table 4. Survey Data

“Widely Used” “Other” Network “Widely Used” “Other” System

Sr.No. Network Simulators Simulators System Simulators Simulators

1 NS2 Matlab NS2Matlab TOSSIM

2 GloMoSim TOSSIM® Monte Carlo Own Simulators

3 J-Sim Monte Carlo - MICA2

4 OMNet++ Own Simulators - Spectrum Analyzer

5 OPNet Simulation Package not ) Simulation _Package

mentioned not mentioned
. + Rarely used
6 QualNet Rarely used simulators - simulators®

"TOSSIM falls under the category of Emulators.

*Rarely used simulators: Includes ROSS, JiST/SWAN, Prowler, Emstar, and EmSim, just to name a few. These simulators are
not cited for more then 2/3 research papers in our survey so we put them under the tag named “Rarely used simulators”.

& Rarely used simulators (System) : Includes Bayesian Estimator, MFC Coding, MDL/AIC, DUALFOIL, SWEET, BLUE-
BCH Estimator, Microwave Studio, BELLHOP, QT Based Simulator, etc. , these simulators are not cited for more then 2/3
research papers in our survey so we put them under the tag named “ Rarely used simulators”.

Table 5. Network and System Simulator Tools
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Fig. 3. Simulator Usage in MAC and Routing layers

3.2.1 Analysis: Network

Figure 4 shows the simulator usage results of our survey at different levels of protocol stack,
especially at Routing and MAC layers. From figure 4, it is also interesting to know that
testbed or experimental studies are also gaining popularity in recent years, and their usage
ratio is almost same in Routing and MAC layers. It also shows a good start from the wireless
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networks community to present more realistic, practical, and sound research results. But
still there are many issues such as scalability, cost, area, etc., need to be addressed to make
testbed or experimental setup widely accepted among the community. As of current
research practice, simulation is currently the most feasible approach to the quantitative
analysis of wireless networks. As we can see from figure 4 NS-2 is the most popular/used
simulator among the “Widely Used” network simulator tools. To our surprise we find
numerical/mathematical results are more dominating than “Widely Used” tools (NS2 is an
exceptional case), as general trend is to present rigorous simulation results than
mathematically sound results in wireless networks community. It is worth to note that these
numerical results also include the theoretical aspect of the field. From figure 4 we can find a
very interesting observation that in both the layers other/own category is at the top. To
know the reason we further expand survey results on other/ own category as shown in
figure 5.
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Fig. 4. Survey results on “Other/Own” Category

As we can see from figure 5 major part of other/own category is occupied by the simulator
tools which are not specified in the papers. When the simulator used is not specified within
a published paper, the repeatability and credibility of the simulation study are questionable.
Second topmost category is “own” where researchers have used their self-developed or
custom made simulation tools. It is also difficult, if not possible, to repeat a simulation study
when the simulation is self developed and code is not available. Rest of the simulator tools,
especially Matlab, TOSSIM, Montecarlo, and “rarely used” simulator tools, have a small
portion of participation in wireless networks research. One very important fact come out in
our survey is that a very few papers (hardly 3/4 papers) cited about the code availability,
for whatever reasons but this issue really need an attention from the community. Further
more, we obtained some interesting observations from our survey as shown in figure 6.

The execution and analysis of any experiment/simulation study must be based on
mathematical principles and need to be statistically sound. For any experimental/
simulation study to be statistically sound must present the number of times simulation runs,
confidence levels that exist in the results, and a list of any statistical assumption made. To
our surprise, the large numbers of papers don’t even bother to present this basic information
regarding their research results. As we see from figure 6 nearly 150 papers aren’t
independently repeatable because of the lack of simulation’s information. Additionally, the
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papers often omitted simulation input parameters such as traffic model or type. As shown
in figure 6 nearly 250 papers didn’t specify any traffic model or type they have used. So, this
lack of basic information raises many questions on the reliability and repeatability of
wireless networks research.
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Fig. 5. Simulation issues

3.2.2 Analysis: System

Figure 7 shows the percentage of usage of various simulators in Physical layer. In this layer,
sometimes it may not be possible to set up simulation environment. Theoretical analysis
would be the best option for this type of situation. A large number of researchers adopt
theoretical and numerical analysis in Physical Layer. In this survey, it is noticeable that
testbed has approximately same popularity as in the case of Routing and MAC layers. By
experiments it can be get more pragmatic and acceptable results. But experimental set up is
not always feasible in many cases due to monetary and other limitations. In this regard,
MATLAB is more prominent and widely used simulator in Physical layer as compared with
Routing and MAC layers. It has many intelligent tools for various simulation purposes.
Most of the communication systems can be simulated by using MATLAB. It has little
practice in Network simulation. NS2 also plays a significant role in Physical Layer
simulation. In addition, Monte Carlo is also an extensively used simulator in Physical Layer
as opposed to Routing and MAC Layer. Some researchers also have interest with
GloMoSim, QualNet and OPNet but in a little portion same as other two layers. Again,
“other/ own” category is in the surprising top position. We would like to find out the
reasons behind it.

By expanding this other /own category in figure 8, we can see that major parts of it didn't
mention the simulator name. So, it makes same difficulties as in Routing and MAC layer.
Second major category is “own” simulators those are developed by researchers themselves
or custom made. With these kinds of self developed simulators and if codes are also not
available, it is not possible to study these simulators again. Some simulators like M-AFC
Coding, Bayesian State Estimator, MDL/ AIC, DUALFOIL, SWEET, BLUE_BCH Estimator,
BELLHOP etc., are also used in Physical Layer simulations infrequently, we named them
under ‘rarely used” category. MICA2, Spectrum Analyzer and TOSSIM have some usage
also. Except TOSSIM any other simulators among these are not used in Wireless Network
Simulations. These are specially designed for Physical Layer simulations. As other two
layers, we also give our attention on system parameters which play important role to get
reliable and sound results from a simulation as shown in figure 9.
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Fig. 7. Survey results on “Other/Own” Category (PHY)

It is already mentioned that results and analysis getting from a simulation study should be
reliable and acceptable in a range. In general, a model of a physical system has error
associated with its predictions due to the dependence of the physical system’s output
on uncontrollable or unobservable quantities. Confidence level is an important parameter
for the simulation reliability. But from Figure 3 we can see that as like as Routing and MAC
layers, most of the papers didn't mentioned the traffic models, acceptance levels, and other
statistical parameters explicitly in Physical Layer. It is seen that around 225 papers didn’t
mention any confidence level in their simulation. Again, in more than 236 papers didn't
mention what traffic model have been used. But in next generation networks traffic
modeling will have to deal with two main issues: the radio resource management scheme
and the effect of the user mobility in the traffic volume per cell. So, information about
traffic model is necessary to further repeatability of a simulation and for reliable output.
Number of independent run of any simulation has also an impact on accurate result. But a
large portion of researchers didn’t state any information about that. So, questions may be
raised about the credibility of the simulation based analysis.
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To raise the awareness on the lack of reliability, repeatability, and credibility of simulation
based studies we have developed a list of common issues and pitfalls as the starting point
for improvement. We have written the list from our own experiences with simulations as
well as the experience of others in the field. Some common issues and pitfalls are identified
from our survey. We summarize these issues and pitfalls into the following categories:
simulation setup and initial assumptions, simulation execution, and output analysis. They
are summarized with our recommendations in table 6.

Category Issues/Pitfalls Recommendations
Network area, number
f nodes, mobili . .
of nodes, mobtity Most of these issues can be easily solved
Models, node .
e . by proper documentation.
distribution, traffic e .
.. Due to space limitation, sometimes
. . model, transmission .. . .
Simulation e publications can include only major
range, bidirectional . . .
setup L settings. In this case authors can provide
communication, . .
and capturine effect the external links or references, which
initial apturiii ’ include all the needed information.
. simulation type: .
assumptions - Try to tune setting some parameters
terminating vs. steady . . . .
against an actual implementation if
state, protocol stack . . .
. possible or improve the abstraction level
model, RF propagation
of used models.
model, and proper
variable definitions.
Validating  protocol models against
Protocol model analytical models or protocol
validation, PRNG specifications
. . validation, scenario Determining the number of independent
Simulation o .
. initialization: empty runs required.
execution .
caches, queues, and Proper setting and address of random
table; and proper number generators
statistics collection. Collecting data only after deleting
transient values or eliminating it by
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proper preloading routing cache, queues,
and tables.
Single set of data, e Experiment should be run for some
Statistical analysis: minimum number of times
Output autocorrelation, e Analysis should be based on sound
analysis averages, aggregation, mathematical principles
mean , and variance; | e Provide proper confident interval for a
confidence level given experiment.

Table 6. Important issues and recommendations

This paper summarizes the current state of practice, and identified some of the difficult
issues that must be resolved to increase the reliability and credibility of simulation based
studies. Further more, wireless community should take some concrete steps such as
standardization of simulation tools and creating some universal virtual testbeds to resolve
the points of consensus as mentioned above. Universal virtual tesbed could be a very useful
for all the research groups around the globe and can also be used as standard measuring
tool for wireless networks community.

4. Conclusions

In this paper, eight most “widely used” network and system simulators and their strengths
and weaknesses were discussed based on a couple of papers and a survey. Then, the results
of a survey of recent research publications on performance evaluation of networks were
used to show that the majority of results of simulation studies of wireless networks
published in technical literature have many pitfalls/issues. With this paper we documented
these pitfalls and some important issues with some recommendations to increase the
reliability and repeatedly of simulation studies. Finally, we hope, the results presented in
this paper will motivate the researches to put their efforts in thorough descriptions of the
simulation scenarios and taking care of pitfalls in simulation studies of wireless networks.
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1. Introduction

The images and video sequences obtained from optical, radar, medical sensors, in digital
photographs, high definition television, electron microscopy, etc. are formed in the
electronic devices, which use different sensors, like x-ray systems, remote sensing cameras,
radars, radiometers, US sensors, CCD, etc. (Bovik et al.; 2000, Chaudhuri, 2001; Chaudhuri
& Manjunath 2005). So, the images and frames in the video sequences depend on spatial
resolution that is defined as a number of pixels per square area in the camera (sensor). The
temporal resolution is determined by the frame rate and the exposure time, which limits the
maximum speed that can be observed correctly in video. Because of the physical limitations
and high cost needed to improve the precision and stability of the imaging system by
manufacturing techniques, many applications of image and video sequence data (Farsiu et
al., 2004), such as those mentioned above, demand to develop additional methods and
algorithms that should restore the resolution degraded in a sensor permitting better
observations of the fine details, edges, and restoration of the colour properties. Super-
resolution (SR) is defined as a reconstruction of a high-resolution (HR) image or frame in the
video sequence from one or multiple low-resolution (LR) images/videos, which is relatively
inexpensive to implement. Such methods are effective in the enhancement of the resolution
by transcending the limitations of the sensors through digital image processing algorithms.
Thus, SR restoration technology is a hot research topic in computer vision applications (Park
et al., 2003, Zhang et al., 2010).

This chapter is devoted to analysis of the various ways and methods to get SR in the images
or video sequences (Protter et al., 2009; Park et al., 2003). So, it is assumed that the images or
frames are treated as LR ones, where the promising methods of super resolution to the
entire image or area of interest should be employed recovering the data lost during
acquisition stage. Finally, reconstructed data present more information for better visual
understanding of selected areas, permitting a deeper analysis for various purposes
(Baboulaz et al., 2009)

There are exist a lot of the algorithms in the SR (Franzen et al., 2001; Chaudhuri et al., 2001),
among them, the nearest neighbour methods that employ the interpolation procedure with
the closest pixels to approximating point; bi-linear interpolation (Hou et al., 1978) that
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applies the mean averaging filter for neighbouring pixels in each a central pixel, and in this
way obtaining the lost pixels; the bi-cubic algorithm that uses the cubic polynomial function
for additional pixels; the methods based on spline technique (Lehmann et al., 1999; Phu et
al., 2004) that deform the edges and wave them. Simple interpolation-based methods, such
as bilinear or bicubic interpolation, etc. tend to produce HR images with jagged edges, these
are a common artifacts for many SR algorithms. All these methods only apply the spatial
pixels information. Other algorithms are known in literature, among them, warping, which
is based on re-sampled operation on base on rectangular point spread function, and
methods based on fuzzy logic theory (Tolpekin et al., 2008). Another group of methods is
based on the Fourier transform with band limited function interpolation. Here, the
restoration is realized by extension of the zeros, applying Discrete Fourier transform (DFT)
(Crouse et al., 1998; Maeland et al., 1998; Landi et al., 2006) of size N for original sequence,
filling up it with the zeros from N + 1 to 2N, and finally, calculating 2N points in the inverse
DFT, that permits improving the detail and edge preservation in SR image. In similar way,
this idea can be used employing the Discrete Cosine Transform (DCT) to find the lost pixels
in an image or video frame, reconstructing SR image via inverse transform as in DFT
method. The Wavelet based techniques have been introduced but mainly in specific
applications (Crouse et al., 1998; Maeland et al., 1998; Landi et al., 2006, Reichenbach et al.,
2003.; Chan et al., 2003; Lertrattanapanich et al., 2002; Ng et al., 2004).

The proposed here techniques take into account the spatial and spectral Wavelet pixel
information permitting to reconstruct different video (Katsaggelos et al., 2007;
Chaudhuri&Manjunath, 2005; Qin Feng-qing et al.; 2009, C. Wang et al, 2006) composition
and texture nature, and, as it is observed from realized simulations, present good
performance in terms of objective and subjective criteria (Chan et al, 2003;
Lertrattanapanich et al., 2002; Ng et al., 2004).

Here, we describe in details the novel SR method applying the Wavelets based on atomic
functions (WAF) (Gulyaev et al., 2007). Novel Wavelet families (Fup, Up, Gk, Zh, 7)) that are
employed in SR restoration present the better performance in the compression of different
types of the images and video sequences due to its special approximation properties
explaining in this chapter. Recently, WAFs have already demonstrated their successful
performance in the diverse fields, such as windowing in radar processing, compression and
recognition of medical images, speech reconstruction, image processing, etc. (Juarez et al.;
2008, Kravchenko et al.; 2008, Kravchenko et al., 2009). So, it is also expected better
estimation of lost information and possible improvement during reconstruction in the SR
procedure. Additionally, the most common Wavelet families, such as Daubechies, Symlets,
Biorthogonal and Coiflets are tested also.

The idea applied in Wavelet based techniques is justified by such a proposition: If Wavelet
transform is efficiently used in the compression and decompression of the images without
significant lost of information, then it is supposed that the reconstruction of HR image or
frame in a video sequence can be realized sufficiently well using the inverse Wavelet
transform, so treating the initial LR image as a before compressed one. In such a way, the
reconstruction of SR data is realized by extension of an image (frame) size up to 4 times in
comparison with the original LR image.

Due to movement of an object or a scene during the video acquisition process, the frames
are different from each other, so, utilizing the spatial sub pixel movement information
between the frames, a spatial HR video sequence can be reconstructed from a LR video
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(Shen Huanfeng et al.; 2007, Callico et al., 2008). Principally, this permits to restore the high
frequencies behind the diffraction limit of a sensor. For neighbouring frames in the video
sequences, which can be significantly different because of motion, the similar pixels are
tested with the purpose to find the movement estimate (Jain et al., 1981). Such motion
estimation is used to obtain the better estimates of the missing values. The apparent motion
vectors are calculated between two neighbouring frames obtaining additional pixels. The
precision of the registration stage is an important for the reconstructed image quality,
because sometimes it is better to interpolate a LR image using classical algorithms than to
reconstruct a HR image/frame from a set of images applying incorrect motion parameters.
In the chapter, the proposed methods are also investigated under criterion of real time
implementation, where additionally to restoration quality, the time values needed to
reconstruct is considered, so, only fast method in motion estimation and SR are em