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Preface

This book is a compilation of research articles describing the recent advances in some of the
hypersonic technologies. The first section of the book consists of four chapters on “Aerody‐
namic Modeling and Numerical Simulations.” The first chapter describes the numerical sim‐
ulations of rarefied hypersonic flows using the second-order constitutive model of the
Boltzmann equation. The second chapter discusses the numerical simulation of hypersonic
boundary layer receptivity due to free-stream pulse waves. The third chapter describes the
numerical modeling of hypersonic aerodynamics and heat transfer for Martian descent
module. The fourth chapter describes an investigative approach at the Phase-A design level
for launcher aerodynamics using the CFD and analytical tools. The second section of the
book is titled “Miscellaneous Topics.” It has three chapters. The first chapter describes the
modeling and analysis of fluid-thermal-structure coupling problems for hypersonic vehicles;
the second chapter describes the hypersonic vehicles, following LQR design using time-
varying weighting matrices; and the third chapter describes the study of porous ceramic
phase change composite thermal control systems for hypersonic vehicles. Thus, the book
covers a wide variety of topics related to some hypersonic technologies in seven chapters in
a single volume. I hope that it can serve as a useful source of reference to both researchers
and students interested in learning about certain specific hypersonic technologies.

Ramesh K. Agarwal
Washington University in St. Louis

USA
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Abstract

Various mathematical theories and simulation methods were developed in the past for
describing gas flows in nonequilibrium, in particular, hypersonic rarefied regime. They
range from the mesoscale models like the Boltzmann equation, the DSMC, and the high-
order hydrodynamic equations. The moment equations can be derived by introducing
the statistical averages in velocity space and then combining them with the Boltzmann
kinetic equation. In this chapter, on the basis of Eu’s generalized hydrodynamics and the
balanced closure recently developed by Myong, the second-order constitutive model of
the Boltzmann equation applicable for numerical simulation of hypersonic rarefied
flows is presented. Multi-dimensional computational models of the second-order con-
stitutive equations are also developed based on the concept of decomposition and
method of iterations. Finally, some practical applications of the second-order constitutive
model to hypersonic rarefied flows like re-entry vehicles with complicated geometry are
described.

Keywords: hypersonic rarefied flows, moment equations, balanced closure, numerical
simulation, discontinuous Galerkin

1. Introduction

Various mathematical theories and simulation methods were developed in the past for describ-
ing gas flows in nonequilibrium, in particular, hypersonic rarefied regime. They range from
the mesoscale models like the Boltzmann equation [1–6], the direct simulation Monte Carlo
methods [7], and the high order hydrodynamic equations [1–6, 8–20]. Among these models,
the kinetic Boltzmann equation plays a central role in the hierarchy of PDE-based mathemat-
ical models for gas kinetic theory. The kinetic Boltzmann equation can be transformed into the
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moment equations by introducing the statistical average in velocity space. Based on the
Maxwell’s equation of change and the so-called method of moments, Grad [8] in 1949 derived
the constitutive equations of viscous shear stresses and heat fluxes from the kinetic Boltzmann
equation of the distribution of monatomic gas particles. However, it was found by Grad [9]
himself that, within the framework of his constitutive equations, there is a critical Mach
number (1.65) beyond which no continuous shock wave solution in high compressive regime
is possible.

After Grad’s pioneering work in developing gas kinetic theory and subsequent failure of his
13-moment method in describing hypersonic shock structure, there have been enormous
efforts to resolve the problem from various perspectives, not only by physicists and mathe-
maticians, but engineers and also chemists. Among such efforts, Eu’s works [2–5] to develop
the gas kinetic theory consistent with the second law of thermodynamics beyond the linear
irreversible thermodynamics stand out. By recognizing the logarithmic form of the
nonequilibrium entropy production, Eu [2] in 1980 proposed a canonical distribution func-
tion in the exponential form, instead of Grad’s polynomial form. He also generalized the
equilibrium Gibbs ensemble theory—providing the relationship between thermodynamic
variables and the partition functions—to nonequilibrium processes. It turns out that
such canonical exponential form assures the nonnegativity of the distribution function and
satisfies the second law of thermodynamics in rigorous way, regardless of the level of
approximations.

Recently, Myong [15] in 2014 developed a new closure theory which plays a critical role in the
development of gas kinetic theory. The new closure was derived from a keen observation of the
fact that, when closing open terms in the moment equations derived from the Boltzmann
kinetic equation, the number of places to be closed is two (movement and interaction), rather
than one (movement only) misled by the Maxwellian molecule assumption in previous theory.
Therefore, the order of approximations in handling the two terms—kinematic (movement) and
dissipation (interaction) terms—must be the same; for instance, second-order for both terms,
leading to the name of the new closure as the balanced closure. Then, after applying the Eu’s
cumulant expansion based on the canonical distribution function to the explicit calculation of
the dissipation term and the aforementioned new closure, Myong [15] derived the second-
order constitutive models from the Boltzmann kinetic equation and proved that the new
models indeed remove the high Mach number shock structure singularity completely, which
had remained unsolved for decades.

On the basis of these new theories, this chapter will first describe a recent development
in theoretical models for numerical simulation of hypersonic rarefied flows from the
viewpoint of the method of moments. It will focus on the detailed derivation of the
second-order constitutive model from the original Boltzmann equation and the develop-
ment of associated computational models for numerical simulation of hypersonic rarefied
gas flows in simple geometry as well as complicated real vehicles. Finally, some practical
applications of the second-order constitutive model to hypersonic rarefied flows are
summarized.

Advances in Some Hypersonic Vehicles Technologies4

2. The second-order constitutive model of the Boltzmann equation

2.1. The kinetic Boltzmann equation and the method of moments

The Boltzmann equation plays a central role in the hierarchy of mathematical models for gas
kinetic theory. It was derived as an evolution equation for the singlet distribution function of a
gas by considering the collision dynamics of two particles and combining it with a statistical
molecular chaos assumption. Since the molecular chaos assumption is not of a mechanical
nature, that is, the Boltzmann equation is based on the assumptions made to “arrive at it” from
the reversible Liouville equations of motion, the Boltzmann equation should be regarded as a
fundamental kinetic equation at the mesoscopic level of description of macroscopic processes.
Thus, it is a postulate for dynamic evolution of singlet distribution functions f(t,r,v) in the
phase space (time, position, velocity),

∂
∂t

þ v �∇
� �

f v; r; tð Þ ¼ C f ; f 2
� �

, (1)

which cannot be derived from the pure mechanical deterministic consideration. Although it is
a first-order partial differential equation in space and time, its solution becomes very compli-
cated because it is nonlinear owing to the collision integral C[ f, f2], which is made up of
products of distribution functions.

The moment equations can be obtained by differentiating the statistical definition of the
variable in question with time and later combining with the Boltzmann equation [2–5, 8]; it
yields for molecular expressions of general moment h(n)

∂
∂t

h nð Þf
D E

þ∇� u h nð Þf
D E

þ ch nð Þf
D E� �

� f
d
dt
h nð Þ

� �
� f c�∇h nð Þ
D E

¼Λ nð Þ � h nð ÞC f ;f 2
� �D E� �

: (2)

The symbols c ,u ,〈〉 ,Λ(n) denote the peculiar velocity, the average bulk velocity, the integral in
velocity space, and the dissipation (or production) terms, respectively.

2.2. Exact derivation of the conservation laws

The conservation laws of mass, momentum, and total energy can be derived directly from the
kinetic Boltzmann equation. For example, in the case of momentum conservation law, differ-
entiating the statistical definition of the momentum with time and combining with the
Boltzmann equation yield

∂
∂t

mvfh i ¼ mv
∂f
∂t

� �
¼ � m v � ∇fð Þvh i þ mvC f ; f 2

� �� �
: (3)

Then the first term on the right-hand side becomes

� m v � ∇fð Þvh i ¼ �∇ � mvvfh i ¼ �∇ � ρuuþ mccfh i� �
: (4)
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After the decomposition of the stress P into the pressure p and the viscous shear stress Π ([](2)

denoting the traceless symmetric part of the tensor),

P � mccfh i ¼ pIþΠ where p � mTr ccð Þf =3h i,Π � m cc½ � 2ð Þf
D E

, (5)

and, using the collisional invariance of the momentum, 〈mvC[f, f2]〉 = 0, we obtain

∂ ρu
� �
∂t

þ ∇ � ρuuþ pIþΠ
� � ¼ 0, (6)

an exact consequence of the original Boltzmann equation. A similar method with the statistical
definition of the heat flux, Q�〈mc2cf/2〉, can be applied to the derivation of the conservation
law of total energy Et. Then, we obtain the following conservation laws, all of which are an
exact consequence of the Boltzmann equation,

ρ
d
dt

1=ρ

u

Et

2
64

3
75þ ∇ �

�u
pI
pu

2
4

3
5þ ∇ �

0
Π
Π � uþQ

2
4

3
5 ¼

0
0
0

2
4

3
5: (7)

2.3. Derivation of the second-order and first-order constitutive models via
the balanced closure

Starting from molecular expressions of the second-order and third-order moments, the consti-
tutive models of the stress tensor and heat flux vector can be derived via the method of
moments and the new balanced closure.

For the second-order moment h(2)=[mcc](2), where m ,[](2) denote the mass of gas molecule
and the traceless symmetric part, the following constitutive equation of the shear stress tensor
Π�〈m[cc](2)f〉 can be derived from the Maxwell’s equation of change (2) [3, 8, 15];

ρ
d Π=ρ
� �
dt

þ ∇ �Ψ Πð Þ þ 2 Π � ∇u½ � 2ð Þ þ 2p ∇u½ � 2ð Þ ¼ Λ Πð Þ � h 2ð ÞC f ; f 2
� �D E� �

,

Ψ Πð Þ � mcccfh i � mTr cccð Þfh iI=3:
(8)

Similarly, for the next term, h(3) = (mc2/2�mCpT)c, Cp being the heat capacity per mass at
constant pressure, the constitutive equation of the heat flux vector Q�〈mc2cf/2〉 can be
obtained (assuming 〈mcf〉(�J)=0 in monatomic gas) [3, 15];

ρ
d Q=ρ
� �
dt

þ ∇ �Ψ Qð Þ þ mcccfh i � ∇uþ du
dt

�ΠþQ � ∇uþΠ � Cp∇T þ pCp∇T ¼ Λ Qð Þ � h 3ð ÞC f ; f 2
� �D E� �

,

Ψ Qð Þ � mc2ccf =2
� �� CpT pIþΠð Þ:

(9)

Note that mCpTc appears when defining the third-order moments h(3) and both of higher
moments Ψ(Π) and Ψ(Q) vanish near equilibrium. Note also that the constitutive equation (9)
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was not presented in Grad’s original work [8], since his 13-moment (approximate) closure was
already applied in the process. In the derivation, the following relations are used;
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For more details of derivation of heat flux, refer to Appendix A of Myong [15].

Finally, the following constitutive equations, all of which are again an exact consequence of the
Boltzmann equation, can be expressed in compact form;
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Once the exact constitutive equations are derived, it is necessary to develop a proper closure
theory so that they may be applied to the actual calculation of flow problems of practical
interests. The closure theory has a long history in many disciplines, since it is essential in
describing complex system consisting of vast amount of molecules like fluids, granular media,
and soft matter.

Myong [15] recently developed a new theory, so-called balanced closure, by considering the
high Mach number shock structure problem. The new closure was derived from a keen
observation of the fact that the number of places for closing the exact constitutive equations
(11) is two (movement and interaction), rather than one (movement only) misled by the
Maxwellian molecule assumption in previous works. In other words, the high order terms
associated with molecular interaction, Λ(Π)(�〈h(2)C[ f,f2]〉) ,Λ

(Q)(�〈h(3)C[ f, f2]〉), must be taken
into account in parallel with the other high order terms arising from movement of molecules
∇ �Ψ(Π) ,∇ �Ψ(Q)+Ψ (P) :∇u. Therefore, the order of approximations in handling the two terms—
kinematic (movement) and dissipation (interaction) terms—must be the same; for instance,
second-order for both terms.

When this balanced closure is applied to Eq. (11), that is,
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2.3. Derivation of the second-order and first-order constitutive models via
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where the second-order approximation of original dissipation term, q2nd(κ1), can be expressed
in a form of hyperbolic sine function whose argument is the first-order cumulant, κ1, and is
given as a Rayleigh dissipation function [3]

q2nd κ1ð Þ � sinhκ1

κ1
,κ1 � mkBð Þ1=4ffiffiffi

2
p

d
T1=4

p
Π : Π
μNS

þQ �Q=T
kNS

� �1=2

: (14)

The symbols kB ,d denote the Boltzmann constant and the diameter of the molecule, respec-
tively. Interestingly, the existence of the hyperbolic sine form in the dissipation (or production)
term of second-order constitutive equation can be explained in heuristic way [18, 19] by
recognizing that the net change in the number of gas molecules due to the Boltzmann collision
integral may be described by gain minus loss, that is, exp(nonequilibrium) � exp(�nonequilibrium), so
that the leading term of dissipation in the cumulant expansion becomes sinh.

Further, it is straightforward to show that, once 1st order approximation (meaning near
equilibrium) is introduced to Eq. (13), or equivalently, when the first two terms of the left-
hand side are ignored and the right-hand side is taken as first-order (q1st(κ1)=1), Eq. (13)
recovers the well-known first-order Navier-Stokes-Fourier constitutive equations

2p ∇u½ � 2ð Þ

Cpp∇T

" #
¼ �pΠ=μNS

�CppQ=kNS

" #
, equivalently

Π

Q

" #
¼ �2μNS ∇u½ � 2ð Þ

�kNS∇T

" #
: (15)

Lastly, it should be mentioned that, in spite of its conceptual simplicity, “balancing,” the new
closure theory turned out to be extremely powerful; for example, it can remove the high Mach
number shock structure singularity in gas dynamics including hypersonic regime, which had
remained unsolved for decades.

2.4. Resolving the high Mach number shock structure singularity

The stationary shock wave structure is a pure one-dimensional compressive gas flow defined
as a very thin (order of mean free path) stationary gas flow region between the supersonic
upstream and subsonic downstream. The shock wave structure is one of the most-studied
problems in gas dynamics, since it is not only important from the technological viewpoint,
but it has also been a major stumbling block for theoreticians for a long time after the failure of
Grad’s 13-moment method in finding continuous shock wave solution beyond a critical Mach
number (1.65) [9, 21–23].

The origin of the high Mach number shock structure singularity can be elucidated by investi-
gating the second-order constitutive equations (13) and (14), which are derived based on the
balanced closure. Since the mathematical structure of the constitutive equation of heat flux is
essentially the same as that of the constitutive equation of shear stress, it is enough to consider
the constitutive equation of shear stress only. Then Eq. (13) can be expressed as follows,

ρ
d Π=ρ
� �
dt

þ 2 Π � ∇u½ � 2ð Þ þ 2p ∇u½ � 2ð Þ ¼ � p
μNS

Πq2nd κ1ð Þ: (16)
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When assumptions of one-dimensional flow and steady-state are applied, it can be further
simplified into the following algebraic equation [15]

�bΠ bΠNS � bΠNS ¼ �bΠq2nd bΠ
���

���
� �

¼ �bΠ � 1
3!

bΠ3 � 1
5!

bΠ5 �⋯
� �

,where bΠ � Π
p
,ΠNS � � 4

3
μNS

∂u
∂x

:

(17)

This equation shows the nature of the second-order constitutive equation; it provides informa-

tion of how the stress bΠ is determined in the form of bΠ bΠNS

� �
for a given input bΠNS. And it

can be easily shown from the solution of the algebraic equation (17) that the equation is indeed
well-posed (existence, uniqueness, and continuous dependence on the data) for all inputs,
completely free from the shock structure singularity.

On the other hand, when the Maxwellian molecule assumption is introduced in unbalanced
way as done in Grad’s 1949 work, which is equivalent to assuming q = 1 while retaining the

Figure 1. Solutions of the second-order constitutive equation with nonlinear viscosity (17) and the ill-posed constitutive

equation (18). The horizontal and vertical axes represent the strain (force) term bΠNS and the normal stress bΠ, respectively.

The gas is expanding in the range of bΠNS < 0, whereas the gas is compressed in the range of bΠNS > 0. (Reproduced with
permission from [15]. Copyright 2014 AIP Publishing LLC).
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Grad’s 13-moment method in finding continuous shock wave solution beyond a critical Mach
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quadrature term �bΠ bΠNS

� �
, then the singularity arises near bΠNS ¼ 1 in the resulting constitu-

tive equation

�bΠ bΠNS � bΠNS ¼ �bΠ, or bΠ ¼
bΠNS

1� bΠNS
: (18)

That is, when the closure (or approximation) is applied in unbalanced way, the high order

stress-strain coupling term j � bΠ bΠNSj of quadratic nature will grow far faster than the thermo-

dynamic force term j � bΠNSj, resulting in an imbalance with the right-hand side term j � bΠj
and eventually a blow-up singularity lim

bΠNS!1

bΠ ! ∞.

The general solution of the constitutive equation with nonlinear factor q2nd (17) is plotted
in Figure 1 along with the ill-posed equation (18), in the case of Maxwellian molecules. The

figure clearly shows that the high order stress-strain coupling term j � bΠ bΠNSj of quadratic
nature plays most important role in the second-order constitutive equation. Interestingly, the
figure also shows asymptotic behavior with the increasing degree of expansion, satisfying the

free-molecular limit bΠ ! �1 or Π + p!0.

3. Numerical simulation of hypersonic rarefied flows

3.1. Computational model for the second-order constitutive model based on decomposition
and method of iterations

The second-order constitutive equations (13) are in a form of very complicated partial differ-
ential equations so that solving them may be extremely challenging. However, a shortcut is
still possible, when we observe that the set of macroscopic variables consists of two subsets,
the conserved set and the nonconserved set which vary on two different time scales. It may be
estimated that the relaxation times of the nonconserved variables are very short, being of the
order of 10�10 s. Owing to such a small time scale, on the time scale of variation in the conserved
variables, the nonconserved variables have already reached their steady state. Therefore, the
constitutive equations (13) of nonconserved variables can be solvedwith the conserved variables
held constant [11–13, 16, 17], and resulting equations are

2 Π � ∇u½ � 2ð Þ

�∇ � pIþΠð Þ �Π=ρþQ � ∇uþΠ � Cp∇T

" #
þ 2p ∇u½ � 2ð Þ

Cpp∇T

" #
¼ �pΠ=μNS

�CppQ=kNS

" #
q2nd κ1ð Þ: (19)

In general, this algebraic constitutive equations (19) consist of nine equations of (Πxx ,Πxy,
Πxz,Πyy,Πyz ,Πzz,Qx ,Qy,Qz) for known 14 parameters (p ,T,∇u ,∇v,∇w,∇T). Because of the
highly nonlinear and coupled nature, it is not obvious how to develop a proper numerical
method for solving the equations. Nevertheless, it was shown by Myong [11–13] that they can
be rather efficiently solved based on the concept of decomposition and method of iterations.
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In the case of three-dimensional problems, the stress and heat flux components (Πxx ,Πxy,Πxz ,
Qx) on a line in the physical plane induced by thermodynamic forces of velocity and temper-
ature gradients (ux ,vx ,wx ,Tx) can be approximated as the sum of three solvers: (1) first on (ux ,
0,0,Tx), (2) second on (0,vx ,0,0), and (3) third on 0,0,wx ,0). Hence, nonconserved variables in
the case of x-direction can be decomposed as follows;

f ux; vx;wx;Txð Þ ¼ f 1 ux; 0; 0;Txð Þ þ f 2 0; vx; 0; 0ð Þ þ f 3 0; 0;wx; 0ð Þ: (20)

Similarly, it is possible to calculate the stress and heat flux in two other primary directions.
In the case of y, z-direction, nonconserved variables can be decomposed as follows, respec-
tively,

f uy; vy;wy;Ty
� � ¼ f 1 0; vy; 0;Ty

� �þ f 2 uy; 0; 0; 0
� �þ f 3 0; 0;wy; 0

� �
, (21)

f uz; vz;wz;Tzð Þ ¼ f 1 0; 0;wz;Ty
� �þ f 2 uz; 0; 0; 0ð Þ þ f 3 0; vz; 0; 0ð Þ: (22)

Then, the final value of nonconserved variables (Πxx ,Πxy,Πxz,Πyy,Πyz ,Πzz,Qx ,Qy,Qz) can be
determined by adding up all these contributions from three decomposed solvers.

Furthermore, it can be noted that three solvers f1, f2, f3 basically consist of two elementary
subsets; one on gaseous compression and expansion, and another on the velocity shear flow.
Therefore, they can be easily solved by employing the method of iterations, which was first
developed by Myong [11–13].

3.2. Explicit modal discontinuous Galerkin (DG) method for high speed gas flows

The second-order algebraic constitutive equations (19), together with the conservation
laws (7), are the backbone of the new framework developed for numerical simulation of
hypersonic rarefied flows. Because of the nonlinear and coupling nature, a special treat-
ment of viscous terms is required when developing proper numerical schemes. In previ-
ous work [16, 17], the mixed DG formulation studied by Bassi and Rebay [24] and other
researchers was found suitable for the spatial discretization of the second-order constitu-
tive equations.

The mixed formulation determines the value of the second-order derivatives present in viscous
terms by adding auxiliary unknowns S, because the second-order derivatives cannot be
accommodated directly in a weak formulation using a discontinuous function space. There-
fore, S can be defined as the derivative of either primitive or conservative variables U. This
leads to a coupled system of conservation laws for S and U as

∂U
∂t

þ ∇ � Finv Uð Þ þ ∇ � Fvis U;Sð Þ ¼ 0,

S-∇U ¼ 0:

8<
: (23)

The spatial derivatives of primitive variables can then be computed by expanding the deriva-
tives of the conservative variables; for example,
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2 Π � ∇u½ � 2ð Þ

�∇ � pIþΠð Þ �Π=ρþQ � ∇uþΠ � Cp∇T

" #
þ 2p ∇u½ � 2ð Þ

Cpp∇T

" #
¼ �pΠ=μNS

�CppQ=kNS

" #
q2nd κ1ð Þ: (19)

In general, this algebraic constitutive equations (19) consist of nine equations of (Πxx ,Πxy,
Πxz,Πyy,Πyz ,Πzz,Qx ,Qy,Qz) for known 14 parameters (p ,T,∇u ,∇v,∇w,∇T). Because of the
highly nonlinear and coupled nature, it is not obvious how to develop a proper numerical
method for solving the equations. Nevertheless, it was shown by Myong [11–13] that they can
be rather efficiently solved based on the concept of decomposition and method of iterations.
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In the case of three-dimensional problems, the stress and heat flux components (Πxx ,Πxy,Πxz ,
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0,0,Tx), (2) second on (0,vx ,0,0), and (3) third on 0,0,wx ,0). Hence, nonconserved variables in
the case of x-direction can be decomposed as follows;

f ux; vx;wx;Txð Þ ¼ f 1 ux; 0; 0;Txð Þ þ f 2 0; vx; 0; 0ð Þ þ f 3 0; 0;wx; 0ð Þ: (20)

Similarly, it is possible to calculate the stress and heat flux in two other primary directions.
In the case of y, z-direction, nonconserved variables can be decomposed as follows, respec-
tively,

f uy; vy;wy;Ty
� � ¼ f 1 0; vy; 0;Ty

� �þ f 2 uy; 0; 0; 0
� �þ f 3 0; 0;wy; 0

� �
, (21)

f uz; vz;wz;Tzð Þ ¼ f 1 0; 0;wz;Ty
� �þ f 2 uz; 0; 0; 0ð Þ þ f 3 0; vz; 0; 0ð Þ: (22)

Then, the final value of nonconserved variables (Πxx ,Πxy,Πxz,Πyy,Πyz ,Πzz,Qx ,Qy,Qz) can be
determined by adding up all these contributions from three decomposed solvers.

Furthermore, it can be noted that three solvers f1, f2, f3 basically consist of two elementary
subsets; one on gaseous compression and expansion, and another on the velocity shear flow.
Therefore, they can be easily solved by employing the method of iterations, which was first
developed by Myong [11–13].

3.2. Explicit modal discontinuous Galerkin (DG) method for high speed gas flows

The second-order algebraic constitutive equations (19), together with the conservation
laws (7), are the backbone of the new framework developed for numerical simulation of
hypersonic rarefied flows. Because of the nonlinear and coupling nature, a special treat-
ment of viscous terms is required when developing proper numerical schemes. In previ-
ous work [16, 17], the mixed DG formulation studied by Bassi and Rebay [24] and other
researchers was found suitable for the spatial discretization of the second-order constitu-
tive equations.

The mixed formulation determines the value of the second-order derivatives present in viscous
terms by adding auxiliary unknowns S, because the second-order derivatives cannot be
accommodated directly in a weak formulation using a discontinuous function space. There-
fore, S can be defined as the derivative of either primitive or conservative variables U. This
leads to a coupled system of conservation laws for S and U as

∂U
∂t

þ ∇ � Finv Uð Þ þ ∇ � Fvis U;Sð Þ ¼ 0,

S-∇U ¼ 0:

8<
: (23)

The spatial derivatives of primitive variables can then be computed by expanding the deriva-
tives of the conservative variables; for example,
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ρx ¼
∂ρ
∂x

, ux ¼ 1
ρ

∂ρu
∂x

� u
∂ρ
∂x

� �
,

px ¼ γ γ� 1ð ÞM2 ∂ρE
∂x

� u
∂ρu
∂x

þ v
∂ρv
∂x

� �
þ 1
2

u2 þ v2
� � ∂ρ

∂x

� �
:

(24)

It was noted by Le et al. [16] that the introduction of an extra set of equations for the auxiliary
variables in Eq. (23) is necessary for the nonlinear implicit type of the constitutive models, such
as Eq. (19), because it is not possible to directly combine auxiliary equations with primary
equations due to the implicitness form of the viscous Jacobian matrix.

In order to discretize the mixed system (23) within the triangulated elements, the exact solu-
tions of U and S are approximated by the DG polynomial approximations of Uh and Sh,
respectively,

Uh x; tð Þ ¼
XNk

i¼0

bui
h tð Þϕi xð Þ,Sh x; tð Þ ¼

XNk

i¼0

bSi
h tð Þϕi xð Þ, ∀x∈ I, (25)

where bui
h tð Þ and bSi

h are the local degrees of freedom of U and S. ϕ(x) is the basis function for
finite element space, while Nk is the number of required basis function for the k-exact DG
approximation. Further, the mixed system (23) is multiplied with the test function, which is
taken to be equal to the basis function ϕ(x), and then integrated by parts over an element I. This
results in the weak formulation of the mixed system for Uh and Sh

∂
∂t

ð

I

UhϕdV �
ð

I

∇ϕ � FinvdV þ
ð

∂I

ϕFinv � ndΓ �
ð

I

∇ϕ � FvisdV þ
ð

∂I

ϕFvis � ndΓ ¼ 0,

ð

I

ShϕdV þ
ð

I

∇ϕUhdV �
ð

∂I

ϕUhndΓ ¼ 0,

8>>>>><
>>>>>:

(26)

where n is the outward unit normal vector. V and Γ represent the volume and boundary of the
element I, respectively. The number of quadrature points necessary for kth order finite element
space depends on the type of quadrature rules employed in the numerical process. The Gauss-
Legendre quadrature rule has been implemented for both volume and boundary integrations.
Therefore, the volume and boundary integrals in Eq. (26) are computed using 2k and 2k + 1
order accurate Gauss quadrature formulas, respectively [25].

The flux functions appearing in Eq. (26) are represented by a numerical flux function. The
dimensionless form of the Rusanov (local Lax–Friedrichs (LLF)) flux hinv is applied for inviscid
terms. This monotone flux is commonly used in the DG method due to its efficiency in
computational cost. The Rusanov (LLF) flux is also the most dissipative flux that may improve
the stability of DG numerical approximation.

Finv � n ≈hinv U�;Uþ� � ¼ 1
2

Finv U�ð Þ þ Finv Uþ� �� C Uþ �U�� �� �
,

C ¼ max u�j j þ a�S ; u
þj j þ aþS

� �
:

(27)
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Here aS is the speed of sound at an elemental interface, and the superscripts (+) and (�)
denote the inside and outside sides at an elemental interface. The central flux (BR1) [24] is
employed as the numerical fluxes for calculation of auxiliary and viscous fluxes at elemental
interfaces;

Fvis � n ≈hvis U�; S�;Uþ; Sþ
� � ¼ 1

2
Fvis U�; S�ð Þ þ Fvis Uþ; Sþ

� �� �
,

U � n ≈haux U�,Uþ,n
� � ¼ 1

2
U�þUþ� �

:
(28)

By assembling all the elemental contributions together, the semi-discrete DG formulation for
conservation laws (23) yields a system of ordinary differential equations in time for each
element as

M
dU
dt

¼ R Uð Þ, (29)

where M is the diagonal mass matrix and R(U) is the residual vector of the system. A
third-order total variation diminishing Runge-Kutta (TVD-RK) method is employed for
explicit time marching. The local time step for each element is determined by the follow-
ing relation

Figure 2. Comparison of the inverse shock density thickness of argon gas.
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Δt ¼ h
2kþ 1ð Þ

CFL
uj j þ as þ 1

Re
μ
h

, (30)

where CFL is the Courant number and h is the radius of the circumscribed circle in element I.

3.3. Numerical simulation of one-dimensional hypersonic shock structure

As the first test case, the one-dimensional hypersonic shock structure problem was considered.
Since the wall boundary condition is not present in the problem, the inherent behavior of the
numerical method free from the contamination caused by the solid wall boundary condition
can be investigated. The shock density thickness is known as one of important parameters to
assess the accuracy of the computational models in the shock structure problem. Various
solutions including the second-order constitutive model [11, 20] are compared with experi-
mental data in Figure 2. For better comparison, the analytic solutions of the shock density
thickness recently derived by Myong [23] are also reproduced in Figure 3.

It can be confirmed from Figure 2 of monatomic gases that the second-order result is in better
agreement with the experimental data than the Navier-Stokes-Fourier results, implying the
essential role of the second-order constitutive equation. Further, it can be found that the Eu’s
(unbalanced) quasi-linear generalized hydrodynamics model [3, 5] derived by ignoring the

Figure 3. Inverse shock density thickness. Maxwellian molecule for the thick solid curve; hard sphere for the thin solid
curve; constant case for the broken curve. (Reprinted by permission of the American Institute of Aeronautics and
Astronautics, Inc. [23]).
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stress-strain coupling term 2[Π�∇u](2) of quadratic nature while keeping q2nd predicts most
poorly, even worse than the Navier-Stokes-Fourier constitutive equation does. This in turn
implies that the balancing treatment plays a critical role in the closure theory.

3.4. Numerical simulations of multi-dimensional hypersonic rarefied flows

As the second test case, the two-dimensional hypersonic rarefied flows past a circular cylinder
were considered [16, 26]. The input parameters for this hypersonic case are M = 5.48, p = 5 Pa,
T = 26.6 K for far-field, and T = 293.15 K for solid wall. Working monatomic gas is assumed
argon with Pr = 2/3. The Langmuir slip and jump boundary conditions [12, 13, 27] are applied
at the solid surface. The results of both the first-order NSF and the second-order nonlinear

Figure 4. Normalized density fields and contours of the two-dimensional hypersonic gas flows past a circular cylinder,
M = 5.48 and Kn = 0.5. (Reprinted with permission from Elsevier [16]).
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coupled constitutive relation (NCCR) models are compared with DSMC data, which are
generated by assuming full tangential momentum and thermal accommodation for slip and
jump boundary conditions.

Detailed comparisons of normalized density contours of hypersonic rarefied case Kn = 0.5 [16]
are presented in Figure 4. The results of the case Kn = 0.5 show that the density contours and
the stand-off shock structure predicted by the NCCR model and the DSMC are in excellent
agreement, even in this high transitional regime. On the other hand, the thickness of stand-off
shock structure predicted by the first-order NSF model is much smaller than that of the second-
order NCCRmodel and DSMC. In addition, the degree of gaseous expansion near the rear part
of the cylinder predicted by the NSFmodel is considerably higher than that of the NCCRmodel
and DSMC. On the whole, the results of the second-order NCCRmodel show better agreement
with DSMC data than the first-order NSF results in hypersonic rarefied cases studied.

As the final test case, the three-dimensional hypersonic gas flows around a suborbital re-entry
vehicle, Intermediate eXperimental Vehicle (IXV) of the European Space Agency (ESA), were
investigated. The computational domain is defined by unstructured meshes; tetrahedron ele-
ments of 978,445 in this three-dimensional case. The flow conditions for the hypersonic case
are M = 5.0, Kn = 0.02, and an angle of attack 15 degree. Comparisons of normalized density
and Mach number contours are presented in Figures 5 and 6. On the whole, there seems not
much substantial difference between numerical solutions of the first-order and second-order
constitutive models, since the degree of nonequilibrium is not high. However, it can be
observed from the Mach number contours that some nonequilibrium effects begin to show up
in the bow shock structure and in the rear part of the vehicle where rapid expansion occurs.
Besides these findings, the present results demonstrate that the three-dimensional numerical
simulation of the second-order constitutive model is possible for hypersonic rarefied flows like
re-entry vehicles with complicated geometry.

Figure 5. Normalized density fields and contours of the three-dimensional hypersonic gas flows around a suborbital
re-entry vehicle,M = 5.0 and Kn = 0.02.
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4. Conclusions

A systematic derivation of the second-order constitutive equations from the kinetic Boltzmann
equation is presented. The core frameworks employed in developing the thermodynamically-
consistent constitutive models are a modified moment method, called Eu’s generalized hydro-
dynamics, and the new closure theory, called balanced closure, recently developed by Myong.
Then, multi-dimensional computational models of the second-order constitutive equations are
developed. The core concepts used in developing the models are the decomposition and the
method of iterations. Further, as the basic computational scheme to efficiently solve the con-
servation laws together with the second-order constitutive equations, a mixed explicit modal
DG method is developed. In order to assess the potential of the new computational model in
hypersonic flow regimes, several flow problems, including the one-dimensional shock struc-
ture and three-dimensional hypersonic gas flows around a suborbital IXV re-entry vehicle, are
numerically simulated. On the whole, the new second-order model is found to enhance
considerably the prediction capability of hypersonic rarefied flows in comparison with the
conventional first-order model.
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Abstract

A finite difference method is used to do direct numerical simulation (DNS) of hyper-
sonic unsteady flowfield under the action of freestream pulse wave. The response of the
hypersonic flowfield to freestream pulse wave is studied, and the generation and evolu-
tion characteristics of the boundary layer disturbance waves are discussed. The effects of
the pulse wave types on the disturbance mode in the boundary layer are investigated.
Results show that the freestream disturbance waves significantly change the shock
standoff distance, the distribution of flowfield parameters and the thermodynamic state
of boundary layer. In the nose area, the main disturbance modes in the boundary layer
are distributed near the fundamental mode. With the evolution of disturbance along
with streamwise, the main disturbance modes are transformed from the dominant state
of the fundamental mode to the collective leadership state of the second order and the
third order harmonic frequency. The intensity of bow shock has significant effects on
both the fundamental mode and the harmonic modes in each order. The strong shear
structure of boundary layer under different types of freestream pulse waves reveals
different stability characteristics. The effects of different types of freestream pulse waves
are significant on the distribution and evolution of disturbance modes. The narrowing of
frequency band and the decreasing of main disturbance mode clusters exist in the
boundary layer both for fast acoustic wave, slow acoustic wave and entropy wave.

Keywords: hypersonic flow, boundary layer, receptivity, pulse wave, numerical simulation

1. Introduction

With the progress that human achieved in the exploration of aviation and aerospace fields, the
hypersonic vehicle technology has developed quickly. The design of hypersonic vehicle is a

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.70660

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 2

Numerical Study of Hypersonic Boundary Layer
Receptivity Characteristics Due to Freestream Pulse
Waves

Xiaojun Tang, Juan Yu, Tianli Hui,
Fenglong Yang and Wentao Yu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.70660

Provisional chapter

Numerical Study of Hypersonic Boundary Layer
Receptivity Characteristics Due to Freestream Pulse
Waves

Xiaojun Tang, Juan Yu, Tianli Hui,

Fenglong Yang and Wentao Yu

Additional information is available at the end of the chapter

Abstract

A finite difference method is used to do direct numerical simulation (DNS) of hyper-
sonic unsteady flowfield under the action of freestream pulse wave. The response of the
hypersonic flowfield to freestream pulse wave is studied, and the generation and evolu-
tion characteristics of the boundary layer disturbance waves are discussed. The effects of
the pulse wave types on the disturbance mode in the boundary layer are investigated.
Results show that the freestream disturbance waves significantly change the shock
standoff distance, the distribution of flowfield parameters and the thermodynamic state
of boundary layer. In the nose area, the main disturbance modes in the boundary layer
are distributed near the fundamental mode. With the evolution of disturbance along
with streamwise, the main disturbance modes are transformed from the dominant state
of the fundamental mode to the collective leadership state of the second order and the
third order harmonic frequency. The intensity of bow shock has significant effects on
both the fundamental mode and the harmonic modes in each order. The strong shear
structure of boundary layer under different types of freestream pulse waves reveals
different stability characteristics. The effects of different types of freestream pulse waves
are significant on the distribution and evolution of disturbance modes. The narrowing of
frequency band and the decreasing of main disturbance mode clusters exist in the
boundary layer both for fast acoustic wave, slow acoustic wave and entropy wave.

Keywords: hypersonic flow, boundary layer, receptivity, pulse wave, numerical simulation

1. Introduction

With the progress that human achieved in the exploration of aviation and aerospace fields, the
hypersonic vehicle technology has developed quickly. The design of hypersonic vehicle is a

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.70660

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



complex problem based on hypersonic aerodynamics and involving multidisciplinary and
multi-domain. Problems of hypersonic aerodynamics and aerodynamic heating, structures
and materials technology are the main technological difficulties. There remains much variance
between hypersonic flow and supersonic flow about the problem of aerodynamics. For the
hypersonic boundary layer, entropy layer and shock wave layer overlapping each other, while
it is high temperature and low density flow in boundary layer, which undoubtedly makes the
hypersonic boundary layer flow more complex. Therefore, hypersonic aerodynamics is a key
technology in the research and development of hypersonic vehicle. Various flow disturbance
problems, usually exists in the flying environment of vehicle. For instance, the explosive blast
wave [1], reverse jet [2, 3], the non-uniformity flow, the instability of flight, the rough wall and
so on, which would happen in flying. It can be seen disturbances are common in flow fields.
It’s significantly different about the ideal hypothesis state of the steady flowfield and the flow
condition existing in disturbance waves. The disturbance in the flowfield will have a signifi-
cant influence on aerothermodynamics characteristics. The disturbance, whether it is strong or
weak, will interfere with the flowfield, especially the shock and boundary layers. After the
disturbance in the flowfield interference with shock wave and boundary layer, the disturbance
wave will be induced. Then the induced wave will cause further interaction with boundary
layer, and create new unstable waves. The stability characteristic of boundary layer and the
laminar-turbulent transition mechanism will be significantly changed due to the induced
unstable waves. Laminar-turbulent transition not only affects the aerodynamic heating of the
wall of hypersonic vehicle, but directly changes the aerodynamic force. Especially, laminar-
turbulent transition will greatly increases aerodynamic drag, which reduces the lift drag ratio
of hypersonic vehicle significantly and increases the requirement of thermal protection.

Therefore, it is necessary to accurately predict the hypersonic unstable flowfield and the
flowfield response characteristic induced disturbance waves during the design and develop-
ment process of hypersonic aircraft. Considering the complexity and expensiveness of the
hypersonic vehicle wind tunnel test, it is of practical significance to conduct the numerical
simulation of hypersonic unsteady flowfield. In recent years, the hypersonic flowfield
response induced by different disturbance waves and the influences of the disturbance wave
on the stability of the boundary layer are studied by many scholars using numerical or
experimental methods. Ma and Zhong [4] investigated the response of hypersonic boundary
layer over a blunt cone to freestream acoustic waves at Mach 7.99. The receptivity of a flat plate
boundary layer to a freestream axial vortex is discussed by Boiko [5]. Zhong [6] investigated
the leading-edge receptivity to freestream disturbance waves for hypersonic flow over a
parabola. The effect of wall disturbances on hypersonic flowfield, and the response of hyper-
sonic boundary layer to wall disturbances are also widely studied [7–10]. Literature [11] points
out that, after the interaction between any form of freestream disturbance and the shock wave
as well as the boundary layer in hypersonic flow field, three independent forms of disturbance
waves, including acoustic disturbance (fast and slow acoustic disturbance), entropy wave
disturbance, and vortex wave disturbance will be generated. Among these investigations, most
scholars are committed to study the effects of freestream continuous disturbance or the effects
of wall disturbance on the stability of boundary layer and laminar-turbulent transition [12–14].
There is still less research on the effects of freestream pulse disturbance on the stability of
boundary layer, and the mechanism in this field is still not fully understood. So, this paper
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aims to study hypersonic flowfield and the stability characteristics of boundary layer under
the freestream pulse wave. It should be mentioned that the significantly different showed in
the influence mechanism of the wave types of continuous disturbance on the stability of
boundary layer that had been pointed out by some scholars [6, 15, 16]. Ma and Zhong [15, 16]
investigated the response of hypersonic plate boundary layer under different types of distur-
bance waves using direct numerical simulation and linear stability theory. It is found that
acoustic disturbance has the greatest influence on the stability of boundary layer, and it is
pointed out that the action mechanism of freestream entropy wave disturbance and vortex
wave disturbance is similar to that of the fast acoustic wave disturbance, but different from the
slow wave disturbance. Although it is significantly different between pulse disturbance wave
and continuous disturbance wave in form, there is reason to believe that the response charac-
teristics of hypersonic boundary layer are also significantly different under different
freestream pulse waves. Therefore, the receptivity characteristics of hypersonic boundary layer
under freestream pulse waves with different types are discussed in this paper.

In this investigation, the numerical simulations of hypersonic flowfield over a blunt wedge
under the action of freestream pulse wave were conducted using a high order finite difference
scheme. The response property of hypersonic flowfield under the action of freestream pulse
wave analyzed, and the hypersonic boundary layer stability is investigated. The receptivity
characteristic of hypersonic boundary layer under the action of different freestream pulse
waves was compared, and the effects of the pulse wave types on the generation and evolution
of the disturbance mode in the hypersonic boundary layer are discussed.

2. Basic equations and numerical method

2.1. Navier-Stokes equation

According to the forms of conservation equation, momentum equation and energy equation,
the three basic equations of fluid governing equations can be written as a general form, that is,
the two-dimensional unsteady compressive N-S equation can be expressed as:

∂Q
∂t

þ ∂ f-fvð Þ
∂x

þ ∂ g-gv
� �
∂y

¼ 0 (1)

Where the state vector Q can be expressed as:

Q ¼ ρ ρux ρuy ρE
� �T (2)

Similarly, f, fv , g, gv can be expressed respectively as:

f ¼ ρux ρux2 þ P ρuxuy ρEþ P
� �

ux
� �T

(3)

fv ¼ 0 τxx τxy uxτxx þ uyτxy þ k
∂T
∂x

� �T
(4)
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g ¼ ρuy ρuxuy ρuy2 þ p ρEþ p
� �

uy
� �T

(5)

gv ¼ 0 τxy τyy uxτxy þ uyτyy þ k
∂T
∂y

� �T
(6)

where ux, uy, P, ρ, T and E indicate the velocity in the x direction, the velocity in the y direction,
pressure, density, temperature and total energy, respectively. k, τ and E are the thermal con-
ductivity, the stress component and the total energy, respectively.

2.2. Numerical method

In this paper, a high order finite difference method is used to solve the flowfield governing
equation directly. The inviscid vector flux of the Navier-Stokes equation is divided into the
positive and negative convection terms using S-W method [17]. The positive and negative
convection terms are discretized by the 5th order upwindWENO scheme [18]. The viscous term
is discretized by the 6th order central difference scheme [19]. In order to obtain the transient
information of the flowfield and reduce computation time, the 3th TVD Runge-Kutta scheme is
used for time advance [20].

The spatial discretization for positive and negative convection terms can be expressed as Eqs. (7)
and (8), respectively:

W
0 ¼ m1Wjþ3 þm2Wjþ2 þm3Wjþ1 þm4Wj þm5Wj�1 þm6Wj�2 þm7Wj�3 þm8Wj�4

� �
=Δ

(7)

H
0 ¼ n1Hjþ4 þ n2Hjþ3 þ n3Hjþ2 þ n4Hjþ1 þ n5Hj þ n6Hj�1 þ n7Hj�2 þ n8Hj�3

� �
=Δ (8)

whereW and H are positive convection terms and negative convection terms, respectively; Δ is
the grid spacing; W0 and H0 are the difference approximation of the derivative of W and H,
respectively; mi and ni are specific coefficients, no longer list.

The spatial discretizations for viscous terms can be expressed as follow:

L
0 ¼ K1 Ljþ1 � Lj�1

� �þ K2 Ljþ2 � Lj�2
� �þ K3 Ljþ3 � Lj�3

� �� �
=Δ (9)

where L, L’, Δ and Ki are viscous terms, the difference approximation of the derivative of viscous
terms, the grid spacing and specific coefficients, respectively, which are similar to the symbols in
Eqs. (7) and (8).

The TVD Runge-Kutta discretization can be expressed as follows

U 1ð Þ ¼ a1Un þ b1f nΔt U 2ð Þ ¼ a2Un þ b2 U 1ð Þ þ f 1Δt
� �

U 3ð Þ ¼ a3Un þ b3 U 2ð Þ þ f 2Δt
� �

Unþ1 ¼ U 3ð Þ

8<
: (10)

where Δt is time increment for time advance; L(U) is the partial derivative of U relative to time.
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The variables ai and bi is the specific coefficients. b1, b2 and b3 are equal to 1, 3/4 and 1/3,
respectively; a1, a2 and a3 are equal to 1, 1/4 and 2/3, respectively.

3. Computing model and conditions

The model parameters and calculation conditions of flowfield calculation includes the
freestream condition, model parameter, boundary conditions and meshing. For freestream
conditions, the freestream temperature is equal to 69 K, and the Mach number is equal to 6.
The Reynolds number, based on the nose radius, is equal to 10,000. The angle of attack is
equal to 0�. Figure 1 shows the computing model and schematic diagram. Calculation mode
is a blunt wedge with the wedge angle of 16�e; the nose radius r = 1 mm. the adiabatic wall,
no-penetration and non-slip is introduced for wall condition; the symmetric boundary con-
ditions is introduced for y = 0; the freestream conditions and exportation boundary condi-
tions are introduced for the upstream of computing domain and the downstream of
calculation domain, respectively. Figure 2 shows the computational grid. The local intensive
grid method is carried out near the nose area and wall area, and the grid number is
300 � 120. The parameters of blunt wedge nose radius r, freestream velocity V∞, freestream
temperature T∞, freestream viscosity coefficient μ∞, freestream conductivity coefficient k∞,
freestream density ρ∞ are chosen as the normalized basic measure that is the characteristic
variable.

In order to explore the influence of freestream pulse wave on hypersonic flow field, the
interaction process between freestream pulse slow acoustic wave and hypersonic flowfield
is direct numerical simulated. In present investigation, the stable flow over a blunt wedge
at Mach 6 is calculated firstly, and then the simulation of hypersonic unsteady flowfield
under the freestream pulse wave is conducted by introducing freestream pulse slow
acoustic wave at the upstream boundary of computing domain.

The introducing time of the freestream pulse wave is recorded as t = 0. The form of pulse slow
acoustic wave is expressed as follows:
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where Δt is time increment for time advance; L(U) is the partial derivative of U relative to time.
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The variables ai and bi is the specific coefficients. b1, b2 and b3 are equal to 1, 3/4 and 1/3,
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Where u’, v’, P0 and ρ’ indicate the velocity disturbance along x direction, the velocity distur-
bance along y direction, the pressure disturbance and the density disturbance, respectively;
A indicates the amplitude, F indicates the generalized frequency, t indicates time. Here,
A = 8 � 10�2; k = 3.1446 � 10�4; F = 50π; Ma∞ = 6.

4. Results and discussion

4.1. Response of the hypersonic flowfield to freestream pulse wave

4.1.1. Response of the hypersonic flowfield

Before analyzing, it should be pointed out that the numerical simulation method and the grid
independence in present work is validated in our previous investigation [21–23], which indi-
cates the numerical method adopted in this paper is reliable. Figure 5 shows the contours of
pressure under freestream pulse wave at different times.

Figure 3(a)–(d) in the figure correspond to t = 2.0, 4.0, 6.0 and 8.0, respectively. In Figure 3,
when the pulse wave enters the flow field, it first interacts with the bow-shaped shock wave.
When it is encountered with the slow acoustic pulse wave, the bow-shaped shock wave is

Figure 2. Mesh grid.
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deformed and protruded outward, and the surrounding pressure is also significantly affected.
Due to the deformation of the shock wave, the pressure of outward convex region near shock
wave is significantly increased, and the flowfield pressure below the bow shock wave is
greatly reduced. That is to say, from Figure 3(a)–(d), it shows that the freestream disturbance
waves significantly interact with the bow-shaped shock waves, which greatly changes the
shock standoff distance and the distribution of flowfield pressure in the active region.

Figure 4 shows the contours of density under freestream pulse wave at different times.
Figure 4(a)–(f) correspond to t = 0.0, 2.0, 4.0, 6.0, 8.0 and 10.0, respectively. Figure 5 shows
the contours of temperature under freestream pulse wave at different times. Figure 5(a)–(f)
correspond to t = 0.0, 2.0, 4.0, 6.0, 8.0 and 10.0, respectively. As can be seen from Figure 4, the
pulse wave disturbance has a great impact on the density. The density of the flowfield
changes significantly under the action of freestream pulse wave, especially in the distur-
bance area between the pulse wave and the bow-shaped shock wave, where the density of
the region is significantly smaller. Compared with the significant changes of flowfield den-
sity around the shock wave, the pulse wave has much smaller effect on the density in the
boundary layer. Meanwhile, the closer to the nasal area, the greater the density changes and
the effects are after the action of pulse wave. Obviously, this is because the closer the bow-
shaped shock wave is to the nose area, the stronger the action is. Therefore, it can be
concluded that the stronger the intensity of the shock wave is, the more intense the effect of
the pulse slow acoustic wave and the bow-shaped shock wave are. As can be seen from

Figure 3. Contours of pressure under freestream pulse wave at different times. (a) t=2.0, (b) ) t=4.0, (c)t=6.0, (d) ) t=8.0.
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deformed and protruded outward, and the surrounding pressure is also significantly affected.
Due to the deformation of the shock wave, the pressure of outward convex region near shock
wave is significantly increased, and the flowfield pressure below the bow shock wave is
greatly reduced. That is to say, from Figure 3(a)–(d), it shows that the freestream disturbance
waves significantly interact with the bow-shaped shock waves, which greatly changes the
shock standoff distance and the distribution of flowfield pressure in the active region.

Figure 4 shows the contours of density under freestream pulse wave at different times.
Figure 4(a)–(f) correspond to t = 0.0, 2.0, 4.0, 6.0, 8.0 and 10.0, respectively. Figure 5 shows
the contours of temperature under freestream pulse wave at different times. Figure 5(a)–(f)
correspond to t = 0.0, 2.0, 4.0, 6.0, 8.0 and 10.0, respectively. As can be seen from Figure 4, the
pulse wave disturbance has a great impact on the density. The density of the flowfield
changes significantly under the action of freestream pulse wave, especially in the distur-
bance area between the pulse wave and the bow-shaped shock wave, where the density of
the region is significantly smaller. Compared with the significant changes of flowfield den-
sity around the shock wave, the pulse wave has much smaller effect on the density in the
boundary layer. Meanwhile, the closer to the nasal area, the greater the density changes and
the effects are after the action of pulse wave. Obviously, this is because the closer the bow-
shaped shock wave is to the nose area, the stronger the action is. Therefore, it can be
concluded that the stronger the intensity of the shock wave is, the more intense the effect of
the pulse slow acoustic wave and the bow-shaped shock wave are. As can be seen from

Figure 3. Contours of pressure under freestream pulse wave at different times. (a) t=2.0, (b) ) t=4.0, (c)t=6.0, (d) ) t=8.0.
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Figure 5, the effect of disturbances on the temperature is pretty significant, which similar to
the density. Under the action of impulse disturbances, a strip area exists in the hypersonic
flowfield temperature disturbances between the boundary layer and the shock wave, which
is similar to the change trend of the flowfield density’s disturbances. What is worth noting is
that from the upstream to the downstream, the strip area becomes longer; this is due to the
fact that through the shock wave, the disturbance wave slows down. The farther it is away
from the wall, the greater the flow velocity is, which leads to the disturbance wave’s different
spread velocity to the downstream. It also can be seen from Figure 5 that the temperature in
the boundary layer is much more significantly affected by the pulse wave compared with the
temperature change of the flowfield near the shock wave. That is to say, the freestream pulse
wave’s influence on the thermodynamic state in boundary layer is significantly greater than
that on the thermodynamic state the outside boundary layer. It is known that the tempera-
ture is a characteristic parameter of the thermodynamic properties in the boundary layer.
Obviously, the freestream pulse disturbance wave changes the thermal mechanism of the
strong shear flow in the boundary layer, while the thermodynamic mechanism is considered
to have an important effect on the stability of the boundary layer [24], so it is reasonable to
believe that the pulse slow acoustic wave in freestream plays a considerable role in the
stability of hypersonic boundary layer.

Figure 6 shows the contours of velocity along axis y under freestream pulse wave at different
times. From Figure 6, under the action of the pulse slow acoustic wave, the velocity in the
interference area between pulse wave and shock wave, the flowfield between the boundary

Figure 4. Contours of density under freestream pulse wave at different times. (a) t=0.0, (b) t=4.0, (c) t=6.0, (d) t=8.0.
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layer and shock wave, and the flowfield in the boundary layer change greatly. On the other
hand, the velocity disturbance modes out of the boundary layer and the velocity disturbance
modes near the boundary layer differ significantly. From Figure 6, there are many obvious
disturbance characteristic regions in the hypersonic boundary layer under the action of
freestream pulse disturbances. It can also be seen that the boundary layer’s disturbance
velocity is very large, which shows that there is complex interference in the boundary layer
under the action of the pulse wave. It is worth mentioning that, after the disturbance wave
interfering with the bow-shaped shock wave, and entering into the flowfield, a part of the

Figure 5. Contours of temperature under freestream pulse wave at different times. (a) t=0.0, (b) t=2.0, (c) t=4.0, (d) t=6.0,
(e) t=8.0, (f) t=10.0.
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layer and shock wave, and the flowfield in the boundary layer change greatly. On the other
hand, the velocity disturbance modes out of the boundary layer and the velocity disturbance
modes near the boundary layer differ significantly. From Figure 6, there are many obvious
disturbance characteristic regions in the hypersonic boundary layer under the action of
freestream pulse disturbances. It can also be seen that the boundary layer’s disturbance
velocity is very large, which shows that there is complex interference in the boundary layer
under the action of the pulse wave. It is worth mentioning that, after the disturbance wave
interfering with the bow-shaped shock wave, and entering into the flowfield, a part of the

Figure 5. Contours of temperature under freestream pulse wave at different times. (a) t=0.0, (b) t=2.0, (c) t=4.0, (d) t=6.0,
(e) t=8.0, (f) t=10.0.
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wave will propagate from the upstream to the downstream of the flowfield and a part of the
reflected wave will oscillate between the shock wave and the wall [24]. Moreover, the velocity
disturbance mode in the boundary layer becomes more complicated on account of reflected
waves. As shown in Figure 6(c) and (d), the disturbance characteristic regions marked with
arrows are induced by the reflected waves in the flowfield.

4.1.2. Response of the boundary layer

Figure 7 shows the distribution of friction factor disturbance on wall under freestream pulse
wave at different times (t = 2.0, 4.0, 6.0, 8.0, 10.0). It can be seen from the figure that, when the
pulse wave disturbance is through some place of the wall, the friction factor reduces at first,
and after reaching a minimum value, it increases. When the pulse disturbance completely
passes this point, the disturbance effect on this position is not over, and it will go through a
number of processes in oscillating changes like getting bigger-smaller-bigger-smaller, until the
change magnitude decreases to zero. It is clear that this oscillating decreasing phenomenon is
caused by the reciprocating reflected waves between the wall and the bow shock. Most
importantly, the friction factor is an important parameter for characterizing the shear flow,
which indicates that the strong shear flow structure in the boundary layer under freestream
pulse wave has changed.

Figure 8 shows the comparisons of the density, temperature and pressure disturbances on wall
at different times. Figure 8 indicates that, under freestream pulse wave, the variations of the

Figure 6. Contours ofvelocityalongaxisyunder freestreampulsewave at different times. (a) t=0.0, (b) t=4.0, (c) t=8.0, (d) t=10.0.
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density, temperature and pressure disturbances on wall are similar to that of friction factor.
Zhang et al. [19] studied the evolution of continuous small disturbance in hypersonic flow
using direct numerical simulation (DNS), and found that, because of the normal shock wave,
the forcing disturbance in freestream is enlarged. From Figure 8, it is obtained that the

Figure 7. Distribution of friction factor disturbance on wall under freestream pulse wave at different times.

Figure 8. Comparison of the density, temperature and pressure disturbances onwall at different times (t1 = 1.0, t2 = 6.0, t3 = 9.0).
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amplitude of parameters disturbance on the wall is enlarged sharply relative to that of initial
wave in freestream. The numerical results agree with Li’s results. It also shows that the
disturbance amplitudes of pressure on the nose of blunt wedge are larger than that on non-
nose, and the former are several times, even more than 10 times, larger than the latter; while
the discrepancy is tiny for temperature and density.

To study the evolution of the disturbance wave in boundary layer during the interaction
process, the temperature disturbance on wall along the streamwise is considered. Figure 9
shows the distribution of temperature disturbance on wall along the streamwise at t = 8.6. As
discussed earlier, it has been verified that the disturbance amplitude of aerothermodynamics
parameters will undergo a damped oscillation during the interaction process although there
is just a half sinusoidal pulse wave in freestream. Figure 9 indicates that the distance
between crests as well as trough of disturbance variables changed markedly during the
damped oscillation process. The distances a1-a2, a2-a3, b1-b2 and b2-b3 along the x-axis
direction equal to 1.733, 2.939, 1.541 and 1.491, respectively. Hence, it is obvious that the
damped oscillation is aperiodic. In other word, the waves with other frequencies are induced
due to the interaction between freestream blast wave and bow shock wave as well as
boundary layer. It should be noted that the evolution of the wave’s modes in the blunt wedge
boundary layer exerts an important impact on both boundary layer stability characteristic
and laminar-turbulent transition [10, 25]. There is little research focused on the evolution of
the wave’s modes in the boundary layer under freestream pulse wave, and the evolution
characteristic remains unclear although a host of in-depth researches is done in the evolution
of the wave’s modes in boundary layer under freestream continuous small disturbances in
recent years.

To analyze the disturbance mode distribution in the hypersonic boundary layer and its
evolution characteristics along the streamwise under the action of freestream pulse wave,
the fast Fourier transformation method is used to decode the time domain signal of the

Figure 9. Temperature disturbance profile along streamwise at t = 8.6.
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boundary layer disturbance. Furthermore, the signals are expanded in frequency order to
make it as a frequency function, thereby converting the time domain signal of the pressure
disturbance into a frequency domain signal. Figure 10 shows the results of the Fourier
frequency spectral analysis of pressure disturbance in boundary layer under freestream
pulse wave at different locations. Figure 10(a)–(d) are the results of the Fourier frequency
spectral analysis when x = 0.83566, x = 1.2196, x = 3.3050 and x = 5.3846, respectively. It can be
seen from Figure 10(a) that, at the location of x = 0.83566, namely the nose area, the main
disturbance modes in the boundary layer are distributed near f = 0.25, indicating that near
the fundamental frequency, the disturbance mode component of other frequencies is rela-
tively small, which is consistent with the results obtained by Zhang et al. [19] in studying
continuous waves. It also shows that the higher the disturbance mode’s frequency is, the
smaller its component ratio will be. Based on Figure 10(b), at the position of x = 1.2196, the
disturbance mode component ratio near the fundamental frequency decreases rapidly, the
high frequency disturbance harmonic mode like the second order harmonic frequency and
above significantly increase. And the main disturbance modes in the boundary layer are
distributed near f = 0.5, that is near the second order harmonic frequency. The main

Figure 10. Fourier frequency spectral analysis of pressure disturbance in boundary layer under freestream pulse wave at
different locations. (a) x=0.83566, (b)x=1.2196, (c) x=3.3050, (d) x=5.3846.
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boundary layer disturbance. Furthermore, the signals are expanded in frequency order to
make it as a frequency function, thereby converting the time domain signal of the pressure
disturbance into a frequency domain signal. Figure 10 shows the results of the Fourier
frequency spectral analysis of pressure disturbance in boundary layer under freestream
pulse wave at different locations. Figure 10(a)–(d) are the results of the Fourier frequency
spectral analysis when x = 0.83566, x = 1.2196, x = 3.3050 and x = 5.3846, respectively. It can be
seen from Figure 10(a) that, at the location of x = 0.83566, namely the nose area, the main
disturbance modes in the boundary layer are distributed near f = 0.25, indicating that near
the fundamental frequency, the disturbance mode component of other frequencies is rela-
tively small, which is consistent with the results obtained by Zhang et al. [19] in studying
continuous waves. It also shows that the higher the disturbance mode’s frequency is, the
smaller its component ratio will be. Based on Figure 10(b), at the position of x = 1.2196, the
disturbance mode component ratio near the fundamental frequency decreases rapidly, the
high frequency disturbance harmonic mode like the second order harmonic frequency and
above significantly increase. And the main disturbance modes in the boundary layer are
distributed near f = 0.5, that is near the second order harmonic frequency. The main

Figure 10. Fourier frequency spectral analysis of pressure disturbance in boundary layer under freestream pulse wave at
different locations. (a) x=0.83566, (b)x=1.2196, (c) x=3.3050, (d) x=5.3846.
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disturbance modes in the boundary layer migrate from the fundamental frequency to the
second order harmonic frequency. In Figure 10(c), it can be seen that at the position of
x = 3.3050, the disturbance mode components in the vicinity of the fundamental frequency
are further reduced, and the proportion of disturbance mode components is further
increased. The main disturbance modes in the boundary layer are distributed at f = 0.5–0.75,
namely near the second and third order harmonic frequency. The main disturbance modes in
the boundary layer are transformed from the dominant state of the second order harmonic
frequency to the collective leadership state of the second order harmonic frequency and the
third order harmonic frequency. According to Figure 10(d), at the position of x = 5.3846, the
distribution of the boundary layer disturbance modes is similar to that at x = 3.3050. The
main disturbance modes in the boundary layer are distributed near the second and third
order harmonic frequency, but the frequency band of the boundary layer disturbance mode
is significantly narrowed.

Figure 11 shows the evolution of different disturbance modes along streamwise in boundary
layer. Figure 11(a)–(f) are the evolution of the fundamental frequency mode, the second order
harmonic frequency, the third order harmonic frequency, the fourth order harmonic frequency,
the fifth order harmonic frequency and the sixth order harmonic frequency, respectively. From
Figure 11(a), in the nose region, the amplitude of the fundamental frequency becomes smaller.
When out of the nose region, the amplitude of the fundamental frequency gradually becomes
smaller and generally remains. In Figure 11(b), it can be seen that in the nose region, the
amplitude of the second order harmonic frequency mode significantly becomes smaller. Out of
the nose region, the amplitude of the second order harmonic frequency mode continues to
increase. From Figure 11(c), it can be seen that the amplitude of the third order harmonic
frequency mode becomes smaller in the nose region, and the third order harmonic frequency
mode first increases and then decreases in the downstream evolution. From Figure 11(d)–(f), it
shows that the evolution of the fourth order harmonic frequencymode, the fifth order harmonic
frequency mode and the sixth order harmonic frequency mode along the streamwise is similar
to that of the third order harmonic frequency mode. As shown in the figure, whether it is the
fundamental mode or harmonic modes, in the area of the nose boundary layer, the amplitude of
the disturbance significantly becomes smaller, indicating that the intensity of the bow shock
in the hypersonic flowfield becomesweak, and it has significant effects on both the fundamental
mode and the harmonic modes in each order. According to the figure, it also shows that except
for the fundamental mode, from the nose area to the non-nose area, the amplitude of each
harmonic frequency mode all increase significantly. It is believed that this phenomenon is
caused by the recompression of the flowfield, which means in this region, the effect of the shock
wave intensity on the harmonic frequency modes of the boundary layer is smaller than the
recompression effect, and the effect of the shock wave intensity on the fundamental mode of the
boundary layer is larger than the recompression effect.

4.2. Effects of pulse wave type

In this section, to discuss the effects of the pulse wave types on the generation and evolution of
the disturbance mode in the hypersonic boundary layer, the numerical simulations of hypersonic
flowfield under the action of freestream pulse fast acoustic wave, slow acoustic wave and
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entropy wave were conducted. It should be noted that the wall temperature Tw = 200 K, and the
amplitude A = 6 � 10�2. The other computational condition is consistent with Section 4. The
forms of pulse fast acoustic wave and entropy wave is no longer listed in this section. Due to the
fact that the wall of shear force is decided by the friction factor on wall directly which is a key

Figure 11. Evolution of different disturbance modes along streamwise in boundary layer. (a) P1, (b) P2, (c) P3, (d) P4, (e) P5,
(f) P6.
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parameters for representing the strong shear structure in boundary layer, the stability of the
hypersonic boundary layer is the study of the stability of the strong shear structure. Figure 12
shows the distribution of friction factor disturbance on wall under different freestream pulse
waves at t = 6. From Figure 12, it is obtained that, under freestream pulse waves, the mainstream
disturbance wave influence on the wall friction coefficient under the pulse slow acoustic wave is
opposite to that under pulse fast acoustic wave and entropy wave. There is significant difference
between the disturbance amplitude of the wall friction coefficient under pulse fast acoustic wave
and that under entropy wave. It also can be seen that there is a significant difference in the
friction factor disturbance on wall caused by the reflected wave for these three cases, and the
reflected wave has a significant effect on the friction factor. In general, different types of
freestream pulse waves have different effects on the friction factor on wall, which indicates the
interaction between the strong shear structure of boundary layer and different types of
freestream pulse waves have different mechanisms of action. That is, the strong shear structure
of boundary layer under the action of different types of freestream pulse waves reveals different
stability characteristics.

Figure 13 shows the pressure disturbance in boundary layer under different freestream pulse
waves. Figure 13(a) and (b) are corresponding the position s = 0.92619 and 5.90498, respectively.
From Figure 13, it can be seen that the pressure disturbance in boundary layer under the action
of different types of freestream pulse waves appear different changes in the time domain.

The Fourier frequency spectral analysis of pressure disturbance in boundary layer under
different freestream pulse waves is shown in Figure 14. Figure 14(a)–(c) are corresponding
the position s = 0.92619, s = 3.83551 and s = 8.02802, respectively. Figure 14 shows that the

Figure 12. Distribution of friction factor disturbance on wall under different freestream pulse waves at t = 6 s.
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effects of different types of freestream pulse waves are significant on the distribution of
modes in boundary layer and the evolution of disturbance modes along with the streamwise.
From the figure, it is obtained that, s = 0.92619, the Fourier frequency spectral curve of
pressure disturbance in boundary layer under different freestream pulse waves shows sim-
ilar trend. Namely, the max amplitude of the disturbance modes in boundary layer are
distributed near f = 0.25, and four main disturbance clusters (near f = 0.25, 1.0, 1.5 and 2.0)
exist in the hypersonic boundary layer both for all cases. With evolution of disturbance
waves in boundary layer along with the streamwise, at s = 3.83551, four main disturbance
clusters still exist in the hypersonic boundary layer both for fast acoustic wave and entropy
wave. However, the distribution of the four main disturbance clusters changes sharply,
which indicates there is movement of main disturbance clusters in the boundary layer. It
also can be seen that, at s = 3.83551, there is only one main disturbance cluster (near f = 0.5) in
the hypersonic boundary layer for slow acoustic wave, and the other main modes have a
remarkable decline. It is obtained that, at s = 8.02802, the number of main disturbance mode
clusters in the boundary layer both for fast acoustic wave and entropy wave decreases

Figure 13. Pressure disturbance in boundary layer under different freestream pulse waves. (a) s=0.92619, (b) s=5.90498.

Figure 14. Fourier frequency spectral analysis of pressure disturbance in boundary layer under different freestream pulse
waves. (a) s = 0.92619, (b) s = 3.83551, (c) s = 8.02802.
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sharply. In general, the narrowing of frequency band and the decreasing of main disturbance
mode clusters exist in the boundary layer both for all cases.

5. Conclusions

In present study, a finite difference DNS method is used to investigate the response of the
hypersonic flow field to freestream pulse wave, and the generation and evolution characteris-
tics of the disturbance mode in the hypersonic boundary layer are analyzed. The effects of the
pulse wave types on the generation and evolution of the disturbance mode in the hypersonic
boundary layer are investigated. The study drew the conclusions as follow:

1. The freestream disturbance waves significantly interact with the bow-shaped shockwaves,
which greatly changes the shock standoff distance and the distribution of flowfield
parameters in the active region. The stronger the intensity of the shock wave is, the more
intense the effect of the freestream pulse slow acoustic wave and the bow-shaped shock
wave are. The freestream pulse wave’s influence on the thermodynamic state in boundary
layer is significantly greater than that on the thermodynamic state the outside boundary
layer. There are many obvious disturbance characteristic regions in the hypersonic bound-
ary layer under the action of freestream pulse disturbances. There is complex interference
in the boundary layer under the action of the pulse wave.

2. In the nose area, the main disturbance modes in the boundary layer are distributed near
the fundamental frequency, and the disturbance mode component of other frequencies is
relatively small. In the nose area, the disturbance mode component ratio near the funda-
mental frequency decreases rapidly, the high frequency disturbance harmonic mode like
the second order harmonic frequency and above significantly increases. With the evolu-
tion of the disturbance waves in the boundary layer from the upstream to the down-
stream, the main disturbance modes in the boundary layer are transformed from the
dominant state of the fundamental frequency to the collective leadership state of the
second order harmonic frequency and the third order harmonic frequency. The intensity
of the bow shock in the hypersonic flowfield has significant effects on both the funda-
mental mode and the harmonic modes in each order. From the nose area to the non-nose
area, the effect of the shock wave intensity on the harmonic frequency modes in the
boundary layer is less than the recompression effect, and the effect of the shock wave
intensity on the fundamental mode in the boundary layer is larger than the recomp-
ression effect.

3. The interaction between the strong shear structure of boundary layer and different types
of freestream pulse waves have different mechanisms of action. The strong shear structure
of boundary layer under the action of different types of freestream pulse waves reveals
different stability characteristics. The effects of different types of freestream pulse waves
are significant on the distribution of modes in boundary layer and the evolution of
disturbance modes along with the streamwise. The narrowing of frequency band and the
decreasing of main disturbance mode clusters exist in the boundary layer both for
freestream pulse fast acoustic wave, slow acoustic wave and entropy wave.
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Abstract

Computational fluid dynamics (CFD) is the important tool to analyze physics of fluids.
Hypersonic flows over real space configurations represent a substantial problem from
the point of view of the development of new and more effective mathematical models,
numerical methods, and the use of computer systems. Governing equations for multi-
component, multi-temperature, chemically reacting non-equilibrium radiant mixtures
are the mathematical foundation for the study of vehicles entering in Martian atmo-
sphere. Based on the kinetic equations for the distribution functions, an efficient three-
temperature model suitable for Mars re-entry applications derived and used for the
simulations of a non-equilibrium flow in a viscous shock layer near a space vehicle.
The closed self-consistent description of a flow in terms of densities of species, macro-
scopic velocity, gas temperature, and three vibration temperatures are proposed. The
transport properties in dissociating CO2 flows have been evaluated. The proposed
model takes into account real structure of polyatomic CO2 molecules, non-equilibrium
CO2 vibration excitation, different rates of various energy transitions, and chemical
reactions. Numerical investigations of a flow past a frontal part of Mars Sample Return
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needs of Mars planet investigations. These works started in the 1960s. Further studies were
stimulated by development of Pathfinder and other Martian entry vehicles [1–6].

There are two ways of derivation of the gas dynamics equations for a multi-component
mixture: kinetic and phenomenological. The first approach is based on the kinetic theory of
gases. The zero-order and the first-order distribution functions are known and expressed
by means of different gradients, the diffusive driving forces, etc. [7, 8]. If potentials of interac-
tion between particles are defined, then the equations in terms of species densities, macro-
scopic velocity, and gas temperature can be carried out by methods of the kinetic theory of
gases [9–12]. The transport theory of polyatomic gas mixtures taking into of account internal
molecular structure, different rates of vibration, and non-harmonic transitions has been devel-
oped for a five component CO2/O2/CO/O/C mixture taking vibration excitation of molecules
into account. The algorithm for transport coefficients calculation has been realized as a pro-
gram module.

The phenomenological approach is based on application of the basic theorems of mechanics
and laws of thermodynamics for macroscopic volume of the continuous media and leads to
unclosed system of the equations. For closure of this system, the additional definition of mass,
momentum, and energy fluxes is necessary. Unknown values of transfer coefficients within the
framework of the phenomenological approach can be defined from approximation either from
experiment. The kinetic and phenomenological approaches give the same result as structure of
gas dynamic equations system.

The governing equations with rigorous kinetic schemes for transport coefficients are solved
numerically for a flow in a viscous shock layer near the blunt body imitating the form of the
spacecraft Mars Sample Return Orbiter (MSRO) and MARS EXPRESS vehicles descending in
an atmosphere of Mars for the conditions typical for the re-entering regime [9–12]. The form of
considered vehicles represents spherically blunted cone with aт angle 120 and radius R = 1.0 m
(MSRO) and R = 0.38 m (MARS EXPRESS) joined with the cylinder (Figure 1).

Figure 1. Martian vehicle.
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Calculations of the convective heat flux and the non-equilibrium radiation were carried out of
the MSRO vehicle entering into the Martian atmosphere [7–19].

The part of results have been obtained in the framework of the INTAS Project 03-51-5204
“Numerical, Analytical and Experimental Investigation of Convective and Radiative Heating
of Martian Descent Module”. This Project was elaborated jointly between institutes-
participants from Russian side and European Collaborators [5].

2. Governing equations of hypersonic non-equilibrium polyatomic
gas flows

The Martian atmosphere is composed mostly of carbon dioxide (96%), nitrogen (1.9%), argon
(1.9%), and others. Small admixtures of nitrogen (N2) and argon (Ar) in the Mars atmosphere
do not play a significant role in the process of heat transfer to descent vehicles (at least, at
moderate velocities of flight till the convective heat transfer prevails). It is possible to restrict
ourselves by consideration of model atmosphere as the pure carbon dioxide. The pressure on
the planet surface is taken equal to 6.0 mbar. It is 0.6% of Earth’s mean sea level pressure. The
atmosphere is quite dusty.

The conditions of a flow corresponding to the last stage of flight of space vehicles in an
atmosphere of Mars (V∞ ≤ 6 km/s, r∞ > 10�5 kg/m3, H < 60 km) were studied. Determining
process at such velocities is a process of dissociation. Up to 75% of full gas flow energy can be
spent on it.

The region where non-equilibrium physical and chemical processes realized is a significant
part from all considered regions (Figure 2). Velocity of physical and chemical processes, as a
rule, grows together with density of gas. For considered flow conditions, the degree of gas
ionization is small and does not bring the appreciable contribution to internal gas energy. The
translational degrees freedom becomes equilibrium on distances of several free path lengths of
molecules behind front of a shock wave for considered altitude. The distribution of rotation
energy also is established slightly later. Therefore, it is usually supposed that translational and
vibration degrees of freedom of particles are in equilibrium. At high temperatures that
observed in a shock layer, the characteristic times of a vibration energy relaxation of molecules
and characteristic times of dissociation become one order. Thus the account of non-equilibrium
excitation of vibration degrees of freedom of carbon dioxide molecules is necessary. The region
of relaxation behind the bow shock wave has a specific structure that consists of sequential
relaxation zones. The flow in shock and boundary layers are being especially non-equilibrium.
It causes the energy redistribution of the internal energy.

Since the Martian atmosphere is strongly rarefied, non-equilibrium processes affect heat trans-
fer at the more significant part of the descent trajectory. The most thermal-loaded part of the
typical descent trajectory is the region of frozen chemical reactions and equilibrium-excited
vibration degrees of freedom.
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The thermo-chemical model of the processes occurring in the shock layer includes the chemical
reactions, dissociation and recombination of CO2 molecules, dissociation and recombination of
diatomic molecules, exchange reactions, processes of vibration energy exchange between
various levels of molecules, influence of the vibration relaxation on the chemical reactions
and vice versa (CVDV-processes), processes of excitation and deactivation of the electronic
states of molecules, and spontaneous radiation processes for excited particles.

We consider a high-temperature flow of the mixture taking into account vibration excitation
and the following exchange reactions, dissociation, and recombination:

CO2 þM $ COþOþM,  COþM $ CþOþM, (1)

O2 þM $ OþOþM,  CO2 þO $ COþO2, (2)

COþ CO $ CO2 þ C,  COþO $ O2 þ C, (3)

where M is a molecule or an atom [10].

As known molecule of СО2 have three vibration modes with different characteristic tempera-
tures: symmetric, deformation (twice degenerate), and asymmetric. According to fast
exchange of vibration energy between the different modes, it is assumed that molecules reach
the Boltzmann distribution with a uniform temperature.

Figure 2. (a) The region of different flow regimes of flow for MSRO vehicle (red line) and MARS EXPRESS vehicle (blue
line); (b) Mars descent vehicles.
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We consider the conditions typical for a high-temperature shock layer, while the translational and
rotational relaxation are supposed to proceed fast as well as intra-mode VV-transitions in CO2,
O2, CO and inter-mode VV-exchange between CO2 symmetric and bending modes. All other
vibration energy transitions, dissociation, recombination, and exchange reactions are considered
to be slower with relaxation times comparable with the mean time of the gas dynamic parameters
variation. Such a relation between the characteristic times makes it possible to introduce vibration
temperatures for the coupled (symmetric-bending) and asymmetric CO2 modes.

The existing experimental and theoretical data on relaxation times of different processes in
mixtures containing CO2 molecules show that in a wide range of conditions the following
relations are valid:

τtr < τrot < τVVm � τVV 0
1�2

<< τVT2 � τVV 0
1�2�3

< τVT3 << τr � θ, m ¼ 1, 2, 3 (4)

Here τtr, τrot are the characteristic times of translational and rotation relaxation; τVVm are the
times of intra-mode VVexchanges; τVT2 , τVT3 are the times of VT transitions; τVV 0

k�m
correspond

to inter-mode transitions; τr is the characteristic time of chemical reactions; and θ is the mean
time of gas dynamic parameters change.

On the basis of the kinetic theory principles, the closed self-consistent three-temperature
description of a flow in terms of densities of species, macroscopic velocity, gas temperature,
and three vibration temperatures are obtained [7, 8]. The set of governing equations contains
the conservation equations of mass, momentum, and total energy coupled to the equations of
non-equilibrium three-temperature chemical kinetics as well as the relaxation equations for
vibration temperatures.

Under condition (5) the set of equations are obtained in the following form:

dr
dt

þ r ∇ � v ¼ 0 (5)

r
dv
dt

þ ∇ � P ¼ 0 (6)

r
de
dt

þ ∇ � qþ P : ∇v ¼ 0 (7)

The equations of non-equilibrium chemical kinetics written in the following form

dni
dt

þ ni∇ � vþ ∇ � niVið Þ ¼ Rr
i i ¼ CO2;CO;O2;O;Cð Þ (8)

Here ni is the number density of species i (1—CO2, 2—CO, 3—O2, 4—C, 5—O). Values ri = mini
is the species density, mi and ni are the species mass and number density, r ¼ P

ri is the
mixture density; v is the macroscopic gas velocity, e is the mixture total energy per unit mass;
Ri

t, R12, R3 are the production terms due to dissociation, recombination, exchange reactions
and slow processes of CO2 vibration relaxation; Vi is the diffusion velocity; P is the pressure
tensor; and q is the heat flux.
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We consider the condition that corresponds to rapid translational and rotational relaxation,
VVm is the vibration energy exchanges within modes and VV0

12 is the exchange between
symmetric and bending CO2 modes. In this case the vibration CO2 distributions depend on
the vibration temperatures T12 of the combined (symmetric + bending) mode, and T3 of the
asymmetric mode. The vibration distributions of CO and O2 are supposed to be close to the
thermal equilibrium; vibration spectra are simulated by the harmonic oscillator model. Values
Evibr1(T12,T3) = E12(T12) + E3(T3), Evibr2(T), Evibr3(T) are the specific vibration energies of molecu-
lar species CO2, CO, and O2, respectively; thus E12(T12), E3(T3) are the specific vibration
energies of non-equilibrium CO2 modes.

The equations of non-equilibrium vibration kinetics written in the following form

r1
dE12

dt
þ ∇ � q12 ¼ R12 �m1E12Rr

1 þ E12∇ � r1V1ð Þ (9)

r1
dE3

dt
þ ∇ � q3 ¼ R3 �m1E3Rr

1 þ E3∇ � r1V1ð Þ (10)

xi is the molar fraction of species i (1—CO2, 2—CO, 3—O2, 4—C, 5—O). Values q12, q3 are the
fluxes of vibration energy in the combined and asymmetric modes, respectively.

The vibration relaxation of molecules time of СО2 molecules is calculated under the usual
formulas by approximation of theoretical and experimental data for particles of different types.

3. Transport and source terms

The transport theory of polyatomic gas mixtures taking into account internal molecular structure,
different rates of vibration transitions, and unharmonicity has been developed for a five compo-
nent CO2/O2/CO/O/C mixture taking into account vibration excitation of diatomic molecules.

The transport properties in the viscous gas approximation are determined by the first-order
distribution functions. The zero-order and the first-order distribution functions are known and
express by means different gradients, the diffusive driving forces, etc. [7, 8].

Pressure tensor, diffusion velocity, heat flux, and vibration energy fluxes are expressed in
terms of macroscopic parameters gradients and transport coefficients.

The pressure tensor is obtained in the form:

P ¼ p� prel
� �

I� 2η S� ζ∇ � vI: (11)

Here S is the strain rate tensor, I is the unit tensor, η is the shear viscosity coefficients, and ζ and
prel are the bulk viscosity coefficient and relaxation pressure appearing in the diagonal elements
of the pressure tensor due to rapid inelastic non-resonant processes. The Navier-Stokes equation

Advances in Some Hypersonic Vehicles Technologies46

derivation leads to the definition of two coefficients of viscosity: shear coefficient of viscosity and
coefficient of bulk viscosity.

Transport coefficients (bulk and shear viscosity, heat conductivity, diffusion, pressure- and
thermo-diffusion of multi-component gas mixture) are calculated according to the basic kinetic
theory. The algorithms for thermal conductivity, vibration thermal conductivity, diffusion,
thermal diffusion, shear, and bulk viscosity coefficients computation are developed.

These transport coefficients are defined by functions Bcij, Fcij, Gcij:

η ¼ kT B;B½ �=10, ζ ¼ kT F; F½ �, prel ¼ kT F;G½ � (12)

Here [A;B] are the bracket integrals depending on the cross sections of rapid processes (see for
instance [7, 8] for definition).

The values of diffusion fluxes can be written down through thermodynamic forces (external
mass forces it is neglected):

Ji ¼ �ri
X
j

D∗
ijdj � riDTi∇lnT (13)

Here D∗
ij is the multi-component coefficients of diffusion, DTi is the coefficients of thermo-

diffusion, dj is the diffusion driving forces:

dj ¼ ∇
nj
n

� �
þ nj

n
� cj

� �
∇ln p: (14)

Here nj is the number of jth mole components, n is the common mole’s number. Let us take the
difference between D∗

ij and Dij, where Dij is the binary diffusion coefficients.

The basic way of finding the independent transfer coefficients D∗
ij, DTi are connected to the

kinetic theory methods. In order to define the multi-components diffusion coefficients, it is
necessary to solve the system of the linear algebraic equations that in case of gas mixture have
the next form

Dij ¼ Di;Di� �
=3n, DTi ¼ Di;Ai� �

=3n: (15)

Here Di;Di� �
, Di;Ai� �

are the bracket integrals depending on the cross sections of rapid

processes. Functions Acij,A
12ð Þ
cij ,A 3ð Þ

cij ,A
c;1ð Þ
cij, Bcij, Fcij, Fcij are found from the linear integral equa-

tions for the first-order correction to the distribution function. The relaxation pressure deter-
mine by the slow non-equilibrium processes. This quantity is basically supposed to be small
compared to p, and by value prel is neglected.

The total heat transfer of a multi-component mixture is defined by effects of heat conductivity
of various kinds of energy and diffusion. The heat flux is given by the formula
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We consider the condition that corresponds to rapid translational and rotational relaxation,
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xi is the molar fraction of species i (1—CO2, 2—CO, 3—O2, 4—C, 5—O). Values q12, q3 are the
fluxes of vibration energy in the combined and asymmetric modes, respectively.

The vibration relaxation of molecules time of СО2 molecules is calculated under the usual
formulas by approximation of theoretical and experimental data for particles of different types.

3. Transport and source terms

The transport theory of polyatomic gas mixtures taking into account internal molecular structure,
different rates of vibration transitions, and unharmonicity has been developed for a five compo-
nent CO2/O2/CO/O/C mixture taking into account vibration excitation of diatomic molecules.

The transport properties in the viscous gas approximation are determined by the first-order
distribution functions. The zero-order and the first-order distribution functions are known and
express by means different gradients, the diffusive driving forces, etc. [7, 8].

Pressure tensor, diffusion velocity, heat flux, and vibration energy fluxes are expressed in
terms of macroscopic parameters gradients and transport coefficients.

The pressure tensor is obtained in the form:

P ¼ p� prel
� �

I� 2η S� ζ∇ � vI: (11)

Here S is the strain rate tensor, I is the unit tensor, η is the shear viscosity coefficients, and ζ and
prel are the bulk viscosity coefficient and relaxation pressure appearing in the diagonal elements
of the pressure tensor due to rapid inelastic non-resonant processes. The Navier-Stokes equation
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derivation leads to the definition of two coefficients of viscosity: shear coefficient of viscosity and
coefficient of bulk viscosity.

Transport coefficients (bulk and shear viscosity, heat conductivity, diffusion, pressure- and
thermo-diffusion of multi-component gas mixture) are calculated according to the basic kinetic
theory. The algorithms for thermal conductivity, vibration thermal conductivity, diffusion,
thermal diffusion, shear, and bulk viscosity coefficients computation are developed.

These transport coefficients are defined by functions Bcij, Fcij, Gcij:

η ¼ kT B;B½ �=10, ζ ¼ kT F; F½ �, prel ¼ kT F;G½ � (12)

Here [A;B] are the bracket integrals depending on the cross sections of rapid processes (see for
instance [7, 8] for definition).

The values of diffusion fluxes can be written down through thermodynamic forces (external
mass forces it is neglected):

Ji ¼ �ri
X
j

D∗
ijdj � riDTi∇lnT (13)

Here D∗
ij is the multi-component coefficients of diffusion, DTi is the coefficients of thermo-

diffusion, dj is the diffusion driving forces:

dj ¼ ∇
nj
n

� �
þ nj

n
� cj

� �
∇ln p: (14)

Here nj is the number of jth mole components, n is the common mole’s number. Let us take the
difference between D∗

ij and Dij, where Dij is the binary diffusion coefficients.

The basic way of finding the independent transfer coefficients D∗
ij, DTi are connected to the

kinetic theory methods. In order to define the multi-components diffusion coefficients, it is
necessary to solve the system of the linear algebraic equations that in case of gas mixture have
the next form

Dij ¼ Di;Di� �
=3n, DTi ¼ Di;Ai� �

=3n: (15)

Here Di;Di� �
, Di;Ai� �

are the bracket integrals depending on the cross sections of rapid

processes. Functions Acij,A
12ð Þ
cij ,A 3ð Þ

cij ,A
c;1ð Þ
cij, Bcij, Fcij, Fcij are found from the linear integral equa-

tions for the first-order correction to the distribution function. The relaxation pressure deter-
mine by the slow non-equilibrium processes. This quantity is basically supposed to be small
compared to p, and by value prel is neglected.

The total heat transfer of a multi-component mixture is defined by effects of heat conductivity
of various kinds of energy and diffusion. The heat flux is given by the formula
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q ¼ �λ0∇T � λ12∇T12 � λ3∇T3 � p
X5

i¼1

DTidi þ
X5

i¼1

rihiVi (16)

Here p is the pressure, hi is the specific enthalpy of species i, λ
0 ¼ λtr þ λr þ λν is the thermal

conductivity coefficient of all degrees of freedom which deviate weakly from local thermal
equilibrium. They include the translational and rotational modes as well as CO and O2 vibra-
tion degrees of freedom. Thus, the coefficient λv = λv,CO + λr,O2. Coefficients λ12, λ3 correspond
to the thermal conductivity of strongly non-equilibrium modes: combined (symmetric + bend-
ing) and asymmetric ones.

The fluxes of vibration energy in the combined and asymmetric CO2 modes in the harmonic
oscillator approach depend only on the gradient of corresponding vibration temperature:

q12 ¼ �λ12∇T12, q3 ¼ �λ3∇T3 (17)

The thermal conductivity coefficients are expressed in terms of bracket integrals

λ ¼ k A;A½ �=3, λ12 ¼ k A 12ð Þ;A 12ð Þ
h i

=3,λ3 ¼ k A 3ð Þ;A 3ð Þ
h i

=3 (18)

The algorithms of transport coefficients calculation are similar for various multi-temperature
models and consist of the following steps:

1. Unknown functions Acij, A
12ð Þ
cij , A 3ð Þ

cij , A
c;1ð Þ
cij, Bcij, Fcij, Fcij are expanded in the series of Sonine

and Waldmann-Trubenbacher polynomials; the trial functions are introduced accordingly
to the right hand sides of integral equations for the first-order correction to the distribu-
tion function.

2. Transport coefficients are expressed in terms of expansion coefficients.

3. Integral equations are reduced to the linear systems of algebraic equations involving
bracket integrals as coefficients.

4. Bracket integrals are simplified on the basis of some assumptions about cross sections of

rapid processes; finally they are expressed in terms of the standard Ω l;rð Þ
cd is the integrals

and relaxation times which can be measured experimentally. The Ω l;rð Þ
cd is the integrals are

calculated for particular models of inter-molecular interaction potentials. In the present
study, the Lennard-Jones potential is used for low and moderate temperatures whereas in
the high-temperature interval the repulsive potential is applied.

5. Transport coefficients are found as solutions of transport linear systems using some
numerical algorithms (for instance, the Gauss method or new iterative procedures).

For example, let us consider the bulk viscosity coefficient. In Navier-Stokes equations, the
terms involving bulk viscosity multiplied by divergence of velocity and can play a significant
role in flow fields with substantial dilatation. The bulk viscosity coefficient was discussed
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theoretically in the literature [18] for weak and strong non-equilibrium conditions but up to
now it was not evaluated in real gas flows.

The experiments and kinetic theory show that bulk viscosity can significantly influence shock
wave structure for polyatomic molecules. In polyatomic gases of the deviation from local
equilibrium effects itself as bulk viscosity. From the Chapman-Enskog’s theory, it can be
proved that for any perfect monoatomic gas, the coefficient of bulk viscosity is equal to zero.
Bulk viscosity results from contributions from the several internal degrees of freedom of the
gas.

The bulk viscosity coefficient is defined by rotational energy transitions of all molecular
species and VTvibration energy transfer in CO and O2 molecules and can be written as follows

ζ ¼ ζr þ ζv,CO þ ζv,O2 (19)

For harmonic oscillators, rapid inelastic VV and VV0
1�2 exchanges occur to be resonant and

therefore do not give contribution to the coefficient ζ.

The bulk viscosity coefficient can be obtained in the form [18]:

ζ ¼ �kT x1f 1,10 þ x2f 2,10 þ x3f 1,10 þ x4f 4,1 þ x5f 5,1
� �

, (20)

where k is the Boltzmann constant, xi is the molar fraction of species i (1—CO2, 2—CO, 3—O2,
4—C, 5—O).

Coefficients fi,mn are the solutions of the system

B� f ¼ s: (21)

Here matrix B is composed of the bracket integrals βijmm0nn0 :

B ¼

x1ctr x2ctr x3ctr x4ctr x5ctr x1crot,1 x2cint,2 x3cint,3

β2�1
11 β2�2

11 β2�3
11 β2�4

11 β2�5
11 β2�1

1001 β2�2
1001 β2�3

1001

β3�1
11 β3�2

11 β3�3
11 β3�4

11 β3�5
11 β3�1

1001 β3�2
1001 β3�3

1001

β4�1
11 β4�2

11 β4�3
11 β4�4

11 β4�5
11 β4�1

1001 β4�2
1001 β4�3

1001

β5�1
11 β5�2

11 β5�3
11 β5�4

11 β5�5
11 β5�1

1001 β5�2
1001 β5�3

1001

β1�1
0110 β1�2

0110 β1�3
0110 β1�4

0110 β1�5
0110 β1�1

0011 0 0

β2�1
0110 β2�2

0110 β2�3
0110 β2�4

0110 β2�5
0110 0 β2�2

0011 0

β3�1
0110 β3�2

0110 β3�3
0110 β3�4

0110 β3�5
0110 0 0 β3�3

0011

0
BBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCA

f ¼

f 1,10

f 2,10

f 3,10

f 4,1

f 5,1

f 1,01

f 2,01

f 3,01

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

s ¼

0

�x2 cu � ctrð Þ=cu
�x3 cu � ctrð Þ=cu
�x4 cu � ctrð Þ=cu
�x5 cu � ctrð Þ=cu
x1crot,1=cu

x2cint,2=cu

x3cint,3=cu

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

(22)

Matrix B, vectors f and s are given above. Here сtr, crot, сint are specific heats of translation,
rotational, internal degrees of freedom and cu is the total specific heat. The bracket integrals

Numerical Modeling of Hypersonic Aerodynamics and Heat Transfer Problems of the Martian Descent Modules
http://dx.doi.org/10.5772/intechopen.71666

49



q ¼ �λ0∇T � λ12∇T12 � λ3∇T3 � p
X5

i¼1

DTidi þ
X5

i¼1

rihiVi (16)

Here p is the pressure, hi is the specific enthalpy of species i, λ
0 ¼ λtr þ λr þ λν is the thermal

conductivity coefficient of all degrees of freedom which deviate weakly from local thermal
equilibrium. They include the translational and rotational modes as well as CO and O2 vibra-
tion degrees of freedom. Thus, the coefficient λv = λv,CO + λr,O2. Coefficients λ12, λ3 correspond
to the thermal conductivity of strongly non-equilibrium modes: combined (symmetric + bend-
ing) and asymmetric ones.

The fluxes of vibration energy in the combined and asymmetric CO2 modes in the harmonic
oscillator approach depend only on the gradient of corresponding vibration temperature:

q12 ¼ �λ12∇T12, q3 ¼ �λ3∇T3 (17)

The thermal conductivity coefficients are expressed in terms of bracket integrals

λ ¼ k A;A½ �=3, λ12 ¼ k A 12ð Þ;A 12ð Þ
h i

=3,λ3 ¼ k A 3ð Þ;A 3ð Þ
h i

=3 (18)

The algorithms of transport coefficients calculation are similar for various multi-temperature
models and consist of the following steps:

1. Unknown functions Acij, A
12ð Þ
cij , A 3ð Þ

cij , A
c;1ð Þ
cij, Bcij, Fcij, Fcij are expanded in the series of Sonine

and Waldmann-Trubenbacher polynomials; the trial functions are introduced accordingly
to the right hand sides of integral equations for the first-order correction to the distribu-
tion function.

2. Transport coefficients are expressed in terms of expansion coefficients.

3. Integral equations are reduced to the linear systems of algebraic equations involving
bracket integrals as coefficients.

4. Bracket integrals are simplified on the basis of some assumptions about cross sections of

rapid processes; finally they are expressed in terms of the standard Ω l;rð Þ
cd is the integrals

and relaxation times which can be measured experimentally. The Ω l;rð Þ
cd is the integrals are

calculated for particular models of inter-molecular interaction potentials. In the present
study, the Lennard-Jones potential is used for low and moderate temperatures whereas in
the high-temperature interval the repulsive potential is applied.

5. Transport coefficients are found as solutions of transport linear systems using some
numerical algorithms (for instance, the Gauss method or new iterative procedures).

For example, let us consider the bulk viscosity coefficient. In Navier-Stokes equations, the
terms involving bulk viscosity multiplied by divergence of velocity and can play a significant
role in flow fields with substantial dilatation. The bulk viscosity coefficient was discussed
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theoretically in the literature [18] for weak and strong non-equilibrium conditions but up to
now it was not evaluated in real gas flows.

The experiments and kinetic theory show that bulk viscosity can significantly influence shock
wave structure for polyatomic molecules. In polyatomic gases of the deviation from local
equilibrium effects itself as bulk viscosity. From the Chapman-Enskog’s theory, it can be
proved that for any perfect monoatomic gas, the coefficient of bulk viscosity is equal to zero.
Bulk viscosity results from contributions from the several internal degrees of freedom of the
gas.

The bulk viscosity coefficient is defined by rotational energy transitions of all molecular
species and VTvibration energy transfer in CO and O2 molecules and can be written as follows

ζ ¼ ζr þ ζv,CO þ ζv,O2 (19)

For harmonic oscillators, rapid inelastic VV and VV0
1�2 exchanges occur to be resonant and

therefore do not give contribution to the coefficient ζ.

The bulk viscosity coefficient can be obtained in the form [18]:

ζ ¼ �kT x1f 1,10 þ x2f 2,10 þ x3f 1,10 þ x4f 4,1 þ x5f 5,1
� �

, (20)

where k is the Boltzmann constant, xi is the molar fraction of species i (1—CO2, 2—CO, 3—O2,
4—C, 5—O).

Coefficients fi,mn are the solutions of the system

B� f ¼ s: (21)

Here matrix B is composed of the bracket integrals βijmm0nn0 :

B ¼

x1ctr x2ctr x3ctr x4ctr x5ctr x1crot,1 x2cint,2 x3cint,3

β2�1
11 β2�2

11 β2�3
11 β2�4

11 β2�5
11 β2�1

1001 β2�2
1001 β2�3

1001

β3�1
11 β3�2

11 β3�3
11 β3�4

11 β3�5
11 β3�1

1001 β3�2
1001 β3�3

1001

β4�1
11 β4�2

11 β4�3
11 β4�4

11 β4�5
11 β4�1

1001 β4�2
1001 β4�3

1001

β5�1
11 β5�2

11 β5�3
11 β5�4

11 β5�5
11 β5�1

1001 β5�2
1001 β5�3

1001

β1�1
0110 β1�2

0110 β1�3
0110 β1�4

0110 β1�5
0110 β1�1

0011 0 0

β2�1
0110 β2�2

0110 β2�3
0110 β2�4

0110 β2�5
0110 0 β2�2

0011 0

β3�1
0110 β3�2

0110 β3�3
0110 β3�4

0110 β3�5
0110 0 0 β3�3

0011

0
BBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCA

f ¼

f 1,10

f 2,10

f 3,10

f 4,1

f 5,1

f 1,01

f 2,01

f 3,01

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

s ¼

0

�x2 cu � ctrð Þ=cu
�x3 cu � ctrð Þ=cu
�x4 cu � ctrð Þ=cu
�x5 cu � ctrð Þ=cu
x1crot,1=cu

x2cint,2=cu

x3cint,3=cu

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

(22)

Matrix B, vectors f and s are given above. Here сtr, crot, сint are specific heats of translation,
rotational, internal degrees of freedom and cu is the total specific heat. The bracket integrals
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mm0nn0

required for the evaluation of the bulk viscosity coefficient are determined by the

energy variation in inelastic processes. The system (22) in this form has a unique solution.

The rates of vibration energy transitions are expressed in terms of corresponding relaxation
times. The rate coefficients for non-equilibrium CO2 dissociation were calculated using the
expressions proposed in Ref. [8] as an extension of the Treanor-Marrone’s model [20] for three-
atomic molecules. For the recombination rate coefficients, the detailed balance principle is
used. For the rate coefficients of exchange reactions and dissociation of diatomic molecules,
the Arrhenius formulas are applied. The vibration relaxation of molecules time of СО2 mole-
cules is calculated under the usual formulas by approximation of theoretical and experimental
data for particles of different types [10].

4. Results the calculation of transport coefficients

For calculation of transport coefficient of gas mixture, ones need the information how interac-
tion between themselves and each pair of species of gas mixture is going on. It is shown that
under considered conditions, the transport coefficients are defined by the collisions with
translational and rotational energy changing whereas the reaction rate coefficients depend on
the cross sections of slow energy transitions, dissociation, and exchange reactions.

The algorithm for the calculation of transport coefficients has been realized for the 5-temperature
model as a program module in a form of Fortran 90 code. The code calls several independent
modules: CONSTANT: common constants and variables definition; SPECIFIC HEAT: calculates
vibration energy levels, non-equilibrium vibration partition functions, vibration specific heat
capacities; OMEGA INTEGRALS: calculates integrals and their ratios using the Lennard-Jones
and the Born-Meyer potentials for moderate and high-temperature ranges; BRACKET INTE-
GRALS: calculates bracket integrals in the transport linear systems; INVERS: solves systems of
linear algebraic equations using the Gauss method.

Eqs. (6)–(11) with kinetic schemes for transport coefficients described above are solved numer-
ically for a flow in a viscous shock layer near the blunt body imitating the form of the
spacecraft MSRO (Mars Sample Return Orbiter) for the conditions typical for the re-entering
regime.

In Figure 3, coefficients of shear and volume viscosity along a stagnation line are presented.
Calculations are obtained for ideal catalytic wall having the constant temperature T = 1500 K
and conditions of a flow of MSRO vehicle V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 (curves T1)
and V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3 (curves Т2). Near surface of a body, the value of
volume viscosity about value of shear, and in a shock layer surpasses it approximately in two
times. It is established that the mechanism of non-equilibrium excitation of vibration degrees
of freedom of molecules СО2 does not affect on value of volume viscosity. Estimations of
influence of volume viscosity on parameters of flow and a heat transfer to a surface of a space
vehicle in an atmosphere of Mars are carried out. For the specified parameters of a flow, the
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influence of account of volume viscosity in the equations of flow leads to increase of a heat flux
up to 10%. The similar tendency takes place and for other conditions of a flow.

In Figure 4, the similar data are presented for coefficient of heat conductivity.

For conditions of a MSRO vehicle, flow values of multi-component diffusion coefficient D*
ij

have been obtained with help of diffusion flux definition through thermodynamic forces [13].

In Figure 5, the distribution of self-diffusion coefficients along a stagnation line for the some
component of a gas mixture is presented.

The values corresponding to diagonal elements D*
ij (i 6¼ j) of a matrix diffusion, and in Figure 6

shows non-diagonal elements D*
ij (i 6¼ j). It is evident that values of the elements belonging to

the main diagonal in the most part of a shock layer surpass values of non-diagonal elements. It
is testifies to legitimacy of application of the Fick’s law for calculation of diffusion flux.
However, near surface of a body and in the field of a shock wave the values of elements (e.g.
D*

11 and D*
1j, j 6¼ 1) can be same order. It means that in these zones to use Fick’s law it is

incorrect.

Diffusion flux of everyone components depends on own gradient of concentration components
and coefficient of self-diffusion. In Figure 7 confirmation of this fact are presented and the
diffusion velocities for component СО2 and СО obtained by using the “exact” expression

Figure 3. Coefficient of shear μ and volume ζ viscosity along a stagnation line. T1: V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3,
T2: V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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required for the evaluation of the bulk viscosity coefficient are determined by the

energy variation in inelastic processes. The system (22) in this form has a unique solution.

The rates of vibration energy transitions are expressed in terms of corresponding relaxation
times. The rate coefficients for non-equilibrium CO2 dissociation were calculated using the
expressions proposed in Ref. [8] as an extension of the Treanor-Marrone’s model [20] for three-
atomic molecules. For the recombination rate coefficients, the detailed balance principle is
used. For the rate coefficients of exchange reactions and dissociation of diatomic molecules,
the Arrhenius formulas are applied. The vibration relaxation of molecules time of СО2 mole-
cules is calculated under the usual formulas by approximation of theoretical and experimental
data for particles of different types [10].

4. Results the calculation of transport coefficients

For calculation of transport coefficient of gas mixture, ones need the information how interac-
tion between themselves and each pair of species of gas mixture is going on. It is shown that
under considered conditions, the transport coefficients are defined by the collisions with
translational and rotational energy changing whereas the reaction rate coefficients depend on
the cross sections of slow energy transitions, dissociation, and exchange reactions.

The algorithm for the calculation of transport coefficients has been realized for the 5-temperature
model as a program module in a form of Fortran 90 code. The code calls several independent
modules: CONSTANT: common constants and variables definition; SPECIFIC HEAT: calculates
vibration energy levels, non-equilibrium vibration partition functions, vibration specific heat
capacities; OMEGA INTEGRALS: calculates integrals and their ratios using the Lennard-Jones
and the Born-Meyer potentials for moderate and high-temperature ranges; BRACKET INTE-
GRALS: calculates bracket integrals in the transport linear systems; INVERS: solves systems of
linear algebraic equations using the Gauss method.

Eqs. (6)–(11) with kinetic schemes for transport coefficients described above are solved numer-
ically for a flow in a viscous shock layer near the blunt body imitating the form of the
spacecraft MSRO (Mars Sample Return Orbiter) for the conditions typical for the re-entering
regime.

In Figure 3, coefficients of shear and volume viscosity along a stagnation line are presented.
Calculations are obtained for ideal catalytic wall having the constant temperature T = 1500 K
and conditions of a flow of MSRO vehicle V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 (curves T1)
and V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3 (curves Т2). Near surface of a body, the value of
volume viscosity about value of shear, and in a shock layer surpasses it approximately in two
times. It is established that the mechanism of non-equilibrium excitation of vibration degrees
of freedom of molecules СО2 does not affect on value of volume viscosity. Estimations of
influence of volume viscosity on parameters of flow and a heat transfer to a surface of a space
vehicle in an atmosphere of Mars are carried out. For the specified parameters of a flow, the
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influence of account of volume viscosity in the equations of flow leads to increase of a heat flux
up to 10%. The similar tendency takes place and for other conditions of a flow.

In Figure 4, the similar data are presented for coefficient of heat conductivity.

For conditions of a MSRO vehicle, flow values of multi-component diffusion coefficient D*
ij

have been obtained with help of diffusion flux definition through thermodynamic forces [13].

In Figure 5, the distribution of self-diffusion coefficients along a stagnation line for the some
component of a gas mixture is presented.

The values corresponding to diagonal elements D*
ij (i 6¼ j) of a matrix diffusion, and in Figure 6

shows non-diagonal elements D*
ij (i 6¼ j). It is evident that values of the elements belonging to

the main diagonal in the most part of a shock layer surpass values of non-diagonal elements. It
is testifies to legitimacy of application of the Fick’s law for calculation of diffusion flux.
However, near surface of a body and in the field of a shock wave the values of elements (e.g.
D*

11 and D*
1j, j 6¼ 1) can be same order. It means that in these zones to use Fick’s law it is

incorrect.

Diffusion flux of everyone components depends on own gradient of concentration components
and coefficient of self-diffusion. In Figure 7 confirmation of this fact are presented and the
diffusion velocities for component СО2 and СО obtained by using the “exact” expression

Figure 3. Coefficient of shear μ and volume ζ viscosity along a stagnation line. T1: V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3,
T2: V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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Vi ¼ �
X
j

D∗
ii∇xj (23)

and relation

Vi ¼ �D∗
ii∇xi: (24)

From the data of Figure 7, it is obtained that for considered flow conditions, it is necessary to
take into account and non-diagonal elements of diffusion matrix. Influence of thermo-diffusion
and pressure diffusion on parameters of a flow was considered also. As pressure across a
shock layer is equal practically constant then process of pressure diffusion can be not taken
into account. The temperature in a shock layer changes essentially.

The temperature gradients are observed near a body surface and near a shock wave. In
Figure 8, distribution along a stagnation line of sizes of thermo-diffusion coefficient DT for
separate component of a gas mixture is shown. In the first case, diffusion velocity speed was
calculated under the formula

Vi ¼ �
X
j

D∗
ij∇xj �DTi∇lnT (25)

Figure 4. Coefficient of heat conductivity along a stagnation line for MSRO vehicle. 1: model of [8], 2: model of [21, 22], 3:
model of [23, 24]. V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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In the second case, without taking into account the second term in the right part of above
expression. The data resulted in Figure 8 confirm that influence of thermo-diffusion effect is
small.

In Figure 9, the obtained values of diffusion velocities for various component of a mixture with
taking in account and without of thermo-diffusion are presented. It is evident that these values
basically are much lower than corresponding parameters of mass diffusion. It allows suppose
that thermo-diffusion influences are negligible. However for full clearness, it is necessary to
take into account change of temperature.

In Figure 10, comparison of effective diffusion coefficients Di for a component of mixture СО2

and СО is determined in two ways—with the help of binary diffusion coefficients Dij and
multi-component coefficients Dij is shown. The data in Figure 10 are presented along a
stagnation line across a shock layer for conditions of a flow of the vehicle: V∞ = 5292 m/s,
r∞ = 2.5� 10�4 kg/m3 in a case of ideal catalytic surfaces. It is shown that the effective diffusion
coefficient determined with the help of two methods is very close.

Figure 5. The coefficient of self-diffusion D*
ii along stagnation line. 1: D*

11 (CO2–CO2), 2: D
*
22 (CO–CO), 3: D*

55 (O–O).
V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.
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and relation

Vi ¼ �D∗
ii∇xi: (24)

From the data of Figure 7, it is obtained that for considered flow conditions, it is necessary to
take into account and non-diagonal elements of diffusion matrix. Influence of thermo-diffusion
and pressure diffusion on parameters of a flow was considered also. As pressure across a
shock layer is equal practically constant then process of pressure diffusion can be not taken
into account. The temperature in a shock layer changes essentially.

The temperature gradients are observed near a body surface and near a shock wave. In
Figure 8, distribution along a stagnation line of sizes of thermo-diffusion coefficient DT for
separate component of a gas mixture is shown. In the first case, diffusion velocity speed was
calculated under the formula

Vi ¼ �
X
j

D∗
ij∇xj �DTi∇lnT (25)

Figure 4. Coefficient of heat conductivity along a stagnation line for MSRO vehicle. 1: model of [8], 2: model of [21, 22], 3:
model of [23, 24]. V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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In the second case, without taking into account the second term in the right part of above
expression. The data resulted in Figure 8 confirm that influence of thermo-diffusion effect is
small.

In Figure 9, the obtained values of diffusion velocities for various component of a mixture with
taking in account and without of thermo-diffusion are presented. It is evident that these values
basically are much lower than corresponding parameters of mass diffusion. It allows suppose
that thermo-diffusion influences are negligible. However for full clearness, it is necessary to
take into account change of temperature.

In Figure 10, comparison of effective diffusion coefficients Di for a component of mixture СО2

and СО is determined in two ways—with the help of binary diffusion coefficients Dij and
multi-component coefficients Dij is shown. The data in Figure 10 are presented along a
stagnation line across a shock layer for conditions of a flow of the vehicle: V∞ = 5292 m/s,
r∞ = 2.5� 10�4 kg/m3 in a case of ideal catalytic surfaces. It is shown that the effective diffusion
coefficient determined with the help of two methods is very close.

Figure 5. The coefficient of self-diffusion D*
ii along stagnation line. 1: D*

11 (CO2–CO2), 2: D
*
22 (CO–CO), 3: D*

55 (O–O).
V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.
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Figure 6. Coefficient self-diffusion D*
ij (i 6¼ j) along stagnation line, V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.

Figure 7. Diffusion velocity along the stagnation line: 1: results with taking into account of all diffusion coefficients
(formula (24)); 2: results with taking into account coefficients self-diffusion (formula (25)); (а) red line—СО2 component;
(b) black line—СО component. V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.
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The Schmidt number is characterized the ratio of processes of momentum and mass transfer.
For multi-component gas mixtures Schmidt’s, Lewis’s numbers depend on temperature and
species fraction. For multi-component gas mixtures, Schmidt’s numbers are defined for every
pair of gas mixture. In practice during numerical calculations of chemically non-equilibrium
flow, Schmidt’s number are chosen be equal to constant. Sometimes to all components of a
mixture Schmidt’s number is used as identical. In this connection, it is important to estimate
the influence of this supposition on the received results. Let us remind the definition of

Schmidt’s number Sij ¼ μ=rDij, Dij ¼ C3C4=pQ
1,1
ij , C3 ¼ 8:256∗10�7T3=2, Dij

� � ¼ m2=c, p½ � ¼ atm,

Q1,1
ij ¼ A02.

The Schmidt’s number distribution along the stagnation line are shown in Figure 11.

Distribution of Lewis numbers along the stagnation line (Le = Pr/Sc, Pr is the Prandtl’s num-
ber) for one of variants resulted in Figure 12. We shall notice, that near the surface of the
vehicle (n = 0), Lewis’s number considerably differs from unit that testifies discrepancy of mass
velocities due to heat conductivity and diffusion in this area.

Figure 8. Distribution of thermo-diffusion coefficient DTalong the stagnation line. V∞ = 5223 m/s, r∞ = 2.933� 10�4 kg/m3.
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Figure 10. Effective diffusion coefficient along the stagnation line for СО2 and СО, is obtained by two methods:
V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.

Figure 9. Distribution of diffusion velocity of different mixture component along the stagnation line with influence and
without thermo-diffusion. V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.

Advances in Some Hypersonic Vehicles Technologies56

5. Boundary conditions

The solution must be found out in the region restricted by: (a) body surface; (b) inflow: surface
of external flow, where the conditions are known—V∞, p∞, r∞, ci∞; (c) axis of symmetry:

Figure 11. Values of Schmidt number along the stagnation line, ideal catalytic surface, (а) V∞ = 5223 m/s,
r∞ = 2.933 � 10�4 kg/m3, (b) V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.

Figure 12. Values of Lewis’s number along the stagnation line for different component of mixture, ideal catalytic surface.
V∞ = 5223 m/s, r∞ = 2.933 � 10�4 kg/m3.
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symmetrical or anti-symmetrical reflection depending on functions; (d) outflow: some surface in
down part of flow, where usually ones use so called “soft” boundary extrapolation conditions.

The boundary conditions at the thermo-chemically stable surface include no slip conditions for
component of velocities. Scott’s wall slip conditions applied to velocity, species mass fractions
for modeling flow fields in high altitude [25].

Appropriate boundary conditions at thermally stable surface include conditions for the diffu-
sive fluxes of element at the wall, mass balance equations for the reaction product. When the
temperature of the wall is done (T ¼ T∞), then boundary conditions at the surface include L
conditions for the elemental diffusive fluxes at the wall

J∗jw ¼ 0, j ¼ 1;…; Lð Þ (26)

and the mass balance equations for the reaction products

J iw ¼ rwciwð ÞνKwi, i ¼ Lþ 1;…;Nð Þ, (27)

where Kwi ¼ γ kTw=2πmið Þ1=2 is the effective catalytic constant. Here recombination is qualita-
tively characterized by an effective probability 0 < γ < 1 or by rate constant Kwi(Kwi = 0 for an
non-catalytic wall, Kwi= ∞ for a perfect catalytic wall). Value ν is the order of the reaction, mi is
the atomic mass. The cases of γ = 1 and 0 correspond to absolutely catalytic and absolutely
non-catalytic materials. The catalytic property of the wall has an important effect on the heat
transfer of reusable vehicles over the considerable interval of the trajectory. The structure of the
surface (contamination, roughness, porosity, etc.) affects the rates of the atomic adsorption and
de-sorption processes.

A phenomenological model for catalytic reactions used that accounts for physical and chemi-
cal absorption, the interaction between the impinging atoms and ad-atoms (adsorbed
atoms), and between the ad-atoms themselves. A model of the Rideal-Eley and Langmuir-
Hinshelwood layer with ideal adsorption applied. Let us consider the heterogeneous catalytic
reactions on surfaces [6]:

ОþO ! O2,  Oþ CO ! CO2 (28)

For a surface with final catalytic properties, it is applicable the simplified boundary conditions
with use of effective probabilities of heterogeneous recombination that are equal among
themselves γО = γСО = γw . Diffusion fluxes on a surface for a molecule СО and atoms O can
be written as follows:

�JCO ¼ rkwCOcCO, � JO ¼ rkwOcO, kwi ¼
2γw

2� γw

ffiffiffiffiffiffiffiffiffiffiffi
RTw

2πmi

s
, i ¼ CO,O (29)

And for molecules O2 and СО2
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JO2
¼ �JO, JCO2

¼ �JCO � JO (30)

Above boundary condition for the mass concentration on the body surface can be expended

rDij∂ci=∂y ¼ rwciwð ÞνKwi (31)

If surface posses by catalytic properties then surface provoke to recombine the atoms in
molecules. On absolutely catalytic surface concentration of atoms, it is equal to zero: cA ¼ 0.
For absolutely non-catalytic wall—∂cA=∂y ¼ 0.

An expression for the heat flux to the surface may be deduced (for simplicity, relaxation is
considered to be already completed at the wall), that is.

Jqw ¼ �λ∂T=∂y�
XN

k¼Lþ1

hkJk (32)

The heat flux depends essentially on the boundary conditions for the species concentrations at
the wall. Thus at Kwi = 0, we obtain

Jqw ¼ �λ∂T=∂y (33)

For reusable vehicles, the catalyze quality of heat-protective coverings become very important.
The heat flux increases as the diffusion contributes to the maximum total heat flux. Since homog-
enous recombination and neutralization occur slowly at high altitudes, exothermic heterogeneous
processes at the body surface become crucial to the magnitude of the convection heat flux.

Next equation may be used to find the temperature with the boundary condition of heat
balance at the wall between flux to surface and reflection. The energy equation yields

Jqw ¼ εσT4
w, (34)

where ε is a measure of the surface blackness and σ is the Stefan-Boltzmann constant.

Rotational temperatures of molecules are equal to the translational temperature of heavy
atomic particles due to a fast translational-rotational energy exchange requiring only several
collisions to establish the Boltzmann distribution. In the free stream, СО2 molecules have
almost zero vibration energy, therefore, for them in a shock layer, there is an area with non-
equilibrium vibration. Vibration temperatures of all the electronically exited molecules are
considered to be equal to the translation temperature of heavy atomic particles.

6. Mathematical models and numerical methods

Hypersonic flows over real space configurations represent a substantial problem from the
point of view of the development of new and more effective mathematical models, numerical
algorithms and the use of modern computer systems.
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During the past decade, a large number of computational codes have been developed that
differ in the grid generation methods and numerical algorithms used. For numerical simula-
tion of external flow fields, past real form bodies are necessary to construct the geometry, to
design a discrete set-grid, to provide the mathematical model of the initial value problem, to
approximate the governing equation by numerical ones, to design a computational algorithm,
to realize the flow field, to establish a feed-back of obtained results with experiment, analytical
and benchmark problems, and so on.

As mathematical model, the Navier-Stokes equations and the various sub-models obtained in
frameworks of the asymptotic analysis sub- and supersonic flow past blunted bodies in
various statements and in a wide range of numbers of Reynolds are used.

Traditional asymptotic analysis of Navier-Stokes equations for different regimes of viscous
compressible flow depending on small parameter 1/Re make it possible to decouple the
different types of gas flows. The next methods were used: Navier-Stokes equations in so-
called approximation of a viscous shock layer and full Navier-Stokes (N-S) equations. For
solution of governing equations, the implicit finite-difference monotone schemes of the
second order are used [15, 16]. Generalized Rankine-Hugoniot’s conditions are imposed in
the shock wave. Special method of high stiffness resolution of non-equilibrium phenomena
is applied [16].

The Navier-Stokes equations are written in a conservative form for arbitrary coordinate sys-
tem. The implicit iterative scheme is based on a variant of Lower-Upper Symmetric Gauss-
Seidel (LU-SGS) scheme. At high altitudes (low Reynolds numbers) where the bow shock has a
finite thickness, a shock capturing approach is used. So inflow boundary conditions are
specified in the free stream. At lower altitudes, a shock fitting scheme is employed with the
modified Rankine-Hugoniot conditions specified at the bow shock. Besides the Navier-Stokes
equations at lower altitudes, the viscous shock layer equations are also solved. This implicit
scheme leads to the scalar diagonal manipulation for a case of non-reacting perfect gas flow
and does not require any time-consuming matrix inversion. In more details, the numerical
methods is described in [26–28] for the shock layer equations.

7. Results of numerical investigation of hypersonic flow past space
vehicle in Martian atmosphere

The investigations of a hypersonic flow past a frontal part of MSRO (Mars Sample Return
Orbiter) and MARS EXPRESS vehicles descending in an atmosphere of Mars are shown
below. The hypersonic Mach number means that appreciable quantity of molecules in high-
temperature region began to dissociate. For an Earth atmosphere such numbers is equal to
M ∞ ≥ 6. For an atmosphere of Mars in which main component is carbon dioxide as hypersonic
numbers, the values M∞ ≥ 10 are considered. The typical regimes of the entry in a Martian
atmosphere are considered (Figure 2). The conditions of a flow corresponding to the last stage
of flight of space vehicles in an atmosphere of Mars (V∞ ≤ 6 km/s, r∞ ≈ 10�5 kg/m3, H < 60 km)

Advances in Some Hypersonic Vehicles Technologies60

were studied. Determining process at such velocities is a process of dissociation. Up to 75% of
full gas flow, energy can be spent on it [29].

The region where non-equilibrium physical and chemical processes realized is a significant
part from all considered regions. Velocity of physical and chemical processes, as a rule, grows
together with density of gas. As the density of an atmosphere of Mars is much less than in
atmosphere of the Earth, the equilibrium flows for bodies of the moderate sizes are observed at
smaller altitude: Н <10–20 km—for an atmosphere of Mars, Н ≤ 30 km—for an atmosphere of
the Earth.

At high temperatures that observed in a shock layer, the characteristic times of a vibration
energy relaxation of molecules and characteristic times of dissociation become one order. Thus
the account of non-equilibrium excitation of vibration degrees of freedom of carbon dioxide
molecules is necessary.

7.1. Some features of a reacting gas mixtures flow

At a supersonic flow, the main features of reacting gas mixture can be evidently shown by
change of flow parameters across shock layer. The distribution of pressure, velocities in a
shock layer depends on physical and chemical processes weakly. The pressure with high
degree of accuracy is estimated in limits between values p ¼ r∞V

2
∞ 1� kð Þ behind a direct shock

wave and p ¼ r∞V
2
∞ 1� 0:5 � kð Þ in a stagnation point [29]. Here value k ¼ r∞=rs is the charac-

teristic value of gas compression in the shock layer equal the ratio of density in an external
flow and density behind a direct shock wave. For flow parameters of MARS EXPRESS vehicles
presented in Table 1, the pressure in a stagnation point equals to values 0.95–0.96 of a high-
speed pressure r∞V∞

2. We shall notice that for the perfect gas with a parameter of an adiabatic
ratio γ = 1.4 at the given velocities, the pressure in a stagnation point takes ~0.92 from a high-
speed pressure.

Main results are shown: (1) in shock layer across of stagnation line; (2) along of surface body
for heat transfer; and (3) in shock layer along body. We used the orthogonal system of coordi-
nates (ξ, ζ). One coordinate ξ directs from a forward stagnation point along a streamline
contour along the surface. The coordinate ζ is a normal to wall.

The change of specific heat capacity ratio γ ¼ сp=cv (сp is the specific heat capacity at constant
pressure and cv is the specific heat capacity at constant volume) is shown in Figure 13.

Н, km V∞, m/s r∞, kg/m
3 T∞, K Re∞ P0/(r∞V∞

2)

52.59 5923 7.61 � 10�5 140 1.7 � 104 0.96

43.01 5292 2.51 � 10�4 149 5.0 � 104 0.96

36.16 4259 5.58 � 10�4 158 9.1 � 104 0.95

32.42 3433 8.45 � 10�4 163 1.1 � 105 0.96

Table 1. Trajectory parameters of MARS-EXPRESS.
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were studied. Determining process at such velocities is a process of dissociation. Up to 75% of
full gas flow, energy can be spent on it [29].

The region where non-equilibrium physical and chemical processes realized is a significant
part from all considered regions. Velocity of physical and chemical processes, as a rule, grows
together with density of gas. As the density of an atmosphere of Mars is much less than in
atmosphere of the Earth, the equilibrium flows for bodies of the moderate sizes are observed at
smaller altitude: Н <10–20 km—for an atmosphere of Mars, Н ≤ 30 km—for an atmosphere of
the Earth.

At high temperatures that observed in a shock layer, the characteristic times of a vibration
energy relaxation of molecules and characteristic times of dissociation become one order. Thus
the account of non-equilibrium excitation of vibration degrees of freedom of carbon dioxide
molecules is necessary.

7.1. Some features of a reacting gas mixtures flow

At a supersonic flow, the main features of reacting gas mixture can be evidently shown by
change of flow parameters across shock layer. The distribution of pressure, velocities in a
shock layer depends on physical and chemical processes weakly. The pressure with high
degree of accuracy is estimated in limits between values p ¼ r∞V

2
∞ 1� kð Þ behind a direct shock

wave and p ¼ r∞V
2
∞ 1� 0:5 � kð Þ in a stagnation point [29]. Here value k ¼ r∞=rs is the charac-

teristic value of gas compression in the shock layer equal the ratio of density in an external
flow and density behind a direct shock wave. For flow parameters of MARS EXPRESS vehicles
presented in Table 1, the pressure in a stagnation point equals to values 0.95–0.96 of a high-
speed pressure r∞V∞

2. We shall notice that for the perfect gas with a parameter of an adiabatic
ratio γ = 1.4 at the given velocities, the pressure in a stagnation point takes ~0.92 from a high-
speed pressure.

Main results are shown: (1) in shock layer across of stagnation line; (2) along of surface body
for heat transfer; and (3) in shock layer along body. We used the orthogonal system of coordi-
nates (ξ, ζ). One coordinate ξ directs from a forward stagnation point along a streamline
contour along the surface. The coordinate ζ is a normal to wall.

The change of specific heat capacity ratio γ ¼ сp=cv (сp is the specific heat capacity at constant
pressure and cv is the specific heat capacity at constant volume) is shown in Figure 13.

Н, km V∞, m/s r∞, kg/m
3 T∞, K Re∞ P0/(r∞V∞

2)

52.59 5923 7.61 � 10�5 140 1.7 � 104 0.96

43.01 5292 2.51 � 10�4 149 5.0 � 104 0.96

36.16 4259 5.58 � 10�4 158 9.1 � 104 0.95

32.42 3433 8.45 � 10�4 163 1.1 � 105 0.96

Table 1. Trajectory parameters of MARS-EXPRESS.
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The ratio is always greater than 1 and its value is an important indication of the atomicity of
the gas. The laminar-to-turbulent transition of flow on the frontal surface proceeds at the
altitude below 20 km. Thus the taking into account of the boundary layer transition does not
affect on the results of heating the thermal protection. In Figure 14, distributions of shock layer
temperature along a stagnation line near spherically blunted body (radius R = 1 m) under
various conditions of a flow are shown. It includes the regimes from completely viscous shock
layer until flow with a thin boundary layer. Parameters of flow in a shock layer is obtained in
approach of a viscous shock layer by numerical computation and with help of the physical and
chemical models submitted in work [10]. Thus Reynolds’s number—Re∞ varied (due to change
of density of an external flow) from 5 � 103 to 1.5 � 105. In the shock layer, the pressure
determined by the velocity and density of the external flow equal to р = 0.22 atm (Re∞ = 1.5� 105)
and in the most part of a shock layer close to equilibrium value (a curve 4).

With reduction of pressure and also Reynolds’s numbers the length of non-equilibrium region
increases and at p = 0.007 atm character of flow in a shock layer becomes closer to frozen (curve 1).
For comparison in Figure 14, the structure of temperature on a stagnation line of a flow
without taking into account physical and chemical transformations is shown also (curve 5).
This calculation is carried out under condition of laws of the perfect gas. It is visible that
behind a boundary layer, the temperature leaves on “slop” and its value in some times higher
than in case of a flow with chemical reactions. The estimations show that in case of chemical
reactions under the given conditions up to 75% of full energy of an external flow it can be spent
on dissociation molecules. As a result, the temperature in a shock layer essentially goes down
and the density of gas increases. Thus the share of kinetic energy spent on realization of

Figure 13. Changing ratio of specific heat capacity for flows past MSRO.

Advances in Some Hypersonic Vehicles Technologies62

physical and chemical processes in a shock layer is essential that affects distribution of tem-
perature and does inapplicable many results of gas dynamics of the perfect gas.

7.2. Influence of various models of chemical kinetics on a hypersonic flow past bodies

One of the most important problems of a hypersonic flow is the account of the real physical
and chemical transformations in a shock layer. In theoretical works, the different authors used
models of the chemical reactions essentially differing by reaction rate constants. Let us carry
out comparison of the basic models used for calculation of chemical reaction rate constants in a
high-temperature flow of carbon dioxide gas. We can estimate the influence of these models on
character of a flow and heat transfer to the wall. The basic models of chemical reactions have
essentially different reaction rate constants in a high-temperature flow of carbon dioxide gas.
The corresponding dissociation reaction rate constants in a considered range of temperatures
can differ up to two orders in dependence on used models [30–35].

In works [10, 13, 17–19], numerical research of a non-equilibrium flow of the bodies modeling
the form of Martian vehicles MARS EXPRESS and MSRO with use of these models is carried
out. The surface of the vehicles was considered or as ideal catalytic (the maximal velocities
heterogeneous recombination a component of dissociated carbon dioxide gas), or non-catalytic
(velocities of heterogeneous recombination of component is equal to zero). We shall consider
some results of numerical researches.

Figure 14. Distribution of temperature along stagnation line for two points MARS EXPRESS vehicle. 1: model of [30], 2:
model of [31], 3: model of [32–34].
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reactions under the given conditions up to 75% of full energy of an external flow it can be spent
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physical and chemical processes in a shock layer is essential that affects distribution of tem-
perature and does inapplicable many results of gas dynamics of the perfect gas.

7.2. Influence of various models of chemical kinetics on a hypersonic flow past bodies

One of the most important problems of a hypersonic flow is the account of the real physical
and chemical transformations in a shock layer. In theoretical works, the different authors used
models of the chemical reactions essentially differing by reaction rate constants. Let us carry
out comparison of the basic models used for calculation of chemical reaction rate constants in a
high-temperature flow of carbon dioxide gas. We can estimate the influence of these models on
character of a flow and heat transfer to the wall. The basic models of chemical reactions have
essentially different reaction rate constants in a high-temperature flow of carbon dioxide gas.
The corresponding dissociation reaction rate constants in a considered range of temperatures
can differ up to two orders in dependence on used models [30–35].

In works [10, 13, 17–19], numerical research of a non-equilibrium flow of the bodies modeling
the form of Martian vehicles MARS EXPRESS and MSRO with use of these models is carried
out. The surface of the vehicles was considered or as ideal catalytic (the maximal velocities
heterogeneous recombination a component of dissociated carbon dioxide gas), or non-catalytic
(velocities of heterogeneous recombination of component is equal to zero). We shall consider
some results of numerical researches.

Figure 14. Distribution of temperature along stagnation line for two points MARS EXPRESS vehicle. 1: model of [30], 2:
model of [31], 3: model of [32–34].
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As an example of the distribution of СО2 concentration in Figure 15 in shock layer for two type
of cone; (а) θ = 60�, (b) θ = 10�; V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 is shown.

In Figure 16, structures of mass concentration component СО2 and СО obtained in case of use
one-temperature (Tv = T) and two-temperature [36] reaction rate constants of chemical reac-
tions. It is evident that for considered flow conditions an influence of non-equilibrium vibra-
tion on dissociation process is insignificant: structures of mass concentration СО2 and СО
coincide almost in all region of a shock layer. The small divergence is observed near a shock
wave. From data, it is followed that process vibration non-equilibrium does not affect on
parameters of flow near a body.

With use of these models, chemically non-equilibrium flow is considered and their influence
on parameters of flow and heat exchange is established. The significant differences in distribu-
tions of temperature, concentration of a component of a gas mixture in a shock layer is
observed at a variation of model chemical kinetics.

From the data shown in Figure 17, it is evident that for conditions of flight H = 43 km, the
significant differences of values of mass concentration of carbon dioxide and an withdrawal of
the shock wave from a surface is observed. For Н = 32 km, corresponding values practically
coincide. This fact can be explained at an altitude H = 43 km, the mode of flow in a shock layer
is far from chemical equilibrium. In this case, the parameters of flow depend on reaction rate
constants of direct and reverse chemical reactions. For different models under these conditions
of a flow, it differs essentially. Therefore in considered case, if you used models of Park then the
dissociation reaction СО2 in the disturbed region goes with much more rate than it is proposed
by another two models. The chemical components in a shock layer affects on distributions of
temperature and also on size of a withdrawal of a shock wave from a surface of a body.

Figure 15. Distribution of СО2 concentration in shock layer for two type of cone; (а) θ = 60�, (b) θ = 10�; V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3.

Advances in Some Hypersonic Vehicles Technologies64

Figure 16. Distribution of mass concentration СО2 and СО along the stagnation line, 1—with, 2—without taking into
account the influence of vibration relaxation on process dissociation, V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.

Figure 17. Profile of mass concentration of СО2 along the stagnation line for two point of trajectories MARS EXPRESS
vehicle. 1: model of [30], 2: model of [31], 3: model of [32–34].
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As an example of the distribution of СО2 concentration in Figure 15 in shock layer for two type
of cone; (а) θ = 60�, (b) θ = 10�; V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 is shown.
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tions. It is evident that for considered flow conditions an influence of non-equilibrium vibra-
tion on dissociation process is insignificant: structures of mass concentration СО2 and СО
coincide almost in all region of a shock layer. The small divergence is observed near a shock
wave. From data, it is followed that process vibration non-equilibrium does not affect on
parameters of flow near a body.

With use of these models, chemically non-equilibrium flow is considered and their influence
on parameters of flow and heat exchange is established. The significant differences in distribu-
tions of temperature, concentration of a component of a gas mixture in a shock layer is
observed at a variation of model chemical kinetics.

From the data shown in Figure 17, it is evident that for conditions of flight H = 43 km, the
significant differences of values of mass concentration of carbon dioxide and an withdrawal of
the shock wave from a surface is observed. For Н = 32 km, corresponding values practically
coincide. This fact can be explained at an altitude H = 43 km, the mode of flow in a shock layer
is far from chemical equilibrium. In this case, the parameters of flow depend on reaction rate
constants of direct and reverse chemical reactions. For different models under these conditions
of a flow, it differs essentially. Therefore in considered case, if you used models of Park then the
dissociation reaction СО2 in the disturbed region goes with much more rate than it is proposed
by another two models. The chemical components in a shock layer affects on distributions of
temperature and also on size of a withdrawal of a shock wave from a surface of a body.

Figure 15. Distribution of СО2 concentration in shock layer for two type of cone; (а) θ = 60�, (b) θ = 10�; V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3.
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Figure 16. Distribution of mass concentration СО2 and СО along the stagnation line, 1—with, 2—without taking into
account the influence of vibration relaxation on process dissociation, V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.

Figure 17. Profile of mass concentration of СО2 along the stagnation line for two point of trajectories MARS EXPRESS
vehicle. 1: model of [30], 2: model of [31], 3: model of [32–34].
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With reduction of velocity flight, it corresponds with an increase of density in a shock layer
and flows more close to equilibrium case. The parameters of flow and structure of a gas
mixture are defined by conditions of chemical equilibrium. The reaction rate constants in
equilibrium will be the same for all used models. In this connection, corresponding structures
of temperature and concentration, and also value of a withdrawal of a shock wave from a
surface received for different models under conditions of a flow at height Н = 32 km well
enough coincide.

Influence of chemical models on flow parameters and heat exchange is determined in a wide
range of parameters of a flow of MSRO vehicle in cases ideally catalytic and non-catalytic wall.
In Figures 18 and 19, mass concentrations of component СО2 and СО along stagnation line for
different models and types of condition on wall are submitted. The data are resulted for
conditions of flow V∞ = 5687 m/s, r∞ = 3.14 � 10�5 kg/m3 that corresponds approximately to
altitude of flight Н ≈ 60 km; the temperature of a surface equal to Тw = 1500 K.

Comparing the data of Figures 18 and 19, it is possible to notice that influence of catalytic
surface properties affects profiles of concentration basically near to a wall. In these figures, the
significant divergence in the distributions of concentration the components obtained for differ-
ent models is observed. It is evident that it is greater for degree СО2 dissociation in a shock
layer when it used of model of Park [31], and is smaller—when the model of Kenzie-Arnold
[30] used. The model of Research Institute of Mechanics (NIIMekh) of Moscow State Univer-
sity [32–34] gives the intermediate results. It is established that change of reaction rates
practically does not influence on value of a heat flux to ideal catalytic wall of the vehicle. In a

Figure 18. Profiles of mass concentration СО2 (––––) and СО (- - - - ) along stagnation line MSRO vehicle, ideal-catalytic
wall, 1: model of [30], 2: model of [31], 3: model of [32–34].
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case non-catalytic surfaces the difference in values of the heat fluxes received for different
models can be essential up to 30%.

In Figure 20, for two points of a trajectory of MARS EXPRESS vehicle (altitude of flight equal
to Н = 43 km and Н = 32 km) the distributions of temperature obtained with the help of model

Figure 19. Profiles of mass concentration СО2 (––––) and СО (- - - - ) along stagnation line MSRO vehicle, non-catalytic
wall, 1: model of [30], 2: model of [31], 3: model of [32–34].

Figure 20. The temperature along the stagnation line for sphere R = 1 m in Mars atmosphere. 1: pressure р = 0.007 atm,
Re∞ = 5 � 103; 2: ‘frozen’ flow: р = 0.07 atm, Re∞= 5 � 104; 3: р = 0.22 atm, Re∞= 1.5 � 105; 4: р = 0.22 atm, Re∞= 1.5 � 105,
equilibrium case; 5: р = 0.065 аtm, Re∞ = 1.3 � 105, perfect СО2 gas.
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case non-catalytic surfaces the difference in values of the heat fluxes received for different
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of Park [31], models of Kenzie-Arnold [30] and the model developed in Research Institute of
Mechanics (NIIMekh) of Moscow State University [32–34] are shown. The data are resulted
along a stagnation line. The surface of the vehicle it is an ideal—catalytic wall with the constant
temperature.

Figure 21 shows the density distribution along the stagnation line for three conditions of a
flow of MSRO vehicle in an atmosphere of Mars. In case of non-equilibrium flows, the density
along stagnation line considerably changes.

7.3. Influence of non-equilibrium vibration kinetics on parameters of a flow

Let us consider results of numerical calculation of a non-equilibrium flow from point of view
of different vibration relaxation models. The influence of non-equilibrium excitation of vibra-
tion degrees of freedom of carbon dioxide was investigated on a basis of three-temperature
kinetic model and two simplified case: in two-temperature approach when it introduced
uniform vibration temperature for all types of vibration of СО2 molecule and in one tempera-
ture approach when translational and vibration temperature was the same [10, 36].

Structures of two specific vibration energy E12 and E3 for conditions of a flow past MSRO
vehicle V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 (altitude of flight ~40 km) along the stagnation
line in shock layer obtained with use of three-temperature model of a vibration relaxation and
presented in Figure 22.

These profiles are characterized by significant flow gradients in relaxation region near a shock
wave and their behavior reflects of features of considered vibration relaxation model of mole-
cules СО2 which is taking into account internal structure of molecules СО2 and extra mode
exchanges by vibration energy.

Figure 21. Density distribution along the stagnation line for different condition of flow past MSRO vehicle. 1: V∞ = 5223 m/
s, r∞ = 2.933 � 10�4 kg/m3; 2: V∞ = 5687 m/s, r∞ = 3.141 � 10�4 kg/m3; 3: V∞ = 3536 m/s, r∞ = 2.819 � 10�5 kg/m3.
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In Figure 23, comparison of total rotation energy Еv = Е12 + Е3 and the vibration energy Еv

obtained with the help of three-temperature [10] and two-temperature models [36] for two
conditions of a flow of the vehicle is carried out: V∞ = 5223 m/s (altitude of flight Н ~ 40 km)
and V∞ = 5687 km/s (Н ~ 60 km).

The vibration energy difference near a shock wave in relaxation zone is visible. The structures
received with the help of two-temperature model have more “smearing” type than the structures

Figure 22. Distribution of vibration energy component along stagnation line MSRO vehicle, three-temperature model [10],
1: E12, 2: E3. V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.

Figure 23. Distribution of vibration energy along stagnation line MSRO vehicle; 1: Еv = Е12 + Е3, three-temperature model
of [10]; 2: Еv, model of [37]; (а) V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; (b) V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.

Numerical Modeling of Hypersonic Aerodynamics and Heat Transfer Problems of the Martian Descent Modules
http://dx.doi.org/10.5772/intechopen.71666

69



of Park [31], models of Kenzie-Arnold [30] and the model developed in Research Institute of
Mechanics (NIIMekh) of Moscow State University [32–34] are shown. The data are resulted
along a stagnation line. The surface of the vehicle it is an ideal—catalytic wall with the constant
temperature.

Figure 21 shows the density distribution along the stagnation line for three conditions of a
flow of MSRO vehicle in an atmosphere of Mars. In case of non-equilibrium flows, the density
along stagnation line considerably changes.

7.3. Influence of non-equilibrium vibration kinetics on parameters of a flow

Let us consider results of numerical calculation of a non-equilibrium flow from point of view
of different vibration relaxation models. The influence of non-equilibrium excitation of vibra-
tion degrees of freedom of carbon dioxide was investigated on a basis of three-temperature
kinetic model and two simplified case: in two-temperature approach when it introduced
uniform vibration temperature for all types of vibration of СО2 molecule and in one tempera-
ture approach when translational and vibration temperature was the same [10, 36].

Structures of two specific vibration energy E12 and E3 for conditions of a flow past MSRO
vehicle V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3 (altitude of flight ~40 km) along the stagnation
line in shock layer obtained with use of three-temperature model of a vibration relaxation and
presented in Figure 22.

These profiles are characterized by significant flow gradients in relaxation region near a shock
wave and their behavior reflects of features of considered vibration relaxation model of mole-
cules СО2 which is taking into account internal structure of molecules СО2 and extra mode
exchanges by vibration energy.

Figure 21. Density distribution along the stagnation line for different condition of flow past MSRO vehicle. 1: V∞ = 5223 m/
s, r∞ = 2.933 � 10�4 kg/m3; 2: V∞ = 5687 m/s, r∞ = 3.141 � 10�4 kg/m3; 3: V∞ = 3536 m/s, r∞ = 2.819 � 10�5 kg/m3.

Advances in Some Hypersonic Vehicles Technologies68

In Figure 23, comparison of total rotation energy Еv = Е12 + Е3 and the vibration energy Еv

obtained with the help of three-temperature [10] and two-temperature models [36] for two
conditions of a flow of the vehicle is carried out: V∞ = 5223 m/s (altitude of flight Н ~ 40 km)
and V∞ = 5687 km/s (Н ~ 60 km).

The vibration energy difference near a shock wave in relaxation zone is visible. The structures
received with the help of two-temperature model have more “smearing” type than the structures

Figure 22. Distribution of vibration energy component along stagnation line MSRO vehicle, three-temperature model [10],
1: E12, 2: E3. V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.

Figure 23. Distribution of vibration energy along stagnation line MSRO vehicle; 1: Еv = Е12 + Е3, three-temperature model
of [10]; 2: Еv, model of [37]; (а) V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; (b) V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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received with use of more rigorous three-temperature approach. You can see also that the
maximum values of vibration energy obtained with the help of three-temperature model on
15–20% surpass corresponding values of two-temperature model. In the most part of a shock
layer, conditions of thermodynamic equilibrium are realized and both models give identical
result.

It is possible to estimate the non-equilibrium vibration zone value considering the structures
translational and vibration temperatures Т12, Т3. The various modes received with help of
three-temperature model and for two variants of a flow are displayed in Figure 24. It is visible
that the size of this zone is more for the second variant of a flow (V∞ = 5687 m/s) corresponding
to altitude ~ 60 km.

Comparison of values of translational temperature for two conditions of a flow in the assump-
tion of a weak deviation from thermal equilibrium at Tv = T (a curve 1) and in non-equilibrium
gas (curves 2, 3) along a stagnation line is presented in Figure 25(a) and (b). Corresponding to
relaxation models profiles of temperature (curves 2 and 3) for these conditions practically
coincide, a divergence no more than 5%.

It is visible that the account of non-equilibrium excitation of vibration degrees of freedom of
molecules СО2 leads to insignificant increase in a withdrawal of a shock wave from a surface of
a body and to essential increase (~ on 25–30%) translational temperature in the field of a shock
wave in comparison with thermally equilibrium case. It does not influence on a gas mixture
temperature near to a body surface. The fact of translational temperature increase in relaxation
zone is connected with transition of internal degrees energy of freedom of molecules СО2 in
translational energy of others components.

7.4. Processes of heat transfer in the multi-component mixture

Comparison of a heat transfer in the assumption thermally equilibrium (curves 1) and non-
equilibrium gas (curves 2, 3) in cases ideal catalytic (Figures 26 and 27) and non-catalytic

Figure 24. Profiles translational (Т) and vibration (Т12, Т3) temperature for MSRO vehicle, three-temperature model of
[10]; (а) V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; (b) V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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surfaces (Figure 27) is carried out. It is visible that the thermal flux from point of view of non-
equilibrium excitation of vibration degrees of freedom of molecules СО2 can surpass on 10% a
flux for thermally equilibrium gas.

Comparing the data in Figures 26 and 27 for the same conditions of a flow, we shall notice that
the heat transfer to ideal-catalytic surface in 3–4 times surpasses a corresponding flux to non-
catalytic wall.

This fact can be explained by that in a case when on a surface the maximal rates of heteroge-
neous recombination of a component of carbon dioxide gas is observed (ideal catalytic), the
chemical energy spent on dissociation is allocated and transferred to a surface. If recombina-
tion does not occurs (low catalytic activity), gas components pass down flow, carrying away
with itself the dissociation energy and the additional heat transfer does not occur.

As it was already observed, the heat transfer to ideal catalytic wall does not depend on used
model of chemical reaction rates that the curves show in Figure 26. For non-catalytic walls, the
heat transfer to a surface with using of Kenzie-Arnold model [30] approximately on 30%
exceeds a heat transfer obtained with help of model of Park [31]. It shows that at non-catalytic
surfaces of the vehicle does not occur of recombination of a component. In this case, reactions
go only in one direction, and with different velocities for different models. As result for
consideredmodels, the different chemical composition of a gas mixture near surfaces (Figure 29)
obtained. Also divergences in values of a heat transfer are observed. Besides the recombination
reactions on a surface of additional body heating does not occur. Therefore value of a heat
transfer for non-catalytic walls in 3–3.5 times less than corresponding values for ideal catalytic
surfaces (Figure 27). A heat transfer distribution of along a frontal surface of MARS EXPRESS
vehicle (it is ideal catalytic surface) with use of three models chemical kinetics is resulted in
Figure 29. In spite of various rates of reactions, the good correlation of results observed for a
heat transfer to a surface for considered models. Really in a case, ideally catalytic wall last
plays a role of the catalyst. It is promotes the reactions of recombination and as a result the

Figure 25. The translational temperature along the stagnation line for MSRO vehicle, 1: equilibrium flow, 2: non-equilibrium
flow, three-temperature model of [10], 3: non-equilibrium flow, two-temperature model [38], (а) V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3, (b) V∞ = 5687 m/s, r∞ = 3.14� 10�5 kg/m3.
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received with use of more rigorous three-temperature approach. You can see also that the
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Comparison of a heat transfer in the assumption thermally equilibrium (curves 1) and non-
equilibrium gas (curves 2, 3) in cases ideal catalytic (Figures 26 and 27) and non-catalytic

Figure 24. Profiles translational (Т) and vibration (Т12, Т3) temperature for MSRO vehicle, three-temperature model of
[10]; (а) V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; (b) V∞ = 5687 m/s, r∞ = 3.141 � 10�5 kg/m3.
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surfaces (Figure 27) is carried out. It is visible that the thermal flux from point of view of non-
equilibrium excitation of vibration degrees of freedom of molecules СО2 can surpass on 10% a
flux for thermally equilibrium gas.
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tion does not occurs (low catalytic activity), gas components pass down flow, carrying away
with itself the dissociation energy and the additional heat transfer does not occur.
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heat transfer to a surface with using of Kenzie-Arnold model [30] approximately on 30%
exceeds a heat transfer obtained with help of model of Park [31]. It shows that at non-catalytic
surfaces of the vehicle does not occur of recombination of a component. In this case, reactions
go only in one direction, and with different velocities for different models. As result for
consideredmodels, the different chemical composition of a gas mixture near surfaces (Figure 29)
obtained. Also divergences in values of a heat transfer are observed. Besides the recombination
reactions on a surface of additional body heating does not occur. Therefore value of a heat
transfer for non-catalytic walls in 3–3.5 times less than corresponding values for ideal catalytic
surfaces (Figure 27). A heat transfer distribution of along a frontal surface of MARS EXPRESS
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chemical energy spent on dissociation is transferred to wall. This process is determined mainly
by conditions of equilibrium of reactions.

Influence of non-equilibrium excitation of vibration degrees of freedom of molecules СО2 on
distribution of a heat flux along a surface of a body is displayed in Figures 26–29.

In Figure 29 for comparison (a triangular marker) the results of works [6] in which Navier-
Stokes equations solved by method of finite volume are submitted also. In this case, the model
of chemical reactions [32–34] was used. For some conditions of a flow the discrepancy reached
(up to 20%) for the obtained values of heat fluxes. The corresponding data of [6] obtained for
different boundary conditions: in Ref. [6] the condition conservation of heat balance used on a
surface, and in our case—a condition of a constant of surface temperature is considered.

Figure 26. Heat transfer to MSRO vehicle surface in case of ideal catalytic wall; 1: equilibrium flow, 2: non-equilibrium
flow for three-temperature model [10], 3: non-equilibrium flow for two-temperature model [38]. V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3.
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Figure 27. Heat transfer to MSRO vehicle surface in case of non-catalytic wall; 1: equilibrium flow, 2: non-equilibrium
flow for three-temperature model [10], 3: non-equilibrium flow for two-temperature model [38]. V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3.

Figure 28. Heat transfer to MSRO vehicle surface in case of ideal catalytic wall; 1: equilibrium flow, 2: non-equilibrium
flow for three-temperature model [10], 3: non-equilibrium flow for two-temperature model [38]. V∞ = 5687 m/s,
r∞ = 3.141 � 10�5 kg/m3.
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Figure 27. Heat transfer to MSRO vehicle surface in case of non-catalytic wall; 1: equilibrium flow, 2: non-equilibrium
flow for three-temperature model [10], 3: non-equilibrium flow for two-temperature model [38]. V∞ = 5223 m/s,
r∞ = 2.93 � 10�4 kg/m3.

Figure 28. Heat transfer to MSRO vehicle surface in case of ideal catalytic wall; 1: equilibrium flow, 2: non-equilibrium
flow for three-temperature model [10], 3: non-equilibrium flow for two-temperature model [38]. V∞ = 5687 m/s,
r∞ = 3.141 � 10�5 kg/m3.
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Catalytic surface have selectively but significant effect on species and reactions on the surfaces.
During entry in Martian atmosphere molecule of carbon dioxide (CO2) dissociated on CO and
O. The most part of energy of flow (¾) spends on dissociation. For high catalytic surface kw
(surface assist to recombination the atoms to molecules), chemical reactions that spend on
dissociation transfer (partially or fully) their energy back to the surface and produce on an
additional heating. For low catalytic surface, recombination does not occurs and atoms move
downstream and take away the energy of dissociation and additional heating does not hap-
pen. It is possible to diminish temperature of surface on 300–500 K when temperature of flow
is about 1800–2000 K.

In Figure 30, the heat transfer to ideal catalytic and non-catalytic surface of the vehicle for
conditions of flowMSRO V∞ = 5687 m/s, r∞ = 3.14� 10�5 kg/m3 and Тw = 1500 K are displayed.

In Figure 31, the heat transfer to non-catalytic wall of the vehicle obtained for conditions of
flow V∞ = 3998 m/s, r∞ = 3.0 � 10�4 kg/m3. In Figure 31, the distinction between data of
corresponding curves pick up to 15%. In this case, the flow in a shock layer is characterized
by smaller temperatures (velocity in an external flow was less) than the regime which corre-
spond to curves of Figure 30.

Therefore, it is marked a smaller divergence in values of reaction rate constants and as
consequence at values of a heat fluxes for different models.

In Figure 32, the heat flux to non-catalytic wall for numbers Sc = 0.45; 0.65 and two conditions
of a flow are shown. It is evident that for non-catalytic surfaces the value of Schmidt’s number
practically does not take an influence on the heat transfer. The heat flux is determined basically
just by heat conductivity. In this case near the surface of a body there are not recombination
reactions. The products of dissociation are carrying out with themselves the energy of dissoci-
ation. As a result of additional heating, the body caused by diffusion processes it does not
occur.

Figure 29. Heat transfer to MARS EXPRESS vehicle surface in case of non-catalytic (a) and ideal catalytic wall (b); 1:
model [30], 2: model of [31], 3: model of [32–34], ▲: data of [6].
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In Figure 33, the heat transfer to non-catalytic wall is shown (conditions of flow V∞ = 5223 m/s,
r∞ = 2.9� 10�4 kg/m3) for different values of Prandtl’s number: Pr = 0.66 and Pr = 0.75. In a case

Figure 31. Heat transfer to MSRO vehicle surface; non-catalytic surface V∞ = 3998 m/s, r∞ = 3.0 � 10�4 kg/m3. 1: model of
[30], 2: model of [31], 3: model of [32–34].

Figure 30. Heat transfer to MSRO vehicle surface in case (–––) idealcatalytic wall; ( - - - - ) non-catalytic wall; V∞ = 5687 m/s,
r∞ = 3.14 � 10�5 kg/m3; 1: model of [30], 2: model of [31], 3: model of [32–34].
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of non-catalytic wall, a leading role has another dimensionless factor—Prandtl’s number. You
can see that the increase in value of Prandtl’s number from 0.66 till 0.75 leads to reduction of a
heat flux value approximately on 10%.

Figure 33. Heat transfer to non-catalytic wall for different Prandtl’s number; V∞ = 5223 m/s, r∞ = 2.9 � 10�4 kg/m3.

Figure 32. Heat transfer to vehicle surface; Т1: V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; Т2: V∞ = 5687 m/s,
r∞ = 3.14 � 10�5 kg/m3.
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7.5. Influence of catalytic wall on a heat transfer

The heat flux to a surface of the vehicle without taking into account radiation effect in one-
temperature approach is determined as:

q ¼ �λ∇T þ
XN

i¼1

hiJi � p
XN

i¼1

DTidi (35)

where hi is the enthalpy of ith components of a mixture, λ is the coefficient of heat conductivity
of all degrees of freedom which are taking place in a condition of local thermal balance. The
second component with in the right part (5) defines the diffusion component of a heat flux and
the third term characterizes influence of thermo-diffusion on heat exchange.

As show results of calculations the contribution of the third component on value of a total heat
transfer makes less than 1%. It means that influence of thermo-diffusion on heat exchange is
small. The mass transfer processes play the important role in definition of a heat transfer to a
surface. Really diffusion component for a heat transfer for the considered conditions of a flow
makes a significant part (50–75%) from value of a full heat flux. In this connection, the correct
account of diffusion processes has great importance.

As already it has been shown that the main factors influencing heat transfer to a surface of the
vehicle, it is heterogeneous recombination of component in dependence on catalytic properties
of a surface. We try to explain the influence of chemical reactions on parameters of flow in a
shock layer and value of a heat transfer for MSRO vehicle in a case of non-catalytic surfaces.
And then it is compared with received results with the corresponding data for ideal catalytic
surface.

For calculation, diffusion fluxes were used: Fick’s law with the adjusting amendment; Fick’s
law in standard form in which effective diffusion coefficients are calculated through binary
diffusion coefficients and concentrations from point of view of the formula; and Fick’s law in
the usual form in which Schmidt’s number was considered equal to all a component and to be
constants.

Depending on the manner of representation of diffusion, the heat transfer can differ essentially
up to 30%. Let us notice that more correct way of the diffusion definition that is used for the
Fick’s law with the amendment gives the values of a heat transfer exceeding on 10%
corresponding values received from point of view of Fick’s law in the standard form. It is
evident that the variant with Schmidt’s number Sc = 0.45 results most close to corresponding
data that it is obtained at a correct way of the diffusion account [38, 39].

For non-catalytic surface, main effect will be play another parameter—Prandtl’s number. In
Figure 34, you can see the heat transfer to non-catalytic surface (V∞ = 5223 m/s, r∞ = 2.9 �
10�4 kg/m3) for different Prandtl’s number: Pr = 0.66 and Pr = 0.75. Increase of Prandtl’s
number from 0.66 until 0.75 leads to decreasing heat transfer on 10%.
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of non-catalytic wall, a leading role has another dimensionless factor—Prandtl’s number. You
can see that the increase in value of Prandtl’s number from 0.66 till 0.75 leads to reduction of a
heat flux value approximately on 10%.

Figure 33. Heat transfer to non-catalytic wall for different Prandtl’s number; V∞ = 5223 m/s, r∞ = 2.9 � 10�4 kg/m3.

Figure 32. Heat transfer to vehicle surface; Т1: V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3; Т2: V∞ = 5687 m/s,
r∞ = 3.14 � 10�5 kg/m3.
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small. The mass transfer processes play the important role in definition of a heat transfer to a
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makes a significant part (50–75%) from value of a full heat flux. In this connection, the correct
account of diffusion processes has great importance.

As already it has been shown that the main factors influencing heat transfer to a surface of the
vehicle, it is heterogeneous recombination of component in dependence on catalytic properties
of a surface. We try to explain the influence of chemical reactions on parameters of flow in a
shock layer and value of a heat transfer for MSRO vehicle in a case of non-catalytic surfaces.
And then it is compared with received results with the corresponding data for ideal catalytic
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For calculation, diffusion fluxes were used: Fick’s law with the adjusting amendment; Fick’s
law in standard form in which effective diffusion coefficients are calculated through binary
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up to 30%. Let us notice that more correct way of the diffusion definition that is used for the
Fick’s law with the amendment gives the values of a heat transfer exceeding on 10%
corresponding values received from point of view of Fick’s law in the standard form. It is
evident that the variant with Schmidt’s number Sc = 0.45 results most close to corresponding
data that it is obtained at a correct way of the diffusion account [38, 39].

For non-catalytic surface, main effect will be play another parameter—Prandtl’s number. In
Figure 34, you can see the heat transfer to non-catalytic surface (V∞ = 5223 m/s, r∞ = 2.9 �
10�4 kg/m3) for different Prandtl’s number: Pr = 0.66 and Pr = 0.75. Increase of Prandtl’s
number from 0.66 until 0.75 leads to decreasing heat transfer on 10%.
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In Figure 35, the heat flux for two types of a surface and two flow conditions is shown. You can
see that value of a heat transfer to non-catalytic surfaces is approximately 3–4 times less than
corresponding value of a heat transfer in a case ideal catalytic surface.

Figure 36 shows values of a heat flux to a surface having various catalytic property. The curve
2 (a variant of a surface with final catalytic) is obtained for the following parameters:

Figure 34. Heat transfer to vehicle surface. Black line—total heat flux; red line—diffusion part; (а) V∞ = 5687 m/s, (b)
V∞ = 5223 m/s.

Figure 35. Heat transfer to MSRO vehicle surface. 1: V∞ = 5223 m/s, H = 40 km; 2: V∞ = 5687 m/s, Н = 60 km.
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probability of recombination reactions—γw = 2.7 � 10�3; catalytic constants—kwo = 1 m/s,
kwco = 0.77 m/s (see the formula 30). From the presented data, you can see that due to use low
catalytic coverings it is possible to lower a heat transfer to a surface of the vehicle on a
significant part of a trajectory in some times.

The submitted data show an insignificant influence of processes of vibration relaxation on
a heat transfer to a surface of MSRO vehicle. It is also possible to note that taking into
account of complex internal structure of molecules СО2 and exchanges of vibration energy
between modes does not take an influence on a heat transfer to a surface. It testifies to
legitimacy of application of the simplified models of vibration kinetics at the solution of the
given class of problems. The fact of weak influence of a vibration relaxation on a heat
transfer to a surface of the vehicle is possible to explain for considered conditions of a flow
and the considered form of a surface intensive process dissociation molecules of carbon
dioxide gas in a shock layer is observed, and also by fast process of an vibration relaxation
of molecules СО2 as a result of which thermodynamic equilibrium is present almost in all
shock layer.

We would like to consider the influence of the form of the blunted body on parameters of a
non-equilibrium flow in modeling an atmosphere of Mars a flow of carbon dioxide gas. Let us
consider the heat transfer along surface of spherically blunted cones with various half opening
angles.

In a vicinity of the stagnation point on a spherical part of cone surface with various angle of
opening, the solution practically coincides. On a conic surface, the size of parameters of a flow
essentially depends on an angle of opening a cone that affects on value of a heat flux to a
surface (Figure 37).

Figure 36. Heat transfer to MSRO vehicle surface. 1: Ideal catalytic wall, 2: finite catalytic, kwco = 0.77 m/s, kwo = 1 m/s, 3:
non-catalytic wall, V∞ = 5223м/c, H = 40 km.
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In Figure 35, the heat flux for two types of a surface and two flow conditions is shown. You can
see that value of a heat transfer to non-catalytic surfaces is approximately 3–4 times less than
corresponding value of a heat transfer in a case ideal catalytic surface.

Figure 36 shows values of a heat flux to a surface having various catalytic property. The curve
2 (a variant of a surface with final catalytic) is obtained for the following parameters:

Figure 34. Heat transfer to vehicle surface. Black line—total heat flux; red line—diffusion part; (а) V∞ = 5687 m/s, (b)
V∞ = 5223 m/s.

Figure 35. Heat transfer to MSRO vehicle surface. 1: V∞ = 5223 m/s, H = 40 km; 2: V∞ = 5687 m/s, Н = 60 km.
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probability of recombination reactions—γw = 2.7 � 10�3; catalytic constants—kwo = 1 m/s,
kwco = 0.77 m/s (see the formula 30). From the presented data, you can see that due to use low
catalytic coverings it is possible to lower a heat transfer to a surface of the vehicle on a
significant part of a trajectory in some times.

The submitted data show an insignificant influence of processes of vibration relaxation on
a heat transfer to a surface of MSRO vehicle. It is also possible to note that taking into
account of complex internal structure of molecules СО2 and exchanges of vibration energy
between modes does not take an influence on a heat transfer to a surface. It testifies to
legitimacy of application of the simplified models of vibration kinetics at the solution of the
given class of problems. The fact of weak influence of a vibration relaxation on a heat
transfer to a surface of the vehicle is possible to explain for considered conditions of a flow
and the considered form of a surface intensive process dissociation molecules of carbon
dioxide gas in a shock layer is observed, and also by fast process of an vibration relaxation
of molecules СО2 as a result of which thermodynamic equilibrium is present almost in all
shock layer.

We would like to consider the influence of the form of the blunted body on parameters of a
non-equilibrium flow in modeling an atmosphere of Mars a flow of carbon dioxide gas. Let us
consider the heat transfer along surface of spherically blunted cones with various half opening
angles.

In a vicinity of the stagnation point on a spherical part of cone surface with various angle of
opening, the solution practically coincides. On a conic surface, the size of parameters of a flow
essentially depends on an angle of opening a cone that affects on value of a heat flux to a
surface (Figure 37).

Figure 36. Heat transfer to MSRO vehicle surface. 1: Ideal catalytic wall, 2: finite catalytic, kwco = 0.77 m/s, kwo = 1 m/s, 3:
non-catalytic wall, V∞ = 5223м/c, H = 40 km.
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As a result of the carried out researches, it is received (calculations were carried out with help
of two-temperature model of a vibration relaxation) that for conditions of flows in an atmo-
sphere of Mars corresponding to velocities 4–6 km/s and to altitude Н <60 km flight, the
vibration relaxation of molecules on a spherical part of a body occurs quickly and thermody-
namic equilibrium is present almost in all cross section of a shock layer.

As show numerical calculations for altitude of flight Н ≤ 60 km the blunted bodies in an
atmosphere of Mars the increase of a heat transfer to a surface taking in account the mecha-
nism of an vibration relaxation makes no more than 20%.

7.6. The role of non-equilibrium radiation

The role of radiation is rather insignificant for descent space vehicle in an atmosphere of Mars
with the characteristic sizes 1–2 m and at entrance velocity of U∞ ≈ 5� 6 km=s. On vehicles
which sizes will be at 5–10 times more, the radiant flux can be comparable with convective.
The pilot and automatic expeditions with use of diving is perspective due to aerodynamic
braking devices in the top layers of Mars atmosphere with U 6–8 km/s up to 3.3 km/s with the
subsequent exit into basic orbits around of Mars. In this case the radiant flux is determined by
non-equilibrium radiation as the vehicle penetrates an atmosphere of Mars at heights
H > 30 km in which physical and chemical processes in a shock layer is essentially non-
equilibrium. At H < 30 km, the radiation flux to space vehicle is determined by equilibrium
radiation and its level is insignificant. At hyperbolic velocities of an entrance of flight, the

Figure 37. Heat transfer to the surface of blunted cones with different opening angle θ for Mars atmosphere; 1: θ = 60�,
2: 50�, 3: 40�, 4: 30�, 5: 20�, 6: 10�. V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.
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radiation flux can be strong that play an essential role at a stage of a choice of the of descent
trajectory and heat protection system of space vehicle.

Thermo-chemical model of the CO2-N2 mixtures for the calculation of the non-equilibrium
ultra-violet (UV) molecular band radiation in the high-temperature shock layer around the
capsule during an entry is considered [19].

In the frontal part of a thin shock layer radiation, absorption is small enough. Thus, the gas is
assumed to be transparent to radiation in the relaxation zone of the shock layer. Radiation
intensity is calculated in the approximation of volume luminescence. Radiation processes
involving excited particles are considered as spontaneous radiating transitions, excitation and
deactivation of the electronic states of the molecules, impacts of electron and heavy particles,
etc. [40, 41]. Corresponding equation of excitation and deactivation of the electronic states
determine a concentration of each component. Flow parameters across the shock layer are
calculated and the spectral structure of radiation is obtained. For the analysis of the non-
equilibrium radiation, the results of some theoretical and experimental studies behind shock
waves in CO2-N2 mixtures used. In the relaxation zone of the vehicle shock layer, the
Boltzmann distribution of the electronically excited states of atoms and molecules does not
exist under the considered Martian entry conditions. It leads to a significant deviation of the
radiation intensity from local equilibrium especially for low gas density.

The suggested thermo-chemical model of the СО2 + N2 mixture contains 10 neutral chemical
species: СО2, СО, CN, NO, N2, О2, C2, С, N, О, 4 molecular ions and free electrons: СО+, NO+,
N2

+, О2
+, e�, and 12 electronically excited states of diatomic molecules: СО(A’П), СО(b3Σ+),

СN(В2Σ+), CN(A2П),NO(B2П), NO(A2Σ+), NO(С2П), NO(D2Σ+), N2(A
3Σu

+), N2(B
3Пg),

O2(B
2Σu

�), C2(d
3Пg).

The thermo-physical properties of chemical species are taken from Ref. [42]. Thus, 19 chemical
reactions and 33 reactions of the excitation of the electronic states of molecules are taken into
account. The reactions with the participation of the neutral and charged particles in a high-
temperature Martian atmosphere are considered. The rate constants of the basic chemical
reactions have been collected from the literature [29, 31–34, 43].

Practically, it is convenient to use simplified radiation models that are capable to estimate
radiation emission with sufficient accuracy. The estimations have shown that the gas is trans-
parent to UV molecular radiation in the shock layer under the considered conditions. And it is
possible to calculate radiation intensity with the approximation of volume luminescence. The
“just overlapping line model” model is used to calculate spectral distribution of non-
equilibrium molecular band radiation. The model considers a spectrum consisting of only one
branch of rotational lines. The shock layer is optically thin for spectral range considered so the
process of light absorption is not taken into account. It is shown that the depletion of electron-
ically excited states of molecules due to spontaneous radiation transitions has a great effect on
excited state populations and must be necessarily accounted for under the MSRO trajectory
conditions. Spontaneous radiation emission leads to violation of Boltzmann approximation for
excited state populations. The molecular band radiation results obtained in the local equilib-
rium approximation (i.e. the supposition of the Boltzmann distribution of molecules on
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As a result of the carried out researches, it is received (calculations were carried out with help
of two-temperature model of a vibration relaxation) that for conditions of flows in an atmo-
sphere of Mars corresponding to velocities 4–6 km/s and to altitude Н <60 km flight, the
vibration relaxation of molecules on a spherical part of a body occurs quickly and thermody-
namic equilibrium is present almost in all cross section of a shock layer.

As show numerical calculations for altitude of flight Н ≤ 60 km the blunted bodies in an
atmosphere of Mars the increase of a heat transfer to a surface taking in account the mecha-
nism of an vibration relaxation makes no more than 20%.

7.6. The role of non-equilibrium radiation

The role of radiation is rather insignificant for descent space vehicle in an atmosphere of Mars
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which sizes will be at 5–10 times more, the radiant flux can be comparable with convective.
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braking devices in the top layers of Mars atmosphere with U 6–8 km/s up to 3.3 km/s with the
subsequent exit into basic orbits around of Mars. In this case the radiant flux is determined by
non-equilibrium radiation as the vehicle penetrates an atmosphere of Mars at heights
H > 30 km in which physical and chemical processes in a shock layer is essentially non-
equilibrium. At H < 30 km, the radiation flux to space vehicle is determined by equilibrium
radiation and its level is insignificant. At hyperbolic velocities of an entrance of flight, the

Figure 37. Heat transfer to the surface of blunted cones with different opening angle θ for Mars atmosphere; 1: θ = 60�,
2: 50�, 3: 40�, 4: 30�, 5: 20�, 6: 10�. V∞ = 5223 m/s, r∞ = 2.93 � 10�4 kg/m3.
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radiation flux can be strong that play an essential role at a stage of a choice of the of descent
trajectory and heat protection system of space vehicle.

Thermo-chemical model of the CO2-N2 mixtures for the calculation of the non-equilibrium
ultra-violet (UV) molecular band radiation in the high-temperature shock layer around the
capsule during an entry is considered [19].

In the frontal part of a thin shock layer radiation, absorption is small enough. Thus, the gas is
assumed to be transparent to radiation in the relaxation zone of the shock layer. Radiation
intensity is calculated in the approximation of volume luminescence. Radiation processes
involving excited particles are considered as spontaneous radiating transitions, excitation and
deactivation of the electronic states of the molecules, impacts of electron and heavy particles,
etc. [40, 41]. Corresponding equation of excitation and deactivation of the electronic states
determine a concentration of each component. Flow parameters across the shock layer are
calculated and the spectral structure of radiation is obtained. For the analysis of the non-
equilibrium radiation, the results of some theoretical and experimental studies behind shock
waves in CO2-N2 mixtures used. In the relaxation zone of the vehicle shock layer, the
Boltzmann distribution of the electronically excited states of atoms and molecules does not
exist under the considered Martian entry conditions. It leads to a significant deviation of the
radiation intensity from local equilibrium especially for low gas density.

The suggested thermo-chemical model of the СО2 + N2 mixture contains 10 neutral chemical
species: СО2, СО, CN, NO, N2, О2, C2, С, N, О, 4 molecular ions and free electrons: СО+, NO+,
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The thermo-physical properties of chemical species are taken from Ref. [42]. Thus, 19 chemical
reactions and 33 reactions of the excitation of the electronic states of molecules are taken into
account. The reactions with the participation of the neutral and charged particles in a high-
temperature Martian atmosphere are considered. The rate constants of the basic chemical
reactions have been collected from the literature [29, 31–34, 43].

Practically, it is convenient to use simplified radiation models that are capable to estimate
radiation emission with sufficient accuracy. The estimations have shown that the gas is trans-
parent to UV molecular radiation in the shock layer under the considered conditions. And it is
possible to calculate radiation intensity with the approximation of volume luminescence. The
“just overlapping line model” model is used to calculate spectral distribution of non-
equilibrium molecular band radiation. The model considers a spectrum consisting of only one
branch of rotational lines. The shock layer is optically thin for spectral range considered so the
process of light absorption is not taken into account. It is shown that the depletion of electron-
ically excited states of molecules due to spontaneous radiation transitions has a great effect on
excited state populations and must be necessarily accounted for under the MSRO trajectory
conditions. Spontaneous radiation emission leads to violation of Boltzmann approximation for
excited state populations. The molecular band radiation results obtained in the local equilib-
rium approximation (i.e. the supposition of the Boltzmann distribution of molecules on
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electronic states) strongly overestimates non-equilibrium radiation values and cannot be used
even for preliminary predictions.

Calculations of the convective heat flux and the non-equilibrium radiation were carried out for
the MSRO vehicle entering into the Martian atmosphere. The wall is assumed non-catalytic.
Trajectory parameters are presented in Table 2.

In Figure 38a, distributions of temperature along the stagnation line are shown. In all cases, it
follows from a result the model viscous shock layer is realized. Boundary layer thickness takes
approximately 1/4 from the shock layer thickness.

The main contribution to a radiation in the shock layer is produced by the bands of the
molecular systems as found from theory and experiments. Main source of the shock layer
radiation are the molecules that form as a result of chemical reactions.

Molecules СО, О2, СN, С2 are formed only as a result of the chemical reactions and the
information about vibration states of these molecules are absent. For these molecules, their
vibration modes are in thermal equilibrium. Besides, there is a significant amount of oxygen
atoms due to the fast dissociation of the molecules СО2 behind shock wave. Oxygen atoms
have large enough cross sections for V-T processes energy exchange. In the free stream, СО2

and N2 molecules have almost zero vibration energy, therefore, for them in a shock layer there
is an area with non-equilibrium vibration.

Figure 38. Translational temperature (a) and mass concentrations, V = 5687 m/s, (b) along stagnation line.

V, m/s T∞, K r∞, kg/m
3

3536 140 2.82 � 10�5

3998 140 3.07 � 10�4

5223 140 2.93 � 10�4

5687 140 3.125 � 10�5

Table 2. Trajectory parameters.
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The radiation intensities are obtained for the 11 strongest systems of molecular bands: 3rd and
4th positive band of СО molecule, the red and violet band of CN molecule, the Schuman-
Runge system of О2 molecule, the β, γ, δ, ε systems NO molecule, the Swan band of the С2

molecule, 1st positive band of N2 molecule.

In Figure 38b, distributions of mass concentrations of neutral chemical species along the
stagnation line are shown for 5687 m/s. Note a maximum of concentration CN in the relaxation
zone behind the shock wave. With increasing velocity, the degree of dissociation of the mole-
cules СО2 increases and concentration of CN molecules become larger.

In Figure 39, distributions of volume concentration of the electronically excited states along the
stagnation line are shown. Continuous lines show the values obtained with non-equilibrium
approach, while dotted lines correspond to the local equilibrium approximation. Practically, all
the excited levels, except О2(В), reach a maximum near the shock wave. Such a fact is due to
the larger values of the temperature in this region. Populations of the molecules containing
carbon, except CN (A) and CO (d3) are essentially smaller (approximately in 100 times), the
corresponding Boltzmann distributions. Thus, in the relaxation zone of the shock layer, the
Boltzmann distribution of atoms and molecules on the electronically excited states is violated.
It leads to a significant deviation of the radiation intensity from that corresponding to local
equilibrium case especially for low gas density.

For the molecules forming behind the shock waves, the populations of NO (D), NO (C) states
are close to equilibrium. The populations of the rest electronic states differ from their equilib-
rium values but in a less degree than for the molecules containing carbon.

Intensity of radiation strongly decreases near the body surface. Thus for rather low value of
temperature across the boundary layer, it does not bring an appreciable contribution to the
radiation heat transfer. Boundary conditions on the surface of the body, in particular, the
catalytic condition does not affect value of radiation heat transfer.

Figure 39. Populations of electronically excited states along stagnation line, V = 3998 m/s.
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Spectral distributions of radiation intensity from ultra-violet up to near infra-red are estimated.
The data of non-equilibrium radiating processes and the local equilibrium approach are com-
pared. Use of the local equilibrium modifies drastically the spectral distribution of radiation
intensity.

In Figure 40, the convective heat fluxes for different trajectory points are shown. It is possible
to divide the distribution of the convective heat flux along the surface in three distinct regions.
The maximum heat transfer occurs at the stagnation point. Then, along the spherical part, the
heat transfer decreases as the pressure drops. The heat transfer along the conic part is almost
constant. At last, there is a local increase of the heat transfer in the shoulder region connected
with an increase of the velocity gradient.

In Figure 41, convective and radiation heat transfer values are compared for different trajec-
tory points. Convective heat flux is predominant compared to the non-equilibrium radiation
flux. With account of non-equilibrium character of collision-radiation processes in the shock
layer values of radiation heat transfer are several orders (from 102 to 107 times) below convec-
tive ones for the considered trajectory points. For a correct prediction of heat transfer and
surface temperatures near space vehicle at entry conditions in the Martian atmosphere, the
careful examination of theoretical and experimental catalytic properties results of a of thermal
protection covering are required.

However, for the local equilibrium approach, the radiation flux is close to the convective value
only for the trajectory point (V = 5687 km/s, r∞ = 3.125 � 10�5 kg/m3). The non-equilibrium
radiation flux is one order of magnitude smaller less than the flux obtained under the local
equilibrium assumption.

To assess the influence of the catalytic wall on heat transfer and radiation equilibrium temper-
ature of the surface thermal protection calculations for 120 degree cone blunted on sphere of
radius R = 0.7 m at speed V = 6150 km/s considering a pure CO2 atmosphere at an altitude of
40 km have been carried out. Calculations were made for four values of the recombination

Figure 40. Convective heat flux distributions.
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probability that are typical for heat-shielding materials of different types. Results of calcula-
tions are presented in Table 3.

According to the results, the ratio between the lowest heat flux and largest one is close to three.
The equilibrium surface temperatures when blackness of a surface ε = 0.9 can differ more than
500 K. For a correct prediction of heat transfer and surface temperatures, careful experimental
researches about the catalytic properties of the thermal protection covering are required.

8. Conclusions

Non-equilibrium flows of the reacting mixture CO2/CO/O2/C/O in a viscous shock layer near a
spacecraft entering the Mars atmosphere are studied using the accurate three-temperature
model developed on the basis of the kinetic theory methods. Gas dynamic parameters, transport
coefficients in a shock layer, and heat fluxes to the body surface are calculated for non-catalytic

γ Kw, m/s Qw, kW/m2 Тw, K

10�4 0.035 281 1530

10�3 0.37 380 1650

10�2 4 692 1915

10�1 40 897 2045

Table 3

Figure 41. Heat flux at the stagnation point along trajectory, 1: convective, 2: local equilibrium radiation, 3: non-
equilibrium radiation.
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and fully catalytic surfaces. The results are compared with the ones obtained in the simplified
two-temperature approximation and in the one-temperature approach for weak deviations
from thermal equilibrium. A considerable influence of CO2 vibration excitation on the flow
parameters and transport properties in a shock layer is found. The difference between the
results obtained using the accurate and simplified vibration non-equilibrium models are weak
under conditions considered in the paper. This justifies the validity of the approximate two-
temperature model under the re-entry conditions. It is shown that difference in reaction rate
constants practically has small influence on value of a heat transfer to ideal catalytic surfaces of
the vehicle. In a case of non-catalytic surfaces difference in value of the heat transfer obtained
by different models can be essential up to 30%. The effect of bulk viscosity in a shock layer is
studied. Including this coefficient to the fluid dynamics equations improves the accuracy of the
heat flux calculation up to 10%.

The heat flux to ideal catalytic surface for the considered conditions of a flow can up to four
times surpasses a heat transfer to non-catalytic wall.

The influence of the different chemical reactions models: (1) Mc. Kenzie and Arnold chemistry
model, (2) Park’s model, amd (3) model of S. Losev and others, on component concentrations
and heat flux are presented. Numerical calculations of the coefficients of viscosity and heat
conductivity give the close result for the heat flux for different models comparing with results
obtained by exact kinetic theory. The diffusion parameters affects on the magnitude of the heat
flux especially in the case of a catalytic wall. The pressure- and thermo-diffusion influence on
heat flux are small. The different models of the vibration relaxation of CO2 considered. They
give approximately the same values of main properties of the flow. The catalytic properties of
the surface are most important for a valid determination of the heat flux to the wall. The
insertion of bulk viscosity into the equations leads to the small increase of the heat fluxes.

Author details

Yuriy D. Shevelev

Address all correspondence to: shevelev@icad.org.ru

The Institute for Computer Aided Design of RAS, Moscow, Russia

References

[1] Kay RD, Netterfield MP. Thermochemical Non-Equilibrium Computation For A Mars
Entry Vehicle. AIAA Paper. No 93-2841; 1993

[2] Gupta RN, Lee KP. An Aerothermal Study of MESUR Pathfinder Aeroshell. AIAA Paper.
No 94-2025; 1994

[3] Gallis MA, Harvey JK. Analysis of Non-Equilibrium in Mars Atmosphere Entry Flows.
AIAA Paper. No 95-2095; 1995

Advances in Some Hypersonic Vehicles Technologies86

[4] Problems of Aerothermoballistics, Radiation Gasdynamics, Heat and Mass Transfer for
Planet Sample Return Missions. Project Technical Report of ISTC No 1549-00; 2003. http://
jan.imec.msu.ru/~avogadro/Mars/Mars1549/index.htm

[5] Rouzaud O, Zhlukhtov S, Egorov I, Fletcher D, Gromov V, Nagnibeda E, Shevelev Yu,
Omaly P. Numerical, analytical and experimental investigation of convective and radia-
tive heating of a martian descent module. European Space Agency, ESA SP (583); 2005.
pp. 93-98

[6] Afonina NE, Gromov VG. Numerical Modeling of Martian Descent Module Flow. Insti-
tute of Mechanics in Moscow State University. Aeromechanics and Gas Dynamics: Mos-
cow. 2001;2:35-47

[7] Nagnibeda E, Kustova E. Kinetic Theory of Transport and Relaxation Processes in Non-
equilibrium Reacting Gas Flows. Saint Petersburg: Saint Petersburg University Press; 2003

[8] Kustova E, Nagnibeda E. On a correct description of a multi-temperature dissociating
CO2 flow. Chemical Physics. 2006;321:293-310

[9] Kustova EV, Nagnibeda EA, Shevelev YD, Syzranova NG. The influence of CO2 kinetics
on the hypersonic flow near blunt bodies. American Institute of Physics, AIP Conference
Proceedings. 2012;1501:1102-1109

[10] Shevelev YD, Syzranova NG, Kustova EV, Nagnibeda Numerical EA. Investigation of
hypersonic fluid discending flow in Mars atmosphere. Mathematical Models and Com-
puter Simulations. 2011;3(2):205-224

[11] Kustova EV, Nagnibeda EA, Shevelev YD, Syzranova NG. Non-equilibrium kinetics and
transport processes in a hypersonic flow of CO2/CO/O2/C/O mixture. American Institute
of Physics, AIP Conference Proceedings. 2011;1333(Part 1):1227-1232

[12] Kustova EV, Nagnibeda EA, Shevelev YD, Syzranova NG. Comparison of different models
for non-equilibrium CO2 flows in a shock layer near a blunt body. ShockWaves. 2011;21(3):
273-287

[13] Shevelev YD, Syzranova NG. The effect of multi-component diffusion on supersonic flow
of carbon dioxide past bodies. High Temperature. 2009;47(6):829-835

[14] Kustova EV, Nagnibeda EA, Shevelev YD, Syzranova NG. Comparison of non-equilibrium
supersonic CO2 flows with real gas effects near a blunt body. European Space Agency, ESA
SP. 2009;659

[15] Shevelev YD. Three-Dimensional Problems of Computational Fluid Dynamics. Moscow:
Nauka; 1986

[16] Golovachev YP. Numerical Modeling of Viscous Flows in Shock Layer. Мoscow: Nauka;
1996

[17] Kustova EV, Nagnibeda EA, Shevelev YD, Syzranova NG. Non-equilibrium supersonic
CO2 flows with real gas effects near a blunt body. AIP Conference Proceedings. 2009).
American Institute of Physics; 1084:831-836

Numerical Modeling of Hypersonic Aerodynamics and Heat Transfer Problems of the Martian Descent Modules
http://dx.doi.org/10.5772/intechopen.71666

87



and fully catalytic surfaces. The results are compared with the ones obtained in the simplified
two-temperature approximation and in the one-temperature approach for weak deviations
from thermal equilibrium. A considerable influence of CO2 vibration excitation on the flow
parameters and transport properties in a shock layer is found. The difference between the
results obtained using the accurate and simplified vibration non-equilibrium models are weak
under conditions considered in the paper. This justifies the validity of the approximate two-
temperature model under the re-entry conditions. It is shown that difference in reaction rate
constants practically has small influence on value of a heat transfer to ideal catalytic surfaces of
the vehicle. In a case of non-catalytic surfaces difference in value of the heat transfer obtained
by different models can be essential up to 30%. The effect of bulk viscosity in a shock layer is
studied. Including this coefficient to the fluid dynamics equations improves the accuracy of the
heat flux calculation up to 10%.

The heat flux to ideal catalytic surface for the considered conditions of a flow can up to four
times surpasses a heat transfer to non-catalytic wall.

The influence of the different chemical reactions models: (1) Mc. Kenzie and Arnold chemistry
model, (2) Park’s model, amd (3) model of S. Losev and others, on component concentrations
and heat flux are presented. Numerical calculations of the coefficients of viscosity and heat
conductivity give the close result for the heat flux for different models comparing with results
obtained by exact kinetic theory. The diffusion parameters affects on the magnitude of the heat
flux especially in the case of a catalytic wall. The pressure- and thermo-diffusion influence on
heat flux are small. The different models of the vibration relaxation of CO2 considered. They
give approximately the same values of main properties of the flow. The catalytic properties of
the surface are most important for a valid determination of the heat flux to the wall. The
insertion of bulk viscosity into the equations leads to the small increase of the heat fluxes.
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Abstract

This chapter deals with launcher aerodynamic design activities at phase-A level. The goal
is to address the preliminary aerodynamic database of a typical launch vehicle configura-
tion as input for launcher performances evaluations, control, sizing, and staging design
activities. In this framework, different design approaches relying on both engineering and
numerical methods are considered. Indeed, engineering-based aerodynamic analyses by
means of a three-dimensional panel methods code, based on local surface inclination
theory, were performed. Then, accuracy of design analysis increased using steady-state
computational fluid dynamics with both Euler and Navier-Stokes approximations.

Keywords: launcher vehicles, aerodynamic design, subsonic, transonic, supersonic and
hypersonic speed flows, computational fluid dynamics, panel methods aerodynamics

1. Introduction

During the design phase of launchers, the aerodynamic characterization represents a funda-
mental contribution. Usually, it is accomplished by means a hybrid approach encompassing
wind tunnel testing (WTT) and computational fluid dynamics (CFD) investigations [1]. This
combined design approach (i.e., WTT and CFD analyses) is extremely reliable in providing
high quality data as input for launchers’ sizing, performance evaluations, control, and staging
dynamics [2]. Indeed, launcher aerodynamics focuses on the assessment of the pressure and
skin friction loads the atmosphere determines over the vehicle surface [3]. As well known,
these loads result in a global aerodynamic force that acts at the aeroshape center of pressure
(CoP) which generally does not coincide with the vehicle center of gravity (CoG) [4]. As a
result, the related aerodynamic moment acting at the CoG can lead to a stable or unstable
behavior of the launcher to account for in the control software [5]. Moreover, the analysis of the
flowfield past the launcher is also fundamental to address the effects of aeroshape’s structures
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and protrusions. Indeed, aeroshell steps and gaps determine local pressure (and convective
heat flux) overshoots all along the ascent trajectory [6]. This assessment is fundamental for
launcher sizing and thermal protection design activities [7].

With this in mind, the present research effort describes typical aerodynamic analyses
performed at Phase-A design level [8]. Indeed, engineering-based analyses are carried out by
exploiting local surface inclinations methods. After that, fully three-dimensional steady-state
CFD analyses have been addressed to feed launcher aerodynamic design in the range between
Mach 0.5 and 5.

Nevertheless, this chapter opens focusing attention on the assessment of the reliability of the
present numerical design approach. Indeed, a CFD validation study was undertaken in order
to highlight the capability of this CFD approach in assessing some critical aerothermal design
issues, namely shock-shock interaction (SSI) and shock wave boundary layer interaction
(SWIBLI), of vehicle aeroshapes flying at hypersonic speed, like launchers.

Finally, note that numerical flowfield analyses are performed with FLUENT code and perfect
gas flow model.

2. CFD validation study

In the last years, CFD has played an important role in hypersonics being able to address
particular design issues, such as the well-known SSI and SWIBLI [4]. These flowfield features
occur whenever different shocks interact each other or with the boundary layer when a shock
impinges on a wall, respectively. For launchers, SSI and SWIBLI phenomena typically take
place in the flowfield region within launcher main body and boosters, as shown in the sche-
matics of Figure 1.

In this figure, the fairings bow shock meets that of booster, thus originating a SSI. This
interaction results in more or less complex shock patterns including shear-layers or jets, which

Figure 1. Example of SSI and SWBLI for launchers.
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can impinge on the launcher aeroshape and cause local pressure and heat flux overshoots, well
in excess of those occurring at stagnation points.

On the other hand, SWBLI occurs, for instance, when the shock resulted from the SSI meets the
launcher wall, thus promoting boundary layer separation and transition.

As a result, SSI and SWBLI demand accurate prediction for a reliable and affordable aero-
thermal design of launcher vehicles.

In this framework, the results of the computational analysis of the flowfield past a double
wedge test bed are reported and discussed in detail. This configuration, in fact, is a benchmark
as it presents unique flow patterns typical of SSI and SWIBLI. In particular, the experiment of
Swantek and Austin was selected and numerically rebuilt [9]. The test bed geometry is shown
in Figure 2. It is a double wedge with θ1 = 30� and θ2 = 55� where the lengths of the first and
second face are L1 = 50.8 mm and L2 = 25.4 mm, respectively.

Along with the center of the model 19 coaxial thermocouple gauges at 16 different streamwise
locations are mounted. Therefore, several experimental data exist for numerical-to-experimen-
tal comparisons. The test campaign was performed by using high enthalpy air at the free-
stream conditions summarized in Table 1.

The numerical rebuilding was carried out by means of a steady-state two-dimensional
Reynolds-averaged Navier-Stokes (RANS) simulation performed with the commercial CFD
tool Fluent. Air was modeled with a five species chemistry mixture (N2, N, O2, O, NO) in

Figure 2. Test bed configuration with quotes.

Parameter M7_8

Stagnation enthalpy (MJ/kg) 8.0

Mach 7.14

Static temperature (K) 710

Static pressure (kPa) 0.780

Velocity (m/s) 3812

Density (kg/m3) 0.0038

Unit Reynolds number (106/m) 0.435

Table 1. Free-stream conditions of experiment.
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thermo-chemical non-equilibrium conditions. Turbulence has been taken into account with the
k�ω SST model. The wall was assumed isothermal (Tw = 298 K) and noncatalytic; while, in
order to take into account the effects of the boundary layer transition, a trade-off analysis was
undertaken (and not shown here for simplicity) in order to determine a proper flow transition
location (xtr) to fix along with the first ramp. Results highlighted that xtr = 58% L1 is a viable
option. Further details about the numerical setting can be found in Ref. [10].

A structured multiblock mesh of 433 � 707 points was considered to solve for complex flow
structure past the test bed. In particular, a great deal of care was taken in grid development. In
fact, the distribution of grid points has been dictated by the level of resolution desired in
various areas of the computational domain such as SSI, triple points, shear layer and
recirculation region. An example of the computational grid is provided in Figure 3.

As far as numerical results are concerned, Figure 4 shows the qualitative comparison between
experimental data (i.e., Schlieren image) and the Mach isolines.

As one can see, CFD results compare rather well with the Schlieren. Indeed, the numerical
flowfield presents the same structure as pointed out by the experimental data, as the triple
point, due to a strong shock that originates ahead the recirculation bubble, the reattachment
shock and the shear layer.

Results comparison in terms of pressure and heat flux distribution is presented in Figure 5,
where measures available for the heat flux are also provided.

As shown, the computed heat transfer is within the experimental uncertainty upstream of the
separation point at xtr = 58% L1 (i.e., x = 27 mm); while rather good agreement with experiment
is observed over the second wall of the double wedge, where the heat flux and pressure
overshoots take place due to the shear layer impingement.

Figure 3. An example of the computational grid.
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In particular, Figure 5 points out that CFD predicts well the recirculation bubble and the peak
heat transfer location, but the numerical value is about 43% of that measured during the
experiment [10].

Regarding pressure distribution, it is noticeable the pressure increase behind the separation
shock on the first ramp. Then, a pressure overshoot, located just downstream of the reattachment
point, is predicted on the second ramp. This is typical for the Edney type IV interaction. After the
peak, the pressure suddenly drops toward the asymptotic pressure due to the strong expansion
at the end of ramp [10].

3. Launcher aerodynamic appraisal

The launcher vehicle features a hummer head cylinder, as main body, with two boosters, see
Figure 6. Non-dimensional aeroshape sizes are also reported in figure, being L the launcher

Figure 5. Heat flux and pressure profiles. Comparisons with experimental data.

Figure 4. Comparison between Schlieren image and Mach isolines with streamtraces.
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thermo-chemical non-equilibrium conditions. Turbulence has been taken into account with the
k�ω SST model. The wall was assumed isothermal (Tw = 298 K) and noncatalytic; while, in
order to take into account the effects of the boundary layer transition, a trade-off analysis was
undertaken (and not shown here for simplicity) in order to determine a proper flow transition
location (xtr) to fix along with the first ramp. Results highlighted that xtr = 58% L1 is a viable
option. Further details about the numerical setting can be found in Ref. [10].

A structured multiblock mesh of 433 � 707 points was considered to solve for complex flow
structure past the test bed. In particular, a great deal of care was taken in grid development. In
fact, the distribution of grid points has been dictated by the level of resolution desired in
various areas of the computational domain such as SSI, triple points, shear layer and
recirculation region. An example of the computational grid is provided in Figure 3.
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separation point at xtr = 58% L1 (i.e., x = 27 mm); while rather good agreement with experiment
is observed over the second wall of the double wedge, where the heat flux and pressure
overshoots take place due to the shear layer impingement.

Figure 3. An example of the computational grid.
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In particular, Figure 5 points out that CFD predicts well the recirculation bubble and the peak
heat transfer location, but the numerical value is about 43% of that measured during the
experiment [10].

Regarding pressure distribution, it is noticeable the pressure increase behind the separation
shock on the first ramp. Then, a pressure overshoot, located just downstream of the reattachment
point, is predicted on the second ramp. This is typical for the Edney type IV interaction. After the
peak, the pressure suddenly drops toward the asymptotic pressure due to the strong expansion
at the end of ramp [10].
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The launcher vehicle features a hummer head cylinder, as main body, with two boosters, see
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height. As shown, the aeroshape under investigation also features a central core stage with a
remarkable boat-tail configuration, which ends in correspondence of booster stage. The fairing
diameter is 16% launcher height, while that of booster is equal to 0.076 L. The booster length is
40% of whole launcher’s height [11].

Aerodynamic data for launcher are provided in the Body Reference Frame (BRF), as illustrated
in Figure 7 [11]. In this figure, aerodynamic force and moment coefficients are also provided,
with sign convention according to the ISO norm. 1151.

The global aerodynamic force F
!
and momentM

!
acting on the launcher are expressed in BRF as

follows:

F
!¼ �FAbi þ FYbj � FNbk

� �
¼ Sref q∞ �CA

bi þ CY
bj � CN

bk
� �

(1)

M
!¼ Mlbi þMmbj þMn

bk
� �

¼ Sref q∞Lref Clbi þ Cmbj þ Cn
bk

� �
(2)

Figure 6. The launcher configuration.

Figure 7. The body reference frame according to the ISO 1151.
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where CA is the axial force coefficient, CY the transverse force coefficient, CN the normal force
coefficient, Cl = CMx the rolling moment coefficient, Cm = CMy the pitching moment coefficient,

Cn = CMz the yawing moment coefficient, bi;bj;bk
� �

are the reference unit vectors, Sref the refer-

ence surface, Lref the reference length (see Figure 6), and q∞ the free-stream dynamic pressure.

The definition of force and moment coefficients is:

Ci ¼ Fi
Sref q∞

i ¼ A,Y,N (3)

Ci ¼ Mi

Sref q∞Lref
i ¼ l, m, n (4)

where ρ∞ is the atmospheric density and V∞ the speed relative to air, and the reference
quantities (see Figure 6) are:

Lref ¼ 0:16L (5)

Sref ¼
πL2ref
4

(6)

The present preliminary assessment, however, focuses on the longitudinal aerodynamic only,
i.e., CA, CN and Cm are addressed. Aerodynamic coefficients are important at system level for
the assessment of launcher general loading determinations, performances and, as well as,
control. For instance, performances studies use the axial force coefficient CA since this aerody-
namic force opposes to the vehicle movement. Further, the launcher control needs the evalua-
tion of the aerodynamic moment at the CoG since the control software changes the rocket’s
thrust direction in order to null global incidence of the vehicle, except during maneuvers.
Anyway, considering that propellants are constantly consumed along the ascent flight, the
CoG location is continuously changing too. Therefore, it is preferred to provide aerodynamic
moments at a conventional location, namely moment reference center (MRC), see Figure 7. The
relationship for the pitching moment coefficient evaluation, passing from MRC to CoG, reads:

Cmð ÞCoG ¼ Cmð ÞMRC þ CN
Δx
Lref

� CA
Δz
Lref

(7)

where Δx = xCoG� xMRC and Δz = zCoG� zMRC are evaluated in the Layout Reference Frame
(LRF), as shown in Figure 8.

The flow regime investigated for launcher aerodynamic appraisal during ascent encompasses
subsonic, transonic-supersonic and hypersonic regimes.

In the present research effort, the range 0.5 ≤ M∞ ≤ 5 is investigated. Indeed, launcher aerody-
namics has been addressed considering four Mach numbers, namely 0.5, 1.1, 2.5, and 5, at three
angle of attacks, i.e., α = 0, 5, and 7�, as summarized by the CFD test matrix in Table 2. Therefore,
Eulerian and Navier-Stokes 3D CFD computations have been carried out on several unstruc-
tured hybrid meshes and in motor-off (i.e., without the effect of rocket plume) conditions.
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namics has been addressed considering four Mach numbers, namely 0.5, 1.1, 2.5, and 5, at three
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Engineering-based aerodynamic analyses were also performed by using a 3D Panel Method
(PM) code, namely Surface Impact Method (SIM), developed by CIRA [12]. This tool is able to
accomplish the supersonic and hypersonic aerodynamic and aerothermodynamic analyses of
complex vehicles configuration by using simplified approaches as local surface inclination
methods and approximate boundary-layer methods, respectively. Surface impact methods

Figure 8. The layout reference frame.

α (�) Mach

0.5 1.1 2.5 5

0 E E E E

5 E E E, NS E, NS

7 E E E E

E: Eulerian CFD; NS: Navier-Stokes CFD.

Table 2. The CFD test matrix.
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typical of Hypersonics, are Newtonian, Modified Newtonian, Tangent cone and Tangent
Wedge theories [4].

A typical mesh surface that has been used for the engineering-level computations is shown in
Figure 9. Some engineering-based aerodynamic results for axial and normal force coefficient
are provided in both Figures 17 and 19, respectively.

On the other hand, the mesh domains for subsonic and sup-hypersonic speed flow simulations
are shown in Figures 10 and 11, respectively [13].

As on can see, a square brick wide 20 body length upstream, downstream, upward and
downward the launcher is considered to assure farfield unperturbed free-stream flow condi-
tions at subsonic speed. Indeed, in this flow regime (i.e., elliptic flow), disturbances due to the

Figure 9. Panel code mesh for sup-hypersonic aerodynamics.

Figure 10. Overview of the hybrid mesh domain for subsonic speed.
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body influence flow everywhere since they are propagated upstream via molecular collisions
at approximately the speed of sound. Therefore, the computational domain must be wide
enough to avoid interferences between flowfield and farfield boundary conditions.

At supersonic speed, however, a shock wave appears at launcher leading edge (i.e., hyperbolic
flowfield) because of, when flow moves faster than the speed of sound, disturbances cannot
work their way upstream but coalesce forming a standing wave, namely bow shock. As a
result, the computational domain is quite narrow, as shown in Figure 11.

CFD results of the preliminary assessment of launcher aerodynamics are summarized from
Figures 12–21. For instance, Figure 12 shows the pressure distribution expected on the surface
of the launcher flying at M∞ = 0.5 and α = 5�. Flow compression that takes place for this flight
conditions at the stagnation regions of launcher fairings and of boosters’ conical forebody is
clearly shown. A recompression zone at the beginning of the cylindrical trunk, just after the
fairings, and on that close to the boosters’ forebody can be noted as well.

Results for numerical investigations at higher Mach numbers are provided in Figure 13. Here,
an overview of pressure coefficient (Cp) distribution on launcher symmetry plane and surface
is provided for M∞ = 2.5 and α = 5�.

Flow streamtraces on the symmetry plane are reported as well [13]. This CFD computation is
carried out with SST k-ω turbulence flow model and for cold wall boundary condition (i.e.,
Tw = 300 K).

Results in Figure 13 highlight a complex flowfield past the launcher due to the flow separation
bubble at fairing boat-tail and the effect of fuselage/booster SSI and SWIBLI. For instance, after
compression at conical flare of main fairings the flow undergoes to expansions that align it along
with the constant cross section part of hammerhead. Hence, at the end of fairings another strong
expansion takes place to accommodate the flow to the variation in launcher cross section (i.e.,
narrow cross section due to fairing boat-tail). Then, a shock wave arises at the beginning of the
cylindrical trunk, just after the fairings, to redirect the flow along with the launcher wall.

Flow complexity increases further in the region close to the boosters leading edges, as also shown
in Figure 14. This figure provides an overview of pressure coefficient distribution on launcher

Figure 11. Overview of a hybrid mesh domain for sup-hypersonic CFD simulations.
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Figure 13. Overview of Cp distribution on symmetry plane and launcher at M∞ = 2.5 and α = 5�.

Figure 12. Pressure coefficient at M∞ = 0.5 and α = 5�.
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Figure 12. Pressure coefficient at M∞ = 0.5 and α = 5�.

Launcher Aerodynamics: A Suitable Investigation Approach at Phase-A Design Level
http://dx.doi.org/10.5772/intechopen.70757

101



aeroshape with skin friction lines. As one can see, in the region close to the boosters’ leading
edges, complex SSI and SWIBLI phenomena take place. They result in higher thermo-mechanical
loads (i.e., local pressure and thermal overshoots) on the launcher wall that must be carefully
addressed in the vehicle design [13].

The effect of SSI between launcher and booster at M∞ = 5 and α = 0� flight conditions is clearly
highlighted by the pressure overshoots shown at about x = 26 m in Figure 15. As one can see,
also at those flight conditions complex flowfield interaction phenomena are expected.

Figure 14. Contours of Cp with skin friction lines on launcher aeroshape at M∞ = 2.5 and α = 5�.

Figure 15. Profiles of Cp on launcher and booster centerlines at M∞ = 5 and α = 0�.
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Figure 16. Axial force coefficient versus Mach at different AoA, namely α = 0, 5, and 7�.

Figure 17. CA versus AoA at M∞ = 2.5 and 5. Comparison between PM and CFD results.

Figure 18. Normal force coefficient versus Mach at different AoA, namely α = 0, 5, and 7�.
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As far as aerodynamic coefficients are concerned, results for launcher axial force, normal force
and pitching moment coefficients are summarized from Figures 16–21. For instance, Figure 16
shows the axial force coefficient versus Mach number at different AoA, namely α = 0, 5, and 7�.
As one can see, CA does not significantly change passing from 0 to 7� AoA at each considered
Mach number.

On the contrary, the effect of flow compressibility is remarkable, as expected. Indeed, the
strong increase to which undergoes the axial aerodynamic force, when M∞ becomes transonic,
is due to the wave drag contribution, as expected. Nevertheless, this contribution tends to be
less strong as Mach number goes toward hypersonic speed conditions considering that the
shock becomes weak due to the streamlined vehicle aeroshape (i.e., high inclined shock to
assure a narrow shock layer).

The variation of CA versus the angle of attack, α, at M∞ = 2.5 and 5 is provided in Figure 17,
where a comparison between SIM and CFD results is also available. As shown, engineering
and numerical results compare rather well, thus confirming the reliability of the panel methods
outcomes [14].

Regarding normal force coefficient results, Figure 18 highlights that, for each Mach number,
CN features a quite linear slope as α increases up to 7� AoA. In addition, in this case,

Figure 19. CN versus AoA at M∞ = 2.5 and 5. Comparison between PM and CFD results.

Figure 20. Pitching moment coefficient versus Mach at different AoA, namely α = 0, 5, and 7�.
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compressibility effect influences launcher normal force by means of different curve slopes for
each Mach number. Results comparison between SIM and CFD is provided in Figure 19 at
M∞ = 2.5 and 5.

As one can see, the reliability of the panel methods outcomes is still confirmed.

The vehicle pitching moment coefficient features a behavior quite close to that described for
the CN, but with a strong pitch down detected moving toward M∞ = 5.

Note that both CN and Cm at α = 0� are null due to the symmetric launcher aeroshape.

Finally, the axial coefficient breakdownatM∞ = 5 andα = 0� is shown in Figure 21. Here the lumped
contributions of launcher fairings, boat-tail, core, cylinder, and base, as well as of booster fuse and
base are recognized. As one can see, launcher fairings contribute to about 68% of total drag
coefficient; while this percentage for booster fuselage and base is close to 21 and 5%, respectively.

4. Conclusion

In this research effort launcher aerodynamic design activities at phase-A level are described.

The goal is to address the preliminary aerodynamic database of a typical launch vehicle
configuration as input for performances evaluations as well as launcher control, sizing, and

Figure 21. CA breakdown at M∞ = 5 and α = 0�.
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As far as aerodynamic coefficients are concerned, results for launcher axial force, normal force
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compressibility effect influences launcher normal force by means of different curve slopes for
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staging dynamics. To this end, both reliable engineering-based and steady-state computational
fluid dynamics, with both Euler and Navier-Stokes approximations, are carried out at several
Mach numbers, vehicle attitude conditions, and in motor-off conditions. In particular, launcher
aerodynamic performance is provided in terms of axial, normal and pitching moment coeffi-
cients. Numerical results point out that the axial force coefficient does not significantly change
passing from 0 to 7� angle of attack at each considered Mach number; while the effect of flow
compressibility is remarkable. Regarding normal force coefficient, results highlight that, for
each Mach number, it features a quite linear slope as the angle of attack increases up to 7�.
Finally, the behavior of the vehicle pitching moment coefficient is quite close to that described
for the normal force coefficient, but a strong pitch down is detected when launcher speed
becomes hypersonic.
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staging dynamics. To this end, both reliable engineering-based and steady-state computational
fluid dynamics, with both Euler and Navier-Stokes approximations, are carried out at several
Mach numbers, vehicle attitude conditions, and in motor-off conditions. In particular, launcher
aerodynamic performance is provided in terms of axial, normal and pitching moment coeffi-
cients. Numerical results point out that the axial force coefficient does not significantly change
passing from 0 to 7� angle of attack at each considered Mach number; while the effect of flow
compressibility is remarkable. Regarding normal force coefficient, results highlight that, for
each Mach number, it features a quite linear slope as the angle of attack increases up to 7�.
Finally, the behavior of the vehicle pitching moment coefficient is quite close to that described
for the normal force coefficient, but a strong pitch down is detected when launcher speed
becomes hypersonic.
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Abstract

To efficiently model fluid-thermal-structural problems for thermal protection design of 
hypersonic vehicles, a framework of Hypersonic Computational Coupling Dynamics 
(HyCCD) software integrates an independently developed program solving hypersonic 
aerthermodynamic simulation with a finite element analysis professional software. With 
the mathematical and physical description of multi-physics coupling mechanism, the 
corresponding efficient coupling strategies were proposed. Some representative coupling 
problems encountered in hypersonic vehicle were systematically analyzed to study the 
intrinsic fluid-thermal-structural coupling characteristics and mechanisms. The results 
can theoretically and technically support the studies on comprehensive performance 
assessment and optimization of thermal protection system and static or dynamic aero-
thermoelastic problem of hypersonic vehicles.

Keywords: hypersonic vehicle, multi-physics coupling, aerothermodynamics, 
aerothermoelasticity, thermal protection system

1. Introduction

In recent years, with the ramjet engine matures and scramjet engine has achieved remarkable 
progress, a new-generation hypersonic vehicle powered by air-breathing engine has attracted 
widespread concerns in the international community and has become the focus of the future 
development in the field of aerospace. However, the development of this new generation 
air-breathing hypersonic vehicle faces many new key issues and requires great progresses in 
aerodynamics, structure thermal protection, propulsion technology and flight control [1, 2].

The sustained long-range maneuverable flight in the near-space atmosphere within a wide 
Mach range makes the experience of aerodynamic environment surrounding the hypersonic 
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vehicles extremely complicated, which is characterized as complex flow fields, high enthalpy 
and long duration aeroheating with medium/low heat flux. Also, the interaction between 
the aerodynamic force/aeroheating flux of the external flow field and the heat transfer/ther-
mal stress/deformation and other physical field of the internal physical field in the thermal 
protection system (TPS) will become extremely strong. Furthermore, the massive applica-
tion of lightweight flexible materials and large thin-walled structure, especially the flight 
control rudder and other components will lead to another problem of aerothermoelasticity 
[3], which should consider the influence of sustained aeroheating. Therefore, the coupling 
between multi-physics such as flow field, heat and structure should be taken into account for 
a new-generation air-breathing hypersonic vehicle with the ability of hypersonic long-range 
maneuverable flight in the near-space atmosphere.

This chapter is to systematically study and analyze the coupling characteristics and mech-
anism of multi-physics coupling problems such as fluid-thermal-structural coupling of 
hypersonic vehicle, to construct a reasonable multi-physics coupling model, and to propose 
effective coupling analysis strategy based on computational fluid dynamics (CFD), computa-
tional thermodynamics (CTD) and computational structural dynamics (CSD), so as to provide 
theoretical support and analysis tools for further study of non-ablative thermal protection, 
aerothermoelasticity and other key issues. The following sections will focus on the modeling 
and analysis of several representative multi-physics coupling problems encountered on the 
fuselage, inlet, and wing of hypersonic vehicles.

2. The description of multi-physics coupling problem

As shown in Figure 1, the multi-physics coupling problem mainly involves fluid and solid 
in which a complex physical process takes place between aerothermodynamics within the 
fluid and thermo-structural dynamics within the solid through a fluid-solid coupling inter-
face. From the view of systematic engineering, the multi-physics coupling problem consti-
tutes a multi-physics, multi-size, and multi-variable coupling system with high coupling 
complexity. In the coupling system, aerothermodynamic is the active motivation includ-
ing the coupling of aerodynamic force and aerodynamic heat, while the thermo-structural 
dynamics is the passive response including the coupling of heat transfer, thermal stress 
and deformation.

The high complexity of multi-physics coupling problems makes it very difficult to estab-
lish a complete coupling model simultaneously considering all the coupling relations 
and factors. It is necessary to split the problem into different coupling levels according 
to physical environment characteristics and the engineering application background. For 
the blunt leading edge and the fuselage with large heat insulation areas with large rigid-
ity, the structural deformation is relatively weak and can be ignored so that the multi-
physics coupling problem can reduce to fluid-thermal coupling problem or fluid-solid 
conjugate heat transfer problem. However, the structural deformation of some structures 
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with low rigidity is no longer negligible and induces thermal stress and thermal defor-
mation while the fluid-thermal-structural coupling problem mainly characterized as the 
coupling between aerodynamic force/heat and heat transfer/thermal stress/deformation. 
In particular, the aerothermoelastic problem behaves more prominently for the large 
thin-walled flexible structures such as the wings and flight control rudders in which the 
fluid-thermal-structural coupling should consider the inertial effect and vibration of the 
structures.

The modeling of so-called multi-physics coupling problem mainly refers to constructing the 
mathematical-physical model to describe the coupling behavior of the multi-physical fields, 
namely, the partial differential equation systems (PDEs) to describe the multi-physics cou-
pling problem and the corresponding initial/boundary conditions. And then, the analysis is 
to solve the partial differential equations by numerical simulation method to obtain the physi-
cal properties and behaviors. This modeling and analysis can generally be divided into two 
different types [4, 5], that is, the monolithic coupling approach and the partitioned coupling 
approach. According to the characteristics of multi-physics coupling problems, the global 
strategy for modeling and analysis is shown in Figure 2. The monolithic coupling approach 
is used respectively for the aerodynamic force/heat coupling within the fluid and the thermo-
structural dynamic problems within the solid. In contrast, the partitioned coupling approach 
is applied for the fluid-thermal coupling and fluid-thermal-structural coupling problem 
through the fluid-solid coupling interface.

Figure 1. Coupling mechanism of multi-physics coupling problems for hypersonic vehicle.

Figure 2. Global strategy for modeling and analysis approaches.
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3. Modeling and analysis of flow-thermal coupling problem

The coupling mechanism of fluid-thermal coupling problem (or fluid-solid conjugate heat 
transfer problem) is a physical process of interaction between aeroheating within the fluid 
and the heat transfer within the solid through the fluid-solid coupling interface. When the 
vehicle flies at hypersonic speed within the atmosphere, it will face strong aeroheating due 
to strong shock compression and viscous friction. A part of aerodynamic heat flux radiates 
from the surface while the remaining transfers to the internal structure. The heat into the solid 
structure is closely related to the structure layout, material properties and various heat trans-
fer boundaries of radiation and convection within the solid, thus forming specific heat dis-
tribution characteristics within the solid structure in the form of transient temperature field 
distribution. Meanwhile, the heat distribution characteristics within the solid structure, in 
turn, also restricts aeroheating further entering the internal solid structure through the varia-
tion of the wall temperature. It represents a strong two-way coupling relationship between the 
aeroheating environment of the external flowfield and the thermal response of internal solid 
structure. The aeroheating environment as thermal load is active excitation, which changes 
continuously along the flight trajectory so that the fluid-thermal coupling problem appears as 
a sustained non-transient physical coupling process.

This coupling process involves three different time scales, that is, the characteristic time of the 
dynamic flight trajectory, the characteristic time of the flow response and the characteristic time 
of the structural thermal response. Research and development of the coupling analysis strategy 
should take full account of the obvious difference in the above time scales. Two concepts are 
introduced herein: (1) static flight trajectory, which refers to the flight state (height, speed and 
angle of attack) remaining constant over time; and (2) dynamic flight trajectory, which refers to 
the flight state (height, speed and angle of attack) changing continuously over time.

3.1. Coupling analysis strategies based on static flight trajectory

3.1.1. Loosely-coupled analysis strategy

For hypersonic fluid-thermal coupling problems, in most cases, the characteristic time scale 
of structural thermal response is much longer than that of the flow response. Thus, the 
flow response can be assumed to be frozen over time compared with the structure thermal 
response. In other words, when the hypersonic flow is disturbed at certain time, a steady state 
can be reached instantaneously without relaxation process. Based on this physical assump-
tion, the partitioned coupling method by calculating the steady flowfield and the transient 
structure heat transfer respectively is a good approximation, which can greatly improve the 
computational efficiency of coupling analysis.

A loosely-coupled analysis strategy for hypersonic fluid-thermal coupling problem based 
on static flight trajectory [6] is shown in Figure 3. ∆tF is the flowfield calculation time 
step, ∆tT is the structure heat transfer calculation time step. ∆tC is the coupling calculation 
time step, which can be set as several times of the structure heat transfer calculation time 
step, that is ∆tC = n ∙ ∆tT (n = 1, 2, 3, ⋯). The interface coupling relations are achieved by the  
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Dirichlet-Neumann model [7], which has been validated for the fluid-thermal coupling prob-
lem solved by partitioned coupling method.

The loosely-coupled analysis strategy can be summarized as follows:

1. At the initial time t0, an initial constant temperature or temperature field distribution 
is firstly given to the solid structure, and then the temperature distribution of the solid 
structure on the fluid-solid coupling interface is transferred to the fluid domain as a Dir-
ichlet boundary condition of the flowfield calculation by the interface information transfer 
method.

2. By calculating the steady flowfield within the fluid domain based on the imposed bound-
ary condition of temperature, wall heat flux distribution of the steady flowfield can finally 
be obtained.

3. The wall heat flux distribution of the steady flowfield is transferred to the solid domain as the 
Neumann boundary condition for the heat transfer calculation of the solid structure by the 
interface information transfer method.

4. Calculation of transient heat transfer from t0 to t0 + ∆tC within the solid domain can be done 
based on the imposed heat flux boundary conditions to obtain the solid structure tempera-
ture field distribution at t0 + ∆tC.

5. The solid structure wall temperature distribution at time t0 + ∆tC is transferred to the fluid 
domain as the Dirichlet boundary condition for the flowfield calculation by the interface 
information transfer method.

6. When the calculation in one coupling time step has been completed, the calculation will 
continue in the next time step until all the time steps are covered.

Figure 3. Loosely-coupled analysis strategy for fluid-thermal coupling problems.
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3.1.2. Tightly-coupled analysis strategy

In the loosely-coupled analysis strategy, only one information exchanges between the fluid 
and the solid in each coupling calculation time step, and thus the coupling calculation is rela-
tively efficient. However, this loosely-coupled analysis strategy does not strictly satisfy time 
synchronization of interface coupling relations, which reduces the accuracy of coupling calcu-
lation. On the basis of the above loosely-coupled analysis strategy, the sub-iteration strategy 
can be introduced to each coupling calculation time step, which allows multiple information 
exchanges between the fluid and the solid. The time marching calculations of flowfield and 
structure heat transfer are repeated until the convergence, and then calculation will continue 
in the next coupling time step, which forms a tightly-coupled analysis strategy. Obviously, 
the tightly-coupled analysis strategy improves the accuracy of the coupling calculation, but it 
requires additional sub-iteration calculation which decreases the calculation efficiency.

Figure 4 shows the tightly-coupled analysis strategy of hypersonic fluid-thermal coupling 
problem based on static flight trajectory. The tightly-coupled strategy adds a step to repeat 
step (2) to step (5) until the convergence is satisfied.

3.2. Coupling analysis strategy based on dynamic flight trajectory

If the flight trajectory of the vehicle varies continuously over time, the influence of the flight 
trajectory variation should be considered in the coupling analysis. As the flight trajectory 
variation is the macroscopic motion of the vehicle as a rigid body and the time span of the 
continuous flight is large, the flight trajectory variation over time is relatively slow. Therefore, 
the time scale of affecting aeroheating characteristics is much larger than the coupling time 
scale between the flowfield and the heat transfer. A coupling analysis strategy for hypersonic 
fluid-thermal coupling problem based on dynamic flight trajectory is then shown in Figure 5.

Figure 4. Tightly-coupled analysis strategy for fluid-thermal coupling problems.
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It is to discretize the fluid-thermal coupling problem of the sustained dynamic flight trajec-
tory into a set of fluid-thermal coupling problems of quasi-static flight trajectories in chrono-
logical order. The details are listed below:

1. The flight trajectory of the vehicle is regarded as a continuous flight state function in the 
time domain. The appropriate time step ∆tP is selected to discretize the flight trajectory into 
a series of discrete flight state point (H, Ma, α)i and the duration of each discrete flight state 
point is in which the internal flight conditions remain constant, set as the average of flight 
conditions at the starting point and at the ending point of the discrete flight state.

2. During ∆tP of each discrete flight state, the problem is regarded as the fluid-thermal cou-
pling problem based on the static flight trajectory. The appropriate coupling calculation 
time step ∆tC = ∆tP/n (n = 1, 2, 3, ⋯) is selected.

3. After the coupling calculation of one discrete flight state point, the coupling calculation 
of the next discrete flight state point in time order will be done until the end of the entire 
flight.

3.3. Fluid-thermal coupling analysis of hypersonic vehicle

The geometry of hypersonic vehicle model is shown in Figure 6. The head part is made 
of C/C composites, and the rest of fuselage is made of TB6 titanium alloy. The integrated 
analysis program platform Hypersonic Computational Coupling Dynamics (HyCCD) for 

Figure 5. Coupling analysis strategy based on dynamic trajectory.
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hypersonic fluid-thermal coupling problem is realized by integrating hypersonic aerother-
modynamic numerical simulation program Hypersonic Computational Fluid Dynamics 
(HyCFD) and the finite element heat transfer analysis software (ANSYS Mechanical APDL). 
The external CFD computational grid is multi-block structured grid, the internal FEM grid 
is unstructured grid.

The actual flight of hypersonic vehicles usually includes climbing, cruise and descending. 
A simple flight trajectory is assumed here, as is shown in Figure 7. The flight time along 
the trajectory is 210 s, 0–50 s for climbing, 50–150 s for cruise and 150–210 s for descending. 
The discrete time step of the selected flight trajectory is ∆tP = 5 s, and the flight trajectory is 
divided into 42 discrete flight states. The loosely-coupled analysis strategy is used for the 
fluid-thermal coupling analysis, and the fluid-solid coupling time step is ∆tC = 5 s. The chemi-
cal non-equilibrium gas model is used for flowfield calculation. Non-catalytic wall is selected 
as the boundary condition. The initial temperature is 300 K, the inner wall temperature keeps 
at 300 K during the flight, and the outer wall emissivity is ε = 0.8.

Figure 7. The dynamic flight trajectory and its discretization.

Figure 6. The geometric shape and CFD/FEM computational grid.
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Figure 8 shows the wall temperature at the leading edge stagnation point of the symmetric 
plane along the dynamic trajectory. The wall temperature evolution without considering 
the wall radiation effect is also given in the figure for comparison. It can be seen that: (1) 
from the starting point t = 0 s to the cruise state t = 50 s, the wall temperature of the structure 
gradually increases while the aeroheating capacity of the external flowfield rises gradually 
due to the increasing flight speed, and thus more and more aerodynamic heat is transferred 
into the internal solid structure through the interface. The solid structure keeps storing 
heat; (2) during the cruise t = 50–150 s, although the flight conditions no longer change and 
the aeroheating capacity of the external flowfield remains constant, aerodynamic heat is 
still continuously transferred into the internal structure due to the fluid-solid heat transfer 
coupling effect. The solid structure still keeps storing heat. Meanwhile, as the wall temper-
ature continues to rise, less and less aerodynamic heat will be transferred into the internal 
structure. If the cruise flight time is long enough, the fluid-solid heat transfer coupling will 
eventually reach equilibrium; and (3) in descending t = 150–210 s, the flight speed begins to 
decrease, the aeroheating capacity begins to weaken while the wall temperature has been 
extremely high, reaching the temperature peak along the entire trajectory. The solid struc-
ture begins to release heat, and thus the wall temperature decreases gradually.

Figure 9 show the temperature distribution of I-I cross-section (see Figure 8) within the 
solid structure, intuitively presenting how the temperature distribution within the struc-
ture changes with the dynamic trajectory. It should also be noted that the heat distribution 
and transmission within the structure will change with the trajectory of the vehicle, thus 
exhibiting dynamic multi-field coupling spatial-temporal characteristics. It is an effective 

Figure 8. The wall temperature at stagnation point of the symmetric plane leading edge.
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to optimize the integrated design of thermal protection and to study new concepts and 
methods of thermal protection by accurately predicting and analyzing the temporal and 
spatial distribution characteristics and the transmission of heat within the vehicle solid 
structure for guidance.

The preliminary analysis and research on coupling characteristic and influencing factors of 
the hypersonic fluid-thermal coupling problem reveal the spatial-temporal distribution  
characteristics of the fluid-solid heat transfer coupling and the influence of wall radiation effect 
on the sustained flight conditions. There is a close coupling between the aeroheating of the 
flowfield and the heat transfer of the structure. The heat distribution and transfer within the 
structure change with the dynamic trajectory, which displays the spatial and temporal charac-
teristics of multi-physics coupling. The integrated analysis method and the program platform  

Figure 9. The temperature distribution of the I-I section plane within the solid structure. (a) t = 25 s, (b) t = 55 s, (c) t = 100 s, 
(d) t = 150 s, (e) t = 180 s, and (f) t = 210 s.
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HyCCD can effectively predict and analyze the thermal response characteristics and principals 
of the solid rigid structures inside the hypersonic vehicle under sustained flight conditions. The 
accurate prediction and analysis will be an effective way to optimize thermal protection design 
and to study new concepts and methods of thermal protection system of hypersonic vehicles.

4. Modeling and analysis of fluid-thermal-structural coupling problem

During the sustained flight of an actual hypersonic vehicle within the atmosphere, the strong 
two-way coupling of aerothermal environment with thermal response within solid structures 
causes the heat distribution in the form of transient temperature field. It not only has dynamic 
effects on the properties of solid structures also causes thermal stress due to the temperature 
gradient. Meanwhile, the resultant thermal strain from the thermal stress influences the heat 
distribution through the deformation of the solid structures. The large structural deforma-
tion even affects the aerodynamic forces/heat in the external flowfield. On the other hand, 
the aerodynamic forces lead to the structural stress and structural within solid structures, 
which can also affect aerodynamic forces/heat in the external flowfield in the form of struc-
tural deformation.

The fluid-thermal-structural coupling model is shown in Figure 10. The volumetric coupling 
of the aerodynamic forces and aerodynamic heat of the flowfield within the fluid is described 
by unified fluid governing equations, which is solved by computational fluid dynamics 
(CFD) to obtain the parameters of aerodynamic forces/heat. The thermal load (wall heat flux 
q) and force load (wall pressure p) are imposed on the solid through the fluid-solid coupling 
interface. Within the solid, the thermal response is described by governing equations of heat 
conduction, while the stress/strain are described by governing equations of thermoelastics. 

Figure 10. Fluid-thermal-structural coupling model.
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Considering the effects of the temperature-deformation coupling, the parameters within the 
solid can be obtained by solving the governing equations of heat conduction and thermoelas-
tics with HyCCD platform. The temperature condition (the wall temperature T) and struc-
tural deformation condition (the surface displacement u) are provided for the fluid through 
the fluid-solid coupling interface.

4.1. Coupling analysis strategies based on static flight trajectory

4.1.1. Loosely-coupled analysis strategy

The loosely-coupled analysis strategy for the fluid-thermal-structural coupling problem on 
the basis of the static trajectory is shown in Figure 11. ∆tF is the time step in flow-field calcula-
tion, ∆tTS is the time step in thermal-structure volumetric coupling calculation of solid; ∆tC is 
the time step in fluid-solid coupling surficial calculation and can be set as several times the 
time step in thermal-structure volumetric coupling calculation of solid, that is ∆tC = n ∙ ∆tTS (
n = 1, 2, 3, ⋯).

The loosely-coupled analysis strategy can be summarized as:

1. At the initial time t0, an initial constant temperature or temperature field distribution as 
well as the initial load and displacement constraints is given to the solid structure first. 
Then the wall temperature and displacement of the solid structure are transferred to the 
fluid domain by the information transfer method of the interface. The wall temperature 
is used for the boundary condition in the flowfield calculation, while the displacement is 
used to update the flow-field grid;

2. By calculating the steady flowfield in the fluid domain based on the imposed boundary 
condition of temperature and the updated flow-field grid, the wall heat flux and the wall 
pressure can finally be obtained;

3. The wall heat flux and the wall pressure of the steady flowfield are transferred to the solid 
domain as the heat load and force load respectively for the thermo-structural dynamic 
calculation of solid by the information transfer method of the interface;

4. Transient thermo-structural dynamic calculation can be done in the solid domain based 
on the imposed heat and force load to obtain the response parameters of the solid struc-
tural heat/force coupling as the time advances from t0 to t0 + ∆tC and finally reaches 
t0 + ∆tC;

5. The wall temperature and displacement of the solid structure at t0 + ∆tC are transferred to 
the fluid domain by the information transfer method of the interface. The wall temperature 
is used for the boundary condition for flowfield calculation, while the displacement is used 
to update the flow-field grid;

6. When the calculation in one coupling time step has been completed, the calculation will 
continue in the next time step until all the time steps are covered.
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4.1.2. Tightly-coupled analysis strategy

By introducing sub-iteration into each computational time step of coupling in the loosely-
coupled analysis strategy, the tightly-coupled analysis strategy for fluid-thermal-structural 
coupling problems based on the static trajectory is shown in Figure 12.

4.2. Coupling analysis strategies based on dynamic trajectory

The coupling analysis strategy is to discretize the sustained dynamic trajectory into a set of a 
finite number of quasi-static trajectories in chronological order.

4.3. Fluid-thermal-structural coupling analysis of inlet cowl leading edge

As for the fuselage-engine-integrated design, the waverider forebody is utilized for pre-com-
pression in order to produce lift and at the same time obtain the flow rate required by the 
engine inlet. In this case, both the waverider forebody and the cowl leading edge are on wind-
ward side where the most severe aeroheating takes place. As shown in Figure 13, the fore-
body precompression oblique shock and the cowl leading edge shock may intersect with each 
other, which leads to shock interaction and thus aggravates aeroheating near the cowl leading 
edge, even more severe than that at the nose leading edge. Case 1 is defined as over-ideal 
state, in which the incident shock enters the cowl and the cowl leading edge is under the far-
field freestream condition. Case 2 is defined as ideal state, in which the incident shock arrives 
exactly at the inlet cowl and interacts with the shock at the cowl leading edge; Case 3 is defined 

Figure 11. Loosely-coupled analysis strategy for fluid-thermal-structural coupling problem.
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Considering the effects of the temperature-deformation coupling, the parameters within the 
solid can be obtained by solving the governing equations of heat conduction and thermoelas-
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as under-ideal state, in which the incident shock outside has not reached the cowl and the cowl 
leading edge is under the downstream shock freestream condition.

The cylindrical leading edge model is used as the inlet cowl leading edge model, which uti-
lize titanium alloy (Ti-6Al-2Sn-4Zr-2Mo) as the material. Sustained coupling calculation time of 
11 seconds is selected for the fluid-thermal-structural coupling calculation and analysis of the 
engine cowl leading edge model; the loosely-coupled analysis strategy is employed for calcu-
lation and its fluid-solid surficial coupling calculation time step adopts the adaptive strategy. 
High temperature chemical non-equilibrium gas model is adopted for the calculation of the 
external fluid domain, non-catalytic wall is selected as the wall catalytic condition. The initial 
temperature for calculation of thermal-structural coupling within the solid domain is 300 K with 
zero initial stress and the reference temperature of thermal stress is 300 K. The aerodynamic 

Figure 13. The shock interaction phenomena near the inlet cowl leading edge.

Figure 12. Tightly-coupled analysis strategy for fluid-thermal-structural coupling problem.
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force/thermal load of the external flowfield are taken into consideration and the wall radiation 
effect is also considered with the surface emissivity ε = 1.0 in the coupling calculation and analy-
sis. A pressure load p∞ = 1197 Pa is imposed on the inner wall, the fixed support is selected for 
both ends of the model.

It can be intuitively seen from Figure 14 that under the effect of the striking of the extremely 
densified heat flux due to shock interaction, the heat rapidly accumulates within the structure 
nearby the struck point, causing a leading increase in the temperature of the point. As the heat 
accumulates at the point over time, the structure temperature is also increasing and at the 
same time the heat is gradually transferred to internal area in depth. Hence, the temperature 
distribution is also gradually expanding from the struck point to internal structure area in 
depth. Simultaneously, the amplitude of overall temperature distribution within the structure 
declines much if wall radiation effect is taken into account because it effectively limits the heat 
entering the internal structure. Figure 15 shows that the earliest stress concentration occurs 
within the structure near the struck point on the wall. The stress distribution is also gradually 
expanding to the internal structure area in depth over time. Simultaneously it is also shown 
that the amplitude of overall stress distribution inside the structure declines if wall radiation 
effect is taken into account.

Figure 14. The structure temperature within the inlet cowl leading edge model.

Figure 15. The structural stress within the inlet cowl leading edge model.
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force/thermal load of the external flowfield are taken into consideration and the wall radiation 
effect is also considered with the surface emissivity ε = 1.0 in the coupling calculation and analy-
sis. A pressure load p∞ = 1197 Pa is imposed on the inner wall, the fixed support is selected for 
both ends of the model.

It can be intuitively seen from Figure 14 that under the effect of the striking of the extremely 
densified heat flux due to shock interaction, the heat rapidly accumulates within the structure 
nearby the struck point, causing a leading increase in the temperature of the point. As the heat 
accumulates at the point over time, the structure temperature is also increasing and at the 
same time the heat is gradually transferred to internal area in depth. Hence, the temperature 
distribution is also gradually expanding from the struck point to internal structure area in 
depth. Simultaneously, the amplitude of overall temperature distribution within the structure 
declines much if wall radiation effect is taken into account because it effectively limits the heat 
entering the internal structure. Figure 15 shows that the earliest stress concentration occurs 
within the structure near the struck point on the wall. The stress distribution is also gradually 
expanding to the internal structure area in depth over time. Simultaneously it is also shown 
that the amplitude of overall stress distribution inside the structure declines if wall radiation 
effect is taken into account.

Figure 14. The structure temperature within the inlet cowl leading edge model.

Figure 15. The structural stress within the inlet cowl leading edge model.
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In general, the aerodynamic force and thermal load have a great impact on the inlet cowl lead-
ing edge, which suffices to cause thermal and dynamic damage to thermal protection struc-
tures despite the short imposing time in actual flight, presenting severe challenge for material 
selection and structure design of thermal protection. As for the air-breathing hypersonic 
vehicles, the impact of shock interaction is common in the surrounding flowfield. Therefore, 
thermal protection design of local leading edges (structures such as the tail and rudders) on 
the windward side wrapped by the nose shocks should be done carefully besides the nose and 
the engine cowl leading edge.

5. Research on structural thermal modals

Aeroelastic problems have been the key in vehicle design, which has gradually become a 
notable obstacle to better vehicle performance with the development of vehicle. Under the 
effect of aeroheating, the temperature rise of a structure leads to variation in physical param-
eters of its material. Also, non-uniform temperature field within the structure causes promi-
nent temperature gradients, which produces subsidiary thermal deformation and thermal 
stress, greatly alters the structural rigidity and thus changes the natural vibration perfor-
mance of the structure. The variation of natural vibration performance due to thermal load 
significantly affects the trim, flutter and control characteristics of the vehicle and these effects 
tend to be unfavorable.

5.1. Thermal modal analysis strategy based on multi-physics coupling

The thermal modal analysis strategy based on multi-physics coupling integration method 
is shown in Figure 16. It can be summarized as: (1) employing the multi-physics coupling 
integration method HyCCD based on CFD, CTD and CSD, transient temperature field and 
stress field within the solid structure along its static or dynamic trajectory are obtained by 
doing hypersonic fluid-thermal-structural coupling analysis according to the coupling analy-
sis strategy described above and (2) thermal rigidity matrix can be constructed by taking 
parameters of thermodynamic state within the solid structure of each time point for coupling 
calculation. Then, the thermal modal characteristics at each time point for coupling calcula-
tion of the solid structure are obtained by solving the generalized eigenvalue problem by 
means of conventional mode analysis method.

5.2. Thermal modal characteristic analysis of a typical hypersonic wing

The thermal modal characteristic analysis under sustained flight of a typical three-dimen-
sional low-aspect-ratio hypersonic wing model is presented in Figure 17. It is a symmetrical 
double edge with the leading edge blunted and small thickness of the trailing edge retained 
to avoid sharp edges. The material has mass density of 4539 kg/m3 and Poisson number of 
0.32 with all the other physical properties varying with temperature. The temperature at ini-
tial time is 300 K with zero initial stress and the reference temperature of thermal stress is 
300 K. Fixed support is adopted at the wing root.
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5.2.1. Thermal modal analysis along the static trajectory

Set the total cruise flight time to 100 s and the flight environment to be 30 km within standard 
atmosphere. Calorically perfect gas model is adopted. The thermal modal is analyzed in both 
the case with zero wing AOA and that with non-zero wing AOA.

Figure 18 presents the first six modal shapes of the hypersonic wing with zero AOA at 
time t = 100 s. It can be seen that the modal shape of each order at time t = 100 s has local 
changes to varying degrees compared to the modal shape at initial time. The first four 
modes generally retain the original modal shapes, while the fifth and the sixth change 
a lot in their modal shapes with the trend towards bending-torsion coupling that usu-
ally leads to vibration of the wing. Therefore, sustained aeroheating has effect on modal 
shapes of higher order more easily for wings that are fixed-supported at root. As AOA 
is gradually increased, the aerodynamic forces and thermal load imposed on lower wing 
surface becomes larger than those imposed on the upper wing surface, which changes 
the thermodynamic state within the wing and thus influences the natural vibration char-
acteristics of the wing. Figure 19 presents the first six modal shapes of the hypersonic 
wing at time t = 100 s under the AOA of 10 deg. It can be seen from the figure that com-
pared with the modal shapes in the zero AOA case, modal shapes of all orders have little 
change, which indicates that modal shape is not very sensitive to variation of AOA. It is 
necessary to point out that the analysis above only involves flight time of 100 s. Actually, 
time of sustained flight of vehicle is an influencing parameter of great importance. The 
fluid-thermal-structural coupling will finally reach thermodynamic equilibrium. In the 
process, the modal frequency and modal shape of the wing will continue to change and at 
the same time the effect of AOA on modal frequency and modal shape will become more 
prominent.

Figure 16. The thermal modal analysis strategy based on multi-physics coupling integration.
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Figure 18. The first six modals of the hypersonic wing with zero AOA at time t = 100 s. (a) modal 1, ω1 = 18.98 Hz, 
(b) modal 2, ω2 = 40.28 Hz, (c) modal 3, ω3 = 63.74 Hz, (d) modal 4, ω4 = 78.41 Hz, (e) modal 5, ω5 = 98.58 Hz, and (f) 
modal 6, ω6 = 108.24 Hz.

Figure 17. The three-dimensional low-aspect-ratio hypersonic wing.
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5.2.2. Thermal modal analysis along the dynamic trajectory

A simple flight trajectory is assumed referring to Figure 5 to further analyze variation of 
thermal modal characteristics in complicated flight. Figure 20 presents that dynamic varia-
tion of flight trajectory leads to the variation of the thermodynamic state within the wing as 
well as its modal frequency. From the initial time to the end of cruise, the modal frequency 
of each order gradually declines; the decline tends to be gentle and then shows a recovery 
as the vehicle descends. It turns out that the first modals have little change along the flight 
trajectory, generally retaining the original modal shapes while major variation takes place 
in the fifth/sixth-order mode, especially the sixth-order mode in which case bending-torsion 
coupling tends to occur. If the climbing, cruise and descending phase, especially cruise, last 
long enough, the modal frequency and modal shape of each order can have more significant 
variation with dynamic variation of the flight trajectory.

The modal frequencies of each order show a downward trend over time and the decreasing 
rates vary from mode to mode. Modes of all orders get nearer or farther one another to vary-
ing degrees over time, which might impose severe impacts on the natural vibration charac-
teristics of the structure. The results indicate that sustained aeroheating has effect more easily 
on modal shapes of higher order. Therefore, for hypersonic vehicles with large thin-walled 

Figure 19. The first six modals of the hypersonic wing at time t = 100 s under the AOA of 10 deg. (a) modal 1, ω1 = 18.85 Hz, 
(b) modal 2, ω2 = 40.04 Hz, (c) modal 3, ω3 = 63.44 Hz, (d) modal 4, ω4 = 77.84 Hz, (e) modal 5, ω5 = 97.63 Hz, and (f) modal 
6, ω6 = 107.44 Hz.
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control surfaces, sustained aeroheating has great effect on the natural vibration characteristics. 
In general, the strategies and methods for multi-physics field coupling integration analysis 
developed can effectively predict and analyze the variation of natural vibration characteristics 
(natural frequency and natural vibration shape), which lays a good foundation for further 
research on aerothermoelastic problems.

6. Conclusions

By modeling and analysis of hypersonic multi-physics coupling problem, the mathematical 
and physical description of the various coupling model is established, and then the cor-
responding coupling analysis strategy is proposed. In the framework of coupling analy-
sis strategy, an integrated analysis program platform HyCCD by integrating hypersonic 
aerodynamic numerical simulation program and general finite element thermal analysis 
software is developed to study the relevant problem of hypersonic multi-physics coupling 
problem. Through these representative studies, the key novel contributions are achieved 
as follows: (1) studying the coupling mechanism of the multi-physics coupling problems 
among hypersonic flow, thermal and structure, and hierarchically creating the multi-physics 
coupling mathematical models and (2) proposing the effective coupling analysis strategies, 
and synthetically developing a set of high-effective multi-physics coupling integrated analy-
sis method that has engineering applicability. These achievements can provide the theo-
retical and technical support for the studies on comprehensive performance evaluation and 
optimization of thermal protection system and the study on aerothermoelastic problem.

Figure 20. The first six modal frequencies along the flight trajectory.
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Abstract

In the process of applying linear quadratic regulator (LQR) to solve aerial vehicle
reentry reference trajectory guidance, to obtain better profile-following performance,
the parameters of the aerial vehicle system can be used to calculate weighting matrices
according to the Bryson principle. However, the traditional method is not applicable to
various disturbances in hypersonic vehicles (HSV) which have particular dynamic char-
acteristics. By calculating the weighting matrices constructed based on Bryson principle
using time-varying parameters, a novel time-varying LQR design method is proposed to
deal with the various disturbances in HSV reentry profile-following. Different from the
previous approaches, the current states of the flight system are employed to calculate
the parameters in weighting matrices. Simulation results are given to demonstrate that
using the proposed approach in this chapter, performance of HSV profile-following can
be improved significantly, and stronger robustness against different disturbances can be
obtained.

Keywords: hypersonic vehicle, reentry guidance, reference trajectory guidance, linear
quadratic regulator, weighting matrix, time-varying

1. Introduction

Hypersonic vehicles (HSV) possess great meaning for aerospace applications, and have impor-
tant potential values in various fields [1–4]. Reentry guidance of HSV is a critical technology
for assuring the vehicle’s arrival at a desired destination. The reentry guidance concepts can be
described in detail under two general categories [5]; that is, one uses predictive capabilities,
and the principal disadvantage is the stringent onboard computer requirements for the fast-
time computation; the other one uses a reference trajectory, which provides a simple onboard
guidance computation and high reliability of guidance accuracy. The latter has a strong
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engineering and application value, and has been employed in Apollo entry guidance [6] and
shuttle entry guidance [7]. Nevertheless, in reference trajectory reentry guidance, since HSV
owns particular characteristics such as strong nonlinear, large flight envelope, complex entry
environment, and precise terminal guidance accuracy requirement, it is difficult for HSV to
track the nominal profile properly. Many scholars have done continuous research on it [8–12].

For following nominal profile problem in reentry reference trajectory guidance, namely trajec-
tory tracking law, traditional PID control law of shuttle was given in [7]. Roenneke et al. [13]
derived a linear control law tracking the drag reference in drag state space to achieve guidance
command. In [14], a feedback linearization method for shuttle entry guidance trajectory track-
ing law to extend its application range was presented. In [15, 16], a feedback tracking law is
designed by taking advantage of the linear structure of system dynamics in the energy space to
achieve bounded tracking of the flat outputs. These foregoing approaches improved perfor-
mances of trajectory tracking laws for aerial vehicles. However, they are not applied to HSV
which owns particular characteristics. Dukeman [17] proposed a linear trajectory tracking law
based on linear quadratic regulator (LQR) by constructing weighting matrices with Bryson
principle [18], and the tracking law was very robust with respect to varying initial conditions
and worked satisfactorily even for entries from widely different orbits than that of the refer-
ence profile. The capacity of the approach in [17] against other reentry process interferences
such as aerodynamic parameter error, nevertheless, was relatively poor, and simulations
demonstrated that performances for HSV tracking nominal profile under various disturbances
depended directly on weighting matrices in LQR. In this study, one focuses on constructing
LQR weighting matrices to strengthen robustness of HSV trajectory tracking law.

The weighting matrices Q and R are the most important parameters in LQR optimization and
determine the output performances of systems [19]. Trial-and-error method has been
employed to construct these matrices, which is simple, but primarily depends on people’s
experience and intuitive adjustment. In trial-and-error method, elements of weighting matrices
must be repeatedly experimented to get a proper value, and is not feasible for application in
large scale system. In [18, 20], certain general guidelines were followed to construct weighting
matrices simply and normally, but might not lead to satisfactory responses. Connecting closed-
loop poles to feedback gains for LQR were presented in [21–24] using pole-assignment
approach, which resulted in more accurate responses. However, it was difficult to balance
state and control variables and to account for control effectiveness using the approaches in
[21–24]. A trade-off between penalties on the state and control inputs for optimization of the
cost function was considered in [25], where specified closed-loop eigenvalues were obtained,
but the computation normally needed more iterations. Genetic algorithm (GA) can be applied
to find a global optimal solution [26–28], and the differential evolution algorithms inspired
from GA are efficient evolution strategies for fast optimization technique [29–31]. However,
the approaches in [26–31] have little improvement for HSV profile-following performances
under different disturbances.

In this study, a novel method to construct weighting matrices with time-varying parameters on
the basis of Bryson principle is proposed. This idea employs current flight states to provide
flexible and accurate feedback gains in HSV trajectory tracking law under various interferences

Advances in Some Hypersonic Vehicles Technologies134

and errors. Simulations indicate that this approach effectively improves profile-following
performance and strengthens the robustness of LQR under different internal and external
disturbances.

The rest of this chapter is organized as follows. Section 2 introduces reentry dynamics, LQR,
Bryson principle, and their applications in hypersonic vehicle trajectory tracking law. Section 3
analyzes the problem of hypersonic vehicles profile-following. The novel LQR design method
with time-varying weighting matrices is presented in Section 4. A numerical simulation is
given in Section 5. Finally, Section 6 concludes the whole work.

2. Preliminaries

In this section, the concepts and basic results on reentry dynamics, LQR, Bryson principle, and
their applications in hypersonic vehicle trajectory tracking law are introduced, which are the
research foundation of the following sections.

2.1. Reentry dynamics

For a lifting reentry vehicle, the common control variables are the bank angle σ, and the angle
of attack α. The state variables include the radial distance from the Earth center to the vehicle r,
the longitude θ, the latitude ϕ, the Earth-relative velocity v, the flight path angle γ, and the
heading angle ψ. The three-degree-of-freedom point-mass dynamics for the vehicle over a
sphere rotating Earth are expressed as [32]:

_r ¼ v sinγ, (1)

_θ ¼ v cosγ sinψ
r cosφ

, (2)

_φ ¼ v cosγ cosψ
r

, (3)

_v ¼ �D� g sinγþ ω2r cosφ sin γ cosφ� cosγ sinφ cosψ
� �

, (4)

_γ ¼ 1
v

L cos σ� g cosγþ v2 cosγ
r

þ 2ωv cosφ sinψþ ω2r cosφ cosγ cosφþ sin γ sinφ cosψ
� �� �

, (5)

_ψ ¼ 1
v

v2 cosγ sinψ tanφ
r

� 2ωv tan γ cosφ cosψ� sinφ
� � þ ω2r

cosγ
sinφ cosφ sinψþ L sin σ

cosγ

� �
, (6)

where ω is the Earth’s self-rotation rate, and g is the gravitational acceleration. L and D are the
aerodynamic lift and drag accelerations defined by

L ¼ 1
2m

ρv2CLS, D ¼ 1
2m

ρv2CDS, (7)
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engineering and application value, and has been employed in Apollo entry guidance [6] and
shuttle entry guidance [7]. Nevertheless, in reference trajectory reentry guidance, since HSV
owns particular characteristics such as strong nonlinear, large flight envelope, complex entry
environment, and precise terminal guidance accuracy requirement, it is difficult for HSV to
track the nominal profile properly. Many scholars have done continuous research on it [8–12].

For following nominal profile problem in reentry reference trajectory guidance, namely trajec-
tory tracking law, traditional PID control law of shuttle was given in [7]. Roenneke et al. [13]
derived a linear control law tracking the drag reference in drag state space to achieve guidance
command. In [14], a feedback linearization method for shuttle entry guidance trajectory track-
ing law to extend its application range was presented. In [15, 16], a feedback tracking law is
designed by taking advantage of the linear structure of system dynamics in the energy space to
achieve bounded tracking of the flat outputs. These foregoing approaches improved perfor-
mances of trajectory tracking laws for aerial vehicles. However, they are not applied to HSV
which owns particular characteristics. Dukeman [17] proposed a linear trajectory tracking law
based on linear quadratic regulator (LQR) by constructing weighting matrices with Bryson
principle [18], and the tracking law was very robust with respect to varying initial conditions
and worked satisfactorily even for entries from widely different orbits than that of the refer-
ence profile. The capacity of the approach in [17] against other reentry process interferences
such as aerodynamic parameter error, nevertheless, was relatively poor, and simulations
demonstrated that performances for HSV tracking nominal profile under various disturbances
depended directly on weighting matrices in LQR. In this study, one focuses on constructing
LQR weighting matrices to strengthen robustness of HSV trajectory tracking law.

The weighting matrices Q and R are the most important parameters in LQR optimization and
determine the output performances of systems [19]. Trial-and-error method has been
employed to construct these matrices, which is simple, but primarily depends on people’s
experience and intuitive adjustment. In trial-and-error method, elements of weighting matrices
must be repeatedly experimented to get a proper value, and is not feasible for application in
large scale system. In [18, 20], certain general guidelines were followed to construct weighting
matrices simply and normally, but might not lead to satisfactory responses. Connecting closed-
loop poles to feedback gains for LQR were presented in [21–24] using pole-assignment
approach, which resulted in more accurate responses. However, it was difficult to balance
state and control variables and to account for control effectiveness using the approaches in
[21–24]. A trade-off between penalties on the state and control inputs for optimization of the
cost function was considered in [25], where specified closed-loop eigenvalues were obtained,
but the computation normally needed more iterations. Genetic algorithm (GA) can be applied
to find a global optimal solution [26–28], and the differential evolution algorithms inspired
from GA are efficient evolution strategies for fast optimization technique [29–31]. However,
the approaches in [26–31] have little improvement for HSV profile-following performances
under different disturbances.

In this study, a novel method to construct weighting matrices with time-varying parameters on
the basis of Bryson principle is proposed. This idea employs current flight states to provide
flexible and accurate feedback gains in HSV trajectory tracking law under various interferences
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where m is the mass of the vehicle, S is the reference area, CL is the lift coefficient, and CD is the
drag coefficient. ρ is the atmospheric density expressed as an exponential model [33].

ρ ¼ ρ0e
�βh, (8)

where ρ0 is the atmospheric density at sea level, h is the altitude of the vehicle, and β is a
constant.

To guide the vehicle from the initial point to the terminal interface with multiple constraints, a
reference trajectory is usually optimized offline, and a profile-following law is utilized to track
the reference trajectory onboard. In the longitudinal profile-following, the linear quadratic
regulator (LQR) law is a good choice [10].

2.2. Linear quadratic regulator

This subsection introduces LQR and Bryson principle. For a linear system, the dynamics can be
described by

_x tð Þ ¼ A tð Þx tð Þ þ B tð Þu tð Þ,
y tð Þ ¼ C tð Þx tð Þ,

�
(9)

where A(t), B(t) and C(t) are system matrices, x(t) = [x1(t), x2(t),……, xn(t)]
T is the state, and

u(t) = [u1(t), u2(t),……, un(t)]
T is the control input.

The quadratic performance index required to be minimized can be written as

J t; tf
� � ¼

ðtf
t

xT τð ÞQ τð Þx τð Þ þ uT τð ÞR τð Þu τð Þ� �
dτ, (10)

where the weighting matrix Q(t) is symmetrical positive semi-definite and weighting matrix
R(t) is symmetrical positive definite. The specific procedure of LQR minimizing quadratic
performance index is as follows.

The Riccati equation is given as

P tð ÞA tð Þ � P tð ÞB tð ÞR tð Þ�1B tð ÞTP tð Þ þQ tð Þ þ A tð ÞTP tð Þ ¼ 0: (11)

After getting the solution P(t) corresponding to each time instant t by solving Eq. (11), the
feedback gain matrix can be obtained as

K tð Þ ¼ R tð Þ�1BT tð ÞP tð Þ: (12)

Based on Eq. (12), the control input can be designed as

u tð Þ ¼ �K tð Þx tð Þ: (13)
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In order to obtain a proper quadratic performance index, elements of weighting matrices must
be chosen properly, and Bryson principle can solve this problem effectively.

The basic principle of Bryson principle is to normalize the contributions, and then the states
and the control terms may behave effectively within the definition of the quadratic cost
function. The normalization is accomplished by using the anticipated maximum values of the
individual states and control quantities. The method can be explained as follows.

First, define the weighting matrices Q(t) and R(t) as diagonal matrices, namely:

Q tð Þ ¼ diag q1 tð Þ;…; qn tð Þ� �
, R tð Þ ¼ diag r1 tð Þ;…; rm tð Þ½ �: (14)

Then, develop the quadratic index in the following expression.

J ¼
ðtf
t

q1 τð Þx1 τð Þ2 þ…þ qn τð Þxn τð Þ2 þ r1 τð Þu1 τð Þ2 þ…þ rm τð Þum τð Þ2
� �

dτ: (15)

Determine each maximum value of all the states and control terms.

xi maxð Þ , i ¼ 1, 2,…, n,
uj maxð Þ , j ¼ 1, 2,…, m:

�
(16)

Normalize all the contributions to 1 with the help of all the maximum values.

q1x1 maxð Þ2 ¼ … ¼ qnxn maxð Þ2 ¼ r1u1 maxð Þ2 ¼ … ¼ rmum maxð Þ2 ¼ 1: (17)

Then, the elements to construct the weighting matrices can be obtained as time-invariant param-
eters.

qi ¼
1

xi maxð Þ2 , i ¼ 1, 2,…n ,

rj ¼ 1

uj maxð Þ2 , j ¼ 1, 2,…m:

8>>><
>>>:

(18)

Through simple calculation, Bryson principle can generate better results in a short time, which
minimizes the quadratic index value in a proper scope. Because of that, Bryson principle is
widely applied to the selection of weighting matrices in LQR.

2.3. Reentry reference trajectory guidance based on LQR

In reentry reference trajectory guidance, the chief challenge of following the nominal profile
lies in generating a proper compensatory signal, and LQR can solve this problem effectively.
After generating a feasible reference entry profile containing altitude z, velocity v, flight path
angle γ as reference parameters, and bank angle σref as guidance reference signal, one can
download this profile into the onboard computer. After the vehicle enters the atmosphere,
the deviations between nominal profile and the actual real-time data can be obtained by
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navigation facilities. The deviations contain altitude error zδ, velocity error vδ and flight path
angle error γδ.

Denote the compensatory bank angle by σδ. In order to minimize the deviations and keep the
aerial vehicle tracking nominal profile properly, the optimal feedback gain of guidance com-
pensatory signal σδ can be calculated by LQR in the following algorithm.

Algorithm 1. The actual guidance signal in trajectory tracking law based on LQR can be
determined in the following procedure.

Step 1. Based on perturbation theory, one establishes the linear equations of motion by taking
the deviations as state parameters.

δx0 tð Þ ¼ A tð Þδx tð Þ þ B tð Þδu tð Þ,
y tð Þ ¼ C tð Þδx tð Þ:

�
(19)

where δx(t) = [zδ(t), vδ(t),γδ(t)]
T and δu(t) =σδ(t).

Step 2. Construct the quadratic performance index as follows:

J t; tf
� � ¼

ðtf
t

δxT τð ÞQδx τð Þ þ δu τð ÞRδu τð Þ� �
dτ: (20)

Step 3. The weighting matrices Q and R in Eq. (20) are determined by Bryson principle. Since
altitude z and velocity v are main factors in profile-following, q3, which is the weighting
element of path angle γ, can be ignored. Using Eq. (18), the other elements of weighting
matrices can be obtained as

q1 ¼
1

zδmax
2 , q2 ¼

1
vδmax

2 , r1 ¼ 1
σδmax

2 , (21)

where zδmax and vδmax are anticipated maximum deviations between the actual profile and the
nominal profile, and σδmax is the maximum allowable modification of guidance signal σ. Based
on Eq. (21), one can get the weighting matrices:

Q ¼ diag q1; q2
� �

, R ¼ r1: (22)

Step 4. In order to minimize the index J in Eq. (20), one calculates the Riccati Eqs. (11) and (12)
to obtain the optimal feedback gain K(t). Then, the compensatory signal can be obtained as

δu tð Þ ¼ �K tð Þδx tð Þ: (23)

Step 5. The actual guidance signal σ(t) which consists of guidance reference signal u(t) and
guidance compensatory signal δu(t) can be obtained. It can be shown that

σ tð Þ ¼ u tð Þ þ δu tð Þ ¼ σref � K tð Þδx tð Þ: (24)
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It has been verified in [17, 34] that using Algorithm 1, the aerial vehicle performs well in
tracking reference trajectory.

3. Problem statement

In this section, the problem of HSV profile-following using trajectory tracking law based on
LQR in Section 2 is presented.

The traditional reference guidance is not suitable for hypersonic vehicles because of its partic-
ular characteristics, including strong nonlinear, large flight envelope and complex entry envi-
ronment. In the process of entry flight, it is difficult to constrain the deviation between real
profile and nominal profile into a proper scope. Furthermore, strict terminal accuracy require-
ment demands that hypersonic vehicles track nominal profile precisely, that is, deviations in
the terminal stage must be smaller.

Consequently, in the reference profile-following of HSV based on LQR, new problems occur in
the selection of weighting matrices. In the initial flight stage, it is assumed that the deviations
of altitude and velocity are zδ0 and vδ0, respectively, which are chosen to be

zδ0 ¼ 3km,
vδ0 ¼ 200m=s:

�
(25)

Let zδ1 and vδ1 be the anticipated maximum deviations accuracy in the terminal stage,
expressed as

zδ1 ¼ 0:5 km,
vδ1 ¼ 20m=s:

�
(26)

Substituting zδ0, vδ0, zδ1 and vδ1 into Eq. (21), one can get the weighting matrix Q0 and Q1 as

Q0 ¼
1

zδ02
0

0
1

vδ02

2
64

3
75, Q1 ¼

1
zδ12

0

0
1

vδ12

2
64

3
75: (27)

From Eqs. (25) and (26), one sees that zδ0 and vδ0 are bigger than zδ1 and vδ1, respectively. The
weighting matrix Q0, which is determined by zδ0 and vδ0, can effectively eliminate the large
initial stage deviations between the real and nominal profiles. Nevertheless, the capacity of Q0

for resisting disturbance in the process of flight is not strong enough to satisfy the terminal
accuracy requirement. On the contrary, the weighting matrix Q1 constructed by zδ1 and vδ1 can
eliminate the disturbance in the process of flight effectively. However, facing the existence of
large deviations in the initial entry flight, it is difficult to keep HSV tracking the nominal
profile properly, which will further influence the terminal accuracy.

Therefore, compared with Q0, the weighting matrix Q1 is not applicable to initial deviations,
and has good robustness to deal with disturbance in the process of entry flight. The
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Figure 1. The profile-following of HSV entry guidance with initial 3 km altitude deviation by Q0 and Q1.
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Figure 2. The profile-following of HSV entry guidance with initial path angle deviation by Q0 and Q1.
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Figure 1. The profile-following of HSV entry guidance with initial 3 km altitude deviation by Q0 and Q1.
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Figure 2. The profile-following of HSV entry guidance with initial path angle deviation by Q0 and Q1.
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Figure 3. The profile-following of HSV entry guidance with 20% aerodynamic parameter error by Q0 and Q1.
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simulations for hypersonic vehicles profile-following with Q0 and Q1 under different distur-
bances are shown in Figures 1–3. The flight profiles are expressed in altitude and velocity
plane.

The reference profile described in this study is similar to the shuttle entry reference profile. The
initial altitude of simulation is 55 km, and the initial velocity is 6 km/s.

Figure 1 shows that hypersonic vehicle tracks nominal profile with initial altitude devia-
tion of positive 3 km, where circle line, solid line, dashed line indicate nominal profile,
actual profile with Q0, actual profile with Q1, respectively. From Figure 1, one sees that
the performance of Q0 tracking nominal profile is better than Q1. Figures 2 and 3 are in
respect to HSV profile-following with initial deviation of path angle and process distur-
bance of positive 20% aerodynamic parameter error. It can be seen that the performance of
Q0 tracking nominal profile is better than Q1 in Figure 2, and Q1 is better than Q0 in
Figure 3. Based on Figures 1–3, it can be obtained that the LQR with weighting matrices
constructed by Bryson principle hasn’t strong robustness to different disturbances in HSV
profile-following.

In order to solve above problem, it is required that LQR cannot only minimize the initial
deviations, but also enhance the capability that resists the process disturbance effectually.
Therefore, it is necessary to develop an algorithm to determine a proper weighting matrix in
LQR. With the help of Bryson principle, an approach to determine the weighting matrix in
LQR with current flight states is proposed in the following section.

4. LQR with time-varying weighting matrices

In this section, first, the flow chart of HSV profile-following is presented. Then, LQR design
method using time-varying weighting matrix for HSV reentry trajectory tracking law is derived.

Based on LQR, here is the flow chart of HSV tracking reference profile shown as the solid lines
in Figure 4.

The work flow of HSV profile-following is explained as follows:

Comparing the actual flight profile with the reference profile, one can get the state deviations
containing zδ and vδ. With these deviations, the compensatory signal uδ can be calculated by
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Figure 3. The profile-following of HSV entry guidance with 20% aerodynamic parameter error by Q0 and Q1.
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multiplying feedback gain K. Then one can input the compensatory signal and the reference
guidance signal into HSV guidance loop. In this way, actual flight profile of the next step is
obtained. The calculation of the feedback gain K by LQR involves four matrices. As shown in
the Figure 4, the construction of system matrices A and B needs actual state parameters.
Weighting matrices Q and R need to be determined and downloaded into the onboard com-
puter before starting entry guidance of HSV.

Instead of obtaining the specific elements in traditional method, the LQR design method using
time-varying weighting matrix substitutes the flight state deviations zδ and vδ into the calcula-
tion of Q. The main idea of this method can be explained as the dashed line in Figure 4. With
the help of Bryson principle, the calculation of elements in weighting matrix Q involves two
parameters zδmax and vδmax. These two parameters represent maximal allowable deviations in
altitude and velocity between actual and reference profiles, respectively. In the time-varying
optimization method, one can make a comparison between the actual real-time profile and the
relevant reference profile, and get the current deviations zδ(t) and vδ(t). Then substitute them
into zδmax and vδmax, that is,

zδmax ¼ zδ tð Þ , vδmax ¼ vδ tð Þ: (28)

Substituting zδmax and vδmax into Eq. (21), the weighting matrix Q can be obtained. The
following algorithm is proposed to determine the actual guidance signal σ(t) with time-
varying weighting matrix in LQR.

Algorithm 2. The actual guidance signal in trajectory tracking law based on LQR using time-
varying weighting matrix can be designed in the following procedure.

Step 1 Measure the actual current flight profile which contains altitude z and velocity v.
Compare them with the relevant reference altitude zref and velocity vref, the current
deviations zδ and vδ can be obtained, respectively.

Step 2 Substitute z, v, and γ into system, and calculate the linear system matrices A(t) and B(t).

Step 3 Construct the weighting matrices Q(t) and R(t) by substituting zδ, vδ and maximal
allowable adjustment of guidance signal σδmax into Eqs. (28), (21) and (22).

Step 4 Calculate the feedback gain K(t) by A(t), B(t), Q(t), R(t) in Eqs. (11) and (12).

Step 5 The compensatory guidance signal δu can be calculated by K(t) in Eq. (23). Then one
can get the actual guidance signal in Eq. (24), namely bank angle σ(t).

5. Simulation results

In this section, a numerical simulation is given to demonstrate the effectiveness of the pro-
posed method in the previous section.

Q0 and Q1 are defined in Section 3, and the time-varying weighting matrix is denoted by Q.
The simulations for hypersonic vehicle following reference profile with Q are shown in
Figures 5–7.

Advances in Some Hypersonic Vehicles Technologies144

Figure 5. The profile-following of HSV entry guidance with initial altitude deviation by Q0 and Q.

Hypersonic Vehicles Profile-Following Based on LQR Design Using Time-Varying Weighting Matrices
http://dx.doi.org/10.5772/intechopen.70659

145



multiplying feedback gain K. Then one can input the compensatory signal and the reference
guidance signal into HSV guidance loop. In this way, actual flight profile of the next step is
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Step 4 Calculate the feedback gain K(t) by A(t), B(t), Q(t), R(t) in Eqs. (11) and (12).

Step 5 The compensatory guidance signal δu can be calculated by K(t) in Eq. (23). Then one
can get the actual guidance signal in Eq. (24), namely bank angle σ(t).

5. Simulation results

In this section, a numerical simulation is given to demonstrate the effectiveness of the pro-
posed method in the previous section.

Q0 and Q1 are defined in Section 3, and the time-varying weighting matrix is denoted by Q.
The simulations for hypersonic vehicle following reference profile with Q are shown in
Figures 5–7.
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Figure 5. The profile-following of HSV entry guidance with initial altitude deviation by Q0 and Q.
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Figure 6. The profile-following of HSV entry guidance with initial path angle deviation by Q0 and Q.
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Figure 7. The profile-following of HSV entry guidance with 20% aerodynamic parameter error by Q1 and Q.
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Figure 6. The profile-following of HSV entry guidance with initial path angle deviation by Q0 and Q.
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Figure 7. The profile-following of HSV entry guidance with 20% aerodynamic parameter error by Q1 and Q.
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For initial deviations of altitude and path angle, it’s clear that the profile-following perfor-
mances of Q0 are better than Q1 from Figures 1 and 2. Consequently, for the same deviations,
Figures 5 and 6 choose Q0 to compare with Q. Since Q1 performs better than Q0 in Figure 3
under the aerodynamic parameter error, one can choose Q1 to compare with Q under the same
disturbance in Figure 7.

From Figures 5–7, it can be shown that the time-varying matrix Q has better performance than
Q0 and Q1 in the application of LQR on HSV following reference profile.

6. Conclusions

Because of complex entry environment and particular dynamic characteristics, such as strong
nonlinear and large flight envelope, LQR with weighting matrices constructed by traditional
Bryson principle was not suitable for HSV profile-following in reentry reference trajectory
guidance. On the basis of Bryson principle, this chapter proposed time-varying matrices
constructed by current flight states. The capability of HSV tracking nominal profile using
LQR with time-varying weighting matrices was significantly improved. From simulations, it
could be clearly shown that the LQR designed by presented method was more robust than
traditional way to different initial deviations and disturbances in the process of reentry
flight.
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Abstract

Thermal control systems and heat insulation materials are required for a range of hyper-
sonic vehicles ranging from ballistic reentry to hypersonic cruise vehicles, both within
Earth’s atmosphere and non-Earth atmospheres. The combined thermodynamic/heat
transfer relations of the phase change materials (PCMs) in silica nanoporous materials are
developed to obtain mass, thickness, and temperature excursion as functions of percentage
area of PCM under givenmaximum energy and thermal flux. The studies show that PCMs
are one of the most preferred methods to thermal control applications that can effectively
delay or modify the temperature rise of the surface of the aircrafts subjected to high
thermal flux. This chapter also introduces the preparations of porous ceramic matrix phase
change composite, putting PCMs to use in the internal thermal control materials for the
hypersonic vehicles. Porous ceramic matrix serves as the supporting material, which pro-
vides structural strength and prevents the leakage of melted PCMs, and PCMs act as
thermal absorb material limiting the temperature abruptly rising of the aircrafts. The
structural pore properties of the silica matrix with different molar ratios of ethanol
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experimental studies are proposed to predict and investigate the thermal absorption
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equipment in aerospace applications. Phase change materials (PCMs), which store excess heat
generated from the work components and release it reversibly when needed, provide a smart
approach for more efficient temperature management and thermal control utilization. Latent
heat absorption phenomena associated with melting of a suitable PCMmay be effectively used
to delay or modify the temperature rise of the surface subjected to high heat flux. Thermal
management utilizing solid-liquid PCMs is one of the most interesting passive thermal man-
agement techniques due to its simplicity and reliability. Solid-liquid PCMs including salt
hydrates, paraffin waxes, certain hydrocarbons, and metal alloys are often used for thermal
protection applications.

Most practical applications for hypersonic vehicles require PCMs to have high density of latent
heat and appropriate phase change point. In this criterion, certain hydrocarbons are very
promising for temperature controlling applications for its comparative high fusion latent heats,
suitable melting temperature, and chemical stability [1]. However, the applications of the
kinds of solid-liquid PCMs are largely limited, as leaking of the liquid phase occurs above the
phase change point. Thus, accommodation of the PCMs in appropriate host materials is
necessary to prevent the leakage of the liquid phase for temperature controlling applications
using the solid-liquid phase change. The leakage is usually circumvented by introducing shape
stabilization support [2, 3]. Devoting to develop composites with a high PCM load and heat
storage density, researchers have been recently interested in silica nanoporous ceramics with
high specific area as a shape stabilization matrix or a supporting structure materials as PCMs’
skeleton for avoiding leakage of solid-liquid transition [4, 5]. Silica aerogels have been used
extensively in many engineering applications. They are sol-gel-derived porous inorganic mate-
rials recognized for their low density (as low as 0.01–0.02 g/cm3) [6], high porosity (>90%) [7],
and high specific surface area (600–1000 m2/g) [8]. These structural properties result in a few
thermal conductivities and high optical transparencies [9]. However, monolithic silica aerogels
are very fragile and transparent to thermal radiation at high temperature, and these two
defects restraint the application range of silica aerogels. Fortunately, researchers have
improved both the mechanic strength property and high transparency using reinforced fibers
[10] and pacifiers doped in the aerogels [11]. The composite silica aerogels are called silica
nanoporous materials, and they have the similar space structure and have superior properties
such as higher mechanic strength properties at high temperature [12, 13]. Thus, they have
better applicability than the monolithic aerogels. The silica nanoporous materials have broad
applications or application prospect in the fields which have strict limit of space or weight, for
example, in aeronautics and aerospace [14].

The concept of thermal design using PCM has been well established through various studies in
recent decades and is widely used in space applications [15]. To apply PCMs as alternating
heat storage and discharge in space applications, the material should accommodate the special
needs on the thermophysical properties that include conformance of phase change tempera-
ture to the design limits, high latent heat, and low density difference between liquid and solid
phases. Structurally and thermally, the synthesis of the support materials for a PCM must be
also considered. The supporting materials assure the seepage-proof for the molten PCMs and
can withstand some imposed mechanical loads structurally. The supporting materials must be
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also not degraded the system performance thermally. To design PCM thermal protection system
properly, the thermodynamic conservation relations and heat transfer must be considerate.

In this chapter, the combined thermodynamic/heat transfer relations of the PCM in silica
nanoporous materials are developed to obtain mass, thickness, and temperature excursion as
functions of percentage area of PCM under given maximum energy and thermal flux. And
then, the preparation and characterization of form-stable PCM/porous silica ceramic compos-
ite are reported. The paraffin acts as thermal absorb material, and porous silica serves as the
supporting material, which provides structural strength and prevents the leakage of melted
PCM. To adjust the pore structure of porous silica matrices with different molar ratios of EtOH
and TEOS for PCM infiltration is mainly discussed. At last, numerical and experimental
studies are proposed to predict and investigate the thermal absorption characteristics of
porous silica infiltrated with PCM for thermal control applications. The numerical simulation
was performed using a volume-averaging technique, and a finite volume modeling (FVM) was
used to discretize the heat diffusion equation. The phase change process was modeled using
the enthalpy-porosity method.

2. Theory: modeling of combined thermodynamic/heat transfer

To develop the combined thermodynamic/heat mass transfer relations for the PCM/silica
nanocomposite, two additional assumptions are made in the development of the relations:
firstly, contact resistance between the PCM and the silica nano-materials is assumed negligible,
and, secondly, three-dimensional heat transfer effects are neglected, based on the assumption
that the skeleton of silica nano-materials is so closely spaced that these effects are negligible.

When the component temperature rise for a particular application exceeds the maximum oper-
ational temperature of component, the supporting material raises the equivalent thermal con-
ductivity of the PCM by providing low thermal-resistance paths through the PCM and reduces
the temperature gradient necessary to dissipate the imposed cold-plate heat load. The reduction
in temperature gradient reduces the temperature excursion of the component. Consider the
thermal protection system shown in Figure 1. An electrical component is thermally protected
by the PCM/silica nanocomposite system. The component internally generates energy cyclically.
For cyclical operation, three equations can be derived for the system based on the model.

2.1. Conservation of energy

After the maximum energy that must be stored by the PCM/silica nanocomposite, EMax, is
determined, the following heat balance will hold.

EMax ¼ ρP � AP � t � hf þ ρS � AS � CS þ ρP � AP � CP
� � � t

2
� TMax � Tð Þ (1)

where ρP, CP, andAP are density, specific heat, and area of PCM, respectively; t is the thickness of
the nanocomposite; ρS, AS, and CS are the density, specific heat, and area of silica, respectively;
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and TMax�T is the temperature excursion of the component. This equation treats both the
energy stored through latent heat of fusion and sensible heat stored within the liquid PCM and
the silica nano-materials.

2.2. Conservation of mass

The mass balance shown below will hold:

Mtot ¼ ρP � AP þ ρS � AS
� � � t (2)

where Mtot is the total mass of the nanocomposite.

2.3. Temperature range constraints

The equation establishes a relation between the total conductivity, Ktot; the total area, Atot; the
thickness, t; and the temperature excursion TMax�T

Qpulse ¼
Ktot � Atot � TMax � Tð Þ

t
(3)

2.4. Additive relations

For parallel conductance, the total equivalent conductance can be found from the following
equation

Figure 1. PCM thermal control system and model of PCM/silica nanocomposite.
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Ktot � Atot ¼ kP � AP þ kS � AS (4)

This relation neglects three-dimensional effects and contact resistances. The total area is the
sum of the cross-sectional areas of the PCM and silica nano-materials.

Thus,

Atot ¼ AP þ AS (5)

2.5. Thermodynamic/heat transfer relations

2.5.1. Thermophysical properties

Thermophysical properties are shown in Table 1. As shown in Table 1, it is concluded that n-
eicosane’s phase transition at a moderate temperature makes it a candidate phase change
materials or PCM which can be used to store thermal energy and control temperature.

2.5.2. Structural and modeling

Silica open-network structure supported by fibers distributed uniformly within. The
reinforced silica open-network structure with high porosity and high surface area will benefit
for liquid n-eicosane impregnation. The large surface area and low density of porous materials
will enhance the shape stabilization capability and thus maximize the surface area per unit
volume of PCM. When used in a spacecraft, the materials thermal control system must be
small and light. The n-eicosane impregnates in the open network of silica nano-materials as an
integrated thermal control system. Among the composite structure, the structural silica nano-
materials function not only as reinforced skeleton of the composite but also as heat-conducting
materials to transfer heat from the component to the low thermal conductive PCM. The
thermal design meets the requirement of total PCM service from alternate melting and freezing
during the whole period of mission.

According to this composite structure, the system combining PCM and silica nano-materials is
suggested as a new type of thermal control device for the generated heat electronic component.

Name n-Eicosane (C20H42) Silica nanoporous material

Melting point (�C) 36.7* —

Latent heat of fusion per unit mass (J/kg � 10�3) 247* —

Specific heat (J/kg K) 2210 at 308 K** 549**

Thermal conductivity (W/m K) 0.15** 0.37**

Density (kg/m3) 856 at 308 K*** 280***

*Measured by DSC.
**Measured by LFA 1000 Laserflash (thermal conductivity/diffusivity).
***Calculated by experiment.

Table 1. Thermophysical properties of n-eicosane and silica nanoporous material.
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The PCM thermal control system and the cross section of designed structure, where the PCM is
embedded in silica nano-materials, is depicted in Figure 1. The cross section of the n-eicosane/
silica nanocomposite is an area with 100 mm � 100 mm. The performance of the thermal
control device is investigated by numerical analysis. The main purpose of the study is to obtain
the functions and relations between the mass, thicknesses, temperature excursion, and per-
centage area of n-eicosane through combined thermodynamic/heat transfer analysis, which
raises the minimum temperature and lowers the maximum temperature. According to the
thermal cycle period, composite PCMs accumulate heat and uniformly redistribute it. Thus,
the phase change temperature of PCM is the target of temperature control, and it must remain
within the maximum/minimum operating temperature range of the electronic component.
Furthermore, it must be chemically stable for silica nano-materials, which is the material of
PCM support, and there must be a small density difference between solid and liquid phases.

2.5.3. Thermodynamic/heat transfer relations

It is assumed that the component heat is generated periodically according to the system. In
detail, there is 3.6 � 102 kJ the maximum energy stored by the PCM/silica nanocomposite,
Emax, is determined and then a warming up period of 100 W heating, Q-pulse, during the
whole cycle. To obtain a quantitative idea of the functional relationships between the variables
described above for a given application, thermodynamic/heat transfer was conducted using
the given power and energy requirement, using a given area, and using the thermophysical
data of the PCM and silica nano-materials, as described in Table 1. These simultaneous
Eqs. (1)–(5) can be solved to yield the excursion temperature, TMax-T; the total mass, M(t); and
the thickness, t, as functions of PCM area percentage, Apcm/Atot. A MATLAB program was
coded to solve the five equations and yields the parametric data discussed above.

The hyperbolic function curve about the relationship between the area percentage of PCM and
the excursion temperature, as shown in Figure 2, illustrates one interesting fact. The intersec-
tions of the curve with the Apcm/Atot = 0 vertical line represent the temperature excursion for
only a solid silica nano-material heat sink, which means the temperature excursion for a
nanocomposite without n-eicosane. The temperature excursion is highest at this condition
and decreases drastically with small additions of n-eicosane until a smaller point is reached
around 50% n-eicosane. Similarly, the intersections of the curve with the Apcm/Atot = 1.0 vertical
line represent the temperature excursion for the whole fusion heats of PCM. At this condition,
the temperature excursion reaches the smallest value, showing the inferiority of a heat sink of
solid silica nano-materials compared to PCM/silica nanocomposite. But the opposite is also
true (black curve as shown in Figure 2), showing the PCM better controlling ability and
repeatability of temperature when intensively change.

The curves about the relationship between the area percentage of PCM and the total mass and
thickness, as shown in Figure 3, illustrate a monotonic decrease in mass and thickness quanti-
ties with addition of PCM. The intersections of the curve with the Apcm/Atot = 0 vertical line
represent the mass or thickness for only a solid silica nano-materials. The total mass or
thickness is most for this condition, and addition of n-eicosane causes a monotonic decrease
in both quantities. However, the temperature excursion is highest at this condition when
compared to Figure 2. Similarly, the intersections of the curve with the Apcm/Atot = 1.0 vertical
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line represent the mass or thickness for PCM. At this condition, the mass and thickness reach
their minimum values, showing also the PCM better controlling the ability of temperature with
less mass or volume quantities.

Figure 3. Relationship between the area percentage of PCM and the total mass and thickness.

Figure 2. Relationship between the area percentage of PCM and the excursion of temperature.
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2.6. Enlightening

We performed combined thermodynamic/heat transfer analysis to obtain the total mass, thick-
ness, and temperature excursion as functions of percentage area of PCM under given maxi-
mum energy and thermal flux based on the composite structural model and the measured
thermophysical data. The relationship between the area percentage of PCM and the excursion
temperature is the hyperbolic function, showing the nanocomposite better temperature control
management. The relationship between the area percentage of PCM and total mass and
thickness shows the nanocomposite better temperature control without much mass or volume
quantities. These results are attributed to the strong interaction between the n-eicosane and the
silica skeleton, which exhibits novel temperature management and energy utilization.

3. Preparation: characterization and properties of paraffin/porous silica
ceramic composites

A form-stable composite of paraffin/porous silica composite was prepared by sol-gel method
and melt infiltration. The properties of the composite will be characterized by means of DSC,
SEM, and FTIR. Furthermore, the mass fractions of the paraffin in silica matrices prepared by
different molar ratios of EtOH/TEOS were recorded to determine the relation between the
mass fraction of paraffin and the silica matrices.

3.1. Materials and methods

3.1.1. PCM

The technical grade paraffin (n-eicosane: the chemical formula C20H42) used in this study was
supplied by Nanyang Chemicals Company in China. Thermophysical data of the PCM are
given in Table 1. The melting temperature ranges, and fusion heats of the PCMs were mea-
sured by a DSC instrument (NETZSCH STA449C) with heating rate at 10�C/min in the tem-
perature range of 20–80�C.

3.1.2. Preparation of n-eicosane/silica nanocomposite

The preparation process of n-eicosane/silica nanoporous composite is shown in Figure 4.
Firstly, the support materials—porous silica for the PCM—were synthesized by a two-step
sol-gel process. Secondly, reinforced fibers (main compositions: SiO2 > 99.95%) were exploited
as structural reinforcement matrix.

The fibrous materials were uniformly pre-shaped in a mold and sol-gel mixtures and closely
infiltrated the fibers by pouring them into the mold. Then, the mold includes silica sol-gel
mixtures with fiber material uniformly distributed within which were supercritically dried in
an autoclave above the critical temperature and critical pressure after gelation and aging in
ethanol. The illustration of supercritical fluid drying equipment is shown in Figure 4. The final
bulk silica nanoporous materials are obtained.
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Figure 4. Experimental preparation process of n-eicosane/silica nano-composite.
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2.6. Enlightening
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3.1.3. Pore structure modification of silica matrix infiltrated with paraffin

The molar ratios of EtOH and TEOS were designed as the reactants to prepare the porous
silica. The final silica showed a different pore structure with the change of EtOH/TEOS. The
mass fraction of the melted paraffin infiltrated into the porous silica was closely related to the
pore structure of silica. The mass fractions of the paraffin in silica matrices prepared by
different molar ratios of EtOH/TEOS were recorded to determine the relation between the
mass fraction of paraffin and the silica matrices.

3.2. Characterization and properties

3.2.1. Pore structure modification of porous silica matrices

The adsorption-desorption measurements were performed by ASAP 2000 micromeritic appa-
ratus. Analysis of the surface areas of the porous silica samples was conducted by Brunauer-
Emmett-Teller (BET) method [16]. The method also determines the external/mesoporous surface
area and extends the analysis of adsorbed gas from the lower P/P0 range of Langmuir mono-
layer and BET multilayer adsorption to the higher P/P0 range. The pore size is also determined
using the Barrett-Joyner-Halenda (BJH) method [17, 18].

The N2 adsorption-desorption isotherms of the silica samples are given in Figure 5. It shows
that the sorption isotherms of the samples with the moral ratios of the EtOH/TEOS (E) = 2,
E = 3, and E = 5 belong to Type IV mesoporous structures according to IUPC classification,
nitrogen absorption of which was linearly increased with the relative pressure until 0.92 and
then increased abruptly and saturated at near saturated pressure during absorption process.
During desorption, nitrogen was dissociated, and the cumulative absorbed volume decreased
greatly in the region of 0.90–0.95. For E = 10 porous silica, the region of great desorption
change shifted to 0.97–1. It was shifted to higher region for E = 20 porous silica, and the steep
slopes may be associated with capillary condensation in larger pores (>50 nm) and classified as
Type II according to the Kelvin equation and IUPC classification. N2 sorption data indicates
that the E = 2, E = 3, and E = 5 silica are comprised of small-sized pores compared to those of

Figure 5. The N2 adsorption-desorption isotherms of the silica samples.
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the E = 10 and E = 20 silica. Pore structural characteristics of the samples obtained from the
analysis of N2 sorption data were shown in Table 2.

Figure 6 shows the pore size distributions of samples with different molar ratios of EtOH/
TEOS measured by nitrogen desorption method (BJH method). The network formations of
silica are known to be affected by water/Si, catalyst, pH, temperature, and ethanol/Si [19].
Results show that the EtOH/TEOS molar ratio causes the difference of silica network structures
because the greater ethanol content retards the gelation time and results in the network
structures with larger pores when the other basic compositions hold constant.

Microphotographs are taken from the fracture surface of the silica samples using JSM-6360LV
scanning electron microscope. SEM of the microstructures of samples with the three kinds of
EtOH/TEOS molar ratios of 2, 10, and 20 is given in Figure 7. The pore size increases when the
molar ratios of the EtOH/TEOS increase by comparing with the samples with the three kinds
of molar ratios of the EtOH/TEOS; the pore size of the sample with the EtOH/TEOS molar ratio
of 20 is bigger than the other two types of the EtOH/TEOS molar ratios of 2 and 10. Several

EtOH/TEOS Smulti (m2�g �1) Ssingl (m2�g �1) C V (cm3�g �1) Davera (nm) DBJH (nm)

2 618.3 583 44.31 3.594 23.3 23.4

3 624.8 577.7 88.42 4.042 25.9 32.4

5 565.4 518.9 83.86 4.534 32.1 38.5

10 606.5 552.8 94.22 8.051 53.1 59.5

20 596.7 573 91.55 5.219 56 60.7

Note: Smulti, multiple point BET values; Ssingl, mono-point BET values; V, pore volume; Davera, mean pore diameter;
DBJH, pore diameter by BJH method.

Table 2. Pore characteristics of the samples with various molar ratios of EtOH/TEOS (E) obtained from the analysis of N2

sorption data.

Figure 6. The pore size distributions of samples with different molar ratios of EtOH/TEOS measured by nitrogen
desorption method (BET).
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kinds of form-stable paraffin/porous silica composites were successfully prepared in our recent
study. Using the silica matrices synthesized from the EtOH/TEOS ratio of 10, the PCM showed
better thermal absorption characteristics, which is suitable for the fields of requiring cooling at
high temperatures such as aircraft electronics and spacecraft devices.

3.2.2. The mass fractions of the paraffin

The relation between the mass fraction of the paraffin infiltrated the three kinds of molar ratios
of EtOH/TEOS (E = 2, E = 10, E = 20) silica matrices and the infiltration time was plotted in
Figure 8. The mass fraction of the paraffin in porous silica increases with the infiltration time,
and the E = 10 and E = 20 silica matrix composites reached to 75% at 180 s, while E = 2 silica
matrix composite reached to 68%, and then they all increase a little with further time. It
indicates that the maximum mass fractions of the paraffin as PCM in E = 10 and E = 20 silica
matrices are over than one of the E = 2 silica matrices and the bigger mass fraction of the

Figure 7. SEM of the microstructures of samples with the three kinds of EtOH/TEOS molar ratios of 2, 10, and 20.

Figure 8. The relation between the mass fractions of the paraffin infiltrated the three kinds of molar ratios of EtOH/TEOS
(E = 2, E = 10, E = 20) silica matrices and the infiltration time.
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paraffin meant considerable latent heat energy storage potential. The pore size of porous silica
becomes larger with the increase of the EtOH/TEOS molar ratios; when the molar ratios of
EtOH/TEOS are 10 and 20, the average pore size of the synthesized silica are 53.1 and 56.0 nm,
respectively. The maximum mass percentage of paraffin as PCM in the E = 10 and E = 20 silica
matrices reached to 75 wt% and over than those of the E = 2 silica matrix. When the molar
ratios of EtOH/TEOS are 10 and 20, the synthesized silica matrices are suitable to serve as
supporting materials of the PCM.

3.2.3. Structure analysis

The morphologies of silica nanoporous materials and PCM/silica composite were observed
with a field emission scanning electron microscope (FE-SEM: JSM-6700F, JEOL, Japan, with a
thin Pt-Pd coating). Figure 9 compares the SEM of the microstructures of porous silica and the
composite. The microstructure of the porous silica (Figure 9a) is porous and connected each
other, while the microstructure of the composite (Figure 9b) shows that the paraffin was
dispersed uniformly into the porous network of silica ceramics, which used as supporting
material and provided a mechanical strength to the PCM. The maximum mass fraction of
paraffin dispersed into the composites was measured as 75%, and there was no leakage of the
paraffin from the surface of the composite up to this mass fraction even over its melting
temperature.

3.2.4. Chemical properties

FTIR spectra of the paraffin and the silica and the paraffin/porous silica composite are shown
in Figure 10. In FTIR spectra of the paraffin, the peaks at the wave numbers of 2935 and
2860 cm�1 are caused by stretching vibration of C–H, peaks at around 1500 cm�1 belong to
the deformation vibration of –CH2 and –CH3, and the peak at 750 cm�1 represents the rocking
vibration of –CH2. In FTIR spectra of the silica, the peaks at 1012 and 810 cm�1 are caused by
bending vibration of Si–O, and an intense band at the wave number of 1090 cm�1 is typical of

Figure 9. The SEM of the microstructures of porous silica (a) and the PCM/nano-composite (b).
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the bending vibration of Si–O. And, the peak at 3449 cm�1 represents the stretching vibration
of functional group of Si–OH. For the composite, the peaks at the wave numbers of 3500, 2935,
2860, 1500, 1090, and 750 cm�1 have corresponding vibration, and no significant new peaks
were observed. The FTIR spectra illustrate that the composite is just a physical combination of
silica ceramics and paraffin.

3.2.5. Thermal properties

The DSC curves of the paraffin and the composite are shown in Figure 11. From Figure 1a, the
latent heat of the paraffin is 182.22 kJ/kg (Tm = 56.8�C). TG curve shows that weight of paraffin
hardly changes, which indicates the paraffin used as PCM has good thermal chemical stability.
Figure 11b indicates that heat storage capacity of the composite happened at melting point

Figure 10. FTIR spectra of the paraffin and the silica and the paraffin/porous silica composite.

Figure 11. The DSC-TG curves of the paraffin (a) and the PCM/silica composite (b).
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56.3�C is 165.16 kJ/kg. TG curve indicates that weight of the composite changes very a few;
weight loss of the composite is less than 0.2%.

4. Applications: thermal protection purposes

Numerical and experimental studies are proposed to predict and investigate the thermal
absorption characteristics of porous silica infiltrated with PCM for thermal protection applica-
tions. The numerical simulation was performed using a volume-averaging technique, and a
finite volume modeling (FVM) was used to discretize the heat diffusion equation. The phase
change process was modeled using the enthalpy-porosity method.

4.1. Experimental procedure

Three porous silica cylindrical disks (100 mm in diameter and 10 mm thick) with the three
different solid-liquid PCMs (two kinds of paraffin and one kind of xylitol) were fabricated as
the solid matrices of the silica-PCM composites according to our recent study. The
thermophysical data for these samples are given in Table 3.

The composites (100 mm in diameter and 10 mm thick) were then introduced into the experi-
mental setup (see Figure 12 left). The temperature was recorded as it varied with time. The top
and bottom walls of the container were insulated by adiabatic materials. For the sake of
validation of the numerical model and assumptions, the temperature of the cold face of
composite X98# as a function of time was deduced by the numerical simulation.

4.2. Numerical model

A schematic diagram of the composite and two-dimensional grids is given in Figure 12.
(Sample dimensions: 180 mm in diameter and 120 mm thick). Due to the symmetry and
regularity, the samples were formulated with two-dimensional axissymmetric coordinates

C58# C64# X98#

Sample volume (m3) 3.05E�3 3.05E�3 3.05E�3

Mass before infiltration (kg) 7.20E�1 7.20E�1 7.20E�1

Mass after infiltration (kg) 2.79 2.83 4.16

PCM (paraffin or xylitol) mass rate (%) 74.19 74.56 82.69

Phase change point (K) 324 329 363

Heat storage capacities (kJ(kg)�1) 172 165 198

Density (kgm�3) 914.75 927.87 1363.93

Thermal conductivity (Wm�1 K�1) 0.38 0.38 0.46

Specific heat (kJ(kg)�1 K�1) 2.4 2.4 3.8

Table 3. Properties of the porous silica matrix composites.
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and uniformly split quadrangle grids in all 19,481 nodes by Gambit 2.2.30, and the boundary
conditions were specified.

4.2.1. Assumptions and governing equations

The two-dimensional governing equations have been made based on the following assump-
tions:

The thermophysical properties are different for the solid and liquid phases but are dependent
of temperature.

Heat loss from the container to its surroundings is negligibly small.

Based on these assumptions, the enthalpy-porosity method [20] was used for the phase change
region in the PCM.

Continuity:

∂ρ
∂t

þ ∂ ρu
� �
∂x

þ ∂ ρν
� �
∂y

¼ 0 (6)

where ρ is the density, u is the velocity in u direction, t is the time, and v is the velocity in
v direction.

u-Momentum:

ρ
∂u
∂t

þ u
∂u
∂x

þ ν
∂u
∂y

� �
¼ μ

∂2u
∂x2

þ ∂2u
∂y2

� �
� ∂p
∂x

þ Su (7)

Figure 12. Experimental setup for heat transfer of phase change composite (100 mm in diameter and 10 mm thick) and
modeling and grids for the composite (180 mm in diameter and 120 mm thick).
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v–Momentum:

ρ
∂ν
∂t

þ u
∂ν
∂x

þ ν
∂ν
∂y

� �
¼ μ

∂2ν
∂x2

þ ∂2ν
∂y2

� �
� ∂p
∂y

þ Sν (8)

Energy:

ρ
∂H
∂t

þ u
∂H
∂x

þ ν
∂H
∂y

� �
¼ k

cp

∂2H
∂x2

þ ∂2H
∂y2

� �
þ Sk (9)

where the source term is Sh ¼ ρ
cp

∂ ΔHð Þ
∂t , and

H ¼ hþ ΔH
h ¼ href þ

Ð T
Tref

cpdT
(10)

where H is the enthalpy, T is the temperature, and ΔH is the specific enthalpy.

The density and dynamic viscosity of the liquid PCM depend on its temperature [20, 21].

Boundary conditions

Given the constant temperature of the cold face and the adiabatic top and bottom wall,

T x; y; tð Þjx¼d ¼ Tcold

∂T
∂y y¼0, t ¼ 0

�� (11)

Initial conditions

Assuming initial temperature conformity and a fixed temperature of the hot face,

T x; y; tð Þ t¼0j ¼ T
T x; y; tð Þ x¼0, t>0 ¼ Thotj (12)

The numerical solution was carried out using the Fluent 6.3 software package [19]. The
number of computational grids was ~19,200 for the 2D model after grid-independent tests.
The time step in the simulations was as small as Δt = 0.1 s. The convergence was also checked
at each time step, with convergence criteria of 10�4 for velocity components and 10�7 for
energy equation.

4.3. Experimental results and discussion

The composites had different thermophysical data owing to the three types of organic PCMs
used during the preparation of the porous silica-PCM composites (see Figure 4 and Table 3).
The varying heat storage capacities of the composites have an influence on the experimental
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∂ρ
∂t

þ ∂ ρu
� �
∂x

þ ∂ ρν
� �
∂y

¼ 0 (6)

where ρ is the density, u is the velocity in u direction, t is the time, and v is the velocity in
v direction.

u-Momentum:

ρ
∂u
∂t

þ u
∂u
∂x

þ ν
∂u
∂y

� �
¼ μ

∂2u
∂x2

þ ∂2u
∂y2

� �
� ∂p
∂x

þ Su (7)

Figure 12. Experimental setup for heat transfer of phase change composite (100 mm in diameter and 10 mm thick) and
modeling and grids for the composite (180 mm in diameter and 120 mm thick).
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∂x

þ ν
∂H
∂y

� �
¼ k

cp

∂2H
∂x2

þ ∂2H
∂y2

� �
þ Sk (9)
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cpdT
(10)
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melting process. Experiments are required to determine the suitable silica-PCM for the service
conditions.

The thermal protection properties of the three types of porous silica-PCM were experimentally
studied (Figure 13). Figure 13a compares the temperature of the cold face of the composites
when they are subjected to same hot face temperature; Figure 13b represents that their tem-
perature of cold face varies with time as they are subjected to hot face temperature (600�C). As
can be seen in the figure, the X98# composite shows the best heat absorption properties among
the three composites. On the one hand, the temperature of the cold face of the composite X98#

is 45�C, while one of the other two composites is 75�C as the three types of composites
subjected to same hot face temperature (400�C) (see Figure 13a). On the other hand, the slope
of the time-temperature curve of the X98# composite decreases at a temperature ~ 80–90�C,
which is close to the phase transition range of the X98# composite and does not vary substan-
tially with time. This trend is obvious at the melting temperature of the X98# composite, and it
did not appear for the other two composites 58# and C64#, as they are above their phase change
temperature and had already melted (see Figure 13b). For the cold face of composite X98#,
good agreement is obtained when comparing the temperature as a function of time to the
numerical simulation results (Figure 13b).

4.4. Results and discussion

Numerical studies have been carried out for the three types of composites under identical
conditions. The temperature contours for the composite C58# at a constant hot face tempera-
ture (573 K), and different time intervals (10, 30, and 60s) are shown in Figure 14. The
temperature rises quickly at the beginning of the heating process and propagated as time goes
on, as the melting of the composites started at the hot face in direct contact with the heating
surface and the solid-liquid interface moved gradually in the axial direction over time. For
the composite C64#, the heat transfer numerical studies showed the same melting process

Figure 13. (a) Comparison of cold face and hot face temperature of three types of composites. (b) Cold face temperature
varied with time as hot face temperature is 600�C.
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compared with the composite C58#. For the composite X98#, the temperature contours at
different time intervals (10, 30, 60, and 120 s) are shown in Figure 15 under identical conditions
(a constant hot face temperature (573 K)), and liquid fraction contours of the composites X98#

at 180 s are shown in Figure 16, which indicated the more stable thermal performance during

Figure 14. Contours of temperature of the composite C58# (time intervals = (a) 10s, (b) 30s, (c) 60s).

Figure 15. Contours of temperature of the composite 98# (time intervals = (a) 10s, (b) 30s, (c) 60s, (d) 120 s) (left).
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the melting process due to higher heat storage capacities and phase change point as compared
with the composites C58# and C64#.

The experimental results indicated that the suitable silica-PCM for the service conditions is the
composite X98#. In addition, the composite X98# showed the more stable thermal performance
during the melting process based on numerical results for the temperature and liquid contours
of the composites. From the thermophysical data of the porous silica matrix composites
(Table 3), the mass infiltration rate of PCM (xylitol) in the porous silica matrix composite
X98# is more than the other two composites C58# and C64#. The X98#-type composite has both
high heat storage capacity and a high phase change point. Thus, it may be concluded that
controlling the surface temperature depends mainly on these two main parameters.

4.5. Conclusions

The effects of the heat storage capacity and thermal properties of porous silica filled with
different PCMs were studied numerically and experimentally. The results indicate that the
heat storage capacity and phase change point of the composites play important roles in their
thermal performance. It has been illustrated that a higher heat storage capacity leads to more
stability in the thermal performance of the composite and the phase change point of the
composite determined its service conditions.
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Figure 16. Liquid fraction of the composite 98# at 180 s (right).
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