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The book entitled Nonmagnetic and Magnetic Quantum Dots is divided into two 
sections. In Section 1, the chapters are related to nonmagnetic quantum dots and 
their applications. More specifically, exact models and numerical methods have 

been presented to describe the analytical solution of the carrier wave functions, the 
quantum mechanical aspects of quantum dots, and the comparison of the latter 

to experimental data. Furthermore, methods to produce quantum dots, synthesis 
techniques of colloidal quantum dots, and applications on sensors and biology, among 

others, are included in this section. In Section 2, a few topics of magnetic quantum 
dots and their applications are presented. The section starts with a theoretical model 

to describe the magnetization dynamics in magnetic quantum dot array and the 
description of dilute magnetic semiconducting quantum dots and their applications. 
Additionally, a few applications of magnetic quantum dots in sensors, biology, and 

medicine are included in Section 2.
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Preface

Quantum dots are mainly made with semiconducting materials in which the carriers are
confined in all three dimensions. The carrier confinement makes the quantum dots signifi‐
cant in technology due to highly tunable electronic and optical properties. Their optoelec‐
tronic properties depend on the size and the shape of the dots, among other external
parameters. Potential applications of these nanostructures include semiconductor lasers,
quantum computing, transistors, and sensors, among others. Due to worldwide interest in
the domain of technology, several fabrication techniques have been used to control the
growth of quantum dots and the quality of the samples. Stranski-Krastanov (SK) random
growth in molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition
(MOCVD) are the most commonly used growth methods to create high-quality quantum
dot samples, in both size and shape. Several advanced computational methods like Monte-
Carlo simulations, k · p theory, ab initio calculations, and density functional theory, among
others, have been developed to calculate the electronic structure of quantum dots.

In the current book, there is a collection of interesting topics related to quantum dots made
with magnetic and nonmagnetic semiconductor materials and their applications. This book
is divided into two sections. In Section 1, the chapters are related to nonmagnetic quantum
dots and their applications. More specifically, exact models and numerical methods have
been presented to describe the analytical solution of the carrier wave functions, the quantum
mechanical aspects of quantum dots, and the comparison of the latter to experimental data.
Furthermore, methods to produce quantum dots, synthesis techniques of colloidal quantum
dots, and applications on sensors and biology, among others, are included in this section. In
Section 2, a few topics of magnetic quantum dots and their applications are presented. The
section starts with a theoretical model to describe the magnetization dynamics in magnetic
quantum dot array and the description of dilute magnetic semiconducting quantum dots
and their applications. Additionally, a few applications of magnetic quantum dot in sensors,
biology, and medicine are included in Section 2.

As an editor of this book, I would like to thank all the authors for their contribution through
the up-to-date research of their high-quality work. Lastly, I would like to express my thanks
and gratitude to the InTechOpen team for their support during the preparation of this book.

Dr. Vasilios N. Stavrou
Hellenic Naval Academy

Piraeus, Greece
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Abstract

An exact model for a single atom transistor was developed. Using two simplifying
assumptions (1) that the device is restricted to a narrow conducting wire and (2) that
the atom can be simulated by a point impurity potential, the model can be simplified
considerably and an exact analytical solution can be derived. Thus, analytical solution is
approximated to a close-form solution in three important regimes: at the vicinity of the
resonance energy (near the maximum peak), at the vicinity of the inverse resonance, i.e.,
Fano resonance (near the minimum), and at the threshold energy where a universal
transmission pattern appears. Finally, physical values are applied to demonstrate that
this device can operate as a transistor, when it is calibrated to work at the vicinity of its
maximum and minimum points.

Keywords: quantumdots, quantumpoint defect, point impurity, quantum transistor, single
atom transistor

1. Introduction

In accordance with the rapid growth of calculation power, the transistor dimensions shrink
exponentially. Surprisingly, more than 50 years after Gordon Moore made his observation in
1965 (or, more accurately, its revised form a decade later), that the number of transistors on a
single chip doubles every couple of years, this observation is still valid [1, 2]. The number of
transistors in a chip keeps growing despite the fact that the chip clock speed and its power
consumption seem to be stagnated.

To meet the demands of the current trend, the average transistor size should decrease to the
dimensions of a single atom, which is the smallest quantum dot, within about a decade.

The ability to move and manipulate single Xenon atoms (in Eigler and Schweizer lab at IBM’s
Almaden Research Center) in the early 1990s was a great leap in that direction [3].

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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In the attempts to meet this requirement, scientists already demonstrated the operation on
several atoms and dopants [4–9] and even on single atoms [10–12]. The atom can be utilized as
a stationary gate [10] or as a dynamic switch [13].

Such a device indeed consists of a single atom, but its conductor leads are of mesoscopic
dimensions. Consequently, this is a complicated device to simulate and requires heavy
software.

However, since the process is dominated by resonant tunneling, the model can be simplified
considerably. In this case, only a single energy level of the quantum dot is relevant to the
process, and therefore, it can be simulated by a point defect potential.

A point defect potential has a single eigen bound state, and therefore, it can simulate a
quantum dot or a small atom in a relatively narrow spectral domain.

While a delta function can simulate a point defect in one-dimensional (1D) systems, a two-
dimensional (2D) delta function cannot scatter and therefore cannot simulate a quantum dot.
Azbel suggested to use an Impurity-D-Function (IDF) to simulate point defects in 2D quantum
systems [14, 15] (for a comprehensive discussion and derivations, see Ref. [16]).

Several years later, the IDF was utilized in simulations of resonant tunneling through an
opaque quantum barrier via a point defect in the presence [17] and absence [18] of a magnetic
field. However, in these models, it was taken that there is a degeneracy in the y-direction, i.e., it
was assumed that the barrier’s transverse dimension is infinite and therefore cannot be applied
in a system, where the current is carried by narrow wires (as in modern single atom transis-
tor’s devices).

On the other hand, conductance of nanowires with defects, but without a barrier, received lots
of attention in the literature, exhibiting a wealth of physical phenomena [4–9, 19–21].

It is the purpose of this chapter to integrate the two, i.e., to formulate a model, which incorpo-
rates resonant tunneling via a point defect and wire conductance. That is, both the potential
barrier and the impurity are located in the nanowire.

2. The model

The system is illustrated in Figure 1. It consists of two semi-infinite conducting wires, which
are separated by an insulating gap. Within this gap, there is a quantum dot, which character-
izes the resonance atom. To simplify the analysis, it is assumed that the wire boundaries in the
y direction are totally reflecting, i.e., the wire is bounded by an infinitely large potential.
Moreover, the single atom is modeled by a point defect potential.

It is also taken that this is a 2Dmodel, i.e., there are no variations in the third dimension. This is
a good approximation provided the wire is narrower in the z-dimension. Another advantage
in constructing the model in 2D is that point impurities potential cannot exist in higher than
two dimensions (see Ref. [16]).

Nonmagnetic and Magnetic Quantum Dots4

Therefore, the system can be described by the following stationary Schrödinger equation

�∇2Ψ x; yð Þ þ V xð Þ þU yð Þ �D r0 � r0ð Þ½ �Ψ x; yð Þ ¼ EΨ x; yð Þ (1)

in which normalized units (where Planck constant is ħ = 1, and the electron's mass is m = 1/2)
were used. In this equation,

U yð Þ ¼ 0 0 < y < w
∞ else

�
(2)

is the boundaries’ potential, which confines the dynamics to the wire geometry.

The potential of the gap between the wires is represented by the finite potential barrier,

V xð Þ ¼ V xj j < L
0 else

�
(3)

and for the point impurity potential, we use an asymmetric Impurity D Functions (see Refs.
[14, 15])

D rð Þ ¼ lim
ρ!0

2
ffiffiffiffi
π

p
exp �y2=ρ2

� �

ρln ρ0=ρ
� � δ xð Þ; (4)

where r ¼ bxxþ byy, and the location of the point impurity is r0 ¼ bxx0 þ byy0. ρ0 is the de-Broglie
wavelength of the impurity's bound eigenstate. The eigenenergy of the bound state of this
impurity is

E0 ¼ � 16exp �γð Þ
ρ2
0

ffi � 8:98
ρ2
0

(5)

where γ ffi 0.577 is Euler constant [22].
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Figure 1. Model schematic.
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It should be stressed that this point impurity potential is an excellent approximation to a small
quantum dot defect, i.e., a finite but small impurity, with a radius a and potential V0 provided

ρ0 ¼ 2a exp
2

V0a2
þ γ

2

� �
: (6)

3. Derivation of the exact analytical solution

The solution of Eq. (1) reads (see Refs. [16, 19])

Ψ rð Þ ¼ Ψinc rð Þ � Gþ r; r0ð ÞΨinc r0ð Þ
1þ

ð
dr0Gþ r0, r0ð ÞD r0 � r0ð Þ

ð
dr0D r0 � r0ð Þ (7)

where Ψinc(r) is the incoming wavefunction, G+(r, r0) is the outgoing 2D Green function, i.e.,
G+(r, r0) is the solution of the partial differential equation

�∇2Gþ r; r0ð Þ þ V xð Þ þU yð Þ � E½ �Gþ r; r0ð Þ ¼ �δ r� r0ð Þ: (8)

Both the incoming wavefunction ψinc(r) and the Green function can be written as a superposi-
tion of the homogenous solution of Eq. (1) φþ

m,E rð Þ, i.e., solution of the equation where the

impurity is absent. These solutions are characterized by two quantum parameters: the energy
E and the mode number m, namely

�∇2ϕ�
m,E rð Þ þ V xð Þ þU yð Þ � E½ �ϕ�

m,E rð Þ ¼ 0 (9)

where

ϕ�
m,E rð Þ ¼

ffiffiffiffi
2
w

r
sin mπy=wð Þχ�

E,m xð Þ (10)

and χ�
E,m xð Þ are the homogeneous solutions of the 1D equation

� ∂2

∂x2
χ�
E,m xð Þ þ V xð Þ þ mπ=wð Þ2 � E

h i
χ�
E,m xð Þ ¼ 0; (11)

where the superscript “+” and “�” stand for propagation to the right and to the left respec-
tively.

Similarly, it is convenient to formulate the 2D Green function in terms of the 1D one
[Gþ

1D x, x0; Eð Þ]:

Gþ r, r0ð Þ ¼ 2
w

X∞
n¼1

sin nπy=wð Þ sin nπy0=wð ÞGþ
1D x, x0; Enð Þ (12)
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where Em � E � (mπ/w)2 and Gþ
1D x, x0; Eð Þ solves the equation

� ∂2

∂x2
Gþ

1D x, x0; Emð Þ þ V xð Þ þ Em½ �Gþ
1D x, x0; Emð Þ ¼ �δ x� x0ð Þ (13)

with the boundary condition

∂
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1D x, x0; Emð Þ∓ i
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Em

p
Gþ

1D x, x0; Emð Þ ¼ 0forx ! �∞: (14)

Therefore,
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1D x, x0; Emð Þ ¼

χ�
E,m xð Þ=χ�

E,m x0ð Þ
χ�
E,m

0 xð Þ=χ�
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χ�
E,m

0 xð Þ=χ�
E,m x0ð Þ � χ�

E,m
0 �xð Þ=χ�

E,m �x0ð Þ x < x0

8>>>><
>>>>:

(15)

where the tags stand for spatial derivatives.

In the case of a rectangular barrier (in a slightly different writing, see Ref. [23])

χþ
k,n xð Þ ¼

exp iknxð Þ þ tnRnexp �iknxð Þ x < �L

tnCnexp �Knxð Þ þ tnDnexp Knxð Þ xj j < L

tnexp iknxð Þ x > L

8><
>:

(16)

where

km � ffiffiffiffiffiffi
Em

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� mπ=wð Þ2

q
and Km � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V � Em
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V � Eþ mπ=wð Þ2

q
;

tn ¼ exp �2iknLð Þ
cosh 2KnLð Þ þ i Kn=kn � kn=Knð Þsinh 2KnLð Þ=2

ffi 2
exp �2iknL� 2KnLð Þ

1þ i Kn=kn � kn=Knð Þ=2 ;
(17)

Cn ¼ 1
2

1� ikn
Kn

� �
exp KnLþ iknLð Þ; (18)

Dn ¼ 1
2

1þ ikn
Kn

� �
exp �KnLþ iknLð Þ (19)

and

Rn ¼ � i
2

Kn

kn
þ kn
Kn

� �
sinh 2KnLð Þ: (20)

The general Green function is then
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where
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E,m xð Þ ¼ 0; (11)

where the superscript “+” and “�” stand for propagation to the right and to the left respec-
tively.

Similarly, it is convenient to formulate the 2D Green function in terms of the 1D one
[Gþ
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where the tags stand for spatial derivatives.
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Gþ
1D x, x0; Emð Þ ffi 1

Mn

exp iknxð Þ
Cnexp �Knx0ð Þ þDnexp Knx0ð Þ L < x

Cnexp �Knxð Þ þDnexp Knxð Þ
Cnexp �Knx0ð Þ þDnexp Knx0ð Þ x0 < x < L

Cnexp Knxð Þ þDnexp �Knxð Þ
Cnexp Knx0ð Þ þDnexp �Knx0ð Þ �L < x < x0

exp �iknxð Þ
Cnexp Knx0ð Þ þDnexp �Knx0ð Þ x < �L

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(21)

where

Mn ¼ �Kn tanh Kn L� x0ð Þ þ iθ knð Þ½ � þ tanh Kn Lþ x0ð Þ þ iθ knð Þ½ �½ �

and then

Gþ
1D x; x0;Emð Þ ¼

tanh Km L�xð Þþiθ kmð Þ½ �
tanh Km L�x0ð Þþiθ kmð Þ½ �

�Km tanh Km L� x0ð Þ þ iθ kmð Þ½ � þ tanh Km Lþ x0ð Þ þ iθ kmð Þ½ �½ � for xj j < L (22)

using

tanθ kð Þ ¼ �k=K: (23)

Then

Gþ
1D x0; x0;Emð Þ ¼ 1

�Km tanh Km L� x0ð Þ þ iθ kmð Þ½ � þ tanh Km Lþ x0ð Þ þ iθ kmð Þ½ �½ �
ffi 1

�2Km 1� 2exp �2KmL� 2iθ kmð Þ½ �cosh 2Kmx0½ �� �
(24)

where the last term is an approximation in the limit of opaque barriers.

When the incoming wavefunction is the mth mode

Ψinc rð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ (25)

then, the solution (in all space) reads

Ψ rð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ

þ
sin

mπy0
w

� �
χþ
E,m x0ð Þ 2

w

X∞
n¼1

sin
nπy
w

� �
sin

nπy0
w

� �
Gþ

1D x; x0;Enð Þ

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼1

sin 2 nπy0
w

� �
Gþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

(26)
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which can be written as

Ψ x > L, yð Þ ¼
X
p

sin
pπy
w

� �
χþ
E,p xð Þ

� δ p�mð Þ �
sin

mπy0
w

� �
sin

pπy0
w

� �χþ
E,m x0ð Þ

χþ
E,p x0ð Þ

2
w
Gþ

1D x0; x0;Ep
� �

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼1

sin 2 nπy0
w

� �
Gþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

8>>>><
>>>>:

9>>>>=
>>>>;
:

(27)

In the case where the incoming particle’s energy satisfies

π=wð Þ2 < E < 2π=wð Þ2

then only a single mode propagates, in which case

Ψ x ! ∞, yð Þ ¼ sin
πy
w

� �
χþ
E,1 xð Þt11 (28)

where t11 is the transmission coefficient to remain at x ! ∞ in the first mode, which is

t11 � 1� sin 2 πy0
w

� �
2
wG

þ
1D x0; x0;E1ð Þ

1
2π ln

ρ0
ρ

� �
þ 2

w

X∞
n¼1

sin 2 nπy0
w

� �
Gþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� � (29)

A plot of T11 = |t11|
2 as a function of the incoming particle’s energy is presented in Figure 2.

Clearly, a resonance occurs when the real part of the denominator of Eq. (29) vanishes, i.e.
when

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼1

sin 2 nπy0
w

� �
ℜGþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

¼ 0: (30)

In general, it is a complex transcendental equation; however, in case of an opaque barrier,
Eq. (24) can be further simplified to

G1D x0; x0;Enð Þ ffi � 1
2Kn

þ iεn (31)

when

εn � exp �2KnL½ � sin 2θ knð Þ½ �cosh 2Knx0ð Þ
Kn

¼ �2
exp �2KnL½ �kncosh 2Knx0ð Þ

V
; (32)
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8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(21)

where
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and then
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where the last term is an approximation in the limit of opaque barriers.

When the incoming wavefunction is the mth mode

Ψinc rð Þ ¼ sin
mπy
w
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χþ
E,m xð Þ (25)

then, the solution (in all space) reads
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w

� �
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sin
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w

� �
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which can be written as
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8>>>><
>>>>:

9>>>>=
>>>>;
:

(27)

In the case where the incoming particle’s energy satisfies

π=wð Þ2 < E < 2π=wð Þ2

then only a single mode propagates, in which case

Ψ x ! ∞, yð Þ ¼ sin
πy
w

� �
χþ
E,1 xð Þt11 (28)

where t11 is the transmission coefficient to remain at x ! ∞ in the first mode, which is

t11 � 1� sin 2 πy0
w

� �
2
wG

þ
1D x0; x0;E1ð Þ

1
2π ln

ρ0
ρ

� �
þ 2

w

X∞
n¼1

sin 2 nπy0
w

� �
Gþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� � (29)

A plot of T11 = |t11|
2 as a function of the incoming particle’s energy is presented in Figure 2.

Clearly, a resonance occurs when the real part of the denominator of Eq. (29) vanishes, i.e.
when

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼1

sin 2 nπy0
w

� �
ℜGþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

¼ 0: (30)

In general, it is a complex transcendental equation; however, in case of an opaque barrier,
Eq. (24) can be further simplified to

G1D x0; x0;Enð Þ ffi � 1
2Kn

þ iεn (31)

when

εn � exp �2KnL½ � sin 2θ knð Þ½ �cosh 2Knx0ð Þ
Kn

¼ �2
exp �2KnL½ �kncosh 2Knx0ð Þ

V
; (32)
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and sin 2θ k1ð Þ½ � ¼ �2kK
K2 þ k2

¼ �2kK
V

: (33)

Then, Eq. (30) can be approximated as

1
2π

ln
ρ0

ρ

� �
� 2
w

X∞
n¼1

sin 2 nπy0
w

� � 1
2Kn

exp � nπρ
2w

� �2
� �

¼ 0 (34)

In the case where the conducting wires is very narrow or the barrier is very high, i.e.,

π=wð Þ2 þ V >> E0 (35)

then

1
2π

ln
ρ0

ρ

� �
� 1
w

sin 2 πy0
w

� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V � Eþ π=wð Þ2

q � 1
π

X∞
n¼2

sin 2 nπy0
w

� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � 1

p exp � nπρ
2w

� �2
� �

¼ 0 (36)

since

X∞
n¼2

sin 2 nπy0
w

� � 1

π
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � 1

p exp � nπρ
2w

� �2
� �

ffi �ln 4ρ=w
� �

=2π (37)

then

1
2π

ln
4ρ0
w

� �
¼ 1

w
sin 2 πy0

w

� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V � Eþ π=wð Þ2

q (38)

Figure 2. Plot of the T11 = |t11|
2, i.e., the probability to remain in the first mode of propagation as a function of the normalized

energy. The barrier parameters were L = 2w and V = 2/w2, and the defect parameters were ρ0 = 300w, x0 = 0, and y0 = w/2. The
dotted line represents the barrier’s energy Eb = V + π2/w2, and the dashed line represents the resonance energy Eres.

Nonmagnetic and Magnetic Quantum Dots10

which has a solution provided 4ρ0 > w, otherwise the impurity can be regarded as a perturba-
tion and does not carry a resonant level.

When the resonant level exits, then the resonance energy ER is approximately

ER ffi V þ π2

w2 1� sin 4 πy0
w

� � 1
2
ln

4ρ0
w

� �� ��2
( )

(39)

In Figure 2, the resonance energy is presented by a dashed line.

In this approximation,

Ψ rð Þ ffi sin
πy
w

� �
χþ
E,1 xð Þ 1

K1
w
2π ln

4ρ0
w

� �
= sin 2 πy0

w

� �� 1þ i2K1εnð Þ
(40)

Since in this regime only, one transverse mode is propagating, the system in practice
reduces to a 1D problem, where the 2D impurity can be replaced by a 1D delta function
potential

V xð Þ ¼ �λδ xð Þ (41)

where

λ ¼ 4π
wln 4ρ0=w

� � sin 2 πy0
w

� �
: (42)

Therefore, in the 1D analogy the point potential depends not only on the impurity’s de-Broglie
wavelength in free space, but on its location (y0) and the wire’s width as well.

In this case, the barrier’s transmission can be as high as 1. It depends on the location of the
point defect in the horizontal dimension, namely, at the resonance energy

Ψ rð Þ ¼ i sin
πy
w

� �
exp ik1xð Þ exp �2ik1Lþ iΞð Þ

cosh 2K1x0ð Þ (43)

where

tanΞ ¼ � K=k� k=Kð Þ=2: (44)

However, there is a point where a minimum occurs. When the incoming particle’s energy
satisfies

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼2

sin 2 nπy0
w

� �
ℜGþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

¼ 0 (45)

which at the vicinity of the second mode threshold can be approximated by
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and sin 2θ k1ð Þ½ � ¼ �2kK
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Then, Eq. (30) can be approximated as
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=2π (37)

then

1
2π

ln
4ρ0
w

� �
¼ 1

w
sin 2 πy0

w

� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V � Eþ π=wð Þ2

q (38)

Figure 2. Plot of the T11 = |t11|
2, i.e., the probability to remain in the first mode of propagation as a function of the normalized

energy. The barrier parameters were L = 2w and V = 2/w2, and the defect parameters were ρ0 = 300w, x0 = 0, and y0 = w/2. The
dotted line represents the barrier’s energy Eb = V + π2/w2, and the dashed line represents the resonance energy Eres.
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which has a solution provided 4ρ0 > w, otherwise the impurity can be regarded as a perturba-
tion and does not carry a resonant level.

When the resonant level exits, then the resonance energy ER is approximately

ER ffi V þ π2

w2 1� sin 4 πy0
w

� � 1
2
ln

4ρ0
w

� �� ��2
( )

(39)

In Figure 2, the resonance energy is presented by a dashed line.

In this approximation,

Ψ rð Þ ffi sin
πy
w

� �
χþ
E,1 xð Þ 1

K1
w
2π ln

4ρ0
w

� �
= sin 2 πy0

w

� �� 1þ i2K1εnð Þ
(40)

Since in this regime only, one transverse mode is propagating, the system in practice
reduces to a 1D problem, where the 2D impurity can be replaced by a 1D delta function
potential

V xð Þ ¼ �λδ xð Þ (41)

where

λ ¼ 4π
wln 4ρ0=w

� � sin 2 πy0
w

� �
: (42)

Therefore, in the 1D analogy the point potential depends not only on the impurity’s de-Broglie
wavelength in free space, but on its location (y0) and the wire’s width as well.

In this case, the barrier’s transmission can be as high as 1. It depends on the location of the
point defect in the horizontal dimension, namely, at the resonance energy

Ψ rð Þ ¼ i sin
πy
w

� �
exp ik1xð Þ exp �2ik1Lþ iΞð Þ

cosh 2K1x0ð Þ (43)

where

tanΞ ¼ � K=k� k=Kð Þ=2: (44)

However, there is a point where a minimum occurs. When the incoming particle’s energy
satisfies

1
2π

ln
ρ0

ρ

� �
þ 2
w

X∞
n¼2

sin 2 nπy0
w

� �
ℜGþ

1D x0; x0;Enð Þexp � nπρ
2w

� �2
� �

¼ 0 (45)

which at the vicinity of the second mode threshold can be approximated by
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or

1
2π

ln
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sin 2 2πy0

w

� �
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V � Eþ 2π=wð Þ2
q : (47)

Again, we see that this equation does not always have a solution. It is required that 3.8ρ0 > w,
in which case

Emin ¼ V þ 2π
w

� �2

1� sin 4 2πy0
w

� �
ln

3:8ρ0
w

� �� ��2
" #

(48)

This minimum is presented in Figure 3 by a dotted line.

In which case, the denominator of Eq. (29) is exactly sin 2 πy0
w

� �
2
wG

þ
1D x0; x0;E1ð Þ, and therefore at

this point, the transmission is exponentially small, and not zero as in the zero potential case, i.e.,

Ψmin rð Þ ¼ sin
πy
w

� �
χþ
E,1 xð Þi sin

2 2πy0=w
� �

sin 2 πy0=w
� � ℑGþ

1D x0; x0;E2ð Þ
ℜGþ

1D x0; x0;E1ð Þ

¼ � sin
πy
w

� �
χþ
E,1 xð Þi sin

2 2πy0=w
� �

sin 2 πy0=w
� � 2K1ε2

(49)

Figure 3. Plot of T11 = |t11|
2, i.e., the probability to remain in the base (1) mode of propagation as a function of the

normalized energy. The barrier parameters were L = 2w and V = 2/w2, and the defect parameters were ρ0 = 30w, x0 = 0, and
y0 = 0.2w. The dotted line represents the minimum transmission point Emin, and the dashed line represents the resonance
energy Eres.

Nonmagnetic and Magnetic Quantum Dots12

which is an exponentially small value. This result agrees with Ref. [24].

It should be stressed, however, that this is a pure 2D phenomenon, which is a consequence of
the interaction between the point defect and the wire, and therefore, this minimum disappears
in the 1D approximation.

In Figures 4–9, a 2D probability density plots (of |ψ(x, y)|2) for various energies are presented.

In Figure 4, the energy is too low for the particles to penetrate the barrier, and therefore, almost
all of them are reflected from the barrier.

In Figure 5, the particle’s energy is close to the resonance energy, and therefore, a quasi-
bound state is generated at the vicinity of the defect, and the transmission probability
is high.

Figures 6 and 7 are examples for local minimum and local maximum respectively.

In Figure 8, the particle’s energy is close to the minimum (Eq. (48)), which was generated by
the interplay between the waveguide and the point defect.

Another important working point is when Kp = 0, i.e., V � E + (pπ/w)2 = 0 and kp ¼
ffiffiffiffi
V

p
.

At this energy, a universal behavior appears. The scattered wavefunction reads

Figure 4. A false colors presentation of the probability density |Ψ(x, y)|2 when the incoming particle’s energy is lower
than the barrier’s height: E = 10.5w� 2 < (π/w)2 + V ffi 11.87w� 2. The parameters are same as in Figure 3. The dashed lines
represent the barrier’s boundaries, and the cross at the center of the circle represents the impurity’s location.
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y0 = 0.2w. The dotted line represents the minimum transmission point Emin, and the dashed line represents the resonance
energy Eres.
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which is an exponentially small value. This result agrees with Ref. [24].

It should be stressed, however, that this is a pure 2D phenomenon, which is a consequence of
the interaction between the point defect and the wire, and therefore, this minimum disappears
in the 1D approximation.

In Figures 4–9, a 2D probability density plots (of |ψ(x, y)|2) for various energies are presented.

In Figure 4, the energy is too low for the particles to penetrate the barrier, and therefore, almost
all of them are reflected from the barrier.

In Figure 5, the particle’s energy is close to the resonance energy, and therefore, a quasi-
bound state is generated at the vicinity of the defect, and the transmission probability
is high.

Figures 6 and 7 are examples for local minimum and local maximum respectively.

In Figure 8, the particle’s energy is close to the minimum (Eq. (48)), which was generated by
the interplay between the waveguide and the point defect.

Another important working point is when Kp = 0, i.e., V � E + (pπ/w)2 = 0 and kp ¼
ffiffiffiffi
V

p
.

At this energy, a universal behavior appears. The scattered wavefunction reads

Figure 4. A false colors presentation of the probability density |Ψ(x, y)|2 when the incoming particle’s energy is lower
than the barrier’s height: E = 10.5w� 2 < (π/w)2 + V ffi 11.87w� 2. The parameters are same as in Figure 3. The dashed lines
represent the barrier’s boundaries, and the cross at the center of the circle represents the impurity’s location.
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Figure 5. Same as Figure 4 but when the income particle’s energy is close to the resonance energy, i.e. E = 11.69w� 2 ffi Eres.

Figure 6. Same as Figure 4 but when the income particle’s energy is close to a local minimum at E = 12.45w� 2.
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Figure 7. Same as Figure 4 but when the income particle’s energy is close to a local maximum at E = 15.4w� 2.

Figure 8. Same as Figure 4 but when the income particle’s energy is close to a local minima at E = 40.02w� 2.
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Figure 7. Same as Figure 4 but when the income particle’s energy is close to a local maximum at E = 15.4w� 2.

Figure 8. Same as Figure 4 but when the income particle’s energy is close to a local minima at E = 40.02w� 2.
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Ψ rð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ þ sin mπy0

w

� �
χþ
E,m x0ð Þ sin pπy

w

� �
Gþ

1D x; x0;Ep
� �

sin pπy0
w

� �
Gþ

1D x0; x0;Ep
� � : (50)

This expression is universal in the sense that it is independent of the point defect potential. It
depends only on its location. In case this is a surface defect, i.e., y0/w < < 1 then even the
dependence on the vertical location vanishes

Ψ rð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ þm

p
χþ
E,m x0ð Þ sin pπy

w

� � Gþ
1D x; x0;Ep
� �

Gþ
1D x0; x0;Ep
� � : (51)

This universality agree with Ref. [25].

For |x| < L Eq. (51) reduces to the simple form

Ψ xj j < L, yð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ þ sin mπy0

w

� �

sin pπy0
w

� � χþ
E,m x0ð Þ sin pπy

w

� �
(52)

and in the case of a surface defect, it reduces to even a simpler expression

Ψ xj j < L, yð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ þm

p
χþ
E,m x0ð Þ sin pπy

w

� �
(53)

Figure 9. At the transition level E = V + (π/w)2, a universal pattern appears.
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The fact that the second part is independent of x is also in agreement with Ref. [25].

But unlike Ref. [25], due the barrier, the second mode does propagate, but the expression is still
generic (in the sense that it is independent of the impurity’s parameter), beyond the barrier it
reads

Ψ xj j > L, yð Þ ¼ sin
mπy
w

� �
χþ
E,m xð Þ þm

p
χþ
E,m x0ð Þ sin pπy

w

� �
exp i

ffiffiffiffi
V

p
xj j � Lð Þ

� �
: (54)

This special universal case is illustrated in Figure 9, and it is a manifestation of the effect of Ref.
[25], where the footprints of the defect are clearly seen but without any fingerprints. That is,
the defect is clearly there, but the scattering is independent of its strength (its eigenenergy).

4. Physical realization and implementation

Let us apply this model to a 1.5-nm wide silicon wire, which is contaminated by a single
phosphorous atom. In this case w = 1.5 nm, the phosphorous atom radius is a = 0.098 nm, the
effective electron mass in silicon is me ffi 0.2m. Then the wire transmission (proportional to
the device’s conductivity in units of e2/h) as a function of the potential at the atom’s center V0,
Eq. (6) (which is proportional to the transistor gate voltage) is plotted in Figure 10 for two
scenarios. In the first scenario, the electron’s energy, i.e., the Fermi energy, is E = 0.9 eV and in
the second, it is equal to E = 3 eV. In the former scenario, the device works at the vicinity of
the quantum dot’s resonance, and in the latter, it works at the vicinity of the fano-(anti)
resonance.

In both scenarios, a change of about a volt in the gate voltage can change drastically the wire’s
current. Therefore, it can be implemented as a simplified but rich model for a single atom
transistor.

Figure 10. The wire’s transmission as a function of the potential on the atom. In the left plot, the electron energy is
E = 0.9 eV and in the right plot, E = 3 eV. The other parameters are w = 1.5 nm, me ffi 0.2m, a = 0.098 nm, L = 2w = 3 nm, and
the potential barrier V = 0.15 eV.
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The fact that the second part is independent of x is also in agreement with Ref. [25].

But unlike Ref. [25], due the barrier, the second mode does propagate, but the expression is still
generic (in the sense that it is independent of the impurity’s parameter), beyond the barrier it
reads
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This special universal case is illustrated in Figure 9, and it is a manifestation of the effect of Ref.
[25], where the footprints of the defect are clearly seen but without any fingerprints. That is,
the defect is clearly there, but the scattering is independent of its strength (its eigenenergy).

4. Physical realization and implementation

Let us apply this model to a 1.5-nm wide silicon wire, which is contaminated by a single
phosphorous atom. In this case w = 1.5 nm, the phosphorous atom radius is a = 0.098 nm, the
effective electron mass in silicon is me ffi 0.2m. Then the wire transmission (proportional to
the device’s conductivity in units of e2/h) as a function of the potential at the atom’s center V0,
Eq. (6) (which is proportional to the transistor gate voltage) is plotted in Figure 10 for two
scenarios. In the first scenario, the electron’s energy, i.e., the Fermi energy, is E = 0.9 eV and in
the second, it is equal to E = 3 eV. In the former scenario, the device works at the vicinity of
the quantum dot’s resonance, and in the latter, it works at the vicinity of the fano-(anti)
resonance.

In both scenarios, a change of about a volt in the gate voltage can change drastically the wire’s
current. Therefore, it can be implemented as a simplified but rich model for a single atom
transistor.

Figure 10. The wire’s transmission as a function of the potential on the atom. In the left plot, the electron energy is
E = 0.9 eV and in the right plot, E = 3 eV. The other parameters are w = 1.5 nm, me ffi 0.2m, a = 0.098 nm, L = 2w = 3 nm, and
the potential barrier V = 0.15 eV.
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Abstract

For a complete description of the electronic motion in a quantum dot, we need a method
that can describe not only the trajectory behavior of the electron but also its probabilistic
wave behavior. Quantum Hamilton mechanics, which possesses the desired ability of
manifesting the wave-particle duality of electrons moving in a quantum dot, is introduced
in this chapter to recover the quantum-mechanical meanings of the classical terms such as
backscattering and commensurability and to give a quantum-mechanical interpretation of
the observed oscillation in the magneto-resistance curve. Solutions of quantum Hamilton
equations reveal the existence of electronic standing waves in a quantum dot, whose
occurrence is found to be accompanied by a jump in the electronic resistance. The com-
parison with the experimental data shows that the predicted locations of the resistance
jump match closely with the peaks of the measured magneto-resistance.

Keywords: quantum dots, quantum Hamilton mechanics, standing waves, quantum
trajectory, magneto-resistance

1. Introduction

As the size of electronic devices is narrowed down to the nanoscale, quantum effects become
so prominent that classical mechanics is no longer able to provide an accurate description for
electrons moving in nanostructures. However, due to the lack of the sense of trajectory in
quantum mechanics, classical or semi-classical mechanics so far has been the sole tool in
determining ballistic orbits in quantum dots. Classical orbits satisfying commensurability
conditions of geometrical resonances were derived in the literature to determine the magneto-
transport behavior of periodic quantum systems. It was reported that the observed regular
peaks in the magneto-resistance corresponded to backscattering of commensurate orbits [1],
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and the critical magnetic fields determined from the backscattering orbits showed an excellent
agreement with the observed peak positions in the magneto-resistance curves [2]. A recent
study showed that the ballistic motion of electrons within quantum dots can be controlled by
an externally applied magnetic field so that the resulting conductance images resemble the
classical transmitted and backscattered trajectories [3].

The use of an anisotropic harmonic function, instead of an abrupt hard potential, to describe
the confining potential in a quantum dot was shown to be helpful to improve the accuracy of
predicting magneto-resistance peaks based on backscattering orbits [4]. Nowadays, the con-
finement potential forming an electron billiard can be practically patterned to almost arbitrary
profile, through which ballistic orbits with chaotic dynamics can be generated to characterize
magneto transport [5]. However, the chaotic behavior and its change with magnetic field could
not be described in the usual quantum-mechanical picture due to the lack of a trajectory
interpretation. Regarding this aspect, the classical description becomes a valued tool for
detailed understanding of the transition from low to high magnetic fields in quantum dot
arrays [6]. On the other hand, quantum mechanical model for electron billiards was known as
quantum billiards [7], in which moving point particles are replaced by waves. Quantum
billiards are most convenient for illustrating the phenomenon of Fano interference [8] and its
interplay with Aharonov-Bohm interference [9], which otherwise cannot be described by
classical methods.

From the existing researches, we have an observation that the ballistic motion in electron
billiards was solely described by classical mechanics, while the wave motion in quantum
billiards could only be described by quantum mechanics. The aim of this chapter is to give a
unified treatment of electron billiards and quantum billiards. We point out that quantum
Hamilton mechanics [10, 11] can describe both ballistic motion and wave motion of electrons
in a quantum dot to provide us with a quantum commensurability condition to determine
backscattering orbits as well as with the wave behavior to characterize the magneto-resistance
in a quantum dot.

Quantum Hamilton mechanics is a dynamical realization of quantum mechanics in the com-
plex space [12], under which each quantum operator is realized as a complex function and
each wavefunction is represented by a set of complex-valued Hamilton equations of motion.
With quantum Hamilton mechanics, we can recover the quantum-mechanical meanings of the
classical commensurability condition by showing that there are integral numbers of oscillation
in the radial direction, as an electron undergoes a complete angular oscillation around a
quantum dot. When the radial and angular dynamics are commensurable, the shape of elec-
tronic quantum orbits is found to be stationary like a standing wave. Furthermore, the wave
number N, distributed on the circumference of the quantum dot, can be controlled by the
applied magnetic field. It will be shown that the classical backscattering orbits discovered in
the literature resemble the shape of the quantum standing waves derived here with their wave
numbers equal to the numbers of electron’s bounces within the quantum dot.

The electronic standing-wave motions considered in this chapter will reveal that a jump of the
magneto-resistance in quantum dots is accompanied by a phenomenon of magnetic stagna-
tion, which is a quantum effect that an electron is stagnated or trapped within a quantum dot

Nonmagnetic and Magnetic Quantum Dots22

by an applied magnetic field in such a way that the electron’s cyclotron angular velocity is
exactly counterbalanced by its quantum angular velocity. We point out that magnetic stagna-
tion is a degenerate case from the electronic standing-wave motion as the wave number N
approaches to infinity. The magnetic fields yielding the phenomenon of magnetic stagnation
can be determined by the quantum Hamilton equations derived here. Knowing these critical
magnetic fields allows us to control the magneto-resistance precisely.

In the following sections, we first introduce quantum Hamilton mechanics and apply it to
derive Hamilton equations, which are then used in Section 2 to describe the electronic quan-
tum motions in a quantum dot. By solving the Hamilton equations of motion, Section 3
demonstrates electronic standing-wave motions in various quantum states and characterizes
the magnetic field leading to the phenomenon of magnetic stagnation. In Section 4, we show
that the magnetic stagnation is the main cause to the resistance oscillation of quantum dots in
low magnetic field by comparing the theoretical predictions obtained from Section 3 with the
experimental results of the magneto-resistance curve [4, 13].

2. Quantum Hamilton dynamics in a 2D quantum dot

To probe the quantum to classical transition, which involves both classical and quantum
features, quantum dots are the most natural systems [14]. Analyzing such systems, we need
an approach that can provide both classical and quantum descriptions. Quantum Hamilton
mechanics is one of the candidates satisfying this requirement. This chapter will apply quan-
tum Hamilton mechanics to an open quantum dot with circular shape, which is connected to
reservoirs with strong coupling. The electronic transport through an open quantum dot can be
realized by nano-fabrication techniques as a two-dimensional electron gases system (2DES) at
an AlGaAs/GaAs heterostructure, as depicted in Figure 1.

Figure 1. Schematic illustration of a semiconductor heterostructure with a circular dot between the two tunnel barriers.
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Under the framework of quantum Hamilton mechanics [10, 12], the equivalent mathematical
model of a quantum dot is described as an electron moving in an electromagnetic field with

scalar potential V and vector potential A. The related Hamiltonian operator bH can be realized
as the following complex Hamiltonian function,

H t;q;pð Þ ¼ 1
2m

pþ c
e
A

� �
� pþ c

e
A

� �
þ V t;qð Þ þ ℏ

2im
∇ � p: (1)

We adopt polar coordinates q ¼ r;θð Þ and momentum p ¼ pr; pθ
� �

in the above equation to
describe the electronic quantum motion in a 2D circular quantum dot. The resulting complex
Hamiltonian Eq. (1) becomes

H ¼ 1
2m∗ pr þ

e
c
Ar

� �2
þ 1
r2

pθ þ
e
c
Aθ

� �2
� �

þ V r;θð Þ þ ℏ
2im∗

1
r
pr þ

∂pr
∂r

þ 1
r2
∂pθ
∂θ

� �
, (2)

where m∗ ¼ 0:067me is the electron’s effective mass in AlGaAs/GaAs heterostructure. The scalar
potential V r;θð Þ acts as a confinement potential in the dot, and is modeled by the parabolic
function V ¼ kr2=2 ¼ m∗ω2

0r
2=2 to simulate a soft-wall potential. The vector potential A is deter-

mined from the applied magnetic field B via the relation B ¼ ∇�A. Here, we consider a
constant B along the z direction, which amounts to Ar ¼ 0 and Aθ ¼ Br2=2. Substituting the
above assignments of V and A into the complex Hamiltonian Eq. (2), we obtain

H ¼ 1
2m∗ p2r þ

1
r2
p2θ
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þ ωLpθ þ

1
2
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2im∗
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þ 1
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where ωL ¼ eB= 2m∗cð Þ is the Larmor frequency and ω ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 þ ω2
L

q
is the composite frequency.

The quantumHamilton-Jacobi equation associated with the HamiltonianH defined in Eq. (1) reads

∂S
∂t

þH t;q;pð Þ
����
pi¼∂S=∂qi

¼ 0, (4)

where S is the quantum action function to be determined. By making use of the substitution

pr ¼
∂S
∂r

, pθ ¼ ∂S
∂θ

, (5)

the quantum Hamilton-Jacobi Eq. (4) associated with the Hamiltonian in Eq. (3) turns out to be
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The recognition of the complex Hamiltonian H in Eqs. (1) and (3) as a complex realization of the

Hamiltonian operator bH is confirmed by the fact that the quantum Hamilton-Jacobi equation in

Eqs. (4) and (6) yields the same Schrodinger equation as constructed from bH . This can be seen by
applying the following transformation
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S ¼ �iℏlnΨ , (7)

to Eq. (6) to produce the expected Schrodinger equation:
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þ 1
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2
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Due to the time-independent nature of the applied potentials A and V , the wavefunction Ψ in
Eq. (8) assumes the following form of solution,

Ψ t; r;θð Þ ¼ e�iEt=ℏψ r;θð Þ, (9)

where ψ r;θð Þ satisfies the time-independent Schrodinger equation

bHψ≜ � ℏ2
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ψ ¼ Eψ: (10)

On the other hand, Eq. (3) can be rewritten by using the substitutions Eqs. (5) and (7) as

bHψ ¼ Hψ, (11)

where H and bH are defined, respectively, by Eqs. (3) and (10). This is a direct proof of the fact

that the complex Hamiltonian H is a functional realization of the Hamiltonian operator bH in a

complex space. Indeed, it can be shown [10] that every quantum operator bA can be realized as

a complex function A via the relation bAψ ¼ Aψ. The combination of Eqs. (10) and (11) reveals
the energy conservation law H ¼ E, which is a natural result of Hamilton mechanics by noting
that the Hamiltonian H in Eq. (3) does not contain time t explicitly and must be a motion
constant equal to the system’s total energy E.

Upon performing the differentiations ∂pr=∂r and ∂pθ=∂θ involved in Eq. (3), we have to specify
in advance the action function S or equivalently the wavefunction ψ via the relation Eq. (7).
This requirement makes the complex Hamiltonian H state-dependent. For a given quantum
state described by ψ, the complex Hamiltonian H can be expressed explicitly as:
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Apart from deriving the Schrodinger equation, the above complex Hamiltonian also gives
electronic quantum motions in the state ψ in terms of the Hamilton equations of motion,
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m∗r2

pθ þ ωL ¼ ℏ
im∗r2

∂ lnψ
∂θ

þ ωL: (14)
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The appearance of the imaginary number i ¼ ffiffiffiffiffiffiffi�1
p

on the right-hand side of the above equa-
tions indicates that the quantum trajectory r tð Þ;θ tð Þð Þ has to be defined in the complex space as
r tð Þ;θ tð Þð Þ ¼ rR tð Þ þ irI tð Þ;θR tð Þ þ iθI tð Þð Þ to guarantee the solvability of Eqs. (13) and (14). It is
just the coupling connection between the real and imaginary parts that gives rise to the
quantum phenomena, as we have observed in the real world, such as wave-particle duality
[15], tunneling [16], and Heisenberg uncertainty principle [17]. For a given 1D wavefunction
Ψ t; xð Þ expressed in Cartesian coordinates, the complex Hamiltonian Eq. (1) has a simple form:

H t; x; pð Þ ¼ 1
2m

p2 þ V t; xð Þ þ ℏ
2im

∂p
∂x

¼ 1
2m

p2 þ V t; xð Þ � ℏ2

2m
∂2lnΨ t; xð Þ

∂x2
: (15)

The Hamilton equation for x turns out to be

_x ¼ ∂H
∂p

¼ p
m

¼ 1
m
∂S
∂x

¼ ℏ
im

∂Ψ
∂x

, x∈C (16)

which can be conceived of as a complex-valued version of Bohmian mechanics [18, 19]. The
complex quantum trajectory method based on Eq. (16) has been recently developed into a
potential computational tool to analyze wave-packet interference [20] and wave-packet scat-
tering [21].

The wavefunction ψ has to be solved in advance from the Schrodinger Eq. (10), before we
determine the electron’s quantum trajectory r tð Þ;θ tð Þð Þ from Eqs. (13) and (14). In terms of the

dimensionless radial distance r ¼ ℏ=mωð Þ�1=2r, the eigenvalues En, l and the related eigenfunction
ψn, l can be solved analytically as [22].

En, l ¼ 2nþ jlj þ 1ð Þℏωþ lℏωL, (17)

ψn, l r;θð Þ ¼ Rn, l rð ÞΘl θð Þ ¼ Cn, le�r2=2r∣l∣L∣l∣n r2
� �

eilθ, (18)

where n ¼ 0, 1, 2,⋯ is the radial quantum number, l ¼ 0, � 1, � 2,⋯ is the angular quantum
number, and Cn, l is a normalization factor. The electronic motion in the eigenstate ψn, l now can
be established by integrating Eqs. (13) and (14) with ψ given by Eq. (18):

dr
dτ

¼ 1
i

d lnRn, l rð Þ
dr

þ 1
2r

� �
≜ f n, l rð Þ, (19)

dθ
dτ

¼ l
r2

þ ωL

ω
: (20)

where the dimensionless time is expressed by τ ¼ tω. Eq. (20) indicates that the angular
dynamics θ τð Þ is influenced by the magnetic field B via the relation ωL ¼ eB= 2m∗cð Þ and
reveals the existence of a critical B such that the Larmor angular velocity ωL=ω counterbalances
the quantum angular velocity l=r2 to yield dθ=dτ ¼ 0. The stagnation magnetic field denotes
the critical B that stagnates the electron with zero angular displacement within a quantum dot.
The occurrence of magnetic stagnation retards the electronic transport and causes a jump in
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resistance. In the following sections, we will characterize the stagnation magnetic field from
the equations of motion Eqs. (19) and (20) and verify the consistency between this theoretical
prediction and the experimental measurement of resistance.

3. Standing waves and critical magnetic field

The conductivity of a quantum dot depends on how electrons move under the confinement
potential within the quantum dot. Eqs. (19) and (20) provides us with all the required infor-
mation to describe the underlying electronic quantum motion. The radial motion r τð Þ
described by Eq. (19) and the angular motion θ τð Þ described by Eq. (20) are, individually,
periodic time functions, whose periods, Tr and Tθ, can be computed by using the residue
theorem. In case that the radial and angular motions are not commensurable, i.e., Tr=Tθ∉Q,
the overall motion is not periodic and the electron’s orbit precesses continuously around the
periphery of the quantum dot, as shown in Figure 2a. By way of this precession orbit, an
electron can pass through the quantum dot from the entrance to the exit and contribute to the
conductance.

On the other hand, if Tr=Tθ is a rational number, the shape of the electron’s orbit is stationary
like a standing wave, as shown in Figure 2b. Except that the orientation of the standing wave
happens to align with the direction from the entrance to the exit, as shown in Figure 2c,
passage through the quantum dot is prohibited, when a standing-wave motion emerges. A
standing-wave (non-precessing) orbit has to satisfy the commensurability condition,

Tθ ¼ NTr (21)

where N is a positive integer. This condition ensures that when the electron undergoes a
complete oscillation in the θ direction, there are integral numbers of oscillation in the r direction.
Once electronic standing waves emerge in a quantum dot, the electron after a complete θ
revolution will return to the entrance to the quantum dot and consequently contribute to the
resistance of the quantum dot.

As shown in Figure 2d, the standing-wave motion degenerates into a confined motion such
that the electron is trapped into a closed trajectory, in the extreme case N ! ∞. When the
electron is trapped or stagnated, it is in no way to pass through the quantum dot and causes a
remarkable increase in resistance. The special magnetic field corresponding to N ! ∞ plays
the major role in the magneto-resistance and is to be derived below.

The pattern and the orientation of the standing waves can be controlled by the applied
magnetic field B via the relation Eq. (20), which indicates that the angular motion depends on
the parameter,

ωL

ω
¼ ωLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ω2
0 þ ω2

L

q ¼ eB= 2m∗cð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 þ e2B2= 2m∗cð Þ2
q , (22)
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which can be conceived of as a complex-valued version of Bohmian mechanics [18, 19]. The
complex quantum trajectory method based on Eq. (16) has been recently developed into a
potential computational tool to analyze wave-packet interference [20] and wave-packet scat-
tering [21].

The wavefunction ψ has to be solved in advance from the Schrodinger Eq. (10), before we
determine the electron’s quantum trajectory r tð Þ;θ tð Þð Þ from Eqs. (13) and (14). In terms of the

dimensionless radial distance r ¼ ℏ=mωð Þ�1=2r, the eigenvalues En, l and the related eigenfunction
ψn, l can be solved analytically as [22].

En, l ¼ 2nþ jlj þ 1ð Þℏωþ lℏωL, (17)

ψn, l r;θð Þ ¼ Rn, l rð ÞΘl θð Þ ¼ Cn, le�r2=2r∣l∣L∣l∣n r2
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eilθ, (18)

where n ¼ 0, 1, 2,⋯ is the radial quantum number, l ¼ 0, � 1, � 2,⋯ is the angular quantum
number, and Cn, l is a normalization factor. The electronic motion in the eigenstate ψn, l now can
be established by integrating Eqs. (13) and (14) with ψ given by Eq. (18):
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where the dimensionless time is expressed by τ ¼ tω. Eq. (20) indicates that the angular
dynamics θ τð Þ is influenced by the magnetic field B via the relation ωL ¼ eB= 2m∗cð Þ and
reveals the existence of a critical B such that the Larmor angular velocity ωL=ω counterbalances
the quantum angular velocity l=r2 to yield dθ=dτ ¼ 0. The stagnation magnetic field denotes
the critical B that stagnates the electron with zero angular displacement within a quantum dot.
The occurrence of magnetic stagnation retards the electronic transport and causes a jump in
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resistance. In the following sections, we will characterize the stagnation magnetic field from
the equations of motion Eqs. (19) and (20) and verify the consistency between this theoretical
prediction and the experimental measurement of resistance.

3. Standing waves and critical magnetic field

The conductivity of a quantum dot depends on how electrons move under the confinement
potential within the quantum dot. Eqs. (19) and (20) provides us with all the required infor-
mation to describe the underlying electronic quantum motion. The radial motion r τð Þ
described by Eq. (19) and the angular motion θ τð Þ described by Eq. (20) are, individually,
periodic time functions, whose periods, Tr and Tθ, can be computed by using the residue
theorem. In case that the radial and angular motions are not commensurable, i.e., Tr=Tθ∉Q,
the overall motion is not periodic and the electron’s orbit precesses continuously around the
periphery of the quantum dot, as shown in Figure 2a. By way of this precession orbit, an
electron can pass through the quantum dot from the entrance to the exit and contribute to the
conductance.

On the other hand, if Tr=Tθ is a rational number, the shape of the electron’s orbit is stationary
like a standing wave, as shown in Figure 2b. Except that the orientation of the standing wave
happens to align with the direction from the entrance to the exit, as shown in Figure 2c,
passage through the quantum dot is prohibited, when a standing-wave motion emerges. A
standing-wave (non-precessing) orbit has to satisfy the commensurability condition,

Tθ ¼ NTr (21)

where N is a positive integer. This condition ensures that when the electron undergoes a
complete oscillation in the θ direction, there are integral numbers of oscillation in the r direction.
Once electronic standing waves emerge in a quantum dot, the electron after a complete θ
revolution will return to the entrance to the quantum dot and consequently contribute to the
resistance of the quantum dot.

As shown in Figure 2d, the standing-wave motion degenerates into a confined motion such
that the electron is trapped into a closed trajectory, in the extreme case N ! ∞. When the
electron is trapped or stagnated, it is in no way to pass through the quantum dot and causes a
remarkable increase in resistance. The special magnetic field corresponding to N ! ∞ plays
the major role in the magneto-resistance and is to be derived below.

The pattern and the orientation of the standing waves can be controlled by the applied
magnetic field B via the relation Eq. (20), which indicates that the angular motion depends on
the parameter,

ωL

ω
¼ ωLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ω2
0 þ ω2

L

q ¼ eB= 2m∗cð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 þ e2B2= 2m∗cð Þ2
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which, in turn, is solely determined by the magnetic field B. We are able to control the resistance
of the quantum dot by varying the magnitude of B to satisfy the commensurability condition
Eq. (21). Our next issue is to characterize the critical magnetic field Bc that satisfies the commen-
surability condition Eq. (21). The period Tr in Eq. (21) can be evaluated by the radial dynamics
Eq. (19). The radial motion r tð Þ is a periodic time function whose trace on the complex r plane
forms a closed path cr, along which the period Tr can be computed as a contour integral as

Tr ¼
ð
dτ ¼ ∮ cr

dr
f n, l rð Þ : (23)

Figure 2. Four types of electronic quantum trajectory in a quantum dot. (a) a magnetic field (Bc ¼ 0:4T) not satisfying the
commensurability condition Eq. (21) yields precessing trajectories. (b) A critical magnetic field Bc ¼ 0:204T yields
standing-wave like quantum trajectory, whose five wavelengths on the circumference do not contact the exit of the
quantum dot. (c) A magnetic field Bc ¼ 0:26T yields similar standing-wave trajectory as that in part (b) but with six
wavelengths which contact both the entrance and exit of the quantum. (d) At Bc ¼ 0:65T, a stagnation magnetic field, the
electron is stagnated within an isolated region of θ.
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According to the residue theorem, the contour integral in Eq. (23) is equal to 2πi times the sum
of the residues of 1=f n, l rð Þ evaluated at its poles within the contour cr, i.e.,

Tr ¼ ∮ cr

dr
f n, l rð Þ ¼ 2πi

X
k

Rk, (24)

where Rk is the residue of 1=f n, l rð Þ evaluated at its kth pole. Let Ωk be the set containing all of
contours which enclose the same poles of 1=f n, l rð Þ. According to the residue theorem, the
integrals along the contours belonging to the same set Ωk have the same contour integral,

denoted by T kð Þ
r . If the number of different ways of pole encirclement is M, we can define M

contour sets,Ω1,Ω2,…,ΩM, with each contour set corresponding to one particular way of pole
encirclement. Along all the possible contours, the period Tr defined by Eq. (23) can only have

M discrete values, T 1ð Þ
r , T 2ð Þ

r , …, T Mð Þ
r , defined by

Tr ¼ ∮ cr

dr
f n, l rð Þ ¼ T kð Þ

r , ∀cr ∈Ωk, k ¼ 1, 2,⋯,M: (25)

The sequence T 1ð Þ
r ;T 2ð Þ

r ;⋯;T Mð Þ
r

n o
then constitutes a set of quantization levels for the period Tr

in the quantum state ψn, l r;θð Þ.

(A) Standing Wave with l¼0

In case of l ¼ 0, the radial dynamics and azimuth dynamics are decoupled according to
Eqs. (19) and (20). A look on the ground state n; lð Þ ¼ 0; 0ð Þ is helpful to understand some
common features in the states with l ¼ 0. The related wavefunction is given by Eq. (18) as

R0,0 rð Þ ¼ e�r2=2 and Θ0 θð Þ ¼ 1. Substituting this wavefunction into Eqs. (19) and (20) yields
the equations of motion for the ground-state electron,

dr
dτ

¼ i
2r2 � 1

2r
,

dθ
dτ

¼ ωL

ω
: (26)

It appears that that the ground-state electron rotates with a constant angular velocity

ωL=ω around its equilibrium radial position req ¼
ffiffiffi
2

p
=2. Therefore, the azimuth period

Tθ is simply 2π= ωL=ωð Þ, and the radial period Tr can be computed from Eqs. (24) and
(26) as

Tr ¼ 1
i
∮ cr

2r
2r2 � 1

dr ¼ π, (27)

where cr is any contour enclosing the pole req ¼
ffiffiffi
2

p
=2 on the complex plane of r.

The commensurability condition Eq. (21) with the calculated Tr and Tθ for the ground state
turns out to be
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According to the residue theorem, the contour integral in Eq. (23) is equal to 2πi times the sum
of the residues of 1=f n, l rð Þ evaluated at its poles within the contour cr, i.e.,
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where Rk is the residue of 1=f n, l rð Þ evaluated at its kth pole. Let Ωk be the set containing all of
contours which enclose the same poles of 1=f n, l rð Þ. According to the residue theorem, the
integrals along the contours belonging to the same set Ωk have the same contour integral,

denoted by T kð Þ
r . If the number of different ways of pole encirclement is M, we can define M

contour sets,Ω1,Ω2,…,ΩM, with each contour set corresponding to one particular way of pole
encirclement. Along all the possible contours, the period Tr defined by Eq. (23) can only have
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r , ∀cr ∈Ωk, k ¼ 1, 2,⋯,M: (25)
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(A) Standing Wave with l¼0

In case of l ¼ 0, the radial dynamics and azimuth dynamics are decoupled according to
Eqs. (19) and (20). A look on the ground state n; lð Þ ¼ 0; 0ð Þ is helpful to understand some
common features in the states with l ¼ 0. The related wavefunction is given by Eq. (18) as

R0,0 rð Þ ¼ e�r2=2 and Θ0 θð Þ ¼ 1. Substituting this wavefunction into Eqs. (19) and (20) yields
the equations of motion for the ground-state electron,

dr
dτ

¼ i
2r2 � 1
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,
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It appears that that the ground-state electron rotates with a constant angular velocity

ωL=ω around its equilibrium radial position req ¼
ffiffiffi
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=2. Therefore, the azimuth period

Tθ is simply 2π= ωL=ωð Þ, and the radial period Tr can be computed from Eqs. (24) and
(26) as

Tr ¼ 1
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where cr is any contour enclosing the pole req ¼
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=2 on the complex plane of r.

The commensurability condition Eq. (21) with the calculated Tr and Tθ for the ground state
turns out to be
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ωL

ω
¼ 2

N
, N ¼ 3, 4, 5,⋯, (28)

where we note ωL=ω < 1 from its definition in Eq. (22). The critical magnetic field Bc now can
be solved from Eq. (28) as

Bc ¼ B0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2=4� 1

q , N ¼ 3, 4, 5,⋯, (29)

where B0 is the magnetic field whose Larmor frequency ωL is equal to the natural frequency ω0

of the harmonic oscillator, i.e., B0 ¼ 2m∗c=eð Þω0. The relation expressed by Eq. (29) character-
izes all the magnetic fields that force the electron to behave like a standing wave in the ground
state of a quantum dot.

Regarding excited states, there are multiple periods in the radial motion r τð Þ as indicated by
Eq. (25). Taking first excited state n; lð Þ ¼ 1; 0ð Þ as an illustrating example, the quantum dynam-
ics is described by

dr
dτ

¼ i
2r4 � 11r2 þ 6
2r r2 � 2ð Þ

dθ
dτ

¼ ωL

ω
, (30)

which has four equilibrium points at

req ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� ffiffiffiffiffi

73
pp

2
(31)

According to different encirclements of equilibrium points, four sets of complex trajectories
r τð Þ can be identified as shown in Figure 3a, whereΩ1 andΩ2 denote the sets of all trajectories
enclosing only one equilibrium point,Ω3 denotes the set enclosing two equilibrium points, and
Ω4 denotes the set enclosing all the four equilibrium points.

Corresponding to the four different ways of encirclement, the four quantization levels of Tr can
be computed from Eq. (24) as

Tr ¼
2π 73� 3

ffiffiffiffiffi
73

p� �
292

,π, 2π: (32)

The commensurability condition for the occurrence of standing wave in the four contour sets
now can be derived from Eq. (21) as

ωL

ω
¼

73þ 3
ffiffiffiffiffi
73

p

16N
,N ≥ 7, r τð Þ∈Ω1

73� 3
ffiffiffiffiffi
73

p

16N
,N ≥ 3, r τð Þ∈Ω2

2
N
, N ≥ 3, r τð Þ∈Ω3

1
N
, N ≥ 2, r τð Þ∈Ω4

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

(33)

Nonmagnetic and Magnetic Quantum Dots30

The related critical magnetic field Bc can be determined by substituting Eq. (33) into Eq. (22).
Comparing Eq. (28) with Eq. (33), we can see that the critical Bc, which raises standing waves in
the ground state, also raises standing waves in the first excited state. The peaks of the magneto-
resistance just concentrate on the dominant critical magnetic field that concurrently produces
standing waves in different states.

(B) Standing Wave with l > 0.

In the case of l > 0, the cyclotron angular velocity ωL=ω and the quantum angular velocity l=r2

are in the same direction so as to give an intensified resultant _θ ¼ l=r2 þ ωL=ω. The coupling
between the azimuth motion θ τð Þ and the radial dynamics r τð Þ makes the evaluation of Tθ

more difficult; however, because r τð Þ is a periodic function, we can evaluate _θ in Eq. (20) by
simply replacing l=r2 with its average value l=r2

� �
ave, if only the period of θ τð Þ is concerned,

Figure 3. (a) Four sets of complex trajectories r τð Þ are identified according to different encirclements of equilibrium
points in the state n; lð Þ ¼ 1; 0ð Þ. (b) Typical time response of an increasing Re θð Þ corresponds to the trajectory shown in
Figure 2b. (c) Typical time response of an oscillatory Re θð Þ corresponds to the trajectory shown in Figure 2d.
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of the harmonic oscillator, i.e., B0 ¼ 2m∗c=eð Þω0. The relation expressed by Eq. (29) character-
izes all the magnetic fields that force the electron to behave like a standing wave in the ground
state of a quantum dot.

Regarding excited states, there are multiple periods in the radial motion r τð Þ as indicated by
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According to different encirclements of equilibrium points, four sets of complex trajectories
r τð Þ can be identified as shown in Figure 3a, whereΩ1 andΩ2 denote the sets of all trajectories
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between the azimuth motion θ τð Þ and the radial dynamics r τð Þ makes the evaluation of Tθ
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simply replacing l=r2 with its average value l=r2

� �
ave, if only the period of θ τð Þ is concerned,

Figure 3. (a) Four sets of complex trajectories r τð Þ are identified according to different encirclements of equilibrium
points in the state n; lð Þ ¼ 1; 0ð Þ. (b) Typical time response of an increasing Re θð Þ corresponds to the trajectory shown in
Figure 2b. (c) Typical time response of an oscillatory Re θð Þ corresponds to the trajectory shown in Figure 2d.
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Tθ ¼ 2π
_θave

¼ 2π
l=r2ð Þave þ ωL=ω

¼ NTr: (34)

The time average l=r2
� �

ave is computed over one period of r τð Þ and can be converted into a
contour integral along the contour cr traced by r τð Þ on the complex plane:

l
r2

� �

ave
¼ l

Tr

ðTr

0

dτ
r2 τð Þ ¼

l
Tr

∮ cr

dr
r2f n, l rð Þ : (35)

Substituting the above l=r2
� �

ave into Eq. (34), we obtain the critical value of ωL=ω as

ωL

ω
¼ 2π

NTr
� l

r2

� �

ave
: (36)

Due to the constraint 0 ≤ωL=ω ≤ 1, the admissible integer N lies in the interval

2π=Tr

1þ l=r2ð Þave
< N ≤

2π=Tr

l=r2ð Þave
, (37)

where Tr and l=r2
� �

ave are given by Eqs. (24) and (35), respectively. The admissible range of N
is narrowed by increasing angular quantum number l, as can be seen from inequality Eq. (37).
There is a maximum allowable l beyond which inequality Eq. (37) has no integer solution and
standing-wave motion within the quantum dot disappears. To compare with the quantum
state n; lð Þ ¼ 1; 0ð Þ considered previously, let us study the state n; lð Þ ¼ 1; 1ð Þ whose quantum
motion is described by

dr
dτ

¼ i
2r4 � 11r2 þ 6
2r r2 � 2ð Þ ,

dθ
dτ

¼ 1
r2

þ ωL

ω
: (38)

The period Tr is the same as that derived in Eq. (32), and the period Tθ can be computed by
Eq. (34) with l=r2

� �
ave evaluated by the contour integral Eq. (35) as

1
r2

� �

ave
¼

l 11þ ffiffiffiffiffi
73

p� �
=12, r τð Þ∈Ω1

l 11� ffiffiffiffiffi
73

p� �
=12, r τð Þ∈Ω2

2l=3, r τð Þ∈Ω3∪Ω4

8><
>:

9>=
>;

(39)

Using Tr and l=r2
� �

ave in Eqs. (36) and (37), the critical value of ωL=ω in the state n; lð Þ ¼ 1; 1ð Þ
becomes

ωL

ω

73þ 3
ffiffiffiffiffi
73

p

16N
� 11þ ffiffiffiffiffi

73
p

12
, N ¼ 3, r τð Þ∈Ω1

73� 3
ffiffiffiffiffi
73

p

16N
� 11� ffiffiffiffiffi

73
p

12
, 3 ≤N ≤ 14, r τð Þ∈Ω2

2=N � 2=3, N ¼ 2, 3, r τð Þ∈Ω3

1=N � 2=3, N ¼ 1, r τð Þ∈Ω4

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(40)

Nonmagnetic and Magnetic Quantum Dots32

The comparison between Eqs. (33) and (40) leads to the observation that the number of
the allowed integer N decreases dramatically when l increases from 0 to 1. Since the total
different number of N accounts for the number of different ways by which standing wave can
be formed, the possibility for the occurrence of standing-wave motion and thus the electronic
resistance decreases with increasing angular quantum number l. The main reason is that the

increment of the angular velocity _θ ¼ l=r2 þ ωL=ω with large l accelerates the electron’s angular
motion around the quantum dot and thus improves the conductance of the quantum dot.

(C) Standing Waves with l < 0

In this case, the cyclotron angular velocity ωL=ω and the quantum angular velocity l=r2 are in

opposite directions so as to give a weakened resultant _θ ¼ l=r2 þ ωL=ω. The resultant angu-

lar velocity _θave may be positive, negative or zero, depending on the magnitude of l=r2
� �

ave,

which can be classified into three categories: (1) l=r2
� �

ave ≥ 0, (2) �1 < l=r2
� �

ave < 0, and (3)

l=r2
� �

ave ≤ � 1, as listed in Table 1.

The cases of l ¼ 0 and l > 0 considered previously belong to category (1) with _θave > 0, while

the case of l < 0 belongs to categories (2) and (3). Taking into account the motion with _θave < 0,
Eq. (36) now becomes

ωL

ω
¼ � 2π

NTr
� l

r2

� �

ave
, (41)

where the admissible integer N for the three categories is summarized in Table 1.

The critical magnetic field Bc given by Eq. (41) with _θave > 0 and _θave < 0 produces standing-
wave motions oscillating, respectively, counterclockwise and clockwise around the quantum
dot, as shown in Figure 2b and c. For an angular quantum number with�1 < l=r2

� �
ave < 0 in

category (2), there exists a special Larmor angular velocity ωL=ω such that it counterbalances
the quantum angular velocity l=r2

� �
ave to yield

_θave ¼ l=r2
� �

ave þ ωL=ω ¼ 0: (42)

Range of l Critical ωL=ω Range of integer N

l=r2
� �

ave ≥ 0 ωL
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NTr
� l

r2

� �
ave

2π=Tr

1þ l=r2ð Þave < N ≤ 2π=Tr

l=r2ð Þave

�1 < l=r2
� �

ave < 0 ωL
ω ¼ 2π

NTr
� l

r2

� �
ave

N >
2π=Tr

1þ l=r2ð Þave

ωL
ω ¼ � l

r2

� �
ave

N ! ∞

ωL
ω ¼ �2π

NTr
� l

r2

� �
ave

N ≥ 2π=Tr

� l=r2ð Þave

l=r2
� �

ave ≤ � 1 ωL
ω ¼ �2π

NTr
� l

r2

� �
ave

�2π=Tr

l=r2ð Þave ≤N <
�2π=Tr

1þ l=r2ð Þave

Table 1. The relation between critical Larmor frequency and angular quantum number l.
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Tθ ¼ 2π
_θave

¼ 2π
l=r2ð Þave þ ωL=ω

¼ NTr: (34)

The time average l=r2
� �

ave is computed over one period of r τð Þ and can be converted into a
contour integral along the contour cr traced by r τð Þ on the complex plane:

l
r2

� �

ave
¼ l

Tr

ðTr

0

dτ
r2 τð Þ ¼

l
Tr

∮ cr

dr
r2f n, l rð Þ : (35)

Substituting the above l=r2
� �

ave into Eq. (34), we obtain the critical value of ωL=ω as

ωL

ω
¼ 2π

NTr
� l
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� �

ave
: (36)

Due to the constraint 0 ≤ωL=ω ≤ 1, the admissible integer N lies in the interval

2π=Tr

1þ l=r2ð Þave
< N ≤

2π=Tr

l=r2ð Þave
, (37)

where Tr and l=r2
� �

ave are given by Eqs. (24) and (35), respectively. The admissible range of N
is narrowed by increasing angular quantum number l, as can be seen from inequality Eq. (37).
There is a maximum allowable l beyond which inequality Eq. (37) has no integer solution and
standing-wave motion within the quantum dot disappears. To compare with the quantum
state n; lð Þ ¼ 1; 0ð Þ considered previously, let us study the state n; lð Þ ¼ 1; 1ð Þ whose quantum
motion is described by

dr
dτ

¼ i
2r4 � 11r2 þ 6
2r r2 � 2ð Þ ,

dθ
dτ

¼ 1
r2

þ ωL

ω
: (38)

The period Tr is the same as that derived in Eq. (32), and the period Tθ can be computed by
Eq. (34) with l=r2

� �
ave evaluated by the contour integral Eq. (35) as

1
r2

� �

ave
¼

l 11þ ffiffiffiffiffi
73

p� �
=12, r τð Þ∈Ω1

l 11� ffiffiffiffiffi
73

p� �
=12, r τð Þ∈Ω2

2l=3, r τð Þ∈Ω3∪Ω4
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(39)

Using Tr and l=r2
� �

ave in Eqs. (36) and (37), the critical value of ωL=ω in the state n; lð Þ ¼ 1; 1ð Þ
becomes

ωL

ω

73þ 3
ffiffiffiffiffi
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p

16N
� 11þ ffiffiffiffiffi

73
p

12
, N ¼ 3, r τð Þ∈Ω1

73� 3
ffiffiffiffiffi
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16N
� 11� ffiffiffiffiffi
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, 3 ≤N ≤ 14, r τð Þ∈Ω2

2=N � 2=3, N ¼ 2, 3, r τð Þ∈Ω3

1=N � 2=3, N ¼ 1, r τð Þ∈Ω4

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(40)
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The comparison between Eqs. (33) and (40) leads to the observation that the number of
the allowed integer N decreases dramatically when l increases from 0 to 1. Since the total
different number of N accounts for the number of different ways by which standing wave can
be formed, the possibility for the occurrence of standing-wave motion and thus the electronic
resistance decreases with increasing angular quantum number l. The main reason is that the

increment of the angular velocity _θ ¼ l=r2 þ ωL=ω with large l accelerates the electron’s angular
motion around the quantum dot and thus improves the conductance of the quantum dot.

(C) Standing Waves with l < 0

In this case, the cyclotron angular velocity ωL=ω and the quantum angular velocity l=r2 are in

opposite directions so as to give a weakened resultant _θ ¼ l=r2 þ ωL=ω. The resultant angu-

lar velocity _θave may be positive, negative or zero, depending on the magnitude of l=r2
� �

ave,

which can be classified into three categories: (1) l=r2
� �

ave ≥ 0, (2) �1 < l=r2
� �

ave < 0, and (3)

l=r2
� �

ave ≤ � 1, as listed in Table 1.

The cases of l ¼ 0 and l > 0 considered previously belong to category (1) with _θave > 0, while

the case of l < 0 belongs to categories (2) and (3). Taking into account the motion with _θave < 0,
Eq. (36) now becomes

ωL

ω
¼ � 2π

NTr
� l

r2

� �

ave
, (41)

where the admissible integer N for the three categories is summarized in Table 1.

The critical magnetic field Bc given by Eq. (41) with _θave > 0 and _θave < 0 produces standing-
wave motions oscillating, respectively, counterclockwise and clockwise around the quantum
dot, as shown in Figure 2b and c. For an angular quantum number with�1 < l=r2

� �
ave < 0 in

category (2), there exists a special Larmor angular velocity ωL=ω such that it counterbalances
the quantum angular velocity l=r2

� �
ave to yield

_θave ¼ l=r2
� �

ave þ ωL=ω ¼ 0: (42)

Range of l Critical ωL=ω Range of integer N

l=r2
� �

ave ≥ 0 ωL
ω ¼ 2π

NTr
� l

r2

� �
ave

2π=Tr

1þ l=r2ð Þave < N ≤ 2π=Tr

l=r2ð Þave

�1 < l=r2
� �

ave < 0 ωL
ω ¼ 2π

NTr
� l

r2

� �
ave

N >
2π=Tr

1þ l=r2ð Þave

ωL
ω ¼ � l
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� �
ave

N ! ∞
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ω ¼ �2π

NTr
� l
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� �
ave

N ≥ 2π=Tr

� l=r2ð Þave
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� �

ave ≤ � 1 ωL
ω ¼ �2π

NTr
� l

r2

� �
ave

�2π=Tr

l=r2ð Þave ≤N <
�2π=Tr

1þ l=r2ð Þave

Table 1. The relation between critical Larmor frequency and angular quantum number l.
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The critical Bc satisfying _θave ¼ 0 produces isolated standing waves that form closed trajecto-
ries as shown in Figure 2d. This critical Bc nullifies the electron’s net angular displacement and
is called stagnation magnetic field. Because a passage through the quantum dot requires a net

angular displacement equal to π, an electron with _θave ¼ 0 is unable to pass the quantum dot
and makes no contribution to the conductivity.

In a case study of l < 0, we consider the state of n; lð Þ ¼ 1;�1ð Þ, whose quantum equations of
motion read

dr
dτ

¼ i
2r4 � 11r2 þ 6
2r r2 � 2ð Þ ,

dθ
dτ

¼ �1
r2

þ ωL

ω
: (43)

The radial trajectories r τð Þ are the same as those depicted in Figure 3a. Along different
sets of radial trajectory, different modes of standing-wave motion are excited. According
to the value of l=r2

� �
ave ¼ � 1=r2

� �
ave given by Eq. (39), it is found that the trajectory set Ω1

belongs to category (3), while the sets Ω2, Ω3 and Ω4 belong to category (2), as tabulated
in Table 2.

Typical standing waves in Ω1, Ω2 and Ω3 are shown in Figure 4 for N ¼ 5, 7 and 9. We can see
that the geometrical meaning of the integer N defined in Eq. (21) is just the number of electronic

waves distributed on the circumference of the quantum dot. Due to _θave < 0 in Ω1 trajectory set,
as indicated in Table 2, the mean rotation direction of the electron in Ω1 is clockwise. Because
_θave merely denotes the mean angular velocity, locally we may have _θ > 0 during some short
periods in which the electron rotates in an opposite direction as shown in Figure 3b.

In the state ψ, we have two stagnation frequencies at ωL=ω ¼ 11� ffiffiffiffiffi
73

p� �
=12 and ωL=ω ¼ 2=3.

In the presence of magnetic stagnation, Larmor angular velocity ωL=ω is counterbalanced by

Set Frequency range Critical frequency Integer N

Ω1 0 ≤ ωL
ω < 1 ωL

ω ¼ � 73þ3
ffiffiffiffi
73

p
16N þ 11þ ffiffiffiffi

73
p
12

4 ≤N ≤ 9

Ω2 11� ffiffiffiffi
73

p
12 ≤ ωL

ω < 1 ωL
ω ¼ 73�3

ffiffiffiffi
73

p
16N þ 11� ffiffiffiffi

73
p
12

N ≥ 4

ωL
ω ¼ 11� ffiffiffiffi

73
p
12

ωL
ω ¼ 11� ffiffiffiffi

73
p
12

N ! ∞

0 ≤ ωL
ω < 11� ffiffiffiffi

73
p
12

ωL
ω ¼ � 73�3

ffiffiffiffi
73

p
16N þ 11� ffiffiffiffi

73
p
12

N ≥ 15

Ω3
ωL
ω > 2

3
ωL
ω ¼ 2

N þ 2
3

N ≥ 7

ωL
ω ¼ 2

3
ωL
ω ¼ 2

3
N ! ∞

0 ≤ ωL
ω < 2

3
ωL
ω ¼ � 2

N þ 2
3

N ≥ 3

Ω4
ωL
ω > 2

3
ωL
ω ¼ 1

N þ 2
3

N ≥ 4

ωL
ω ¼ 2

3
ωL
ω ¼ 2

3
N ! ∞

0 ≤ ωL
ω < 2

3
ωL
ω ¼ � 1

N þ 2
3

N ≥ 2

Table 2. Distribution of the critical frequencies in the state n; lð Þ ¼ 1;�1ð Þ.
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the quantum angular velocity l=r2
� �

ave such that the electron’s net angular displacement Δθave

is zero and the electron is stagnated within the quantum dot. The instantaneous dynamics of
r τð Þ and θ τð Þ are solved from Eq. (43) at the stagnation frequency ωL=ω ¼ 2=3 and the results
are shown in Figure 3c. As expected, the net change of θ τð Þ is zero after a period of oscillation.
The projection of the computed complex trajectory on the real x� y plane is a closed path as
illustrated in Figure 2d. This closed path produced by magnetic stagnation isolates the electron
from the exit of the quantum dot and is the main cause of electronic resistance.

Apart from the consequence of _θave ¼ 0, the effect of magnetic stagnation is also reflected in the

wave number N. From Eq. (21), the relation between _θave and N can be expressed by

N ¼ 2π=Tr

θave
¼ 2π=Tr

l=r2ð Þave þ ωL=ω
(44)

There are infinitely many wavelengths distributed on the circumference of the quantum dot, as
_θave approaches to zero. The variation of the wave number N with respect to the critical Larmor
frequency ωL=ω for the quantum state n; lð Þ ¼ 1;�1ð Þ is demonstrated in Figure 5a. A prominent

change of N appears in the vicinity of the two stagnation frequencies ωL=ω ¼ 11� ffiffiffiffiffi
73

p� �
=12

and 2=3, at which the wave number N approaches to infinity. These two stagnation frequencies

Figure 4. Typical standing-wave motions in the state n; lð Þ ¼ 1;�1ð Þwith wave number N ¼ 5,7 and 9. The trajectory sets
Ω1, Ω2, and Ω3 refer to the three sets of radial trajectory defined in Figure 3a.
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The critical Bc satisfying _θave ¼ 0 produces isolated standing waves that form closed trajecto-
ries as shown in Figure 2d. This critical Bc nullifies the electron’s net angular displacement and
is called stagnation magnetic field. Because a passage through the quantum dot requires a net

angular displacement equal to π, an electron with _θave ¼ 0 is unable to pass the quantum dot
and makes no contribution to the conductivity.

In a case study of l < 0, we consider the state of n; lð Þ ¼ 1;�1ð Þ, whose quantum equations of
motion read

dr
dτ

¼ i
2r4 � 11r2 þ 6
2r r2 � 2ð Þ ,

dθ
dτ

¼ �1
r2

þ ωL

ω
: (43)

The radial trajectories r τð Þ are the same as those depicted in Figure 3a. Along different
sets of radial trajectory, different modes of standing-wave motion are excited. According
to the value of l=r2

� �
ave ¼ � 1=r2

� �
ave given by Eq. (39), it is found that the trajectory set Ω1

belongs to category (3), while the sets Ω2, Ω3 and Ω4 belong to category (2), as tabulated
in Table 2.

Typical standing waves in Ω1, Ω2 and Ω3 are shown in Figure 4 for N ¼ 5, 7 and 9. We can see
that the geometrical meaning of the integer N defined in Eq. (21) is just the number of electronic

waves distributed on the circumference of the quantum dot. Due to _θave < 0 in Ω1 trajectory set,
as indicated in Table 2, the mean rotation direction of the electron in Ω1 is clockwise. Because
_θave merely denotes the mean angular velocity, locally we may have _θ > 0 during some short
periods in which the electron rotates in an opposite direction as shown in Figure 3b.

In the state ψ, we have two stagnation frequencies at ωL=ω ¼ 11� ffiffiffiffiffi
73

p� �
=12 and ωL=ω ¼ 2=3.

In the presence of magnetic stagnation, Larmor angular velocity ωL=ω is counterbalanced by
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Table 2. Distribution of the critical frequencies in the state n; lð Þ ¼ 1;�1ð Þ.
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the quantum angular velocity l=r2
� �

ave such that the electron’s net angular displacement Δθave

is zero and the electron is stagnated within the quantum dot. The instantaneous dynamics of
r τð Þ and θ τð Þ are solved from Eq. (43) at the stagnation frequency ωL=ω ¼ 2=3 and the results
are shown in Figure 3c. As expected, the net change of θ τð Þ is zero after a period of oscillation.
The projection of the computed complex trajectory on the real x� y plane is a closed path as
illustrated in Figure 2d. This closed path produced by magnetic stagnation isolates the electron
from the exit of the quantum dot and is the main cause of electronic resistance.

Apart from the consequence of _θave ¼ 0, the effect of magnetic stagnation is also reflected in the

wave number N. From Eq. (21), the relation between _θave and N can be expressed by

N ¼ 2π=Tr

θave
¼ 2π=Tr

l=r2ð Þave þ ωL=ω
(44)

There are infinitely many wavelengths distributed on the circumference of the quantum dot, as
_θave approaches to zero. The variation of the wave number N with respect to the critical Larmor
frequency ωL=ω for the quantum state n; lð Þ ¼ 1;�1ð Þ is demonstrated in Figure 5a. A prominent

change of N appears in the vicinity of the two stagnation frequencies ωL=ω ¼ 11� ffiffiffiffiffi
73

p� �
=12

and 2=3, at which the wave number N approaches to infinity. These two stagnation frequencies

Figure 4. Typical standing-wave motions in the state n; lð Þ ¼ 1;�1ð Þwith wave number N ¼ 5,7 and 9. The trajectory sets
Ω1, Ω2, and Ω3 refer to the three sets of radial trajectory defined in Figure 3a.
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coincide with the locations of the resistance peaks by comparing with the experimental results as
shown in Figure 5b.

4. Experimental verification

This section will compare the above theoretical predictions with the existing experimental data
[4, 13] to confirm the fact that the effect of magnetic stagnation is the main cause to the
resistance oscillation of quantum dots in low magnetic field. The experiment was performed
in an AlGaAs/GaAs heterostructure with a carrier concentration ne ¼ 2:5� 1011cm�2. Resis-
tance was measured at temperature T ¼ 1:4K using a sensitive lock-in amplifier at currents of
typically 1 nA and a frequency of 12 Hz. The resulting resistance measurement in the range of
low magnetic field B ≤ 1:3 is depicted in Figure 5b showing a strong peak located around
B ¼ 0:22T and three weak peaks at B ¼ 0:65T, 0:97T, and 1:21T.

Thus far, our analysis on quantum trajectory focuses on some specific states. In order to know
the influence of the applied magnetic field on the resistance, we have to consider all the possible
quantum states occupied in the device. At temperature T ¼ 1:4K, where the resistance is mea-
sured, the possible states to be occupied can be estimated by the Fermi-Dirac distribution,

f Eð Þ ¼ 1

1þ e En,l�EFð Þ=kBT , (45)

where En, l is the energy level given by Eq. (17), and EF ¼ 8:5 meV is the Fermi energy of the
AlGaAs/GaAs heterostructure. All the possibly occupied states and their associated stagnation
frequencies are listed in Table 3.

Figure 5. (a) The variation of wave number N with respect to the Larmor frequency ωL=ω in the quantum state
n; lð Þ ¼ 1;�1ð Þ. (b) The two stagnation frequencies, ωL=ω ¼ 11� ffiffiffiffiffi

73
p� �

=12 and 2=3, coincide with the two peaks of the
experimental curve of resistance.
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An incident electron subjected to an applied magnetic field B may enter any one of the
occupied states listed in Table 3. The electronic resistance induced by B depends on the global
transportation behavior across the quantum dot through all the allowable states. Magnetic
stagnation slows down the electron’s angular rate and retards the passage of the electron. The
angular motion is fully retarded and the electron is trapped in the quantum dot without

contribution to the conductance, as _θave ! 0. To quantify the effect of magnetic stagnation,
we define a magneto-stagnation function as following

S Bð Þ ¼ �
X
n, l

ln _θave n; l;Bð Þ�� �� ¼ �
X
n, l

ln
ωL

ω
þ l

r2

� �

ave

����
����
n, l

(46)

where the summation is taken over all the states listed in Table 3. The expression of ωL=ω as a
function of B has already been given by Eq. (22). Upon comparing the prediction of Eq. (46)
with the experimental results, we evaluate the constants in ωL=ω according to the experimental

setup [4, 13], which gave ℏωc ¼ ℏeB=m ¼ 1:76B meVand ℏω0 ¼ ℏ
ffiffiffiffiffiffiffiffiffi
k=m

p ¼ 0:64meV. Using
these data in Eq. (22) yields

ωL

ω
¼ 0:88Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:4096þ 0:7744B2
p (47)

which in turn is substituted into Eq. (46) to express the magneto-stagnation function S Bð Þ as an
explicit function of B.

The electron’s total angular velocity via all admissible quantum states at T ¼ 1:4K can be esti-

mated by the function S Bð Þ. Because of S Bð Þ ! ∞ as _θave ! 0, a large value of S Bð Þ implies that
there is a high resistance to the electron’s angular movability. Accordingly, S Bð Þ can be reasonably
treated as an alternative description of electronic resistance. Figure 5a and b illustrates the first

ωL=ω n

0 1 2 3 4

l 0 0 0 0 0 0

�1 2/3 2/3, 0.205 2/3, 0.373, 0.119 2/3, 0.52, 0.19 2/3, 0.252, 0.124

�2 4/5 4/5, 0.316 4/5, 0.543, 0.2 4/5, 0.73, 0.31, 0.146 0.4, 0.213, 0.115

�3 6/7 6/7, 0.391 6/7, 0.64, 0.26 0.39, 0.196 ∗

�4 8/9 8/9, 0.445 0.7, 0.3, 8/9 0.454, 0.237 ∗

�5 ∗ 0.486 0.75, 0.347 ∗ ∗

�6 ∗ 0.52 0.78, 0.38 ∗ ∗

�7 ∗ 0.546 ∗ ∗ ∗

�8 ∗ 0.57 ∗ ∗ ∗

Table 3. Stagnation frequencies ωL=ω evaluated in the quantum states n; lð Þ at T ¼ 1:4K.
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coincide with the locations of the resistance peaks by comparing with the experimental results as
shown in Figure 5b.

4. Experimental verification
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sured, the possible states to be occupied can be estimated by the Fermi-Dirac distribution,

f Eð Þ ¼ 1

1þ e En,l�EFð Þ=kBT , (45)

where En, l is the energy level given by Eq. (17), and EF ¼ 8:5 meV is the Fermi energy of the
AlGaAs/GaAs heterostructure. All the possibly occupied states and their associated stagnation
frequencies are listed in Table 3.

Figure 5. (a) The variation of wave number N with respect to the Larmor frequency ωL=ω in the quantum state
n; lð Þ ¼ 1;�1ð Þ. (b) The two stagnation frequencies, ωL=ω ¼ 11� ffiffiffiffiffi

73
p� �

=12 and 2=3, coincide with the two peaks of the
experimental curve of resistance.
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An incident electron subjected to an applied magnetic field B may enter any one of the
occupied states listed in Table 3. The electronic resistance induced by B depends on the global
transportation behavior across the quantum dot through all the allowable states. Magnetic
stagnation slows down the electron’s angular rate and retards the passage of the electron. The
angular motion is fully retarded and the electron is trapped in the quantum dot without

contribution to the conductance, as _θave ! 0. To quantify the effect of magnetic stagnation,
we define a magneto-stagnation function as following

S Bð Þ ¼ �
X
n, l

ln _θave n; l;Bð Þ�� �� ¼ �
X
n, l

ln
ωL

ω
þ l

r2

� �

ave

����
����
n, l

(46)
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evidence of this correspondence. At the two stagnation frequencies ωL=ω ¼ 11� ffiffiffiffiffi
73

p� �
=12 and

2=3, corresponding to the two peaks of the resistance curve around B ¼ 0:22T and B ¼ 0:65T,
S Bð Þ approaches to infinity, even though only the state n; lð Þ ¼ 1;�1ð Þ is considered in Figure 5a.

If magnetic stagnation takes place simultaneously in many states, its effect will be amplified.
Stagnation frequencies such as ωL=ω ¼ 2=3, 4=5, and 6=7 appear concurrently in different
quantum states, as can be seen from Table 3. Because the stagnation function considers the

superposition of ln _θave n; l;Bð Þ�� �� coming from all the allowable states, the value of S Bð Þ is
intensified at such stagnation frequency concurring in different states. According to the con-
version formula Eq. (47), the magnetic field relating to the stagnation frequencies ωL=ω ¼ 2=3,
4=5, and 6=7 is found to be B ¼ 0:65T, 0:97T, and 1:21T, respectively, which are just the
locations of the three weak peaks of the resistance curve as shown in Figure 5b.

Figure 6 demonstrates the strong correspondence between the stagnation function S Bð Þ and
the resistance curve, where the resistance curve is superposed on the gray-level plot of the
stagnation function S Bð Þ with the intensity of darkness representing the magnitude of S Bð Þ.
As can be seen, the gray-level distribution matches closely with the resistance curve and in
that the dark bands of S Bð Þ correctly locate the peaks of the resistance. The gray-level plot of
S Bð Þ has several narrow dark bands and one broad dark band. The narrow dark bands come
from the isolated stagnation frequencies at ωL=ω ¼ 2=3, 4=5, and 6=7, and their locations
coincide with the three weak peaks of the resistance curve. The broad dark band of S Bð Þ
covers the neighborhood of the strong peak of the resistance curve, which is formed by a
series of closely distributed stagnation frequencies centered at ωL=ω ¼ 0:29, or equivalently,

Figure 6. A gray-level plot of the stagnation function S Bð Þ with the darkness intensity representing the value of S Bð Þ is
compared with the resistance curve. The resistance curve [4, 13] has a strong peak located around B ¼ 0:22T and three
weak peaks at B ¼ 0:65 T, 0:97T, and 1:21 T. It appears that the locations of the three narrow dark bands coincide with the
three weak peaks of the resistance curve, while the broad dark band covers the neighborhood of the strong peak of the
resistance curve.
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at B ¼ 0:22T from Eq. (47). The agreement between the experimental data of magneto-
resistance and the magneto-stagnation function S Bð Þ constructed from the quantum Hamil-
ton dynamics Eqs. (19) and (20) is not surprising, if we recall that Eqs. (19) and (20) is fully
determined by the wavefunction ψn, l r;θð Þ, which is responsible for the observed magneto-
resistance in quantum dots.

5. Conclusions

Parallel to the existing probabilistic description for a quantum dot by a probability density
function ψ∗ψ, this chapter considered an alternative trajectory description according to a
dynamic representation of ψ constructed from quantum Hamilton mechanics. The equivalence
between a given wavefunction ψ xð Þ and its dynamic representation _x ¼ f xð Þ ensures that the
various quantum properties possessed by ψ also manifest in its dynamic representation. The
established Hamilton dynamics for a quantum dot predicts that there are special magnetic fields,
which can trap electrons within the quantum dot and cause a significant raise in the resistance.
The comparison with experimental data validates this theoretical prediction. Apart from the
magneto-transport considered in this chapter, many other features of a quantum dot, which
were studied previously from a probabilistic perspective based on ψ, now can be reexamined
from a trajectory viewpoint based on the dynamic representation of ψ proposed here.
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Abstract

The chapter describes a novel technology, called droplet epitaxy, in the view point of 
quantum-circuit realization. This technology is useful when quantum dots are to be pro-
duced, of different shape and size in various densities. There are self-assembling methods 
to achieve spatial ordering or spatial positioning. Out of some of the possible applications 
as an example, the register and cellular automata circuit will be described.

Keywords: droplet epitaxy, quantum dot, self-assembling, lateral alignment, vertical stacking

1. Introduction

The most frequently quoted integration tendency in microelectronics is covered by the so-
called Moor’s law, which predicts the growth of the component concentration on microchips, 
doubling in every 2 years and forecasting further miniaturization. The CMOS technology 
itself is approaching its theoretical limits. Further limitations are also caused by quantum 
effects and certain anomalies in the technology in materials science. The spread in size, when 
CMOS technology is approaching the nano-region, represents further problems in microchip 
design. These difficulties make us wander about the next step in microchip technology, which 
would follow the present CMOS technology. The answer is hidden either in the promising 
state of spinotronics, an electronics based on graphene, or in circuits based on Josephson 
junction [1–4]. Quantum dots (QDs) or groups of QDs are also possible candidates of a new 
technology for the creation of electronic circuitry (Figure 1A). Nanotechnology based on 
GaAs and related compounds are also the most likely candidates for the development of new 
technology.

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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The work of quantum circuits (like quantum computing) is based on quantum mechanical 
phenomena, so the realization must be in a nanometer scale. In this field, one of the promising 
candidates is the QD-based technology. The QD-based computing technology fundamentally 
differs from earlier systems. Conventional digital computing technology uses voltage values 
to represent binary states. By contrast, QD-based computing system uses the position of elec-
trons in QDs to represent binary states. Here, we can distinguish two main types according 
to the interactions. One of them utilizes superposition and entanglement, and another one 
utilizes electrostatic interaction and tunneling. For the computation, the first one uses the 
so-called qbits.

The quantum computer uses the quantum states to encode and process information. The unit 
of quantum information is the qubit, which can be shown as a two-stage system such as a 
QD. Opposite to some classical object, a quantum system can exist not only in the ground state 
|0 > or the excited state |1>, but in some linear superposition of these two stages. The possibil-
ity of the handling of these stages provides the main advantage of quantum computing [5]. One 
type uses the charge of an electron to form a qubit. The qubit realization is possible by single or 
two electron QDs. In close neighbor, two semiconducting QDs can be coupled with each other. 
They spatially confine an individual charge carrier in a discrete energy level, interact quan-
tum mechanically with each other. The ordered QD pair ensemble system offers the potential 
of implementing tunable qubit arrays. The utilization of the ordering of charge-coupled QDs 
enables to realize also quantum circuits with utilization of classical bit. One of them is called 
as computational register and the other one is memory register, respectively [6, 7]. One of the 
main tasks of the quantum computer is the encoding of the qubit. The QD-based circuits can 
bridge the qubit- and bit-based circuits.

In this chapter, a very novel technology, called droplet epitaxy (DE), will be discussed in 
the applicational view point. What kind of possibilities can be served by DE for the technol-
ogy of quantum circuitry? This method is useful when QDs are to be produced, of different 
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as register or quantum dot cellular automata (QCA). The quantum dot-based realization can bridge the bit- and qubit-
based circuits.

Nonmagnetic and Magnetic Quantum Dots44

shape and size in various densities. This technology is used already, for boosting efficiency, in 
device technology, such as lasers, LEDs, and solar cells. Their accurate positioning in complex 
structures like nano-sized circuits is very important. The lithographic direct processing used 
in microelectronics cannot be applied anymore; instead, the material’s self-assembling prop-
erties is to be used, which is an inherent feature of every substance used.

There are various self-assembling methods to achieve spatial arranging or positioning. The 
nucleation of the nano-structure, which can be induced by local stress field, is to be used for 
locating laterally or vertically some nano-objects. This method, called controlled self-assem-
bling, has three different forms. The first forms self-contained objects like QDs, QD pairs, 
or QD clovers (four-coupled QDs) by manipulating the technological parameters. The sec-
ond uses the natural features (steps of monolayers (MLs), or dislocations, etc.) to induce the 
required ordering by self-assembling effect. The third induces the required order by applying 
artificial influence on the process, like for instance focused ion beam (FIB) or creation of nano-
holes (NHs). The combination of these methods can provide possibility to create complex 
nano-structures. This is called hierarchical self-organization, which provides potentional cre-
ation of quantum circuits.

The chapter is organized in the following way. In the first parts, following “Introduction” sec-
tion, we briefly describe the technique of DE. The following part describes the recent opportu-
nities of the self-organizing-based creation of DE nanostructures. The last part describes two 
possibilities of applications: as an example, the QD register and circuit of quantum cellular 
automata will be discussed. The purpose of this paper is to speak to people engaged in cir-
cuit research with the aim of bringing together material scientists and circuit designers onto 
a common platform in order to overcome the problem of the present restrictions in further 
miniaturization.

2. Fundamentals of droplet-epitaxial technology

For the fabrication of QDs and other zero-dimensional nano-structures, various techniques 
have been developed. The molecular beam epitaxy (MBE) is the most advanced technology 
in this area for nano-structure preparation. For a long time, the only known method for the 
production of epitaxially grown zero-dimensional structures was the strain-induced method, 
based on lattice mismatch in Stranski-Krastanov growth mode [8–12]. InAs-based QDs on 
GaAs surface are the archetypal system. The driving force of the self-organized QD formation 
is the strain energy induced by the lattice mismatch, which in approximately 7% of the case 
the conditions restrict the material choice. Two groups of shape formations, like pyramids 
and domes, can be created with defect-free QD transformations.

The DE is a viable alternative technology to the production of strain-driven QDs [13–20]. 
Here, the material choice is not restricted by the lattice mismatch condition, which is a further 
advantage to a process, based on the strain-induced growth mode. DE also makes possible the 
fabrication of strain-free QDs and other nano-structures. This shape diversity of the produced 
nano-structures makes it advantageous in applications. The technology used for the growth 
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main tasks of the quantum computer is the encoding of the qubit. The QD-based circuits can 
bridge the qubit- and bit-based circuits.
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ogy of quantum circuitry? This method is useful when QDs are to be produced, of different 
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shape and size in various densities. This technology is used already, for boosting efficiency, in 
device technology, such as lasers, LEDs, and solar cells. Their accurate positioning in complex 
structures like nano-sized circuits is very important. The lithographic direct processing used 
in microelectronics cannot be applied anymore; instead, the material’s self-assembling prop-
erties is to be used, which is an inherent feature of every substance used.

There are various self-assembling methods to achieve spatial arranging or positioning. The 
nucleation of the nano-structure, which can be induced by local stress field, is to be used for 
locating laterally or vertically some nano-objects. This method, called controlled self-assem-
bling, has three different forms. The first forms self-contained objects like QDs, QD pairs, 
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required ordering by self-assembling effect. The third induces the required order by applying 
artificial influence on the process, like for instance focused ion beam (FIB) or creation of nano-
holes (NHs). The combination of these methods can provide possibility to create complex 
nano-structures. This is called hierarchical self-organization, which provides potentional cre-
ation of quantum circuits.

The chapter is organized in the following way. In the first parts, following “Introduction” sec-
tion, we briefly describe the technique of DE. The following part describes the recent opportu-
nities of the self-organizing-based creation of DE nanostructures. The last part describes two 
possibilities of applications: as an example, the QD register and circuit of quantum cellular 
automata will be discussed. The purpose of this paper is to speak to people engaged in cir-
cuit research with the aim of bringing together material scientists and circuit designers onto 
a common platform in order to overcome the problem of the present restrictions in further 
miniaturization.

2. Fundamentals of droplet-epitaxial technology

For the fabrication of QDs and other zero-dimensional nano-structures, various techniques 
have been developed. The molecular beam epitaxy (MBE) is the most advanced technology 
in this area for nano-structure preparation. For a long time, the only known method for the 
production of epitaxially grown zero-dimensional structures was the strain-induced method, 
based on lattice mismatch in Stranski-Krastanov growth mode [8–12]. InAs-based QDs on 
GaAs surface are the archetypal system. The driving force of the self-organized QD formation 
is the strain energy induced by the lattice mismatch, which in approximately 7% of the case 
the conditions restrict the material choice. Two groups of shape formations, like pyramids 
and domes, can be created with defect-free QD transformations.

The DE is a viable alternative technology to the production of strain-driven QDs [13–20]. 
Here, the material choice is not restricted by the lattice mismatch condition, which is a further 
advantage to a process, based on the strain-induced growth mode. DE also makes possible the 
fabrication of strain-free QDs and other nano-structures. This shape diversity of the produced 
nano-structures makes it advantageous in applications. The technology used for the growth 
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governs the size, shape, and the elementary distribution of the developed structures. These 
physical parameters are very important in applications.

In DE applications, GaAs and related substances will be used as sample materials. That case, 
the clustering on the surface is carried out with the help of Volmer-Weber growth mode. This 
is a common idea, based on the splitting of the III- and V-column material supply, during the 
MBE growth (Figure 2A). The QD preparation consists of two main parts such as the formation 
of metallic nano-sized droplet on the surface and its crystallization. Here, the QD preparation 
consists of two main parts such as the formation of metallic nano-sized droplet on the surface 
and its crystallization with the help of the non-metallic component of the compound semicon-
ductor [20]. In this way, not only conventional-shaped QDs but ring-like or double-ring-like 
zero-dimensional nano-structures can be created. Further possible nano-structures are the filled 
nano-hole and QD pairs or other ensembles, depending on growth parameters (Figure 2B). It 
must be noted that this DE technique is entirely compatible with the MBE technology. This attri-
bute makes possible to combine the DE method with the other conventional MBE processes.

A typical QD preparation is illustrated in the following [21]: at first, on GaAs (001) wafer, an 
Al0.3Ga0.7As layer is grown. After the layer preparation, the sample is cooled to 200°C. Following 
this, Ga (θ = 3.75 ML) is deposited with the flux of 0.75 ML/s without any arsenic flux. After 
the Ga deposition, a 60-s waiting time comes. The annealing is carried out at a temperature of 
350°C and at an As pressure of 5 × 10−5 Torr. The process of GaAs crystallization starts at the 
edge of the droplet, initialized by the three-phase line at this point, serving as discontinuity 
for the crystal seeding. Although, in principle, interaction can take place at any point of the 
droplet, due to the thermal movement, the atoms, arriving to the edge, will start the seeding 
of the crystallization process.

Figure 2. (A) The droplet epitaxial nano-structure production consists of two basic growth sequences; (B) versatile 
shaped nano-object can be created depending on the technological parameters (where QR is quantum ring, DQR is 
double quantum ring, and NH is nano-hole).
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DE formation of ring-like QDs is similar as the previous description earlier, but the techno-
logical parameters are somewhat different; however, the AlGaAs layer preparation process 
is the same [22]. After that, the sample is cooled to 300°C. On the surface, Ga is deposited as 
described before. The same Ga is deposited with the flux of 0.19 ML/s without any arsenic 
flux. During the annealing, the temperature remained the same (300°C), but the arsenic pres-
sure changed to 4 × 10−6 Torr. During the nano-structure formation, diffusion of the constitu-
ents has an important role.

A further recent method for the fabrication of strain-free QDs is the filling of nano-holes [23]. 
The nano-hole is created by localized thermal etching by liquid metallic droplet, and the 
created nano-hole is filled subsequently. A localized thermal etching takes place at conven-
tional MBE growth temperatures, and we expect only very low level of crystal defects. The 
nano-holes are created in a self-organized fashion by local material removal. For inverted 
QD fabrication, nano-holes are generated by using Al droplets on AlAs surface. Following 
that, the holes are filled with GaAs to form QDs of controllable height. The nano-hole fill-
ing is carried out with GaAs in pulsed mode. The creation of QDs occurs with an inverted 
technology (Figure 3).

QD pairs can be prepared on AlGaAs surface by using the anisotropy of the (001)-oriented 
surface [25]. There are two known preparational processes. One of them is carried out under 
lower temperature, with a fewer amounts of deposited MLs. The other one is prepared under 
higher temperature at a higher amount of deposited Ga. In the first case, AlGaAs with an Al 
content of 0.27% is grown on GaAs (001) surface. Following that, Ga droplets are created at 
330°C temperature on the substrate. The crystallization occurs at 200°C, under strict control of 
the arsenic flux. The resulting structure basically consists of two QDs aligned in the [0

_
11] crys-

tallographic direction. In the other technology also, AlGaAs surface is being used. At 550°C 
substrate temperature, a large amount of Ga is deposited, to create droplets on the surface. 

Figure 3. According to the technological parameters, the initial metallic droplet can lead to various zero-dimensional 
semiconductor nano-structures (where QR is quantum ring, NH is nano-hole, inv.QD is QD produced by nano-hole 
filling: inverted QD technology) (the AFM and TEM pictures originate from Refs. [22, 24], respectively).
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the clustering on the surface is carried out with the help of Volmer-Weber growth mode. This 
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edge of the droplet, initialized by the three-phase line at this point, serving as discontinuity 
for the crystal seeding. Although, in principle, interaction can take place at any point of the 
droplet, due to the thermal movement, the atoms, arriving to the edge, will start the seeding 
of the crystallization process.
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DE formation of ring-like QDs is similar as the previous description earlier, but the techno-
logical parameters are somewhat different; however, the AlGaAs layer preparation process 
is the same [22]. After that, the sample is cooled to 300°C. On the surface, Ga is deposited as 
described before. The same Ga is deposited with the flux of 0.19 ML/s without any arsenic 
flux. During the annealing, the temperature remained the same (300°C), but the arsenic pres-
sure changed to 4 × 10−6 Torr. During the nano-structure formation, diffusion of the constitu-
ents has an important role.

A further recent method for the fabrication of strain-free QDs is the filling of nano-holes [23]. 
The nano-hole is created by localized thermal etching by liquid metallic droplet, and the 
created nano-hole is filled subsequently. A localized thermal etching takes place at conven-
tional MBE growth temperatures, and we expect only very low level of crystal defects. The 
nano-holes are created in a self-organized fashion by local material removal. For inverted 
QD fabrication, nano-holes are generated by using Al droplets on AlAs surface. Following 
that, the holes are filled with GaAs to form QDs of controllable height. The nano-hole fill-
ing is carried out with GaAs in pulsed mode. The creation of QDs occurs with an inverted 
technology (Figure 3).

QD pairs can be prepared on AlGaAs surface by using the anisotropy of the (001)-oriented 
surface [25]. There are two known preparational processes. One of them is carried out under 
lower temperature, with a fewer amounts of deposited MLs. The other one is prepared under 
higher temperature at a higher amount of deposited Ga. In the first case, AlGaAs with an Al 
content of 0.27% is grown on GaAs (001) surface. Following that, Ga droplets are created at 
330°C temperature on the substrate. The crystallization occurs at 200°C, under strict control of 
the arsenic flux. The resulting structure basically consists of two QDs aligned in the [0
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tallographic direction. In the other technology also, AlGaAs surface is being used. At 550°C 
substrate temperature, a large amount of Ga is deposited, to create droplets on the surface. 

Figure 3. According to the technological parameters, the initial metallic droplet can lead to various zero-dimensional 
semiconductor nano-structures (where QR is quantum ring, NH is nano-hole, inv.QD is QD produced by nano-hole 
filling: inverted QD technology) (the AFM and TEM pictures originate from Refs. [22, 24], respectively).
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The structure is crystallized by an accurate control of the flux. The resulting dots are rather 
large. The individual pairs have an interdot distance of about 130 nm and are aligned along 
the [0

_
11] direction. QD pairs are shown in Figure 4A and B.

Nano-objects consisting of four parts can also be grown by DE. The structure is a split-ring 
formation. A typical technological process, when the samples are grown on GaAs (001) 
substrates, is as follows. First, In0.15Ga0.85 of 20 ML is deposited with a rate of 1 ML/s at 
360°C. Then, the formed droplets are exposed to arsenic beam for 5 min at a temperature of 
200°C to crystallize the nano-droplets. Following this, the substrate temperature is raised to 
450°C for the regrowth process with a growth rate of 0.05 ML/s. The structures are shown in 
Figure 4C and D [26, 27].

3. Ordered nano-structures

The self-assembling ordered QDs can be linearly, circularly, and also vertically alignmented. 
The most promising method for achieving long-range laterally ordered self-assembled QDs 
is the combination of substrate pre-patterning and self-assembled growth. The pre-patterning 

Figure 4. (A) and (B) AFM picture of QD pairs; (C) and (D) QD clovers (the AFM pictures originate from Refs. [24–26], 
respectively).
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can be carried out by using the naturally occurring anomalies on the crystalline surface or 
can be made artificially by external influences. There are three kinds of linear alignmentation 
methods (Figure 5). One of them is the surface cross-hatch-induced mode, and the other kind 
is the alignmentation created by ML step. These are utilization of naturally formed surface 
effects. The third one is a fully artificial method, where the alignmentation is induced by ion 
beam-created surface damage.

The dislocations, generated at the substrate/layer junction, show themselves on the surface as 
ridges and troughs. At a sufficiently high density of dislocations, the development of misfit 
dislocation network shows up at this junction. Such a network, consisting of two arrays of 
single dislocations with alternating glide planes, will result in a quadratic surface structure. 
The dislocation network shows itself at the surface, which is called as a cross-hatch pat-
tern. This pattern coexists with the crystallites, giving the possibility of using the interplay 
between the two strain-relief mechanisms for self-ordering of QDs.

The cross-hatch pattern creation has been already demonstrated in different material sys-
tems such as InxGa1−xAs/GaAs [28], InxGa1−xAs/InP [29], and Si1−xGex/Si [30], attributed to 
misfit dislocations and glides. Its production is as follows. Self-assembled InAs QDs are 
grown on cross-hatched surface, consisting of 50 nm In0.15Ga0.85As layers on GaAs (0 0 1) 
substrate. The lattice-mismatched In0.15Ga0.85As layer is left growing well beyond the criti-
cal layer thickness for the formation of misfit dislocation in order to form long orthogonal 
cross-hatch pattern oriented along the [1 1 0] and [0

_
11] crystalline directions (Figure 5A). 

On top of the cross-hatched surface, InAs layer growth at a low growth rate of 0.01 ML/s 
and at a thickness of 0.8 ML originates spontaneous QD formation. It was found that the 

Figure 5. Linearly aligned QDs; (A) the QD alignment is induced by cross-hatch (B) and by monolayer (ML) steps, (C) 
and by ion-induced surface damage (the AFM and SEM pictures originate from Refs. [31, 39], respectively).
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can be carried out by using the naturally occurring anomalies on the crystalline surface or 
can be made artificially by external influences. There are three kinds of linear alignmentation 
methods (Figure 5). One of them is the surface cross-hatch-induced mode, and the other kind 
is the alignmentation created by ML step. These are utilization of naturally formed surface 
effects. The third one is a fully artificial method, where the alignmentation is induced by ion 
beam-created surface damage.

The dislocations, generated at the substrate/layer junction, show themselves on the surface as 
ridges and troughs. At a sufficiently high density of dislocations, the development of misfit 
dislocation network shows up at this junction. Such a network, consisting of two arrays of 
single dislocations with alternating glide planes, will result in a quadratic surface structure. 
The dislocation network shows itself at the surface, which is called as a cross-hatch pat-
tern. This pattern coexists with the crystallites, giving the possibility of using the interplay 
between the two strain-relief mechanisms for self-ordering of QDs.

The cross-hatch pattern creation has been already demonstrated in different material sys-
tems such as InxGa1−xAs/GaAs [28], InxGa1−xAs/InP [29], and Si1−xGex/Si [30], attributed to 
misfit dislocations and glides. Its production is as follows. Self-assembled InAs QDs are 
grown on cross-hatched surface, consisting of 50 nm In0.15Ga0.85As layers on GaAs (0 0 1) 
substrate. The lattice-mismatched In0.15Ga0.85As layer is left growing well beyond the criti-
cal layer thickness for the formation of misfit dislocation in order to form long orthogonal 
cross-hatch pattern oriented along the [1 1 0] and [0
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11] crystalline directions (Figure 5A). 

On top of the cross-hatched surface, InAs layer growth at a low growth rate of 0.01 ML/s 
and at a thickness of 0.8 ML originates spontaneous QD formation. It was found that the 
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substrate temperature reduction immediately after the QD formation will result in a major-
ity of QDs alignment on the cross-hatch pattern. With a short growth interruption, duration 
of 30 s, before reducing the substrate temperature, the QDs will form, almost exclusively on 
the cross-hatches and the surface formation is named QD hatches. Exceeding the optimum 
interruption time will result in inhomogeneous, sparsely connected QD hatches, possibly 
due to desorption of In atoms [31].

The second possibility to self-aligned QD ordering in a crystalline layer uses step bunching of 
preexisting ML steps on the miscut (0 0 1) substrate (Figure 5B). Crystallite ordering on vici-
nal-oriented (0 0 1) surface is guided by spontaneously formed step-bunched ripple patterns. 
The ripple distance and orientation can be engineered by varying the polar and azimuthal 
miscut directions of the substrate [32].

The focused ion beam bombardment is a widely used technique for surface preparation and 
nano-patterning for the fabrication of self-assembling nanostructures such as nano-ripples, 
nano-needles, nano-holes, and also QDs. FIB-induced self-assembly of ordered nano-structures 
has been reported on metals, semiconductors, and insulators as well [32–38].

Ordered Ga nano-droplets can be self-assembled under ion beam bombardment at off-normal 
incidence [39]. The homogeneity, size, and density of Ga nano-droplets can be controlled by 
the incident ion beam angle. The beam current also plays a crucial role in the self-ordering 
of Ga nano-droplets. It has been found that the droplets exhibit a similar droplet size but 
higher density and better homogeneity with an increased current of ion beam. Compared to 
the destructive formation of nano-droplets by direct ion beam bombardment, the controllable 
assembly of nano-droplets on intact surfaces can be used as templates for DE fabrication of 
arranged semiconductor nano-structures (Figure 5C).

The start of circularly aligned QD molecule can be initialized by a droplet edge (Figure 6A) 
or by a rim of nano-holes (Figure 6B). It is a simple method of preparing ring-shape InP 
nano-structures on In0.49Ga0.51P by using DE. The surface morphology of the structure depends 
strongly on the ML of In. For instance, the ring-shaped nano-structure is formed at 1.6-ML In 
thickness. The ring-shaped QD molecule is formed when the deposited ML of In is less than 
3.2 ML. It has been found that the density, height, and average number of QD per molecule 
are dependent on the In MLs and on its deposition rate [40].

A relatively simple way to fabricate vertical QD molecules is to grow stacks of QDs 
(Figure 7A). It is known that the surface strain field modulation from a buried island layer 
influences the island nucleation in the next layer and this leads to a spontaneous vertical 
alignment [41, 42]. The electronic coupling between vertically aligned QDs has been demon-
strated earlier [40, 43–48]. Further vertically stacked QD ensembles can be created by sequen-
tially filled nano-hole. First, Al or Ga droplets are created on the AlGaAs surface. After them 
an annealing appears, where the substrate temperature is ranged between 550 and 650°C, 
the arsenic pressure is under 10−7 Torr (Figure 7B). During this annealing, the initial droplet 
transforms into a nano-hole surrounded by a protrusion. The nano-hole is filled by pulsed 
mode. The filling consists of 0.5-s GaAs deposition followed by a 30-s pause. The stacked 
QDs are separated by an AlGaAs barrier layer deposition [49].
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Figure 6. Circularly aligned QDs (QD molecule); (A) the QD nucleation is at droplet edge (B) and at the rim of hole 
opening. The arrows indicate the seeding places (the AFM pictures originate from Refs. [46, 47], respectively).

Figure 7. The vertical alignment; (A) the vertical stacking is induced by strain, (B) vertically coupled QDs by nano-hole 
(NH) filling (the TEM pictures originate from Refs. [24, 48], respectively).
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substrate temperature reduction immediately after the QD formation will result in a major-
ity of QDs alignment on the cross-hatch pattern. With a short growth interruption, duration 
of 30 s, before reducing the substrate temperature, the QDs will form, almost exclusively on 
the cross-hatches and the surface formation is named QD hatches. Exceeding the optimum 
interruption time will result in inhomogeneous, sparsely connected QD hatches, possibly 
due to desorption of In atoms [31].

The second possibility to self-aligned QD ordering in a crystalline layer uses step bunching of 
preexisting ML steps on the miscut (0 0 1) substrate (Figure 5B). Crystallite ordering on vici-
nal-oriented (0 0 1) surface is guided by spontaneously formed step-bunched ripple patterns. 
The ripple distance and orientation can be engineered by varying the polar and azimuthal 
miscut directions of the substrate [32].

The focused ion beam bombardment is a widely used technique for surface preparation and 
nano-patterning for the fabrication of self-assembling nanostructures such as nano-ripples, 
nano-needles, nano-holes, and also QDs. FIB-induced self-assembly of ordered nano-structures 
has been reported on metals, semiconductors, and insulators as well [32–38].

Ordered Ga nano-droplets can be self-assembled under ion beam bombardment at off-normal 
incidence [39]. The homogeneity, size, and density of Ga nano-droplets can be controlled by 
the incident ion beam angle. The beam current also plays a crucial role in the self-ordering 
of Ga nano-droplets. It has been found that the droplets exhibit a similar droplet size but 
higher density and better homogeneity with an increased current of ion beam. Compared to 
the destructive formation of nano-droplets by direct ion beam bombardment, the controllable 
assembly of nano-droplets on intact surfaces can be used as templates for DE fabrication of 
arranged semiconductor nano-structures (Figure 5C).

The start of circularly aligned QD molecule can be initialized by a droplet edge (Figure 6A) 
or by a rim of nano-holes (Figure 6B). It is a simple method of preparing ring-shape InP 
nano-structures on In0.49Ga0.51P by using DE. The surface morphology of the structure depends 
strongly on the ML of In. For instance, the ring-shaped nano-structure is formed at 1.6-ML In 
thickness. The ring-shaped QD molecule is formed when the deposited ML of In is less than 
3.2 ML. It has been found that the density, height, and average number of QD per molecule 
are dependent on the In MLs and on its deposition rate [40].

A relatively simple way to fabricate vertical QD molecules is to grow stacks of QDs 
(Figure 7A). It is known that the surface strain field modulation from a buried island layer 
influences the island nucleation in the next layer and this leads to a spontaneous vertical 
alignment [41, 42]. The electronic coupling between vertically aligned QDs has been demon-
strated earlier [40, 43–48]. Further vertically stacked QD ensembles can be created by sequen-
tially filled nano-hole. First, Al or Ga droplets are created on the AlGaAs surface. After them 
an annealing appears, where the substrate temperature is ranged between 550 and 650°C, 
the arsenic pressure is under 10−7 Torr (Figure 7B). During this annealing, the initial droplet 
transforms into a nano-hole surrounded by a protrusion. The nano-hole is filled by pulsed 
mode. The filling consists of 0.5-s GaAs deposition followed by a 30-s pause. The stacked 
QDs are separated by an AlGaAs barrier layer deposition [49].
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Figure 6. Circularly aligned QDs (QD molecule); (A) the QD nucleation is at droplet edge (B) and at the rim of hole 
opening. The arrows indicate the seeding places (the AFM pictures originate from Refs. [46, 47], respectively).

Figure 7. The vertical alignment; (A) the vertical stacking is induced by strain, (B) vertically coupled QDs by nano-hole 
(NH) filling (the TEM pictures originate from Refs. [24, 48], respectively).
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4. Applications in quantum circuitry

In this chapter, we discuss two types of circuits composed from aligned QDs. One of them is 
the linearly aligned register. A QD register for quantum computing can be realized by uni-
formly aligned QDs or by QD pairs with the help of directed DE assembly [50]. A possible 
realization can be the following. The linearly aligned GaAs QDs is created on an AlGaAs sur-
face. This structure is embedded by a barrier material of AlGaAs. When the cover layer few 
MLs only then the subsequently deposited metallic droplets are positioned most likely by the 
QD sites below (Figure 8).

The second discussed structure is the QD cellular automata, which was firstly proposed in the 
beginning of 1990s [51]. The QD-based cellular automaton is one of the most promising device 
structures in the future [52–55]. The circuit consists of coupled QD array to realize Boolean 
logic functions [9] and to perform useful computations. Two main advantages of QD cellular 
automata are the exceptionally high logic integration derived from the small QD size, and the 
low power consumption. QD cellular automata can be used to implement complex digital cir-
cuits by properly arranged QD clovers. Such circuits are, for example, full adder, multiplexer, 
programmable logic array, multivibrator or can be also designed memory circuits, such as 
quantum dot cellular automatic random access memory and serial memory. The basic build-
ing block of QD cellular automata device named cell is presented in Figure 9A. QD cellular 
automata unit cell consists of four QDs in a square array coupled by tunnel barriers, and two 

Figure 8. Realization of QD register: (A) cross section of literally aligned QD series with vertically positioned self-
assembling metallic clusters; (B) along cross-hatch-aligned QDs; (C) the alignmentation of QD pairs is also possible.
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electrons are injected into the cell (Figure 9B). Due to Coulombic repulsion, the two electrons 
reside in opposite corners representing two polarizations. Some basic elements for QD cellu-
lar automata logic implementation are wire, inverter, and majority voter [52–60].

The DE-grown QDs as building elements for quantum computing were first proposed in 
2009 [61, 62]. The alignmentation of the QD clovers can be realized like a single dot, which 
can lead to the wire implementation. Here, the linear inhomogeneity of the surface can be 
utilized. For the gate realization, these inhomogeneities for directed assembly must be gener-
ated artificially. The QD cellular automata can be realized in more levels (Figure 9C and D).  
The couplings between the circuits on the adjacent levels can be carried out with vertical 
alignment.

For any required operation, it is very important to determine the optimal size of the QDs and 
their distances from each other. Not only the size but the working temperature is also impor-
tant. At the realization, it is important to take into consideration that the switching fidelity 
increases with decreasing temperature [63]. It is predicted that the density of the QD-based 
circuits could exceed the device density of 1012 cm−2 and the operating speed could reach the 
frequency of THz region [64]. The clocking in THz region can also be realized with the help 
of DE. One of the effective ways to generate THz pulses is realized by near-infrared femto-
second laser irradiation on semiconductor/metal surfaces with the help of plasmon enhance-
ment [65–67]. The DE is an appropriate technology to create such positioned semiconductor 
and metallic nano-particles. The structure can be realized by DE-grown self-alignment of QD 
molecules and metallic nano-particle [25, 68]. Promising perspective is provided with a recent 
result to the realization of the nano-positioned metallic nano-particle on QD molecule, which 
can be useful not only at the THz clocking but also at QD register, too [69].

Figure 9. Realization of QD clover-based QD cellular automata; (A) the basic unit and the majority gate and inverter gate 
of the QD cellular automata; (B) the realization of QD cellular automata by QD.
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4. Applications in quantum circuitry

In this chapter, we discuss two types of circuits composed from aligned QDs. One of them is 
the linearly aligned register. A QD register for quantum computing can be realized by uni-
formly aligned QDs or by QD pairs with the help of directed DE assembly [50]. A possible 
realization can be the following. The linearly aligned GaAs QDs is created on an AlGaAs sur-
face. This structure is embedded by a barrier material of AlGaAs. When the cover layer few 
MLs only then the subsequently deposited metallic droplets are positioned most likely by the 
QD sites below (Figure 8).

The second discussed structure is the QD cellular automata, which was firstly proposed in the 
beginning of 1990s [51]. The QD-based cellular automaton is one of the most promising device 
structures in the future [52–55]. The circuit consists of coupled QD array to realize Boolean 
logic functions [9] and to perform useful computations. Two main advantages of QD cellular 
automata are the exceptionally high logic integration derived from the small QD size, and the 
low power consumption. QD cellular automata can be used to implement complex digital cir-
cuits by properly arranged QD clovers. Such circuits are, for example, full adder, multiplexer, 
programmable logic array, multivibrator or can be also designed memory circuits, such as 
quantum dot cellular automatic random access memory and serial memory. The basic build-
ing block of QD cellular automata device named cell is presented in Figure 9A. QD cellular 
automata unit cell consists of four QDs in a square array coupled by tunnel barriers, and two 

Figure 8. Realization of QD register: (A) cross section of literally aligned QD series with vertically positioned self-
assembling metallic clusters; (B) along cross-hatch-aligned QDs; (C) the alignmentation of QD pairs is also possible.
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electrons are injected into the cell (Figure 9B). Due to Coulombic repulsion, the two electrons 
reside in opposite corners representing two polarizations. Some basic elements for QD cellu-
lar automata logic implementation are wire, inverter, and majority voter [52–60].

The DE-grown QDs as building elements for quantum computing were first proposed in 
2009 [61, 62]. The alignmentation of the QD clovers can be realized like a single dot, which 
can lead to the wire implementation. Here, the linear inhomogeneity of the surface can be 
utilized. For the gate realization, these inhomogeneities for directed assembly must be gener-
ated artificially. The QD cellular automata can be realized in more levels (Figure 9C and D).  
The couplings between the circuits on the adjacent levels can be carried out with vertical 
alignment.

For any required operation, it is very important to determine the optimal size of the QDs and 
their distances from each other. Not only the size but the working temperature is also impor-
tant. At the realization, it is important to take into consideration that the switching fidelity 
increases with decreasing temperature [63]. It is predicted that the density of the QD-based 
circuits could exceed the device density of 1012 cm−2 and the operating speed could reach the 
frequency of THz region [64]. The clocking in THz region can also be realized with the help 
of DE. One of the effective ways to generate THz pulses is realized by near-infrared femto-
second laser irradiation on semiconductor/metal surfaces with the help of plasmon enhance-
ment [65–67]. The DE is an appropriate technology to create such positioned semiconductor 
and metallic nano-particles. The structure can be realized by DE-grown self-alignment of QD 
molecules and metallic nano-particle [25, 68]. Promising perspective is provided with a recent 
result to the realization of the nano-positioned metallic nano-particle on QD molecule, which 
can be useful not only at the THz clocking but also at QD register, too [69].

Figure 9. Realization of QD clover-based QD cellular automata; (A) the basic unit and the majority gate and inverter gate 
of the QD cellular automata; (B) the realization of QD cellular automata by QD.
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5. Conclusion

There are still a number of open scientific problems awaiting a solution. For the perfect opera-
tion of the circuits, the optimal QDs and their distances from each other must be determined. 
It is a fact that the sizes and the shape of the QD are not independent from their elementary 
density, which finally determines the distances among the QDs. The task is rather complex. If 
we can understand the details of the evolution mechanism of the DE-grown nano-structures, 
we can approach the technological solution of the circuit formation. It is another possibility to 
take into account the technological capability at the circuit design, which increases the impor-
tance of the mutually common thinking among different professionals. Lately, the number of 
published papers in this area has increased drastically, which is an encouraging sign for the 
possible technological solution.
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Abstract

Colloidal quantum dots (QDs) have attracted intense attention in both fundamental stud-
ies and practical applications. To date, the size, morphology, and composition-controlled
syntheses have been successfully achieved in II–VI semiconductor nanocrystals. Recently,
III-nitride semiconductor quantum dots have begun to draw significant interest due to
their promising applications in solid-state lighting, lasing technologies, and optoelectronic
devices. The quality of nitride nanocrystals is, however, dramatically lower than that of II–
VI semiconductor nanocrystals. In this review, the recent development in the synthesis
techniques and properties of colloidal III–V nitride quantum dots as well as their applica-
tions are introduced.

Keywords: colloidal synthesis, III–V nitride, quantum dots, semiconductor,
optoelectronic properties

1. Introduction

Due to the uniquely tunable electronic structure and low-cost synthesis in a controllable way,
colloidal quantum dots (QDs) have attracted intense attention in both fundamental studies
and practical applications [1–5], such as solar cell, quantum dot light-emitting diode, and
spectrometer. Usually, semiconductor quantum dot properties can be varied by their size,
composition, morphology, and phase structure. To date, with the rapid development of syn-
thesis technique, the size, morphology, and composition-controlled syntheses of colloidal
quantum dots have been successfully achieved [6–9].

III–V semiconductors are crystalline binary compounds formed by combining metallic ele-
ments from group III and nonmetallic elements from group V of the periodic table [10]. In the
III–V nitride, the wurtzite phase is the stable form and they have direct bandgaps ranging from
0.7 eV for InN, to 3.4 eV for GaN, and to 6.2 eV for AlN. They can combine with each other to
form alloys with bandgaps value from 0.7 to 6.2 eV, covering a wide range of spectra from
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ultraviolet (UV) to infrared region, exhibiting large potential applications for electronic and
optoelectronic devices.

Recently, III-nitride semiconductor (such as GaN, InN, and AlN) quantum dots (QDs) have
begun to draw significant interest due to their promising applications in solid-state lighting,
lasing technologies, and optoelectronic devices. The quality of nitride nanocrystals is, however,
dramatically lower than that of II–VI semiconductor nanocrystals. For synthesis of III–V
nitride quantum dots with uniform distribution, it is important to have a very fast nucleation
and relatively slow growth process, which requires the growth unit concentration to reach
high super-saturation level. However, such condition is very difficult to achieve for nitride
quantum dots due to their strong covalent bonding and lack of suitable precursors. Although
during the past few decades, various methods and precursors have been studied, the effective
reaction with a control over group III elements and nitrogen in the solution has still remained
difficult. Herein, we review the recent development in the synthesis techniques and properties
of colloidal III–V nitride quantum dots as well as their applications. Meanwhile, the overview
will partially involve the development and improvement of III-nitride QDs grown by vapour-
phase methods. More detailed introduction of colloidal III–V nitride quantum dots, that is,
GaN, InN, and their alloys, are presented in the following discussion.

1.1. Gallium nitride quantum dots

GaN is a technologically important direct semiconductor for development of short-wavelength
optoelectronic devices, high-speed microwave device, and high-density integrated circuit [11–
13]. Its bandgap is 3.4 eV. GaN also have chemical and radiation resistance, and is therefore
being considered as a stable photocatalyst in photoelectrochemical (PEC) cells for the produc-
tion of fuels [14]. Colloidal QDs made from this material are expected to comprise good
thermal, chemical, and radiation stability with the excellent optical properties. Therefore, since
Xie [15] group succeeded in preparing GaN nanoparticles by simple inorganic reactions at
300�C, considerable efforts have been made towards the solution-based synthesis of GaN QDs
at low temperature and the understanding of optical and electronic properties. In the past 20
years, many researchers have prepared zero-dimensional (0D) GaN nanostructures by top-
down approach. Various methods based on a bottom-up approach, like solvothermal methods,
thermal decomposition, and so on, have been used to synthesize 0D GaN QDs. However, for
the wet-chemical approach, controlling the size of 0D GaN QDs and even their optical and
electrical properties remains a significant challenge.

1.2. Indium nitride quantum dots

Among III–V nitrides, indium nitride is of relatively low-thermal stability. For example, the
InN thin film conducts thermal decomposition under dinitrogen desorption at 500–550�C [16].
InN is one of the least studied materials in the III–V compounds. Previously, it was believed
that the fundamental bandgap of InN was 1.9 eV, until much more recent studies on higher
quality films of InN have clearly shown that the true value of its direct bandgap is at 0.7 eV
[17], making it a very promising compound for optoelectronic applications. Recently, with the
further study of the group III nitride, the semiconductor properties of InN have attracted
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increasing attention. It has a good property on electron transport, making it face the huge
application on high-speed electronic device due to its small-effective mass [18]. InN is also
considered as an excellent material for low-cost, high-efficiency solar cell, photomask, light-
emitting diodes, laser diodes, sensors, and THz radiation [19–22]. In addition, InN is consid-
ered as a promising candidate for biological imaging and in vivo medical applications because
of its nontoxicity and its infrared emission in the optically transparent region of water and
blood [23].

With the increasing importance on InN, how to obtain the InN with high quality is also
attracting much attention. Although several synthesis methods, such as solvothermal methods
[24, 25], sputtering [26], and molecular beam epitaxy (MBE) [27], were developed to prepare
0D InN QDs, more effort needs to be devoted to improve the quality of InN QDs with a
controlled way.

1.3. Indium gallium nitride quantum dots

Group III nitrides have a high light-emitting efficiency due to its direct bandgap as well as high
radiative transition rate. GaN and InN can form component continuous solid solution and
superlattice, like InGaN. The alloy’s bandgap can be tuned by controlling the ratio of GaN/InN
and with the increasing composition of In, the VBM of the InGaN increases in energy almost
linearly [28]. In addition, due to the quantum size effect, the bandgap of the InGaN can be
further tuned by changing the size and shape of the QDs, so that these semiconductors can be
used for red to ultraviolet emitting devices [29].

Unlike the synthesis methods of GaN and InN, the way to prepare InGaN quantum dots are
mainly top-down approach, such as plasma-assisted molecular beam epitaxy (PA-MBE) [30],
metal-organic vapour phase epitaxy (MOVPE) [31], and metal-organic chemical vapour depo-
sition (MOCVD) [32].

There are abundant papers and books to review the development of 1D and 2D III–V nitride and
other nanostructures. However, there are few reviews on the research status of the colloidal III–V
nitride quantum dots. This research field is important for fundamental science and technology
and is growing fast. In this review, we focus on recent progresses in the synthesis, crystal
structure, and optoelectronic properties of colloidal III–V nitride quantum dots.

2. Crystal structure

There are three common crystal structures shared by the group III nitrides, namely, the
wurtzite, zinc blende, and rocksalt structures. Usually, the thermodynamically stable struc-
tures are wurtzite for bulk AlN, GaN, and InN. The large difference in electronegativity
between the group III and group V elements (Al = 1.18, Ga = 1.13, In = 0.99, N = 3.1) results in
very strong chemical bonds within the III-nitride material system, which not only is at the
origin of most of the exceptional III-nitride physical properties (listed in Table 1), but also
greatly hinder the low-temperature solution synthesis of III–V nitrides [33]. For the growth of
III–V nitride QDs, vapour deposition based on substrate is a more popular approach.
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3. Colloidal III–V nitride quantum dots

3.1. Syntheses of colloidal nitride quantum dots

So far, many efforts have been devoted to synthesize colloidal nitride quantum dots by the
solution-phase routes. Over the past 20 years, many groups have prepared the colloidal III–
V nitride quantum dots by various solution-based methods. These methods can be classi-
fied into the following approaches, namely solvothermal [24, 25, 34], hydrothermal [35],
and thermal decomposition of single [36, 37] and two precursors [38]. The hydrothermal
process refers to the reaction of reactants and water in a pressurized reaction environment
to form nanoparticles. The process of forming of nanocrystals undergoes two stages, disso-
lution and crystallization. In the primary reaction, the aggregation and binding of the
precursor particles are destroyed, making the particles dissolute in the hydrothermal sol-
vent, transporting into the solution in the form of ions or ionic groups, and crystallizing the
crystalline grain after nucleation. Solvothermal method was developed on the basis of
hydrothermal method, which uses the organic solvent as solution, replacing water. In this
way, some compounds sensitive to water (reacting with water, hydrolysis, resolution, or
instability) like III–V group semiconductors, carbides, fluorides, and so on, can be pre-
pared. LaMer and Dinegra thought that the preparation of monodisperse nanocluster
needed a transient and discrete nucleation process, and then controlled the crystal nucleus
growth slowly [39]. Putting the reactants rapidly into the container makes the precursor
concentration higher than the nucleation threshold value. A short period of sudden

AlN GaN InN

Lattice constant, a (Å) 3.112 3.189 3.545

Lattice constant, c (Å) 4.982 5.186 5.703

Thermal expansion coefficient αa (10
�6 K�1) 5.27 (20–800�C) 4.3 (17–477�C) 5.6 (280�C)

Thermal expansion coefficient αc (10
�6 K�1) 4.15 (20–800�C) 4.0 (20–800�C) 3.8 (280�C)

Electron effective mass, me (m0) 0.2 0.11

Hole effective mass, mh (m0) 0.8 0.5 (mhh) 0.17 (mlh)

Refractive index, n 2.2 (0.60 μm)
2.5 (0.23 μm)

2.35 (1.0 μm)
2.60 (0.38 μm)

2.56 (1.0 μm)
3.12 (0.66 μm)

ɛ (0) 9.14 10.4 (Ekc)
9.5 (E⊥c)

ɛ (∞) 4.84 5.8 (Ekc)
5.4 (E⊥c)

9.3

Thermal conductivity, (κher/cm K) 2.0 1.7–1.8

Melting point (�C) 2000 >1700 1100

ΔG0 (kcal/mol) �68.2 �33.0 �23.0

Heat capacity, Cp (cal/mol K) 7.6 9.7 10.0

Table 1. Physical properties of III–V nitride semiconductors [33].
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nucleation can reduce saturation. As long as the rate of the consuming concentration for
nanocrystal growth reaction is less than the rate of precursor injection, there are no new
nanocrystals formed. Therefore, the size of the particle distributions mostly depends on the
time from nucleation to growth. This method has some advantages that cannot be replaced
by other methods: (1) uniform morphology; (2) narrow size distribution; and (3) high
crystallinity due to relatively high reaction temperature.

3.1.1. Gallium nitride

The preparation of colloidal GaN quantum dots via thermal decomposition commonly
requires the suitable Ga and N resources as the precursors. As the growth temperature
increases, the precursors will be decomposed rapidly, react, and then generate lots of small
nanometal clusters. Finally, the GaN nanoparticles are formed after the further growth and the
size of the particles depends on the reaction time and temperature. The precursor contains
polymeric gallium imide [40, 41] and gallium cupferron with hexamethyldisilazane, [42] etc.
The selection of the precursor is very important for successful growth of colloidal GaN quan-
tum dots. Janik and Wells [41] prepared powders of mixed hexagonal/cubic nanocrystals of
GaN by deamination of polymeric gallium imide ({Ga(NH)3/2}n) at 210�C. Their work showed
that nanosize GaN could be prepared by polymeric gallium imide ({Ga(NH)3/2}n) at high
temperature, due to the lack of any organic substituents in the precursor, which made {Ga
(NH)3/2}n a good candidate for the generation of carbon-free GaN. However, it is unfortunate
that these methods for the size control were limited and did not allow the nanocrystals to be
dispersed in solvents to form transparent solutions of QDs suitable for optical measurements.
One important factor in the synthesis of GaN is the purity of the final product. Carbon is
usually left on QD surfaces after pyrolysis and it is difficult to remove. The elemental analyses
of the GaN QDs showed 2.49–3.65% carbon content. Although the GaN QDs obtained by the
above methods were of poor quality, it opened a window for researchers to find better ways to
obtain the high-quality GaN QDs.

According to the previous reports, Mićić et al. [40] still used {Ga(NH)3/2}n to prepare the GaN
but they added trioctylamine (TOA) and hexadecylamine (HDA) during the heating process.
The HDA could improve hydrophobicity of the GaN surface because of its less sterical
hinderance and much dense surface cap. Mićić also showed that TOA/HDA decreased carbon
adsorption on the QD particles and after purification yields a white colloidal solution. A
transmission electron microscopy (TEM) image of the GaN quantum dots is given in Figure 1,
which shows the spherical GaN QDs with diameter ranging from 23 to 45 Å. High-resolution
micrographs show <111> lattice fringes in some particles have the proper orientation for
observing fringes (Figure 1, bottom right panels). The particle size was estimated by simply
counting the lattice fringes for each particle (interplanar spacing for <111> GaN = 2.52 Å); and
the average diameter is 30 Å � 40%. The bottom left panel in Figure 1 shows the electron
diffraction pattern of the GaN nanocrystals.

The polymer is not a good solvent for controlling the size and the high-yield production of
QDs. In the polymer solvent, during the nucleation process, due to the melt in the solvent,
dispersibility is not good, the nanoclusters may be happened to aggregate. To solve this
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tum dots. Janik and Wells [41] prepared powders of mixed hexagonal/cubic nanocrystals of
GaN by deamination of polymeric gallium imide ({Ga(NH)3/2}n) at 210�C. Their work showed
that nanosize GaN could be prepared by polymeric gallium imide ({Ga(NH)3/2}n) at high
temperature, due to the lack of any organic substituents in the precursor, which made {Ga
(NH)3/2}n a good candidate for the generation of carbon-free GaN. However, it is unfortunate
that these methods for the size control were limited and did not allow the nanocrystals to be
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The HDA could improve hydrophobicity of the GaN surface because of its less sterical
hinderance and much dense surface cap. Mićić also showed that TOA/HDA decreased carbon
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problem, Pan et al. [43] found that GaN could be obtained by dimeric amidogallium precursor
(Ga2[N(CH3)2]6) through pyrolysis without the need for the polymeric intermediate. In this
way, not only it produced colloidal GaN quantum dots, but also offered the possibilities of
controlling the dots’ size. In addition, the gaseous ammonia needed in the nucleation process
was cancelled. Colloidal GaN QDs was got by transmission electron microscopy (TEM) imag-
ing. Figure 2 shows a TEM image of the GaN nanoparticles. Several spherical particles with
diameters of 2–4 nm are shown in the Figure 2. Although the particle size distribution
obtained here is not comparable with those obtained in the highly optimized II–VI group
systems, it is believed that this reaction will be improved through optimizing the reaction
conditions. However, the as-prepared samples’ crystallinity is poor, which can be confirmed
by the TEM images. No lattice fringes were observed in HRTEM images. HAD may has a
contribution for the pyrolysis reaction. When HDA was eliminated from the reaction mixture,

Figure 1. TEM image of GaN QDs taken in bright field. Top panel shows low magnification of QDs and some linear
alignment. Bottom two right panels show high magnification and lattice fringes of QD oriented with the <111> axis in the
plane of the micrograph. Bottom left panel shows electron diffraction pattern of GaN QDs indicating zinc-blende
structure [40].
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no GaN was produced. Elemental analysis on the GaN product prepared in the presence of
HDA revealed a Ga/N mass ratio of 4.88:1 (theoretical 4.98:1), indicative of nearly stoichiomet-
ric GaN.

The sample also had a high-carbon content (C/N) of 2.27:1, indicating that carbon was incor-
porated into the particles. Certainly, it was consistent with capping of nanosize particles by
capping ligands, such as HDA or TOA that contains long aliphatic chains.

Generally, to get the GaN, the post-treatment temperature is at least 500�C. Nitrides of lantha-
nide and transition metals (M) can be prepared by solid reaction at the temperature ranging
from 600 to 1000�C. The chemical equation is as follows:

MCln þ Li3N ! MNþ LiCl (1)

Xie et al. [15] reported that the crystalline GaN particles could be synthesized by simple
inorganic reactions at temperature of 300�C in the autoclave (no capping ligand in the whole
preparation process). They used GaCl3 and Li3N as gallium and nitrogen precursors in the
liquid, respectively, and the reaction equation is:

GaCl3 þ Li3N ! GaNþ 3LiCl (2)

These crystallites of GaN have an average size of 32 nm and display a uniform shape (Figure 3A).
The images of GaN particles were observed by High-resolution electron microscopy (HREM). In

Figure 2. TEM image of GaN nanoparticles obtained from pyrolysis of Ga2[N(CH3)2]6. Scale bar is 10 nm [43].
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Figure 3B, the (001) lattice fringes of GaN in the wurtzite structure appear frequently, indicat-
ing the preferential orientation of the plate-like GaN particles. The areas marked by arrow-
heads (A and B) in Figure 3C represent a typical structural image of [100] and [110]
orientations, respectively, of GaN in the rocksalt structure.

3.1.2. Indium nitride

Among the nitride, InN is the most unstable, which decomposes above 500�C [44]. Hence, it is
difficult to prepare InN crystalline. Historically, polycrystalline indium nitride was synthe-
sized by radio frequency sputtering [28], which results in high free-electron concentration,
significant oxygen contamination, and an absorption edge at about 1.9 eV [45–47]. Recently,
high-quality crystalline InN has been grown by molecular beam epitaxy (MBE) [27]. The
typically observed bandgap of high-quality wurtzite-InN grown by MBE is around 0.65–0.7 eV
[34, 48]. However, the quality of indium nitride samples grown by low-cost solution or other
vapour methods has still remained challenging. Therefore, there still exists a huge challenge to
synthesize high-quality InN nanocrystals using low-cost solution or vapour methods. So far,
Xiao et al. [24] adopted the solvothermal using NaNH2 and In2S3 as novel nitrogen and indium
sources to prepare the indium nitride at 180–200 �Cwith the particle size ranging from 10 to 30
nm, and the reaction equation is:

In2S3 þ 6NaNH2 ! 2InNþ 3Na2Sþ 4NH3 (3)

Hsieh [25] also used solvothermal to prepare the InN NCs with an average diameter of
6.2 � 2.0 nm utilizing InBr3 and NaNH2 in a low temperature, ambient pressure, and liquid-
phase condition.

Generally, ammonia is used as nitrogen source in the vapour-phase growth process. The
relative high growth temperature in vapour-phase methods can help nucleation overcome the
reaction difficulty encountered by solution methods. However, unlike the solution-based
methods (where the nucleation and growth process could be separated by choosing appropriate
ligands and solvents), the vapour-phase methods usually trigger off nonuniform nanocrystal

Figure 3. (A) A TEM micrograph of nanocrystalline GaN. (B and C) HREM images of nanocrystalline GaN: (B) lattice
fringes of (001) plane in GaN with a wurtzite structure and (C) lattice fringes of (100) and (110) planes in GaN (marked A
and B, respectively) with a rocksalt structure [15].
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morphology due to poor control in the nucleation process. Moreover, the vapour-phase methods
often encounter the aggregation problem due to the large surface energy of nanocrystals. It is
concluded that each of the aforementioned methods for synthesis of monodisperse InN
nanocrystals faces significant challenges in achieving well-defined size and shape. Our group
[49] had addressed these critical issues by exploiting a new synthesis approach that resulted in
monodisperse InN nanocrystals with uniform size andmorphology and superior optical quality,
and first successfully prepared the cubic InN nanocrystals with aforementioned advantages,
by combining solution- and vapour-phase methods under silica shell confinement (SVSC), as
schematically shown in Figure 4(a).

In this method, the In2O3 nanocrystals with well-defined size and morphology were first
synthesized by a solution-based method. The In2O3 nanocrystals were coated by silica shell
before nitridation, this is because silica is inert and can be easily removed by HF acid. The
obtained In2O3@SiO2 nanopowders were put into a tube furnace. After being purged with NH3

gas for 20min, the furnace was heated to 500–700oC and kept for 5 h under NH3 flow at 300ml/min.
Finally, large-scale InN@SiO2nanocrystals with uniform size and morphology were obtained
through the SVSC route. After removing the silica shell, InN NCs can be dispersed into DI
water and then transferred to various nonpolar organic solvents by phase transfer, as shown in
Figures 4(b) and (c).

Figure 5(a) and (b) shows transmission electron microscopy (TEM) and high-resolution trans-
mission electron microscopy (HRTEM) images of the InN nanocrystals. The indium nitride
nanocrystals with nearly monodisperse spherical shape can be observed from the TEM images.
The diameter distribution of the synthesized indium nitride nanocrystals can be revealed from
the Figure 5(c), revealing a fairly uniform size distribution of the InN nanocrystals from 5.0 to

Figure 4. (a) Schematic of the SVSC method for InN nanocrystals. (b) The upper layer is hexane and the bottom layer is
distilled water. The left bottle contains InN nanocrystals in hexane and the right one contains InN nanocrystals in water.
(c) Large-scale InN@SiO2 nanopowders (0.47 g) synthesized by the SVSC method [49].

Colloidal III–V Nitride Quantum Dots
http://dx.doi.org/10.5772/intechopen.70844

69



Figure 3B, the (001) lattice fringes of GaN in the wurtzite structure appear frequently, indicat-
ing the preferential orientation of the plate-like GaN particles. The areas marked by arrow-
heads (A and B) in Figure 3C represent a typical structural image of [100] and [110]
orientations, respectively, of GaN in the rocksalt structure.

3.1.2. Indium nitride

Among the nitride, InN is the most unstable, which decomposes above 500�C [44]. Hence, it is
difficult to prepare InN crystalline. Historically, polycrystalline indium nitride was synthe-
sized by radio frequency sputtering [28], which results in high free-electron concentration,
significant oxygen contamination, and an absorption edge at about 1.9 eV [45–47]. Recently,
high-quality crystalline InN has been grown by molecular beam epitaxy (MBE) [27]. The
typically observed bandgap of high-quality wurtzite-InN grown by MBE is around 0.65–0.7 eV
[34, 48]. However, the quality of indium nitride samples grown by low-cost solution or other
vapour methods has still remained challenging. Therefore, there still exists a huge challenge to
synthesize high-quality InN nanocrystals using low-cost solution or vapour methods. So far,
Xiao et al. [24] adopted the solvothermal using NaNH2 and In2S3 as novel nitrogen and indium
sources to prepare the indium nitride at 180–200 �Cwith the particle size ranging from 10 to 30
nm, and the reaction equation is:

In2S3 þ 6NaNH2 ! 2InNþ 3Na2Sþ 4NH3 (3)

Hsieh [25] also used solvothermal to prepare the InN NCs with an average diameter of
6.2 � 2.0 nm utilizing InBr3 and NaNH2 in a low temperature, ambient pressure, and liquid-
phase condition.

Generally, ammonia is used as nitrogen source in the vapour-phase growth process. The
relative high growth temperature in vapour-phase methods can help nucleation overcome the
reaction difficulty encountered by solution methods. However, unlike the solution-based
methods (where the nucleation and growth process could be separated by choosing appropriate
ligands and solvents), the vapour-phase methods usually trigger off nonuniform nanocrystal

Figure 3. (A) A TEM micrograph of nanocrystalline GaN. (B and C) HREM images of nanocrystalline GaN: (B) lattice
fringes of (001) plane in GaN with a wurtzite structure and (C) lattice fringes of (100) and (110) planes in GaN (marked A
and B, respectively) with a rocksalt structure [15].

Nonmagnetic and Magnetic Quantum Dots68

morphology due to poor control in the nucleation process. Moreover, the vapour-phase methods
often encounter the aggregation problem due to the large surface energy of nanocrystals. It is
concluded that each of the aforementioned methods for synthesis of monodisperse InN
nanocrystals faces significant challenges in achieving well-defined size and shape. Our group
[49] had addressed these critical issues by exploiting a new synthesis approach that resulted in
monodisperse InN nanocrystals with uniform size andmorphology and superior optical quality,
and first successfully prepared the cubic InN nanocrystals with aforementioned advantages,
by combining solution- and vapour-phase methods under silica shell confinement (SVSC), as
schematically shown in Figure 4(a).

In this method, the In2O3 nanocrystals with well-defined size and morphology were first
synthesized by a solution-based method. The In2O3 nanocrystals were coated by silica shell
before nitridation, this is because silica is inert and can be easily removed by HF acid. The
obtained In2O3@SiO2 nanopowders were put into a tube furnace. After being purged with NH3

gas for 20min, the furnace was heated to 500–700oC and kept for 5 h under NH3 flow at 300ml/min.
Finally, large-scale InN@SiO2nanocrystals with uniform size and morphology were obtained
through the SVSC route. After removing the silica shell, InN NCs can be dispersed into DI
water and then transferred to various nonpolar organic solvents by phase transfer, as shown in
Figures 4(b) and (c).

Figure 5(a) and (b) shows transmission electron microscopy (TEM) and high-resolution trans-
mission electron microscopy (HRTEM) images of the InN nanocrystals. The indium nitride
nanocrystals with nearly monodisperse spherical shape can be observed from the TEM images.
The diameter distribution of the synthesized indium nitride nanocrystals can be revealed from
the Figure 5(c), revealing a fairly uniform size distribution of the InN nanocrystals from 5.0 to

Figure 4. (a) Schematic of the SVSC method for InN nanocrystals. (b) The upper layer is hexane and the bottom layer is
distilled water. The left bottle contains InN nanocrystals in hexane and the right one contains InN nanocrystals in water.
(c) Large-scale InN@SiO2 nanopowders (0.47 g) synthesized by the SVSC method [49].

Colloidal III–V Nitride Quantum Dots
http://dx.doi.org/10.5772/intechopen.70844

69



6.3 nm. The average diameter of the InN nanocrystals is calculated to be 5.7 � 0.6 nm, after
counting about 200 nanocrystals. Figure 5d shows the X-ray diffraction (XRD) pattern of the
InN nanocrystals. All the peaks can be matched with the cubic InN (JCPDS No. 88-2365) except
the peak at 2θ = 22.5�, which corresponds to the amorphous silica. No peaks of In2O3 were
observed in the XRD pattern, indicating that all In2O3 nanocrystals had been converted to InN.
As illustrated in Figure 6, the InN@SiO2 nanocrystals in the form of powders (not in the
solution) exhibited infrared PL at room temperature. The fluctuation of PL signal at �1900 nm
could be due to water absorption and might not originate from the sample. The PL spectrum is
characterized by the presence of three distinct emission peaks.

3.1.3. Indium gallium nitride

Xiao et al. [50] demonstrated for the first time, a new route that quantum size effect can be used
to prepare the epitaxial nanostructures with great significance for the achievement of a broad
range of future nanoelectronic and nanophotonic devices. The process is quantum size-
controlled photoelectrochemical (QSC-PEC) etching. Quantum dots’ bandgap depends on the

Figure 5. (a) Low-resolution TEM; (b) HRTEM images of the InN nanocrystals; (c) size distribution of the InN
nanocrystals; and (d) XRD spectrum of the InN@SiO2nanocrystals obtained at 550�C [49].
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nanostructure size. Therefore, they used QSC-PEC etching to fabricate InGaN QDs of con-
trolled size starting from the InGaN thin film. They used H2SO4 aqueous solution as the
electrolyte and a tunable, relatively narrow band laser source as photoexcitation. The sample
consisted of In0.13Ga0.87N films (3–20 nm) grown on c-plane GaN/sapphire. They discussed the
influence of solution pH during quantum size-controlled PEC etch process. [51] When the
solution pH lies between 5 and 11, both Ga- and In-oxides are formed at the surface. Etching
rates are very low and InGaN QDs are not formed. In the dark etching of InGaN at pH above 5,
the above situation may also occur. However, when the solution pH is below 3, oxide-free QDs
with self-terminated sizes can be successfully realized. In strongly acidic solutions, the oxides
are not formed during the PEC etching process, due to all the oxide productions can be
dissolved by the electrolyte. Therefore, PEC etching can be used to prepare InGaN QDs.
Meanwhile, there are other methods of preparing InGaN quantum dot, such as plasma-assisted
molecular beam epitaxy (PA-MBE) [30], metal-organic vapour phase epitaxy (MOVPE) [31],
and metal-organic chemical vapour deposition (MOCVD) [32].

4. Summary and future directions

The field of colloidal III–V nitride quantum dots has been constantly gaining interest among
science and engineering communities during the past decades. In this chapter, we have sum-
marized the research status and progress in this field, including their preparation techniques
and optoelectronic properties. Although much progress has already been made in the field of
colloidal III–V nitride quantum dots, significant challenges involving the fabrication of quan-
tum dots with uniform morphology and size and control of the electronic and optical proper-
ties in terms of composition and structure remain to be solved. Once high-quality colloidal III–
V nitride quantum dots are synthesized successfully, more new discoveries and applications

Figure 6. Photoluminescence spectrum of InN@SiO2 nanocrystals at room temperature [49].
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will be exploited, such as solid-state lighting, lasing technologies, and optoelectronic devices,
as well as the booming quantum photonics technology.
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Abstract

Temperature is one of the most important parameters affecting the service life and per-
formance of a rolling element bearing component. In this paper, a nonintrusive method 
is developed to monitor the temperature variation of the inner raceway during bearing 
operation utilizing CdTe quantum dots as the temperature sensors. The CdTe quantum 
dots were synthesized and were used in constructing a sensor film by means of layer-by-
layer electrostatic self-assembly method on an ultrathin glass slice. The peak wavelength 
shift of the fluorescence spectrum of the sensor film shows a linear and reversible rela-
tionship with temperature, and it is used to sense the temperature of the inner raceway. 
The resolution of the CdTe optothermal sensor is determined to be 0.14 nm/°C. The tem-
perature measurement of rolling element bearing was conducted on a bearing test rig 
incorporated with an optical fiber fluorescence spectrum detecting system. To verify the 
accuracy of the temperature obtained by quantum dots sensor film, a thermocouple was 
used to test the temperature of the inner raceway right before and after the operation. 
Results show that the temperature obtained by the CdTe quantum dots film sensor is 
consistent with that by the thermocouple, with an error typically below 10% or smaller.

Keywords: high speed rolling bearing, inner ring temperature monitoring, quantum dots

1. Introduction

Rolling bearings are basic mechanical components widely used in machinery for low friction, 
high rigidity, and reliability. They are required to operate at high speed for long period of 
time under uneven conditions with minimum maintenance. The operating status of bearings 
directly affects the performance of rotating machinery. Bearing failure can make machine 
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breakdown, lead to cost increase and even human death [1]. Hence, the development of 
strategies for monitoring bearing health conditions while in operation has been of significant 
importance.

The contact friction between the inner component leads to large heat generation and elevated 
temperature, which could cause thinner lubricant film, higher asperity contact, and reduction 
of material properties. Thus, the temperature is considered to be one of the most important 
parameters affecting the service life and performance of a rolling element bearing component. 
However, because of the complex structure and extreme operating conditions, instrument for 
real-time, nonintrusive monitoring of bearing temperatures has been limited. This is particu-
larly true for the rolling element of a bearing, whose temperature is often indirectly obtained 
from the measured temperature of outer raceway. Indirect measurements are known to be 
error-prone. Thus far, direct measurement of the temperature of the inner bearing compo-
nents such as the inner raceway and cage has eluded researchers [2–6]. Joshi [2] has developed 
a battery-powered telemeter and a remotely powered telemeter to measure the cage tem-
perature in a tapered roller bearing. Also, Jia et al. [6] used a remotely powered wireless tem-
perature sensor to monitor the cage temperature in real-time. However, the battery-powered 
telemeter has an extremely short functional life, and both the wireless ones are easily affected 
by the electromagnetic environment and are not suitable for high speed situations.

Recently, luminescent semiconductor nanocrystals, quantum dots, have attracted extensive 
attentions due to its unique optical properties and have been applied in light-emitting diodes, 
solar cells, and bio-labeling [7–9]. These semiconductor nanoparticles offer several advantages 
including narrow fluorescence emission, tunable wavelength, relatively high quantum yield, 
outstanding photo stability as well as flexible photo excitation. It also has been reported that 
the behavior of the luminescent properties of quantum dots with temperature has suitable 
characteristics for application as temperature probes [10–15]. The luminescence properties, 
such as the excited state lifetime, emission intensity, and peak wavelength, have been proven 
to be good indicators of temperature. The wide range of temperature in which luminescent 
properties change makes them very suitable for temperature sensing applications.

This paper presents a study on the use of CdTe quantum dots as thermal sensor to measure 
the temperature of inner raceway of rolling bearing while in operation. The quantum dots 
sensor film is fabricated by means of layer-by-layer electrostatic self-assembly method on an 
ultrathin glass slice. The peak wavelength shows a linear and reversible relationship as tem-
perature changes. The factors that would affect the acquired fluorescence signal have been 
studied. Results show that this method is feasible and effective for the temperature measure-
ment of rolling bearing, especially in very high speed conditions.

2. Sensor preparation and calibration

2.1. Sensor preparation

Colloidal solutions of CdTe quantum dots stabilized by TGA were prepared according to the 
method given by the previously reported paper [16]. Typically, 0.2 mmol Cd(CH3COO)2·2H2O 
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was dissolved into 50 ml deionized water in a three-neck flask and 18 μl TGA was added 
under stirring, then the pH was adjusted to 10.5–11 with 1 M NaOH solution. After that, 
0.04 mmol K2TeO3, which was dissolved in 50 ml deionized water was added into the above 
solution. Then, 80 mg of NaBH4 was added into the precursor solution. After the reactions 
proceeded for about 5 min, the flask was attached to a condenser and refluxed at 100°C under 
open-air condition. By controlling refluxing time, CdTe QDs with desired size and color can 
be obtained.

To implement the temperature measurement, QDs sensors were fabricated by the layer-by-
layer electrostatic self-assembly (LBL ESA) technique [17, 18]. Quartz slides of 200 μm thick-
ness were placed into Piranha Solution for 30 min for cleaning before the deposition of the QD 
coatings. Then the Quartz slides were immersed into 50 ml of a solution of 1%wt PDDA with 
the pH adjusted to 8.0 for the absorption of polycation for 15 min. Next, the substrates were 
cleaned in deionized water and dried by N2. Then, the slides were removed into the CdTe 
QDs solution synthesized by ourselves for 10 min to absorb QDs followed by cleaned and 
dried. Repeating the above steps, a sensitive coating denoted by [PDDA/CdTe]n was formed, 
where n was chosen to be 15 for this paper. Afterward, the sensor films were cured at 150°C 
in a vacuum chamber. Thermal treatment yields a more repetitive and stable response when 
suffered to temperature change. When the fabrication was completed, the sensors were kept 
in darkness until the temperature response of emission spectrum was studied.

2.2. Sensor calibration

In order to utilize QDs as sensors for the temperature measurement of rolling bearings, the 
temperature-dependent emission properties of the sensor was first characterized using the 
experimental setup showing in Figure 1. The QDs sensor is placed on a heater cell with a 
thermocouple to monitor its temperature. Since the QDs have a wide absorption spectrum, a 
mercury lamp at 365 nm is used as the excitation light source. The light generated by the lamp 
is reflected by a dichroic mirror and directed to the QDs sensor through a focus lens, which 
is also used to prevent the excitation signal from masking the fluorescence of the QDs sensor. 
The fluorescence is collected by the same lens and leaded to an Andor Shamrock SR-303i spec-
trograph. Finally, an Andor iDus DU420A-BV CCD camera together with a computer is used 
to analyze the optical response of the QD with respect to changes in the temperature values. 
By adjusting the heater cell, its temperature varies and changes in wavelength and intensity 
of the luminescence emission of the quantum dots are registered.

To study the properties of the QDs sensor, the heater cell in Figure 1 was adjusted to run sev-
eral temperature cycles from room temperature to 70°C and back. Figure 2(a) shows the emis-
sion spectrum varies as the temperature increases and decreases. As it can be seen from the 
picture, the photoluminescence intensity decreases with the increase of temperature, while the 
peak wavelength red shifts and FWHM increases as the temperature increases. It means that 
there are three features that could be used to detect the variation of temperature. However, 
as the photoluminescence intensity is affected by the power of the excitation source as well 
as the distance between the focus lens and the QD sensor, it is not suitable for the tempera-
ture monitoring of rolling bearings, where slight or heavy vibration usually occurs. Besides, 
the average temperature sensitivity of the FWHM is generally small compared with peak 
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mercury lamp at 365 nm is used as the excitation light source. The light generated by the lamp 
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is also used to prevent the excitation signal from masking the fluorescence of the QDs sensor. 
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to analyze the optical response of the QD with respect to changes in the temperature values. 
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To study the properties of the QDs sensor, the heater cell in Figure 1 was adjusted to run sev-
eral temperature cycles from room temperature to 70°C and back. Figure 2(a) shows the emis-
sion spectrum varies as the temperature increases and decreases. As it can be seen from the 
picture, the photoluminescence intensity decreases with the increase of temperature, while the 
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there are three features that could be used to detect the variation of temperature. However, 
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Figure 2. (a) Behavior of emission spectrum of QDs with different temperatures in heating and cooling. (b) Dependence 
of the emission peak wavelength with respect to the temperature in three thermal cycles.

Figure 1. Schematic representation of the experimental setup.
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wavelength. Therefore, here we choose the peak wavelength as the parameter for temperature 
measurement of rolling bearings. The temperature dependence of peak wavelength in three 
thermal cycles is depicted in Figure 2(b). It is shown that the response of emission spectrum 
peak wavelength is linear and reversible as the temperature changes. The R square value with 
respect to the linear approximation is about 0.994 for both cases. And the sensitivity shown by 
the sensor is around 0.14 nm/°C. The wavelength shift can be explained by the fact that heat 
expands the crystalline of the quantum dots material and causes a change in the band gap [13], 
which is only decided by the properties of the quantum dots.

3. Rolling bearing temperature measurement

For the temperature measurement of rolling bearings, the influence of rotating to the fluores-
cence signal acquisition was studied first. The same setup shown in Figure 1 was used with 
some modification. The QD sensor was mounted to a disk, which was drove by a motor, with 
its rotating speed detected by a photoelectric tachometer. The excitation light generated by 
the mercury lamp continuously is illuminated on the disk. What is different from the calibra-
tion state is that the QD sensor is excited at intervals when the disk is rotated with a certain 
speed. And the total amount of fluorescence detected by the CCD changes in time as the QD 
sensor moves into, though, and out of the focus lens’s field of view, as is shown in Figure 3.

Generally, a specific exposure time is needed to collect fluorescence when the spectrograph 
is set to acquire the emission spectrum. Assuming that the exposure time is T, the angular 
velocity of the disk is ω, and the central angle of the QD sensor to the disk is α, the total 
time the QD sensor excited within the exposure time is: t = Tα/2π. This means that there 
is no difference whether the QD sensor is stable or in rotation, but the exposure time mul-
tiplies a factor of α/2π. And it is proved by the results shown in Figure 4. We studied the 

Figure 3. The rotation causes the QDs sensor to move with respect to the fluorescence collection input aperture.
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effect under different speeds: 650, 1525, 2515, and 3012 r/min, with the exposure time of 
the spectrograph set at 500 ms. There are 20 spectrum lines captured every 1 min for dif-
ferent speeds. As is shown in the picture, the emission intensity acquired at different speed 
keeps nearly unchanged from 650 to 3012 r/min, which means that the rotating speed has 
no effect on the fluorescence signal. Therefore, we could take temperature measurement of 
rolling bearings by a common fluorescence spectrum measurement system, and the utiliza-
tion of QD as temperature senor for rolling bearing thermometry could be applied in very 
high speed conditions.

3.1. Experimental setup

A new optical fiber fluorescence spectrum detecting system was established to measure the 
temperature of the inner raceway of the ball bearing of a bearing test rig, which is depicted in 
Figure 5. The bearing test rig was built on a rigid platform and one of its bearing was chosen 
as testing target. The cover of the bearing block was taken away for convenient measuring. 
The QDs sensor was mounted to the inner raceway by an epoxy binding agent. An optic fiber 
with a fluorescent probe was used to conduct the excitation light and collect the fluorescence. 
By setting the bearing test rig operating at different constant speeds, the fluorescence spec-
trum of the CdTe film sensor was acquired by the spectrograph (QEpro6500) every 1 min from 
the moment the setup started until running 20 min, which is thus used to obtain information 

Figure 4. The influence of rotating speed of fluorescence signal.
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on the temperature variation of inner raceway. To verify the accuracy of the temperature 
obtained by quantum dots sensor film, a thermocouple was used to test the temperature of 
the inner raceway right before and after the operation.

3.2. Results and discussion

Temperature measurements were conducted at shaft speed of 1000, 1600, 2200, and 2800 r/
min, respectively without any load. Figure 6 depicts 20 fluorescence spectrum lines acquired 
every 1 min from the moment the setup started until running 20 min. As we can see from 
the picture, for different constant shaft speeds, the variation tendency of the fluorescence 
spectrum is similar to each other: the photoluminescence intensity decreases and the peak 
wavelength red shifts as time goes on, indicating that the temperature of the bearing inner 
raceway rises up in the testing 20 min. Comparing the fluorescence spectrum obtained at dif-
ferent shaft speeds, the red shift of the peak wavelength increases as the shaft speed increases, 
which means that the heat generation and the temperature rise vary with speed. The variation 
of bearing inner raceway temperature measured by QDs sensor with time at four different 
conditions of shaft speed is shown in Figure 7. It clearly shows that there are more heat gen-
eration and large temperature rise at higher speed.

The accuracy of the temperature obtained by the QDs sensor was studied by comparing with 
the temperature tested by a thermocouple. The thermocouple was used to test the tempera-
ture of the inner raceway at the point near QDs sensor right before and after the operation. 
Results show that the temperature acquired by these two methods has good consistency. The 
temperature of the inner raceway at 2800 r/min was about 26.1 and 50.2°C before and after the 
operation of the test rig by thermocouple, while the first and last obtained spectrum line indi-
cate that the temperature was 28.7 and 51.4°C, respectively. The error of the temperature rise 
between these two methods is 5.8%. Because of the different measuring time and other affects, 
the temperature measured by two methods shows little difference, but the temperature rise 
error all blow 10% for different shaft speed.

Figure 5. Rolling bearing temperature measurement system. (1) Testing bearing; (2) QDs sensor; (3) optic fiber; (4) 
405 nm laser; (5) QEPro spectrograph; (6) computer. Inset: No excitation light irradiates on QDs sensor.

CdTe Quantum Dot Fluorescence Thermometry of Rolling Bearing
http://dx.doi.org/10.5772/intechopen.70866

83
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min, respectively without any load. Figure 6 depicts 20 fluorescence spectrum lines acquired 
every 1 min from the moment the setup started until running 20 min. As we can see from 
the picture, for different constant shaft speeds, the variation tendency of the fluorescence 
spectrum is similar to each other: the photoluminescence intensity decreases and the peak 
wavelength red shifts as time goes on, indicating that the temperature of the bearing inner 
raceway rises up in the testing 20 min. Comparing the fluorescence spectrum obtained at dif-
ferent shaft speeds, the red shift of the peak wavelength increases as the shaft speed increases, 
which means that the heat generation and the temperature rise vary with speed. The variation 
of bearing inner raceway temperature measured by QDs sensor with time at four different 
conditions of shaft speed is shown in Figure 7. It clearly shows that there are more heat gen-
eration and large temperature rise at higher speed.

The accuracy of the temperature obtained by the QDs sensor was studied by comparing with 
the temperature tested by a thermocouple. The thermocouple was used to test the tempera-
ture of the inner raceway at the point near QDs sensor right before and after the operation. 
Results show that the temperature acquired by these two methods has good consistency. The 
temperature of the inner raceway at 2800 r/min was about 26.1 and 50.2°C before and after the 
operation of the test rig by thermocouple, while the first and last obtained spectrum line indi-
cate that the temperature was 28.7 and 51.4°C, respectively. The error of the temperature rise 
between these two methods is 5.8%. Because of the different measuring time and other affects, 
the temperature measured by two methods shows little difference, but the temperature rise 
error all blow 10% for different shaft speed.

Figure 5. Rolling bearing temperature measurement system. (1) Testing bearing; (2) QDs sensor; (3) optic fiber; (4) 
405 nm laser; (5) QEPro spectrograph; (6) computer. Inset: No excitation light irradiates on QDs sensor.
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Figure 7. The temperature of inner raceway as a function of time at different speed.

Figure 6. Fluorescence spectrum of different shaft speed in 20 min.
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4. Conclusions

In this paper, we have proposed a quantum dot fluorescence-based thermometry method for 
rolling element bearings. Temperature sensor has been fabricated by the deposition of quan-
tum dot films on quartz slide by means of layer-by-layer technique. It has been shown that 
the emission peak wavelength of the QD sensor has a very linear relationship with the tem-
perature, making it applicable of noncontact temperature measurement of rotating surface. 
We have managed to take temperature measurement of rolling bearings by a common fluo-
rescence spectrum measurement system. The rotating speed shows no effect on the acquired 
fluorescence signal, which makes the QD fluorescence-based thermometry method, suitable 
for very high rotating speed temperature measurement. The practical experiment proves that 
the CdTe quantum dot fluorescence thermometry could be a feasible and accurate tempera-
ture measurement method of bearing inner raceway in operation.
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Abstract

 Infection of implants by microbial biofilm is chiefly caused by Staphylococci, Pseudomonas and 
Candida species. The growth of microbes by forming biofilms offers them protection from 
antibiotics, drugs and host defense mechanisms. The eradication of biofilms from implants 
and medical devices is difficult because of the protection by the biofilm forming pathogenic 
microbes. Hence, researches are focused on development of antibiofilm materials, which are 
basically constituted of antimicrobial substances or antimicrobial coatings. Nanomaterial-
based coatings offer a promising solution in this regard. Quantum dots (QDs) are the group 
of semiconductor nanoparticles with high photoluminescent properties compared to con-
ventional organic fluorophores. Thus, drug-conjugated QDs can be a promising alternative 
for biofilm treatment, and these can serve as excellent alternatives for the mitigation of recal-
citrant biomaterial-associated infections caused by resistant strains. Furthermore, their use 
as antibiofilm coating would avoid the dispersion of antimicrobial agents in the surround-
ing cells and tissues, thereby minimizing the risks of developing microbial resistivity.

Keywords: quantum dots, microbial biofilms, fluorescence, infections, antibiofilm materials

1. Introduction

Quantum dots (QDs) represent a class of colloidal semiconductor nanocrystals having 
fluorescent properties that absorb photons at a particular (lower) wavelength and emit at 
a higher wavelength. These QDs are basically composed of a core and corona layer. The 
photoluminescence emission wavelength of QDs is directly proportional to its size. The 
core of the QDs may contain one or more heavy elements such as cadmium, selenium, 
zinc or tellurium. QDs possess significant superiority over the conventional fluorophores 
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in terms of physicochemical and fluorescent properties. The distinguishable fluorescent 
properties, smaller size, photostability, resistivity to metabolic degradation and capability 
of conjugation to ligands/biomolecules make QDs a superior choice for biological applica-
tions compared to conventional fluorophores.

In the last three decades, several microbes (fungi, yeast and bacteria) have emerged as major 
human pathogens and have been responsible for causing life threatening diseases especially 
in immunecompromised individuals and patients with serious medical issues [1]. The wide-
spread and prolonged use of antifungal agents and drugs for treating the infection caused 
by the pathogens has resulted in increasing incidences of multidrug resistance (MDR). 
Additionally, several mutant strains have developed that show high resistance to the antifun-
gal drugs being used [1]. For example, Candida albicans, a dimorphic opportunistic pathogen, 
occurs as a normal commensal in humans but becomes pathogenic in immunecompromised 
individuals. The azole resistive clinical isolates of C. albicans result in cross-resistance to several 
unrelated drugs and this arises because of the phenomenon of multidrug resistance (MDR) [2, 
3]. Similarly, Pseudomonas aeruginosa and Staphylococcus aureus are the two most pathogenic 
bacteria known to cause severe infection and biofilm formation [4]. Several mechanisms are 
responsible for development of MDR, some of which involve an overexpression of drug efflux 
pumps encoding genes such as CDR1 and CDR2 belonging to ATP-binding cassette [2, 5, 6]; 
overexpression of the drug and MDR1 belonging to the major facilitator superfamily trans-
porters [3, 6] and overexpression of mutations in ERG11 and encoding the target enzyme of 
azoles, lanosterol 14α-demethylase [7]. Hence, microbial infection has become a major prob-
lem with concerns focusing on those that have become resistant to antibiotics. Around 2 mil-
lion people are affected annually with antibiotic-resistant bacteria of which approximately 
23,000 people die as per the studies of U.S. Center for Disease Control and Prevention [8].

Microbial communities adhere to a solid surface especially in surface/water interference 
forming biofilms [9]. Microbes attach to the surface by means of extracellular polymeric 
substances (EPS), and this acts as their survival means against harsh environmental condi-
tions. Biofilm formation is however associated with surface deterioration and corrosion. In 
addition, pathogenic microbes form biofilms on medical devices and implants, and this has 
become a great concern in the arena of healthcare. Biofilm also enhances microbial activity 
and provides protection against harsh environmental conditions such as drugs, antibiotics 
and common sanitizers. Because of the emerging conditions of MDR, there is a demand for 
developing new drugs, antimicrobial agents and modifiers capable of inhibiting microbial 
growth and biofilm formation. With the necessity of developing antimicrobial agents with 
diverse functionality and ability to kill both strains of bacteria, nanomaterials have been 
widely investigated in this regard. Silver nanoparticles [10], copper oxide nanoparticles 
[11–13], metal oxide nanoparticles [12, 13] and even carbon nanomaterials [14] have been 
reported for their excellent antimicrobial efficiency. Among these, silver nanoparticles have 
been extensively used as antimicrobial and antibiofilm agents due to their broad spectrum 
antimicrobial activity, multiple cellular targets and minimum host toxicity. However, high 
concentration of silver is toxic to humans and its persistent use causes argyrosis and argia 
[15, 16]. Hence, the demand is for exploring novel nanomaterials with effective antimicrobial 
and antibiofilm properties along with biocompatibility. Therefore, the requirement must be 
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targeted towards exploring novel biocompatible nanomaterials with effective antibiofilm 
and optical properties. QDs can be suitable alternatives because of their intriguing opti-
cal, fluorescence, high quantum yield, photostability and easy conjugation efficiency. QDs 
easily attach to microbial surface because of their small size and their dispersion stability 
is basically governed by colloidal theory [17]. These are excellent candidates in biomedi-
cal applications such as imaging, diagnosis and sensing and drug discovery. Developing 
QDs-based nanocomposites as coating materials on implants and catheters can thus combat 
pathogenic invasion and biofilm formation. QDs could be engineered with coating agents 
and conjugated with bioactive ligands or biorecognition elements for targeted treatment, 
biofilm visualization, and inhibition.

2. Biofilm formation, its mechanism and transmission

Biofilm can be defined as microbial cells enclosed in an exopolysaccharide matrix and adhered 
to a cell surface. Formation of biofilms by bacteria and fungus is a defense strategy for protection 
from environment. Microbes secrete extracellular polymeric substances (EPS) that act as a pri-
mary scaffold for attachment to solid substrate [18] and its basic constituents are proteins, poly-
saccharides, nucleic acids with some lipids and humic substances [19]. Three-dimensional study 
of the EPS layer suggested that it forms a gel-like network wherein microbes are embedded and 
it also maintains the attachment of bacteria to the solid substrate [20]. Stability to the 3D structure 
of EPS is rendered by the hydrophobic interactions as well as van der Waals attraction between 
amino acids/peptides and cations such as Ca2+ and Mg2+ [21]. Biofilm formation and its structure 
depend on the environmental conditions to which the bacteria are exposed. When cells are in 
a nutrient stress condition, an increase in EPS secretion occurs, which promotes hydrophobic 
interactions to allow attachment to solid substrate [22]. It has been suggested that the presence 
of a high concentration of EPS negatively affects the diffusion of lipophilic compounds (such as 
sanitizers, antibiotics and hydrocarbons), across the microbial cell surface [23, 24].

Among bacteria, P. aeruginosa is an opportunistic pathogen that causes a number of infections in 
humans. It develops resistance to antibiotics by forming biofilm matrices that comprise polysac-
charide-EPS. It has been noticed that it forms and regulates biofilm via quorum sensing mecha-
nism and therefore most of the researches have focused on disrupting the quorum sensing 
pathway [25]. Similarly, biofilm formation in Staphylococcus epidermidis has also been analyzed 
using different methods such as microtiter plate, congo red agar plate test and via molecular 
detection of the ica locus [26–28]. It was found that production of a slimy substance assisted in 
forming biofilm and was associated with virulence also. The production and formation of bio-
film depend on the media constituents; however, the exact mechanism behind the formation of 
a mature biofilm is still being investigated. However, on the basis of in vitro experimental mod-
els, biofilm formation can be segregated into four different stages: (i) attachment of microbial 
cells to surface, (ii) formation of multi-layer structure via the accumulation and aggregation of 
cells, (iii) maturation of biofilm and (iv) detachment of cells from biofilm into planktonic state 
and initiation of a new biofilm cycle [29, 30]. The initial step of attachment is normally driven 
by hydrophobic, electrostatic and Lifshitze-van der Waals forces, and hence is nonspecific in 
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become a great concern in the arena of healthcare. Biofilm also enhances microbial activity 
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[11–13], metal oxide nanoparticles [12, 13] and even carbon nanomaterials [14] have been 
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concentration of silver is toxic to humans and its persistent use causes argyrosis and argia 
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targeted towards exploring novel biocompatible nanomaterials with effective antibiofilm 
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nism and therefore most of the researches have focused on disrupting the quorum sensing 
pathway [25]. Similarly, biofilm formation in Staphylococcus epidermidis has also been analyzed 
using different methods such as microtiter plate, congo red agar plate test and via molecular 
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els, biofilm formation can be segregated into four different stages: (i) attachment of microbial 
cells to surface, (ii) formation of multi-layer structure via the accumulation and aggregation of 
cells, (iii) maturation of biofilm and (iv) detachment of cells from biofilm into planktonic state 
and initiation of a new biofilm cycle [29, 30]. The initial step of attachment is normally driven 
by hydrophobic, electrostatic and Lifshitze-van der Waals forces, and hence is nonspecific in 
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nature. Additionally, certain specific proteins also assist in binding of the microbes to the sur-
faces [30]. The second step of accumulation is mediated via microbial surface components that 
recognize adhesive matrix molecules and occurs via an active process. This step involves the 
establishment of biofilm on the microbial surface. This process is followed by the maturation 
step. In this step, the characteristic features of the biofilm are formed on basis of specific micro-
bial type. In the final step, where a new phase of invasion is initiated involves the detachment 
and dispersion of the microbes [31, 32]. Figure 1 shows the schematic illustration of the different 
stages in the cycle of biofilm formation and detachment.

P. aeruginosa, Vibrio cholerae and some mycobacterial species are the common human pathogens 
that form biofilms and hence have the possibility of infecting humans. There are several mecha-
nisms via which pathogenic microbes in the biofilm can initiate an infection. The seeding dis-
persal of a large number of pathogenic cells is one of the possible mechanisms that can initiate 
an infection, as the microbes are not sessile in a biofilm and hence can easily detach and initiate 
an infection. Secondly, the virulent phenotypes present in a biofilm can expand their colony 
and initiate infection. This is highly possible as biofilm has a huge heterogeneity in its pheno-
typical constitution [33, 34]. In addition to these, several other mechanisms have been hypoth-
esized that could possibly allow the survival of a pathogenic organism and its transmission. 
For example, the detachment of pathogenic microbes from the biofilm, quorum sensing [35], 
co-aggregation and auto-aggregation [35, 36], modification in biosynthesis of EPS and meta-
bolic pathways and genetic mutations [37] are important issues. However, the complete under-
standing of the mechanism of biofilm formation and virulence requires complete analysis of the 
pathogen’s life cycle, environmental parameters and the different phenotypes.

3. Role of QDs in inhibiting biofilm formation

Biomedical implants are a necessity in modern health care; biofilm formation on these 
implants and devices is a major cause of their failure. Mostly S. epidermidis and S. aureus are 
observed in contaminated biomedical implants and devices [38]. Biofilms formed on implants 
and medical devices are difficult to remove as they are protected by exopolymeric matrix 
secreted by the pathogenic microbe [39]. Although a number of metal and their nanosize 

Figure 1. Schematic illustration of the different stages involved in biofilm formation and detachment.
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forms (silver, copper, gold etc.) have been used as antimicrobial agents, there efficiency is 
diminishing due to MDR. Investigations on the antibacterial and antifungal property of QDs 
have been conducted, which suggests that they can serve as excellent candidates for biomedi-
cal applications because of their solubility and biocompatibility.

Aqueous solubility and compatibility make graphene quantum dots (GQDs) useful in bio-
medicine. GQDs are reported to be biocompatible at cellular levels investigated via WST-1 
assay, LDH production, ROS generation and in vitro and in vivo distribution [40]. GQDs also 
possess antibacterial property against Escherichia coli and S. aureus, and GQDs with low dose 
of H2O2-based band-aids have also been prepared based on the peroxidase-like property 
of these particles. The designed band-aids showed a good anti-disinfectant property. They 
analyzed the effect of formed GQDs on biofilm formation and destruction and observed a 
reduction in biofilm formation by S. aureus at 100 μg/mL and 100 mM of GQDs and H2O2 
concentration, respectively. Furthermore, they also observed that GQDs alone also showed 
antibiofilm properties [41]. The studies thus suggested that appropriately designed GQDs 
had the ability to breakdown existing biofilms and simultaneously prevented the formation of 
new ones. Habiba et al. suggested the antimicrobial property of silver-graphene quantum dots 
against P. aeruginosa and S. aureus. They observed a synergistic effect between silver nanopar-
ticles and GQDs with 25 and 50 g/ml of silver-graphene quantum dots inhibiting S. aureus and 
P. aeruginosa growth, respectively. Thus, the potential applicability of Ag-GQDs as fabrication 
and antibacterial coating agents was clearly established [42].

Furthermore, the use of semiconductor QDs will allow visualization of biofilm inhibition due to 
their fluorescent properties. The current methods being used for biofilm analysis are SEM, AFM, 
MRI and Raman spectroscopy that require lengthy and costly procedures apart from sample 
modulation, which sometimes provide partial details of the samples concerned [43, 44]. Other 
than this, conventional fluorescent dyes conjugated with carbohydrate recognition elements 
are used for biofilm analysis via confocal laser microscopy [45]. However, the use of a synthetic 
complex is sometimes toxic to cells thereby preventing in situ analysis. Therefore, QDs can be 
an exceptional solution for this. Moreover, amphiphilic carbon dots (CDs) have been shown to 
penetrate the EPS layer of P. aeruginosa, allowing direct visualization of its architecture, growth 
and how external agents affect its inhibition. The hydrocarbon side chains of CDs dock to the 
EPS network resulting in making the EPS scaffold highly fluorescent [46]. In yet another study, 
QDs with two varied surface chemistry [−COOH and polyethylene glycol (PEG) modified] 
were analyzed for their mobility and distribution in P. aeruginosa PAO1 biofilms. It was inferred 
that the QDs did not penetrate the bacterial cell but did colocalize with EPS matrix of the bio-
film. While surface functionalization and QDs flow rate did not show any distinctive difference, 
analysis of center of density suggested that QDs with –COOH surface groups diffused easily 
compared to PEGlyated QDs. Biofilms treated with PEGlyated QDs had rough polysaccharide 
layers and cell distribution compared to –COOH functionalized QDs. It was thus concluded 
that treatment with nanomaterials can result in varying the structural parameters of biofilm 
[47]. The fluorescent property of QDs would thus allow recognition of biofilm formation at 
different growth stages and environmental conditions. Additionally, spectroscopic analysis can 
also be performed, which would allow better understanding of the phenomenon of binding of 
QDs to EPS. Conjugated QDs have also been used for biofilm imaging analysis. In a study, CdTe 
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of these particles. The designed band-aids showed a good anti-disinfectant property. They 
analyzed the effect of formed GQDs on biofilm formation and destruction and observed a 
reduction in biofilm formation by S. aureus at 100 μg/mL and 100 mM of GQDs and H2O2 
concentration, respectively. Furthermore, they also observed that GQDs alone also showed 
antibiofilm properties [41]. The studies thus suggested that appropriately designed GQDs 
had the ability to breakdown existing biofilms and simultaneously prevented the formation of 
new ones. Habiba et al. suggested the antimicrobial property of silver-graphene quantum dots 
against P. aeruginosa and S. aureus. They observed a synergistic effect between silver nanopar-
ticles and GQDs with 25 and 50 g/ml of silver-graphene quantum dots inhibiting S. aureus and 
P. aeruginosa growth, respectively. Thus, the potential applicability of Ag-GQDs as fabrication 
and antibacterial coating agents was clearly established [42].

Furthermore, the use of semiconductor QDs will allow visualization of biofilm inhibition due to 
their fluorescent properties. The current methods being used for biofilm analysis are SEM, AFM, 
MRI and Raman spectroscopy that require lengthy and costly procedures apart from sample 
modulation, which sometimes provide partial details of the samples concerned [43, 44]. Other 
than this, conventional fluorescent dyes conjugated with carbohydrate recognition elements 
are used for biofilm analysis via confocal laser microscopy [45]. However, the use of a synthetic 
complex is sometimes toxic to cells thereby preventing in situ analysis. Therefore, QDs can be 
an exceptional solution for this. Moreover, amphiphilic carbon dots (CDs) have been shown to 
penetrate the EPS layer of P. aeruginosa, allowing direct visualization of its architecture, growth 
and how external agents affect its inhibition. The hydrocarbon side chains of CDs dock to the 
EPS network resulting in making the EPS scaffold highly fluorescent [46]. In yet another study, 
QDs with two varied surface chemistry [−COOH and polyethylene glycol (PEG) modified] 
were analyzed for their mobility and distribution in P. aeruginosa PAO1 biofilms. It was inferred 
that the QDs did not penetrate the bacterial cell but did colocalize with EPS matrix of the bio-
film. While surface functionalization and QDs flow rate did not show any distinctive difference, 
analysis of center of density suggested that QDs with –COOH surface groups diffused easily 
compared to PEGlyated QDs. Biofilms treated with PEGlyated QDs had rough polysaccharide 
layers and cell distribution compared to –COOH functionalized QDs. It was thus concluded 
that treatment with nanomaterials can result in varying the structural parameters of biofilm 
[47]. The fluorescent property of QDs would thus allow recognition of biofilm formation at 
different growth stages and environmental conditions. Additionally, spectroscopic analysis can 
also be performed, which would allow better understanding of the phenomenon of binding of 
QDs to EPS. Conjugated QDs have also been used for biofilm imaging analysis. In a study, CdTe 
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QDs tagged with Concanavalin A for labeling the saccharide molecules on the surface of C. albi-
cans was studied. It relied on the ability of Concanavalin A to specifically bind to α-D mannose 
and glucose residues of saccharides. They observed that almost 93% of cells were labeled with 
the modified CdTe particles and were highly specific in activity [48]. Similarly, CdSe/ZnS QDs 
surface capped by 3-mercaptopropionic acid (MPA) and the amino acids (leucine or phenylala-
nine) were also used for labeling the biofilm produced by Shewanella. Amphiphilic core/shell 
CdSe/ZnS QDs were used for labeling the hydrophobic microdomains of biofilm produced by 
Shewanella oneidensis, a Gram-negative bacteria. It was inferred that CdSe/ZnS@dihydrolipoic 
acid-Leu or CdSe/ZnS@dihydrolipoic acid-Phe QDs showed increased hydrophobicity in com-
parison to CdSe-core QDs capped with 3-mercaptopropionic acid (MPA). Thus, the functional 
group on QD surface and the ligand density played an integral role in interaction with biofilm 
matrix. While the hydrophilic MPA-capped QDs were homogeneously associated, DHLA-
Leu and DHLA-Phe QDs were specifically confined assisting in identifying the hydrophobic 
microdomains of biofilm. Hence, appropriate conjugation of surface functional groups can 
significantly dictate their interaction with biofilm [49]. Quite recently, selenium nanoparticles 
have been reported for their tremendous potential in biofilm inhibition in C. albicans. For the 
study, selenium nanoparticles were synthesized via laser ablation method and were used to 
analyze biofilm inhibition. They observed a very good attachment of selenium nanoparticles 
to the Candida surface, which was due to electrostatic attraction between the positively charged 
surface of Candida and negatively charged Se nanoparticles. The particles affect the cellular 
morphology of the fungus by substitution of sulfur groups of amino acids by the Se particles. 
This consequently altered the protein structure and damaged Candida morphology. Size and 
crystallinity of particles had a significant effect on biofilm inhibition [50].

Figure 2 presents the mode of action of quantum dots. The application of QDs as antibiofilm 
agents can inhibit microbial biofilm at two stages. It can act at the initial stage, where its pres-
ence would hinder further attachment of microbial cells to the solid substrate thereby prevent-
ing the progression to mature biofilm stage and EPS secretion. Secondly, QDs can act on the 
matured biofilm, where its penetration into the cells would result in killing of the microbes 
and subsequent dispersion of the formed biofilm.

Figure 2. Schematic illustration showing the possible mode of action of antimicrobial quantum dots on biofilm.
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With this, we envision that QD-based antibiofilm coatings can be promising probes in inves-
tigating biofilm imaging, treatment and their eradication. Furthermore, their broad spectrum 
activity and minimal host toxicity are additional advantages in this regard. Hence, the use of 
semiconductor QDs would not only allow detecting the inhibition process but also favor their 
visible monitoring.

4. Conclusion and future perspective

There is a steady increase in the use of QDs. Despite the several advantages offered by QDs, 
with some improvements, these can emerge as excellent probes for biological applications. 
Focus should be towards improved protocols for functionalizing the surface of QDs simulta-
neously making sure that its properties remain unaltered and secondly, appropriately modi-
fying the surface of QDs so that they do not aggregate in a protein-rich solution or cystol. 
These methods along with the said advantages would assist in utilizing QDs for biological 
and biomedical applications. Furthermore, the QDs can be tagged with antimicrobial drugs or 
drugs can be encapsulated inside the QD core thereby increasing the potency of drugs even at 
low concentration. Synergistic effect of silver nanoparticles with antibiotics such as penicillin 
G, amoxicillin, erythromycin, clindamycin and vancomycin is known. Therefore, studies on 
the synergism between QDs and drug molecules have to be analyzed in detail. This would 
also assist in providing insights into the molecular mechanism of action of QDs and any kind 
of cellular changes occurring in the pathogen upon its interaction with pathogenic microbes. 
Additionally, QDs labeling would allow a high throughput analysis of biofilm inhibition and 
disruptions that will have significant effect in healthcare sector to identify and combat biofilm 
formation and pathogenic infections.
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Abstract

A single-molecule tracking/imaging technique with semiconductor quantum dot (QD)
nanosensors conjugated with appropriate peptides or antibodies is appealing for prob-
ing cellular dynamic events in living cells. We developed a 2D analysis of single-
molecule trajectories using normalized variance versus mean square displacement
(MSD) to provide high-quality statistics sampled by nanosensors while preserving
single-molecule sensitivity. This plot can be more informative than MSD alone to reflect
the diffusive dynamics of a protein in its cellular environment. We illustrate the perfor-
mance of this technique with selected examples, which are designed to expose the
functionalities and importance in live cells. Our findings suggest that biomolecule-
conjugated QD nanosensors can be used to reveal interactions, stoichiometries, and
conformations of proteins, and provide an understanding of the mode of the interaction,
stable states, and dynamical pathways of biomolecules in live cells.

Keywords: quantum dot, single-particle tracking, fluorescence imaging, stochastic
thermodynamics, single-molecule trajectory, living cell, plasma membrane, epidermal
growth factor receptor, lipid domain, actin filaments, cell-penetrating peptides

1. Introduction

Studying the movement of individual biomolecules in live cells and their interactions with the
surrounding microenvironment would greatly improve our understanding of how biomole-
cules behave in their native cellular environment [1, 2]. Deciphering those functions and
relevant regulation mechanisms is also important for developing new therapeutic strategies
for diseases [2]. The major factors affecting protein mobility include local viscosity, protein–
protein interaction, molecular crowding, and dimensionality of accessible space [3]. However,
such factors are difficult to reconstitute in vitro using purified constituents. Therefore, there is
a compelling demand for a tool to directly access the properties of the molecular assemblies
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and kinetics of interaction in live cells. Single-molecule imaging and tracking based on fluores-
cence microscopy have been developed to meet this challenge [4, 5].

The primary factor controlling the motion of a protein in a living cell is often not the friction in
the cellular medium but the interactions with its molecular partners, which often result in a
transient stall or transport of molecules [3]. The binding energies between the protein of
interest and its interacting partners are also of interest because regulatory processes can be
mediated by changes in these binding energies. Biological media are spatially inhomogeneous,
which is poorly conveyed by measuring just a few, sparse single-molecule trajectories. Thus, to
fully realize the potential of a single-molecule imaging and tracking technique, an efficient and
reliable analytical method is required to help extract useful information from the large
amounts of trajectory data. This type of analysis usually involves the computing of the mean
square displacement (MSD) along the trajectories of the molecules [6, 7].

The key component of the single-molecule imaging and tracking technique is a set of bright
fluorophores with different emission wavelengths. Semiconductor quantum dots (QDs) have
unique optical properties, such as high emission efficiency, wavelength tunability, and long-
term stability, which make them appealing as in vivo and in vitro fluorophores [8, 9]. The ability
to make water-soluble QDs that can be targeted to specific biomolecules has led to a variety of
applications in cellular sensing and imaging. For example, Zhang et al. developed a QDs-
labeled silica nanoprobe for the detection of apoptotic cells in response to therapy [10]. Differ-
ent classes of fluorescent nanoprobes were also developed for the imaging of cellular metal
ions [11], which serve as essential cofactors in energy metabolism, signal transduction, and
nucleic acid processing. Recently, Jainb et al. developed a synthetic technique of QD
immunoconstructs by coupling antibodies (Ab) to QD [12]. The resulting QD-Ab conjugates
can maintain a high and stable quantum yield for in vivo environments and acts as an ideal
nanosensor to specific antigene. Therefore, a molecular-level of understanding of the cellular
functions in the context of their native environments becomes possible.

Labeled biomolecules in their native environments can be considered a mesosystem with a
length scale ranging from a few nanometers to <1 μm. Our understanding of thermodynami-
cally equilibrated mesosystems roots solidly in equilibrium statistical mechanics. For small
deviations from the equilibrium, researchers can invoke the linear response theory to relate the
transport properties caused by the external fields to the equilibrium correlation functions.
Beyond this linear response regime, no universally exact results are currently available [13].

Under non-equilibrium conditions, the temperature of a mesosystem in solution remains well-
defined, yielding a value that is the same as that of the embedding solution [13]. For a complex
biomolecular system comprised of N relatively rigid domains, the configuration can be
described by a 3N–dimensional vector of Cartesian coordinates. The interactions among these
rigid units introduce cooperative couplings between the units that yield a separation of time
scales [14]. The resulting time-scale separation occurs between the observable slow degrees of
freedom of the system and the fast ones that are made up by both the system and thermal bath.
The collection of the slow degrees of freedom offers a natural approach to define the states of a
system. The state changes with time, either due to the external driving or from ever-present
thermal fluctuations that trace out a trajectory. The thermodynamic quantities defined along
the trajectories follow a distribution with some universal constraints [14].

Nonmagnetic and Magnetic Quantum Dots100

Stochastic thermodynamics is a relatively new subject, which focuses on the description of the
individual trajectories [14]. This framework can serve as a solid foundation for single-molecule
technique but has not been sufficiently clarified in the literature. In this chapter, we first briefly
review some basic concepts of stochastic thermodynamics that are specifically relevant to the
analysis of the trajectories from a single-molecule optical imaging and tracking technique.
Repetitive measurements of the cellular locations ~x tð Þ of nanosensors provide an entire history
of that observation. Provided that the repetitive measurements could scan all of the system
degrees of freedom, the time evolution of the system may be encoded into the trace of this
nanosensor. Based on this understanding, we illustrated the procedures of implementing such
concepts in the analysis of trajectories for receptor proteins on the plasma membranes of living
cells and obtained useful information from this important system.

Note that the separation of time scales can also render the dimensionality of a mesosystem
much lower than the 3N–dimensional coordinate space. Thus, the trajectories through 3N–
dimensional space are effectively restrained to an intrinsic manifold of much lower dimension-
ality [15, 16]. To show the usefulness of this concept in single molecule tracking, we took
advantage of the brightness and photostability of QDs to investigate the translocation behavior
of the human immunodeficiency virus 1 (HIV-1) transactivator of transcription peptide (TatP)-
conjugated quantum dot (TatP-QD) nanosensors in complex cellular terrains [17]. As TatP-QDs
translocate across the plasma membranes of living cells, the particles can be viewed as nano-
scale pens [18] to record the influence of the hierarchical structure of the cellular environment
on TatP-QD trajectories. Analysis of the resulting three-dimensional (3D) trajectories disclosed
the interaction between the TatP-QDs and bioactive groups on the plasma membrane [19, 20].
An understanding of the cellular uptake of TatP is also essential for the development of TatP-
based delivery strategies for therapeutic applications.

This chapter aims to expose the connections between the framework of stochastic thermody-
namics, single-molecule optical tracking, and trajectory analysis. Applications were mentioned
to illustrate the type of information that can be deduced from these studies. The chapter is not
a complete review on relevant subjects. Many important research studies have not been
mentioned or referred. The author simply hopes this article will encourage interested readers
to design new experiments that would fill in the holes of this article.

2. Formalism of single-molecule trajectory analysis

2.1. A brief overview of stochastic thermodynamics

For a mesosystem in contact with a heat bath, the probability of finding it in a specific
microstate is given by the Boltzmann factor (i.e., exp �U x; pð Þ=kBT½ � [13], where U denotes
the total internal energy with x and p being the generalized coordinates and momentums of
particles enclosed in the system). Stochastic thermodynamics provides the framework for
extending the notions of work, heat and entropy production from classical thermodynamics
to individual trajectories of non-equilibrium processes. It brings out the fluctuation-dissipation
theorems (FDT) to constrain the probability distributions for work, heat, and entropy produc-
tion along each trajectory [14]. Some milestone developments in this discipline include:
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fluorophores with different emission wavelengths. Semiconductor quantum dots (QDs) have
unique optical properties, such as high emission efficiency, wavelength tunability, and long-
term stability, which make them appealing as in vivo and in vitro fluorophores [8, 9]. The ability
to make water-soluble QDs that can be targeted to specific biomolecules has led to a variety of
applications in cellular sensing and imaging. For example, Zhang et al. developed a QDs-
labeled silica nanoprobe for the detection of apoptotic cells in response to therapy [10]. Differ-
ent classes of fluorescent nanoprobes were also developed for the imaging of cellular metal
ions [11], which serve as essential cofactors in energy metabolism, signal transduction, and
nucleic acid processing. Recently, Jainb et al. developed a synthetic technique of QD
immunoconstructs by coupling antibodies (Ab) to QD [12]. The resulting QD-Ab conjugates
can maintain a high and stable quantum yield for in vivo environments and acts as an ideal
nanosensor to specific antigene. Therefore, a molecular-level of understanding of the cellular
functions in the context of their native environments becomes possible.

Labeled biomolecules in their native environments can be considered a mesosystem with a
length scale ranging from a few nanometers to <1 μm. Our understanding of thermodynami-
cally equilibrated mesosystems roots solidly in equilibrium statistical mechanics. For small
deviations from the equilibrium, researchers can invoke the linear response theory to relate the
transport properties caused by the external fields to the equilibrium correlation functions.
Beyond this linear response regime, no universally exact results are currently available [13].

Under non-equilibrium conditions, the temperature of a mesosystem in solution remains well-
defined, yielding a value that is the same as that of the embedding solution [13]. For a complex
biomolecular system comprised of N relatively rigid domains, the configuration can be
described by a 3N–dimensional vector of Cartesian coordinates. The interactions among these
rigid units introduce cooperative couplings between the units that yield a separation of time
scales [14]. The resulting time-scale separation occurs between the observable slow degrees of
freedom of the system and the fast ones that are made up by both the system and thermal bath.
The collection of the slow degrees of freedom offers a natural approach to define the states of a
system. The state changes with time, either due to the external driving or from ever-present
thermal fluctuations that trace out a trajectory. The thermodynamic quantities defined along
the trajectories follow a distribution with some universal constraints [14].
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Stochastic thermodynamics is a relatively new subject, which focuses on the description of the
individual trajectories [14]. This framework can serve as a solid foundation for single-molecule
technique but has not been sufficiently clarified in the literature. In this chapter, we first briefly
review some basic concepts of stochastic thermodynamics that are specifically relevant to the
analysis of the trajectories from a single-molecule optical imaging and tracking technique.
Repetitive measurements of the cellular locations ~x tð Þ of nanosensors provide an entire history
of that observation. Provided that the repetitive measurements could scan all of the system
degrees of freedom, the time evolution of the system may be encoded into the trace of this
nanosensor. Based on this understanding, we illustrated the procedures of implementing such
concepts in the analysis of trajectories for receptor proteins on the plasma membranes of living
cells and obtained useful information from this important system.

Note that the separation of time scales can also render the dimensionality of a mesosystem
much lower than the 3N–dimensional coordinate space. Thus, the trajectories through 3N–
dimensional space are effectively restrained to an intrinsic manifold of much lower dimension-
ality [15, 16]. To show the usefulness of this concept in single molecule tracking, we took
advantage of the brightness and photostability of QDs to investigate the translocation behavior
of the human immunodeficiency virus 1 (HIV-1) transactivator of transcription peptide (TatP)-
conjugated quantum dot (TatP-QD) nanosensors in complex cellular terrains [17]. As TatP-QDs
translocate across the plasma membranes of living cells, the particles can be viewed as nano-
scale pens [18] to record the influence of the hierarchical structure of the cellular environment
on TatP-QD trajectories. Analysis of the resulting three-dimensional (3D) trajectories disclosed
the interaction between the TatP-QDs and bioactive groups on the plasma membrane [19, 20].
An understanding of the cellular uptake of TatP is also essential for the development of TatP-
based delivery strategies for therapeutic applications.

This chapter aims to expose the connections between the framework of stochastic thermody-
namics, single-molecule optical tracking, and trajectory analysis. Applications were mentioned
to illustrate the type of information that can be deduced from these studies. The chapter is not
a complete review on relevant subjects. Many important research studies have not been
mentioned or referred. The author simply hopes this article will encourage interested readers
to design new experiments that would fill in the holes of this article.

2. Formalism of single-molecule trajectory analysis

2.1. A brief overview of stochastic thermodynamics

For a mesosystem in contact with a heat bath, the probability of finding it in a specific
microstate is given by the Boltzmann factor (i.e., exp �U x; pð Þ=kBT½ � [13], where U denotes
the total internal energy with x and p being the generalized coordinates and momentums of
particles enclosed in the system). Stochastic thermodynamics provides the framework for
extending the notions of work, heat and entropy production from classical thermodynamics
to individual trajectories of non-equilibrium processes. It brings out the fluctuation-dissipation
theorems (FDT) to constrain the probability distributions for work, heat, and entropy produc-
tion along each trajectory [14]. Some milestone developments in this discipline include:
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1) Both the steady-state and transient FDT were valid for a large class of systems, including
chaotic dynamics [21], driven Langevin dynamics [22], and driven diffusive dynamics [23].

2) The Jarzynski relation (JR) was derived [24, 25], which relates the free energy difference
between two equilibrium states to the average work done to drive the system from one state to
the other along a non-equilibrium process. For non-equilibrium systems driven by time-
dependent forces, a refinement of the JR became extremely useful to determine the free energy
landscapes of biomolecules [26, 27].

3) The exchanged heat and applied work could also be rigorously defined along individual
trajectories of the driven Brownian motion. The entropy produced in a medium could thereby
be related to the stochastic action, which also serves as the weight of trajectories [28].

2.2. Trajectory analysis of single-molecule stochastic processes

2.2.1. Two-dimensional plot of normalized variance and mean square displacement of single-molecule
trajectories

In a living cell, a biomolecule subjected to random influences can explore its possible outcomes
and evolve to yield dispersion over state space. This evolution contains contributions from
both deterministic and stochastic forces. The time-scale separation mentioned above implies
that the dynamics will become Markovian and follow a generalized Langevin equation [29]

∂t x
!
k tð Þ ¼ �∇kU x!k tð Þ

� �
=γ þ

ffiffiffiffiffiffiffi
2D

p
dWt ¼ Fk tð Þ=γ þ f k tð Þ=γ, (1)

where subindex k represents the k-th particle at the position xk
! . The frictional parameter γ is

relevant to the diffusion coefficient D with γ:D ¼ kBT. The total deterministic force acting on
the diffusive particle is expressed as Fk tð Þ. The stochastic force f k tð Þ follows the Weiner process
with zero mean and a delta correlation of < f k tþ τð Þ � f k tð Þ >¼ 2γkBT δ τð Þ.

By rewriting Eq. (1) as dxk ¼ Fk=γ � dtþ ffiffiffiffiffiffiffi
2D

p
dWt and invoking the stochastic chain rule, we

derived an equation for the square displacement [30]

dxkð Þ2 ¼ 2Fk=γ � xk dtþ 2Ddtþ 2
ffiffiffiffiffiffiffi
2D

p
xkdWt: (2)

From Eq. (2), we further derived the local MSD Rk
2 as

Rk
2 ¼ dxk2 ¼ 2=γ � Fkxk dtþ 2Ddt, (3)

and similarly, the variance of the square displacement Var dxk2
� � ¼ dxk2

� �2 � dxk2
h i2

as

Var dxk2
� � ¼ 8D xkð Þ2dt� 4=γð Þ � Var Fkxk½ � dtð Þ2, (4)

where Var[.] denotes the variance operation. A normalized variance of square displacement

was defined as V Rk
2� � ¼ Var Rk

2� �
= Rk

2
� �2

, which yielded [30]

Nonmagnetic and Magnetic Quantum Dots102

V Rk
2� � ¼ 2γ=dtð Þ xkð Þ2 � Var Fkxk½ �

γDþ Fkxk
: (5)

We applied this function to display the relative influence on the trajectories by deterministic
forces Fk tð Þ and by the stochastic force f k. As particles diffuse under a force field, V R2� �
increases with force strength [30]. As a particle diffuses near a short-range force field, it can
be stalled briefly by the force field, resulting in large variances in the diffusion step size. In

contrast, V Rτ
2

� �
will fall below the free diffusion limit (V R2� � ¼ 2) when a probing particle

moves in an environment where its surrounding medium can be polarized by the particle
either electrically or orientationally [30]. This dressing effect could lead to smaller variances,

and therefore smaller V R2� �
. We proposed a histogram of Rτ

2 and normalized variance V R2� �
in a contour plot. Here, the MSD values were used to quantify the diffusion of a probing

particle, and V Rτ
2

� �
revealed the nature (e.g., deterministic or stochastic) of the interactive

forces involved [31].

In the following, we presented some simulated results to illustrate the features of this ad hoc
data-driven methodology in the framework of stochastic thermodynamics. Using Eq. (1), we
first simulated 2D motions of Brownian particles in a force field, which had a potential

energy surfaceU x!
� �

¼ k x! �x!0

� �T
� x! �x!0

� �
=2 þP

i αi exp � x! �x!i0

� �T
� x! �x!i0

� �
=wi

2
� �

(see Figure 1a). The potential energy surface comprised two isotropic Gaussian wells and a
long-range harmonic potential to prevent the particle from drifting off to infinity. The central
positions of the harmonic potential and two Gaussian wells are located at (3, 3), (2, 0) and (0, 2),
respectively. The strength parameters of the harmonic and Gaussian potentials were chosen to
yield deterministic forces, which were a factor of 0.14 and 3.8 to that of the stochastic force

Figure 1 (a) Plot of the potential energy surface with U x!
� �

¼ 0:05 0:1 x! �x!0

� �T
� x! �x!0

� �
� 11 e� x!�x!10ð ÞT � x!�x!10ð Þ

��

þ2e� x!�x!20ð ÞT � x!�x!20ð Þ
��

, where x!0 ¼ 3; 3ð Þ, x!10 ¼ 2; 0ð Þ, and x!20 ¼ 0; 2ð Þ. The energy surface was shifted upwardly by 1

to make the contour plot visible. (b) Twenty-five randomly selected trajectories were displayed with appearing times

coded by different colors. (c) the statistics of 500 trajectories were summarized in the V R2� �
-Rτ

2 plot, exhibiting a peak at

V R2� �
≃ 0:1, Rτ

2 ≃ 0:27 and 0.4.
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1) Both the steady-state and transient FDT were valid for a large class of systems, including
chaotic dynamics [21], driven Langevin dynamics [22], and driven diffusive dynamics [23].

2) The Jarzynski relation (JR) was derived [24, 25], which relates the free energy difference
between two equilibrium states to the average work done to drive the system from one state to
the other along a non-equilibrium process. For non-equilibrium systems driven by time-
dependent forces, a refinement of the JR became extremely useful to determine the free energy
landscapes of biomolecules [26, 27].

3) The exchanged heat and applied work could also be rigorously defined along individual
trajectories of the driven Brownian motion. The entropy produced in a medium could thereby
be related to the stochastic action, which also serves as the weight of trajectories [28].

2.2. Trajectory analysis of single-molecule stochastic processes

2.2.1. Two-dimensional plot of normalized variance and mean square displacement of single-molecule
trajectories

In a living cell, a biomolecule subjected to random influences can explore its possible outcomes
and evolve to yield dispersion over state space. This evolution contains contributions from
both deterministic and stochastic forces. The time-scale separation mentioned above implies
that the dynamics will become Markovian and follow a generalized Langevin equation [29]
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where subindex k represents the k-th particle at the position xk
! . The frictional parameter γ is

relevant to the diffusion coefficient D with γ:D ¼ kBT. The total deterministic force acting on
the diffusive particle is expressed as Fk tð Þ. The stochastic force f k tð Þ follows the Weiner process
with zero mean and a delta correlation of < f k tþ τð Þ � f k tð Þ >¼ 2γkBT δ τð Þ.

By rewriting Eq. (1) as dxk ¼ Fk=γ � dtþ ffiffiffiffiffiffiffi
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dWt and invoking the stochastic chain rule, we

derived an equation for the square displacement [30]
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xkdWt: (2)

From Eq. (2), we further derived the local MSD Rk
2 as
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2 ¼ dxk2 ¼ 2=γ � Fkxk dtþ 2Ddt, (3)

and similarly, the variance of the square displacement Var dxk2
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as

Var dxk2
� � ¼ 8D xkð Þ2dt� 4=γð Þ � Var Fkxk½ � dtð Þ2, (4)

where Var[.] denotes the variance operation. A normalized variance of square displacement

was defined as V Rk
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, which yielded [30]
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2� � ¼ 2γ=dtð Þ xkð Þ2 � Var Fkxk½ �

γDþ Fkxk
: (5)

We applied this function to display the relative influence on the trajectories by deterministic
forces Fk tð Þ and by the stochastic force f k. As particles diffuse under a force field, V R2� �
increases with force strength [30]. As a particle diffuses near a short-range force field, it can
be stalled briefly by the force field, resulting in large variances in the diffusion step size. In

contrast, V Rτ
2

� �
will fall below the free diffusion limit (V R2� � ¼ 2) when a probing particle

moves in an environment where its surrounding medium can be polarized by the particle
either electrically or orientationally [30]. This dressing effect could lead to smaller variances,

and therefore smaller V R2� �
. We proposed a histogram of Rτ

2 and normalized variance V R2� �
in a contour plot. Here, the MSD values were used to quantify the diffusion of a probing

particle, and V Rτ
2

� �
revealed the nature (e.g., deterministic or stochastic) of the interactive

forces involved [31].

In the following, we presented some simulated results to illustrate the features of this ad hoc
data-driven methodology in the framework of stochastic thermodynamics. Using Eq. (1), we
first simulated 2D motions of Brownian particles in a force field, which had a potential

energy surfaceU x!
� �
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(see Figure 1a). The potential energy surface comprised two isotropic Gaussian wells and a
long-range harmonic potential to prevent the particle from drifting off to infinity. The central
positions of the harmonic potential and two Gaussian wells are located at (3, 3), (2, 0) and (0, 2),
respectively. The strength parameters of the harmonic and Gaussian potentials were chosen to
yield deterministic forces, which were a factor of 0.14 and 3.8 to that of the stochastic force

Figure 1 (a) Plot of the potential energy surface with U x!
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¼ 0:05 0:1 x! �x!0
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to make the contour plot visible. (b) Twenty-five randomly selected trajectories were displayed with appearing times

coded by different colors. (c) the statistics of 500 trajectories were summarized in the V R2� �
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2 plot, exhibiting a peak at
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(
ffiffiffiffiffiffiffi
2D

p
=γ ¼ 0:35). We updated the locations of the Brownian particles every 0.01 s using the

Euler–Maruyama solver, starting at initial position (0, 0). We generated a total of 500 trajectories,
each of a 10 s duration. Figure 1b displays 25 randomly selected trajectories with appearing
times coded by different colors.

As the particles move toward the center of the harmonic potential, they are attracted to the two
Gaussian wells. Well 2, centered at (2, 0), had the same width but was deeper than well 1 by a
factor of 2. Thus, at the end of the simulation, the particles near (2, 0) were about twice that of
those near well 1. As displayed in Figure 1c, the diffusion yielded a dual-peak structure at

V R2� �
≃ 0:1, Rτ

2 ≃ 0:27 and 0.4 in the V R2� �
-Rτ

2 plot, indicating that as a particle repeatedly

visits or stays in a spatial region, the characteristic V Rτ
2

� �
and Rτ

2 of the location will be

imposed on the trajectories.

Next, we reduced the width of well 2 by a factor 3 while keeping its depth at the same value (see
Figure 2a. At the end of the simulation, the particles located near (0, 2) became one third that of
those near Well 1 (see red spots in Figure 2b). Figure 2c displays a peak at V R2� �

≃ 0:25 and

Rτ
2 ≃ 0:25. Although the population at well 2 was lower, its influence on the trajectories with a

higher V R2� �
value was visible. For a brief summary of this simulation, we would like to point

out an attractive feature of the V R2� �
-Rτ

2 plot. When a molecule repeatedly visits or stays in a

spatial region, the characteristic V Rτ
2

� �
and Rτ

2 of the location will be imposed on the trajecto-

ries, which then results in the formation of a peak at the corresponding position on the plot.

We used the hidden Markov model (HMM) to further reveal the dynamics by identifying the
underlying state changes and their corresponding occupation probability πi and transition rates
ri!j. Note that in the ergodic limit, the system will reach an equilibrium with a distribution of

Figure 2 (a) Plot of the potential energy surface with U x!
� �

¼ 0:05 0:1 x! �x!0

� �T
� x! �x!0

� �
� 11 e� x!�x!10ð ÞT � x!�x!10ð Þ

��

þ2e�3 x!�x!20ð ÞT � x!�x!20ð Þ
��

, where x!0 ¼ 3; 3ð Þ, x!10 ¼ 2; 0ð Þ, and x!20 ¼ 0; 2ð Þ. The energy surface was shifted upwardly by 1

to make the contour plot visible. (b) twenty-five randomly selected trajectories from the simulation were displayed. (c) the

statistics of 500 trajectories were summarized in the V R2� �
-Rτ

2 plot, exhibiting a peak at V R2� �
≃ 0:25, Rτ

2 ≃ 0:25.
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peq xð Þ ¼ e�βU xð Þ=Zeq, where U xð Þ is the potential of mean force (PMF) with x denoting the

generalized coordinates, and Zeq representing the equilibrium partition function [32]. We can

measure the static dispersion of the system using entropy S peq xð Þ
h i

¼ � Ð
dxpeq xð Þln peq xð Þ

h i
as a

caliber [14, 33]. For non-equilibrium processes, the entropy produced along a trajectory with time

resolution Δt becomes S Δtð Þ � PN
i, j πiri!j Δtð Þln ri!j Δtð Þ, which required averaging over the

stochastic trajectories to display the degree of dynamic dispersion. For coarser time resolutions
(i.e., larger Δt), the transition rates converged to their equilibrium values and the information
about the dynamics is lost.

2.2.2. Spectral-embedding analysis of single-molecule trajectories

Conformational trajectories of a biomolecular system, comprising N relatively rigid domains,
can be displayed in a 3N–dimensional phase space. As noted above, cooperative couplings
between these rigid units often yield a separation of time scales, which causes the system’s
slow degrees of freedom to be separated from the fast ones made up by the system and
thermal bath. An intrinsic manifold of much lower dimensionality is thus embedded in the
high-dimensional configuration trajectories. Unfortunately, the projection of dynamical config-
urations f : R3N ! M Rmð Þ into a reduced dimensional space, which is specified by m collec-

tive variables ~f ¼ f1;f2;…;fm½ �∈M, is highly nonlinear and unavailable from analytical
theory. The first issue encountered in depicting the complex dynamics in a low-dimensional

space is how to identify a set of appropriate slow variables ~f. In recent years, a number of
machine learning approaches have been developed to infer such mappings by discovering
low-dimensional manifolds within high-dimensional trajectories [15].

Recently, Wang and Ferguson successfully applied the generalized Takens Delay Embedding
Theorem [34] to retrieve a low-dimensional representation of the free energy landscape from
univariate time series of single-molecule physical observable. The authors also determined that
the univariate time series could be expanded into a high-dimensional space in which the
dynamics were equivalent to those of the molecular motions in real space. Single-molecule
optical techniques based on a variety of nanosensors can provide the time series of experimen-
tally accessible observables. By measuring the impact of cellular environments on the trajec-
tory ensemble of those nanosensors, it is possible to reveal the influence of the cellular
environments. Figure 3 presents a conceptual drawing to illustrate the translocation process
of biomolecule-conjugated quantum dot nanosensors across the cellular plasma membrane.

We assumed the trajectory ensemble x! tð Þ of the nanosensors to be generated by a stochastic

process governed by Eq. (1). Here, x! tð Þ was implicitly dependent on the generalized coordi-

nates of the fast degrees of freedom ξ
!

i tð Þ because the probing particles could move in n

different realizations of the local environment with interaction potentials Ui x! ξ
!� �� �

; i ¼ 1,

::, n. In the following, we will describe a projection of x! tð Þ on slow degrees of freedom to

disclose the influences of Ui x! ξ
!� �� �

; i ¼ 1, ::, n.
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=γ ¼ 0:35). We updated the locations of the Brownian particles every 0.01 s using the

Euler–Maruyama solver, starting at initial position (0, 0). We generated a total of 500 trajectories,
each of a 10 s duration. Figure 1b displays 25 randomly selected trajectories with appearing
times coded by different colors.

As the particles move toward the center of the harmonic potential, they are attracted to the two
Gaussian wells. Well 2, centered at (2, 0), had the same width but was deeper than well 1 by a
factor of 2. Thus, at the end of the simulation, the particles near (2, 0) were about twice that of
those near well 1. As displayed in Figure 1c, the diffusion yielded a dual-peak structure at
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imposed on the trajectories.

Next, we reduced the width of well 2 by a factor 3 while keeping its depth at the same value (see
Figure 2a. At the end of the simulation, the particles located near (0, 2) became one third that of
those near Well 1 (see red spots in Figure 2b). Figure 2c displays a peak at V R2� �

≃ 0:25 and

Rτ
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� �
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2 of the location will be imposed on the trajecto-

ries, which then results in the formation of a peak at the corresponding position on the plot.

We used the hidden Markov model (HMM) to further reveal the dynamics by identifying the
underlying state changes and their corresponding occupation probability πi and transition rates
ri!j. Note that in the ergodic limit, the system will reach an equilibrium with a distribution of
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peq xð Þ ¼ e�βU xð Þ=Zeq, where U xð Þ is the potential of mean force (PMF) with x denoting the

generalized coordinates, and Zeq representing the equilibrium partition function [32]. We can

measure the static dispersion of the system using entropy S peq xð Þ
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caliber [14, 33]. For non-equilibrium processes, the entropy produced along a trajectory with time

resolution Δt becomes S Δtð Þ � PN
i, j πiri!j Δtð Þln ri!j Δtð Þ, which required averaging over the

stochastic trajectories to display the degree of dynamic dispersion. For coarser time resolutions
(i.e., larger Δt), the transition rates converged to their equilibrium values and the information
about the dynamics is lost.

2.2.2. Spectral-embedding analysis of single-molecule trajectories

Conformational trajectories of a biomolecular system, comprising N relatively rigid domains,
can be displayed in a 3N–dimensional phase space. As noted above, cooperative couplings
between these rigid units often yield a separation of time scales, which causes the system’s
slow degrees of freedom to be separated from the fast ones made up by the system and
thermal bath. An intrinsic manifold of much lower dimensionality is thus embedded in the
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space is how to identify a set of appropriate slow variables ~f. In recent years, a number of
machine learning approaches have been developed to infer such mappings by discovering
low-dimensional manifolds within high-dimensional trajectories [15].
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We assumed the trajectory ensemble x! tð Þ of the nanosensors to be generated by a stochastic

process governed by Eq. (1). Here, x! tð Þ was implicitly dependent on the generalized coordi-

nates of the fast degrees of freedom ξ
!

i tð Þ because the probing particles could move in n

different realizations of the local environment with interaction potentials Ui x! ξ
!� �� �
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::, n. In the following, we will describe a projection of x! tð Þ on slow degrees of freedom to

disclose the influences of Ui x! ξ
!� �� �

; i ¼ 1, ::, n.
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Figure 3 A schematic showing the translocation process of biomolecule-conjugated QDs that depict cellular dynamic
processes by recording the impact of cellular environments on the trajectory ensemble of the nanosensors.

Figure 4 Simulated trajectories of particle diffusing (a,d) isotropically with Fk=f k
�� �� ¼ 0 D ¼ 0:05μm2=s) or under a

unidirectional force field with (b,e) Fk=f k
�� �� ¼ 0:01 and (c,f) Fk=f k

�� �� ¼ 0:03 were displayed with appearing times color-
coded. For each case, a total of 300 simulated trajectories (gray in d, e, and f) were shown on a low-dimensional manifold
of two principal spectral-embedding eigenvectors. The trajectories shown in (a, b, and c) were reproduced on the
manifold with appearing times color-coded.
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We first simulated 3D Brownian motion with Eq. (1) under the three conditions: isotropic
diffusion with Fk=f k

�� �� ¼ 0, D ¼ 0:05μm2=s and under z-unidirectional force fields with

Fk=f k
�� �� ¼ 0:01 and 0.03. Starting at the origin we generated an ensemble of 300 trajectories for
each case. Every trajectory contained 100 diffusion steps with a time resolution of 0.02 s. We
display three typical trajectories in Figure 4a–c, which clearly exhibit increased spread along z
due to the action of the unidirectional force field.

Spectral-embedding analysis can be implemented in the diffusion-map framework to enable
an efficient construction of good slow observables and thereby can expose the low-
dimensional manifolds underlying the high-dimensional datasets [35]. A graph-based method
provided a discretized approximation of the manifold for efficiently constructing eigen-

decomposition of the datasets [36]. We assembled the time-delayed vector ~xk tð Þ ¼ x!k
ið Þh i

i¼1, s

¼ x!k 0ð Þ; x!k τð Þ;…; x!k s� 1ð Þτð Þ
h i

and projected the time series onto a low-dimensional mani-

fold by exploiting the spectral-embedding technique [35]. The first eigenvector was trivial
because its eigenvalue gave only the data density in a cluster. We then focused on the next
two eigenvectors, f2 and f3, which offered the most critical information on the interactions
between the nanosensors and their environments. Figure 4d–f display the f2-f3 plot of the
simulated trajectory data, shown in gray. For comparison, the trajectories presented in
Figure 4a–c are also reproduced here with appearing times color-coded. A V-shaped distribu-
tion in the f2-f3 plot developed gradually with force field strength, suggesting the V-shaped
feature was a useful indicator of directed movement under a force field [17].

In Figure 5a, the isotropic diffusion produced statistics with a clear peak at V R2� �
≃ 0:0023 and

Rτ
2 ≃ 0:86 in the V R2� �

-Rτ
2 plot. As field strength Fk=f k increased to 0.03, the peak shifted

upwardly to V R2� �
≃ 0:014 and Rτ

2 ≃ 0:59, indicating a larger diffusion stepsize variation under

the force field. Thus, both of the V R2� �
-Rτ

2 analysis and spectral-embedding technique can
reveal the influences of the cellular environment on nanosensors but from different viewpoints.

Figure 5 2D contour plot of V Rτ
2

� �h i
- Rτ tð Þ½ �2 histogram from simulated trajectories of particle diffusing (a) isotropically

with Fk=f k
�� �� ¼ 0, D ¼ 0:05μm2=s) or under a unidirectional force field with (b) Fk=f k

�� �� ¼ 0:01 and (c) Fk=f k
�� �� ¼ 0:03.

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

107



Figure 3 A schematic showing the translocation process of biomolecule-conjugated QDs that depict cellular dynamic
processes by recording the impact of cellular environments on the trajectory ensemble of the nanosensors.

Figure 4 Simulated trajectories of particle diffusing (a,d) isotropically with Fk=f k
�� �� ¼ 0 D ¼ 0:05μm2=s) or under a

unidirectional force field with (b,e) Fk=f k
�� �� ¼ 0:01 and (c,f) Fk=f k

�� �� ¼ 0:03 were displayed with appearing times color-
coded. For each case, a total of 300 simulated trajectories (gray in d, e, and f) were shown on a low-dimensional manifold
of two principal spectral-embedding eigenvectors. The trajectories shown in (a, b, and c) were reproduced on the
manifold with appearing times color-coded.

Nonmagnetic and Magnetic Quantum Dots106

We first simulated 3D Brownian motion with Eq. (1) under the three conditions: isotropic
diffusion with Fk=f k

�� �� ¼ 0, D ¼ 0:05μm2=s and under z-unidirectional force fields with

Fk=f k
�� �� ¼ 0:01 and 0.03. Starting at the origin we generated an ensemble of 300 trajectories for
each case. Every trajectory contained 100 diffusion steps with a time resolution of 0.02 s. We
display three typical trajectories in Figure 4a–c, which clearly exhibit increased spread along z
due to the action of the unidirectional force field.

Spectral-embedding analysis can be implemented in the diffusion-map framework to enable
an efficient construction of good slow observables and thereby can expose the low-
dimensional manifolds underlying the high-dimensional datasets [35]. A graph-based method
provided a discretized approximation of the manifold for efficiently constructing eigen-

decomposition of the datasets [36]. We assembled the time-delayed vector ~xk tð Þ ¼ x!k
ið Þh i

i¼1, s

¼ x!k 0ð Þ; x!k τð Þ;…; x!k s� 1ð Þτð Þ
h i

and projected the time series onto a low-dimensional mani-

fold by exploiting the spectral-embedding technique [35]. The first eigenvector was trivial
because its eigenvalue gave only the data density in a cluster. We then focused on the next
two eigenvectors, f2 and f3, which offered the most critical information on the interactions
between the nanosensors and their environments. Figure 4d–f display the f2-f3 plot of the
simulated trajectory data, shown in gray. For comparison, the trajectories presented in
Figure 4a–c are also reproduced here with appearing times color-coded. A V-shaped distribu-
tion in the f2-f3 plot developed gradually with force field strength, suggesting the V-shaped
feature was a useful indicator of directed movement under a force field [17].

In Figure 5a, the isotropic diffusion produced statistics with a clear peak at V R2� �
≃ 0:0023 and

Rτ
2 ≃ 0:86 in the V R2� �

-Rτ
2 plot. As field strength Fk=f k increased to 0.03, the peak shifted

upwardly to V R2� �
≃ 0:014 and Rτ

2 ≃ 0:59, indicating a larger diffusion stepsize variation under

the force field. Thus, both of the V R2� �
-Rτ

2 analysis and spectral-embedding technique can
reveal the influences of the cellular environment on nanosensors but from different viewpoints.

Figure 5 2D contour plot of V Rτ
2

� �h i
- Rτ tð Þ½ �2 histogram from simulated trajectories of particle diffusing (a) isotropically

with Fk=f k
�� �� ¼ 0, D ¼ 0:05μm2=s) or under a unidirectional force field with (b) Fk=f k

�� �� ¼ 0:01 and (c) Fk=f k
�� �� ¼ 0:03.

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

107



3. Apparatus and experimental procedures

3.1. Optical setup

The schematic of our single-particle fluorescence microscopy apparatus with light-sheet exci-
tation is shown in Figure 6a. The output beam from a solid-state laser with different wave-
lengths was shaped into a light sheet of 3 μm thickness at the beam waist, yielding a
diffraction-limited beam propagation with a Rayleigh range of 41 μm in the x direction. By
using a galvanometer scanner, the light sheet can be positioned at a sample in a range of 34 μm
along the y and z directions with an accuracy of 0.5 μm [17].

A 60 � 1.45 numerical aperture oil immersion objective lens (APON 60XOTIRFM, Olympus)
was used to ensure both high spatial resolution and high photon collection efficiency. How-
ever, this objective lens had a limited depth of field (�500 nm). For accurately resolving the
depth of a fluorophore, we exploited the astigmatism created by a cylindrical lens (CL2). The
combination of the CL2 (f = 100 cm and an imaging lens (f = 20 cm) with a separation of 5.5 cm
generates an effective focal length of 17.5 cm on the sagittal focal plane and 20 cm on the
tangential focal plane, which encodes the fluorophore depth as an elliptically shaped point
spread function (PSF; see Figure 6a). We also inserted an electrically tunable lens (ETL) at the
pupil plane of a 4f optical system (formed by the relay lens and the imaging lens) to enable fast
acquisition of images at different depths. The fluorescence images of fluorophores on living
cells were recorded with a scientific complementary metal-oxide semiconductor (sCMOS)
camera (ORCA-Flash 4.0 V2, Hamamatsu). Fluorescence images of quantum dot nanosensors
on a living HeLa cell acquired with this apparatus are displayed without CL2 in Figure 6b and
with CL2 in Figure 6c, respectively. Elliptically shaped spots were observable, which were
localized within 1 μm of the imaging plane at a lateral accuracy of 27 nm and an axial accuracy
of 52 nm [17].

Figure 6 (a) Schematic of the light-sheet microscope used to record 3D trajectories of probing nanoparticles in a living
cell. The excitation beam was shaped to form a 3 μm-thick light sheet, giving a Rayleigh range of 41 μm. A two-
dimensional (2D) scanner was inserted to move the light sheet by 34 μm along the y and z directions at the sample
position. The imaging arm was perpendicular to the excitation direction, and an imaging plane in the sample was relayed
and imaged to a sCMOS camera. The position of the imaging plane was adjusted using an ETL to yield a set of depth-
resolved images. An astigmatism was introduced using a CL2 to encode information on the fluorophore depth into an
elliptically distorted point spread function. Fluorescence images of Qdot585 for a living HeLa cell acquired with this
apparatus without CL2 (b) or with CL2 (c) are shown. (a) has been reproduced from ref. [17].
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3.2. Linking localized coordinates of nanosensors for generating 3D trajectories

Single-particle trajectories were recorded for as long as 100 s, with a frame time of 25 ms. The
localized coordinates of the nanosensors were extracted from a set of images acquired by
synchronously scanning the light sheet and imaging focal plane. Connecting the acquired loca-
tion coordinates to generate 3D trajectories was challenging. We first carried out multiple particle
tracking by solving a linear-assignment problem [37] to identify the assignment matrix between
the measured location coordinates and their predicted positions. A Kalman filter was also
implemented to provide an optimal estimate of Brownian motion in the presence of Gaussian
noise [38]. To verify the functionality of our linking method for 3D–trajectory generation, we
simulated a group of particles diffusing in a spatial region with a different number of densities
and diffusion coefficients. The resulting 3D trajectories were coarse-grained to yield time series of
location coordinates with the same data-taking procedure as that used in our light-sheet micro-
scope. The simulation results are shown in Figure 7, which indicated a particle density lower
than 0.01 =μm2, D < 0:1μm2=s, and a linking accuracy that could be higher than 98%.

3.3. Cell culture and reagents

HeLa and A431 cells were cultured in Dulbecco’s Modified Eagle’s medium (DMEM) without
phenol red supplemented with 10% (v/v) fetal bovine serum. MCF12A cells were cultured in a
1:1 mixture of DMEM and Ham’s F12 medium containing 20 ng/mL Human EGF, 0.01 mg/mL
bovine insulin, 500 ng/mL hydrocortisone, and 5%(v/v) horse serum [39]. Before single-
molecule live-cell imaging was performed, the cells were plated in an eight-well chamber slide.
When a 70% confluence was reached, HeLa and A431 cells were deprived of serum for 24 h
and MCF12A cells for 3 h.

To label EGFR, anti-EGFR antibody (10 nM; Thermo Scientific) was conjugated with Qdot525
(from Invitrogen, Carlsbad, CA, USA). Cells were incubated with the EGFR-Ab-Qdot525 for
15 min and washed three times with phosphate buffered saline (PBS). Fluorescent EGF (EGF-
Qdot585) was synthesized by conjugating biotin-EGF (from Invitrogen) to Qdot585-streptavidin
in PBS. To activate EGFRs, cells were incubated in the presence of 40 ng/mL EGF-Qdot585 [31, 39].

Figure 7 Linking accuracy of localized coordinates as a function of number density of Brownian particles. Trajectories of a
group of particles diffusing in a spatial region with different particle densities and diffusion coefficients were simulated
with Eq. (1) and then coarse-grained with the same sampling scheme as that used in our scanning light-sheet microscope.

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

109



3. Apparatus and experimental procedures

3.1. Optical setup

The schematic of our single-particle fluorescence microscopy apparatus with light-sheet exci-
tation is shown in Figure 6a. The output beam from a solid-state laser with different wave-
lengths was shaped into a light sheet of 3 μm thickness at the beam waist, yielding a
diffraction-limited beam propagation with a Rayleigh range of 41 μm in the x direction. By
using a galvanometer scanner, the light sheet can be positioned at a sample in a range of 34 μm
along the y and z directions with an accuracy of 0.5 μm [17].

A 60 � 1.45 numerical aperture oil immersion objective lens (APON 60XOTIRFM, Olympus)
was used to ensure both high spatial resolution and high photon collection efficiency. How-
ever, this objective lens had a limited depth of field (�500 nm). For accurately resolving the
depth of a fluorophore, we exploited the astigmatism created by a cylindrical lens (CL2). The
combination of the CL2 (f = 100 cm and an imaging lens (f = 20 cm) with a separation of 5.5 cm
generates an effective focal length of 17.5 cm on the sagittal focal plane and 20 cm on the
tangential focal plane, which encodes the fluorophore depth as an elliptically shaped point
spread function (PSF; see Figure 6a). We also inserted an electrically tunable lens (ETL) at the
pupil plane of a 4f optical system (formed by the relay lens and the imaging lens) to enable fast
acquisition of images at different depths. The fluorescence images of fluorophores on living
cells were recorded with a scientific complementary metal-oxide semiconductor (sCMOS)
camera (ORCA-Flash 4.0 V2, Hamamatsu). Fluorescence images of quantum dot nanosensors
on a living HeLa cell acquired with this apparatus are displayed without CL2 in Figure 6b and
with CL2 in Figure 6c, respectively. Elliptically shaped spots were observable, which were
localized within 1 μm of the imaging plane at a lateral accuracy of 27 nm and an axial accuracy
of 52 nm [17].

Figure 6 (a) Schematic of the light-sheet microscope used to record 3D trajectories of probing nanoparticles in a living
cell. The excitation beam was shaped to form a 3 μm-thick light sheet, giving a Rayleigh range of 41 μm. A two-
dimensional (2D) scanner was inserted to move the light sheet by 34 μm along the y and z directions at the sample
position. The imaging arm was perpendicular to the excitation direction, and an imaging plane in the sample was relayed
and imaged to a sCMOS camera. The position of the imaging plane was adjusted using an ETL to yield a set of depth-
resolved images. An astigmatism was introduced using a CL2 to encode information on the fluorophore depth into an
elliptically distorted point spread function. Fluorescence images of Qdot585 for a living HeLa cell acquired with this
apparatus without CL2 (b) or with CL2 (c) are shown. (a) has been reproduced from ref. [17].

Nonmagnetic and Magnetic Quantum Dots108

3.2. Linking localized coordinates of nanosensors for generating 3D trajectories

Single-particle trajectories were recorded for as long as 100 s, with a frame time of 25 ms. The
localized coordinates of the nanosensors were extracted from a set of images acquired by
synchronously scanning the light sheet and imaging focal plane. Connecting the acquired loca-
tion coordinates to generate 3D trajectories was challenging. We first carried out multiple particle
tracking by solving a linear-assignment problem [37] to identify the assignment matrix between
the measured location coordinates and their predicted positions. A Kalman filter was also
implemented to provide an optimal estimate of Brownian motion in the presence of Gaussian
noise [38]. To verify the functionality of our linking method for 3D–trajectory generation, we
simulated a group of particles diffusing in a spatial region with a different number of densities
and diffusion coefficients. The resulting 3D trajectories were coarse-grained to yield time series of
location coordinates with the same data-taking procedure as that used in our light-sheet micro-
scope. The simulation results are shown in Figure 7, which indicated a particle density lower
than 0.01 =μm2, D < 0:1μm2=s, and a linking accuracy that could be higher than 98%.

3.3. Cell culture and reagents

HeLa and A431 cells were cultured in Dulbecco’s Modified Eagle’s medium (DMEM) without
phenol red supplemented with 10% (v/v) fetal bovine serum. MCF12A cells were cultured in a
1:1 mixture of DMEM and Ham’s F12 medium containing 20 ng/mL Human EGF, 0.01 mg/mL
bovine insulin, 500 ng/mL hydrocortisone, and 5%(v/v) horse serum [39]. Before single-
molecule live-cell imaging was performed, the cells were plated in an eight-well chamber slide.
When a 70% confluence was reached, HeLa and A431 cells were deprived of serum for 24 h
and MCF12A cells for 3 h.

To label EGFR, anti-EGFR antibody (10 nM; Thermo Scientific) was conjugated with Qdot525
(from Invitrogen, Carlsbad, CA, USA). Cells were incubated with the EGFR-Ab-Qdot525 for
15 min and washed three times with phosphate buffered saline (PBS). Fluorescent EGF (EGF-
Qdot585) was synthesized by conjugating biotin-EGF (from Invitrogen) to Qdot585-streptavidin
in PBS. To activate EGFRs, cells were incubated in the presence of 40 ng/mL EGF-Qdot585 [31, 39].

Figure 7 Linking accuracy of localized coordinates as a function of number density of Brownian particles. Trajectories of a
group of particles diffusing in a spatial region with different particle densities and diffusion coefficients were simulated
with Eq. (1) and then coarse-grained with the same sampling scheme as that used in our scanning light-sheet microscope.

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

109



To sequester cholesterol molecules on the plasma membranes, cells were treated with 10 μg/ml
nystatin for 1 h before staining with either the antibody or EGF. To disrupt the actin filaments,
the cells were pretreated with 10 μm cytochalasin D (Cyto D) for 1 h.

The N terminals of the Tat peptides (from Invitrogen) were biotinylated. Conjugated TatP-QDs
were prepared by incubating 20-nm diameter streptavidin-coated Qdot585 in PBS with excess
biotinylated TatP (5 μm TatP:50 nM Qdot585) at room temperature for 30 min. Although
streptavidin is a tetramer and each subunit can bind biotin with equal affinity, the covalent
attachment of streptavidin to the surface of a quantum dot makes two of the four binding sites
inaccessible to the biotinylated TatP. As each QD has approximately 5 to 10 streptavidin mole-
cules on its surface, we estimated that an average of 14 Tat peptides was conjugated to each QD.

4. Experimental results

The plasma membrane of a living cell is not merely a sea of lipids and proteins, but is more
complex with individual components organized into spatially distinct compartments to yield
strategic advantages for protein function and signaling [40]. Organizing proteins and lipids
into nanodomains could also shield these assemblies from other proteins to tailor specific
interactions, thereby mediating signal transduction to relay cellular messages from the exter-
nal environment to the nucleus [41, 42].

The first event of cellular signaling occurs at various types of receptor proteins in the plasma
membrane. To faithfully sense a signal that varies in space and time, live cells face an optimi-
zation problem of placing a set of distributed and mobile receptors by balancing two opposing
objectives [43]: 1) the need to locally assemble the nanosensors to reduce the estimation noise;
and 2) the need to spread these nanosensors to reduce spatial sensing errors. Receptor signal-
ing dysregulation is attributed to the pathogenesis of several diseases [44, 45]. Therefore,
understanding the interactions, molecular processes and relevant structures of such signaling
assemblies is imperative. One such receptor protein is the epidermal growth factor receptor
(EGFR), which can drive cell growth and survival [44]. There is tremendous interest in
unraveling how those transducing proteins diffuse and interact on plasma membranes of
living cells. However, it remains a challenge to study these cellular events at the single-
molecule level in a live cell as living cells are highly heterogeneous and stochastically dynamic.

Based on our current knowledge of molecular diffusion in the plasma membrane, there are
two types of interactions between a receptor and its local environment [46, 47]. First, the
protein can induce a local ordering of the surrounding lipid molecules via a lipid-protein
interaction. In addition, the cortical actin framework can induce membrane compartments
[30]. To study the diffusing behaviors of EGFRs and the interaction with their cellular environ-
ment, we tagged EGFRs with antibody-conjugated quantum dots (Qdot525-Ab) and exploited
fluorescent EGF, which was synthesized by conjugating EGF with quantum dots (QD585-
EGF), to activate the EGFRs. By using this scheme, we could study the diffusive dynamics of
paired EGFRs by selecting a pair of liganded and unliganded EGFR or a pair of liganded
EGFRs, and follow their relative motions [31]. To appreciate the potential of biomolecule-
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conjugated QD nanosensors in a live cell study, we will briefly review some previous results of
applying single-molecule tracking techniques to EGFR studies [31, 39].

4.1. Ligand binding induced receptor protein translocation in plasma membranes of living
cells

Typical single-molecule tracks of unliganded Qdot525-Ab-EGFR and liganded Qdot585-EGF-
EGFR on live cells exhibited confined diffusion interspaced by directed movement [31]. We
binned the measured MSD in a histogram to deduce the probability density function of the
diffusion coefficient. Figure 8a shows the data taken at a frame rate of τ ¼ 25 ms. For
unliganded EGFR at rest, two sets of diffusers were observed with the diffusion coefficient of
the fast species peaking at 9 μm2/s and the slower one at 0.3 μm2/s. EGF activation suppressed
the population of 0:3μm2=s < D < 6 μm2=s, whereas it increased the populations of D
D ≤ 0:1 μm2=s and D ¼ 9 μm2=s. It is clearly shown that receptor ligation can affect the diffu-
sion of EGFR and leads to a population change in the two diffusion states.

We used Cytochalasin D to disrupt the cellular actin frameworks. As presented in Figure 8b,
the major population of unliganded Qdot525-Ab-EGFR (open symbols) on EGF-activated cells
shifted from the slow state (D < 0:1 μm2=s) to the fast state (0:1μm2=s < D < 2 μm2=s) after
Cytochalasin D treatment. This influence is even more pronounced on liganded Qdot585-EGF-
EGFR (filled symbols). As pointed out previously, the primary effector controlling the motion
of a protein in a living cell is often not due to the friction in the cellular medium but the
interactions with its molecular partners and microenvironment. To illustrate this subject fur-

ther, we used the V R2� �� R2 technique to analyze the statistics of single-molecule trajectories,
specifically focusing on the slow diffusion of EGFR.

For live HeLa cells at rest, the V R2� �� R2 plot of measured tracks of unliganded Qdot525-Ab-
EGFR are presented in Figure 9a. In this plot, peak 2 was the most populated and stable state

Figure 8 (a) Histogram of the diffusion coefficient of unliganded EGFR (open red circles) in the cells at rest and the
liganded EGFR (solid blue squares) in EGF-activated cells. (b) Histogram of the diffusion coefficient of unliganded EGFR
(open symbols) and the singly liganded species (filled symbols) on activated HeLa cells without (circles) or with (squares)
Cytochalasin D pretreatment.
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among the three peaks detected, located at the R2 ;V R2� �� �
coordinates of (0.01, 1.45), (0.02,

1.39), and (0.04, 1.33), respectively. Three simulated curves were plotted for proteins under free
Brownian motion (red dash line), confinement by actin corrals alone (green dash line) or by
both actin corrals and lipid domains (blue dash curves) and presented in Figure 9a for
comparison. The peak positions of the three states clearly fell on the curve of the actin confine-
ment, indicating that these unliganded receptor molecules were not free diffusers, but instead
confined by the actin corrals alone.

With the EGFR at rest as the control, we proceeded to examine the diffusion of liganded

Qdot585-EGF-EGFR. Figure 9b shows the V R2� �� R2 plot of the liganded EGFR on activated
HeLa cells. Three peaks were found at (0.01, 0.42), (0.02, 0.47), and (0.04, 0.54). These peak
positions agreed better with the model that included the confinement effects of actin corrals
and lipid raft domains. We used nystatin on the cells to sequester the membrane cholesterol

and disrupt the lipid raft domains. Figure 9c displays the V R2� �� R2 plot of the liganded
EGFR on EGF-activated cells pretreated by nystatin. The three peaks of Figure 9c, at (0.01,
1.39), (0.02, 1.33), and (0.04, 1.28), fell again on the curve for the actin confinement model.

For unliganded Qdot525-Ab-EGFR on EGF-activated cells, the corresponding V R2� �� R2 plot
is presented in Figure 9d. Although peak 1 appeared to be produced by the free diffusion
proteins, peaks 2 and 3 agree with the confinement model of the actin corrals alone.
Qdot525-Ab-EGFR on the nystatin-pretreated cells (shown in Figure 9e) revealed similar

Figure 9 (a) The plot of V R2� �� R2 for unliganded Qdot525-Ab-EGFR on live HeLa cells at rest. Simulated curves of the
peak positions for receptor molecules under free Brownian motion (red dash line), diffusive motion with the confinement
from actin corrals alone (green dash line), or both the actin corrals and lipid raft domains (blue dash line) are included for
comparison. The same plot is shown for liganded Qdot585-EGF-EGFR in (b) EGF-activated cells, and (c) activated cells
pretreated with nystatin. (d) Unliganded Qdot525-Ab-EGFR on live EGF-activated HeLa cells. (e) the same plot as (d) for
unliganded Qdot525-Ab-EGFR on activated cells pretreated with nystatin. (a–c) have been reproduced from ref. [31].
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peaks at (0.006, 1.24), (0.014, 1.18), and (0.031,1.12), suggesting that lipid raft domains on
activated cells play a minor role in restraining the motion of unliganded Qdot525-Ab-EGFR.

We proposed the following picture to explain our experimental results: Unliganded EGFRs at
rest may locate outside the cholesterol-enriched lipid domains. EGF binding causes the recep-
tors to move into the cholesterol-enriched lipid domains. Pretreatment of cells with nystatin,
which can disrupt these lipid domains, results in local environmental changes of the ligand-
bound EGFR. This interpretation is further supported by the observations shown in Figure 9d
and e in which nystatin pretreatment did not alter the peak positions of unliganded EGFR on
EGF-activated cells.

The V R2� �
peak values of unliganded EGFRs in native cells at rest were near the free diffusion

limit (Figure 9a). However, those unliganded species could have higher V R2� �
peak values in

highly EGF-activated cells due to much stronger confinements from EGF-promoted actin
polymerization [30]. EGF ligation reduced the V R2� �

values of Qdot585-EGF-EGFR to below
the free diffusion limit (Figure 9b) due to the dressing effect by the lipid domain. These
experimental findings were verified in three cell lines; including two cancer cell lines (HeLa
and A431) and one non-tumorigenic breast epithelial cell line (MCF12A). These cell lines
possess a wide range of EGFR expression levels and concentrations of membrane cholesterol.
Therefore, the experimental results may represent a general behavior of unliganded and
activated receptors in live cells.

4.2. Correlated motion of receptor proteins in plasma membrane of live cells

Receptor dimerization plays a critical role in initializing a signal cascade [48]. Do nearby
receptor proteins move correlatively prior to dimer formation? Imagine when a receptor
protein moves in the plasma membrane of a live cell, it may induce order in its surrounding
lipid molecules through the protein-lipid interaction. A receptor protein and the induced lipid
ordering can be viewed as a lipid-dressed protein. As two nearby proteins move in the plasma
membrane, they may interact with each other through the ordered lipid molecules.

We can simulate the diffusive behaviors of two dressed proteins in proximity using coupled
Langevin equations [49]. To display the mutual correlation between the two trajectories quan-

titatively, we expressed the position vectors as x!k tð Þ ¼ Ak tð Þeiθk tð Þ, and defined the degree of
mutual correlation as
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The summations were taken over a time mesh along the single-molecule tracks. By using this
approach, we simulated the correlated motion of two Brownian-like particles with their spatial
separation perturbed by a correlated thermal fluctuation [49]. We carried out the simulations

from an initial condition that positioned one receptor at x!1 ¼ 0; 0ð Þ and places the other
randomly within a 1-μm radius circle centered at (0,0). The coupled Langevin equations were
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among the three peaks detected, located at the R2 ;V R2� �� �
coordinates of (0.01, 1.45), (0.02,

1.39), and (0.04, 1.33), respectively. Three simulated curves were plotted for proteins under free
Brownian motion (red dash line), confinement by actin corrals alone (green dash line) or by
both actin corrals and lipid domains (blue dash curves) and presented in Figure 9a for
comparison. The peak positions of the three states clearly fell on the curve of the actin confine-
ment, indicating that these unliganded receptor molecules were not free diffusers, but instead
confined by the actin corrals alone.

With the EGFR at rest as the control, we proceeded to examine the diffusion of liganded

Qdot585-EGF-EGFR. Figure 9b shows the V R2� �� R2 plot of the liganded EGFR on activated
HeLa cells. Three peaks were found at (0.01, 0.42), (0.02, 0.47), and (0.04, 0.54). These peak
positions agreed better with the model that included the confinement effects of actin corrals
and lipid raft domains. We used nystatin on the cells to sequester the membrane cholesterol

and disrupt the lipid raft domains. Figure 9c displays the V R2� �� R2 plot of the liganded
EGFR on EGF-activated cells pretreated by nystatin. The three peaks of Figure 9c, at (0.01,
1.39), (0.02, 1.33), and (0.04, 1.28), fell again on the curve for the actin confinement model.

For unliganded Qdot525-Ab-EGFR on EGF-activated cells, the corresponding V R2� �� R2 plot
is presented in Figure 9d. Although peak 1 appeared to be produced by the free diffusion
proteins, peaks 2 and 3 agree with the confinement model of the actin corrals alone.
Qdot525-Ab-EGFR on the nystatin-pretreated cells (shown in Figure 9e) revealed similar

Figure 9 (a) The plot of V R2� �� R2 for unliganded Qdot525-Ab-EGFR on live HeLa cells at rest. Simulated curves of the
peak positions for receptor molecules under free Brownian motion (red dash line), diffusive motion with the confinement
from actin corrals alone (green dash line), or both the actin corrals and lipid raft domains (blue dash line) are included for
comparison. The same plot is shown for liganded Qdot585-EGF-EGFR in (b) EGF-activated cells, and (c) activated cells
pretreated with nystatin. (d) Unliganded Qdot525-Ab-EGFR on live EGF-activated HeLa cells. (e) the same plot as (d) for
unliganded Qdot525-Ab-EGFR on activated cells pretreated with nystatin. (a–c) have been reproduced from ref. [31].
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peaks at (0.006, 1.24), (0.014, 1.18), and (0.031,1.12), suggesting that lipid raft domains on
activated cells play a minor role in restraining the motion of unliganded Qdot525-Ab-EGFR.

We proposed the following picture to explain our experimental results: Unliganded EGFRs at
rest may locate outside the cholesterol-enriched lipid domains. EGF binding causes the recep-
tors to move into the cholesterol-enriched lipid domains. Pretreatment of cells with nystatin,
which can disrupt these lipid domains, results in local environmental changes of the ligand-
bound EGFR. This interpretation is further supported by the observations shown in Figure 9d
and e in which nystatin pretreatment did not alter the peak positions of unliganded EGFR on
EGF-activated cells.

The V R2� �
peak values of unliganded EGFRs in native cells at rest were near the free diffusion

limit (Figure 9a). However, those unliganded species could have higher V R2� �
peak values in

highly EGF-activated cells due to much stronger confinements from EGF-promoted actin
polymerization [30]. EGF ligation reduced the V R2� �

values of Qdot585-EGF-EGFR to below
the free diffusion limit (Figure 9b) due to the dressing effect by the lipid domain. These
experimental findings were verified in three cell lines; including two cancer cell lines (HeLa
and A431) and one non-tumorigenic breast epithelial cell line (MCF12A). These cell lines
possess a wide range of EGFR expression levels and concentrations of membrane cholesterol.
Therefore, the experimental results may represent a general behavior of unliganded and
activated receptors in live cells.

4.2. Correlated motion of receptor proteins in plasma membrane of live cells

Receptor dimerization plays a critical role in initializing a signal cascade [48]. Do nearby
receptor proteins move correlatively prior to dimer formation? Imagine when a receptor
protein moves in the plasma membrane of a live cell, it may induce order in its surrounding
lipid molecules through the protein-lipid interaction. A receptor protein and the induced lipid
ordering can be viewed as a lipid-dressed protein. As two nearby proteins move in the plasma
membrane, they may interact with each other through the ordered lipid molecules.

We can simulate the diffusive behaviors of two dressed proteins in proximity using coupled
Langevin equations [49]. To display the mutual correlation between the two trajectories quan-

titatively, we expressed the position vectors as x!k tð Þ ¼ Ak tð Þeiθk tð Þ, and defined the degree of
mutual correlation as
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The summations were taken over a time mesh along the single-molecule tracks. By using this
approach, we simulated the correlated motion of two Brownian-like particles with their spatial
separation perturbed by a correlated thermal fluctuation [49]. We carried out the simulations

from an initial condition that positioned one receptor at x!1 ¼ 0; 0ð Þ and places the other
randomly within a 1-μm radius circle centered at (0,0). The coupled Langevin equations were
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then solved to generate a pair of trajectories, and the degree of mutual correlation was calcu-
lated using Eq. (6). Figure 10a and b display the histograms of simulated trajectories with
mutual correlations of 0 and 0.5, respectively. Figure 10c illustrates the histogram of correla-
tion in experimental single-molecule tracks of paired Qdot525-Ab-EGFR and Qdot585-EGF-
EGFR on live HeLa cells. As shown, the tracks clearly exhibited a correlation peak at 0.5.

By using this method, we were able to select those highly correlated segments from the single-

molecule tracks and analyzed the correlated motion [31]. We plotted the V R2� �� R2 plot of the
motion of the unliganded Qdot525-Ab-EGFR correlated with liganded Qdot585-EGF-EGFR in
Figure 11a. As the unliganded Qdot525-Ab-EGFR moved correlatively with a nearby liganded

Qdot585-EGF-EGFR, the diffusion motility R2 of state 1 decreased drastically to near 10�3,

accompanied by a reduction of V R2� �
to 0.1. It is interesting to note that the V R2� �� R2 plot of

the reverse case (i.e., Qdot585-EGF-EGFR relative to Qdot525-Ab-EGFR) differed in R2

(Figure 11b). The resident time of the liganded EGFR in state 2 became longer, and the V R2� �
of both states 1 and 2 increased to 1, indicating that the liganded and unliganded EGFR
resided in different lipid environments.

Figure 10 Histogram of the degree of correlation in simulated trajectories of (a) independent (C τð Þ ¼ 0) or (b) correlated
(C τð Þ ¼ 0:5) diffusing particles. (c) Histogram of the degree of correlation existing in experimental trajectories of
unliganded Qdot525-Ab-EGFR and liganded Qdot585-EGF-EGFR.

Figure 11 V R2� �� R2 plot of correlated motion of dual EGFRs. (a) Unliganded Qdot525-Ab-EGFR correlatively moving
with a nearby liganded Qdot585-EGF-EGFR companion, (b) liganded Qdot585-EGF-EGFR correlatively moving with a
nearby unliganded Qdot525-Ab-EGFR, and (c) correlated motion of dual liganded EGFRs. This figure has been
reproduced from ref. [31].

Nonmagnetic and Magnetic Quantum Dots114

The V R2� �� R2 plot of the correlated motion between two liganded EGFRs is presented in

Figure 11C. Compared to the plot shown in Figure 11b, the V R2� �
values of the two major

states were decreased when the unliganded companion of Figure 11b was replaced by the
liganded EGFR, perhaps because the lipid raft domains surrounding the two receptor mole-
cules merged and yielded a larger dressing force during the highly correlated motion.

4.3. Cholesterol-mediated interaction between liganded EGF receptors

Ligand binding promotes receptor dimerization and leads to a downstream signaling cascade.
Researchers have increasingly determined that lipid domains rich in raft sphingolipids (GM1)
and cholesterol can facilitate signaling receptors to form a dimer [50–52]. The recent identifica-
tion of cholesterol-dependent nanoassemblies with biophysical techniques also suggests that a
cholesterol-mediated interaction exists between lipid domains to affect the organization, sta-
bility, and function of membrane receptor proteins [52–54].

We selected and analyzed those highly correlated segments from single-molecule trajectories to

reveal the influence of cholesterol-mediated interactions [39]. Figure 12 displays the V Rτ
2

� �
-Rτ

2

plots of paired Qdot585-EGF-EGFRs in three different cell lines. The contour plots are more
scattered, indicating that these data are indeed highly sensitive to receptor interaction.

The V Rτ
2

� �
value of the correlated Qdot585-EGF-EGFRs is considerably lower in A431 cells,

which may be attributed to effective receptor-lipid and receptor-receptor interactions in these
cells [33, 34]. To inspect the nature of the interactions and their relevance to receptor-induced
lipid ordering, we again took advantages of the drug effects of nystatin and MβCD. Figure 12b

and c display the V Rτ
2

� �
-Rτ

2 plots for the three cell lines pretreated with nystatin and MβCD.

Correlated Qdot585-EGF-EGFRs appeared to have a weaker interaction in the nystatin-treated

A431 cells as evidenced by an increased V Rτ
2

� �
value. This observation may be explained by a

Figure 12 V Rτ
2

� �
-Rτ

2 plots of correlated Qdot585-EGF-EGFRs diffusing in the plasma membrane of (a) native cells, (b)

nystatin-pretreated cells, and (c) MβCD-pretreated cells. Trajectory segments with a degree of correlation exceeding 0.8
were selected for analysis. Data are shown in red for HeLa cells, green for A431 cells, and blue for MCF12A cells. This
figure has been reproduced from ref. [39].
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then solved to generate a pair of trajectories, and the degree of mutual correlation was calcu-
lated using Eq. (6). Figure 10a and b display the histograms of simulated trajectories with
mutual correlations of 0 and 0.5, respectively. Figure 10c illustrates the histogram of correla-
tion in experimental single-molecule tracks of paired Qdot525-Ab-EGFR and Qdot585-EGF-
EGFR on live HeLa cells. As shown, the tracks clearly exhibited a correlation peak at 0.5.

By using this method, we were able to select those highly correlated segments from the single-

molecule tracks and analyzed the correlated motion [31]. We plotted the V R2� �� R2 plot of the
motion of the unliganded Qdot525-Ab-EGFR correlated with liganded Qdot585-EGF-EGFR in
Figure 11a. As the unliganded Qdot525-Ab-EGFR moved correlatively with a nearby liganded

Qdot585-EGF-EGFR, the diffusion motility R2 of state 1 decreased drastically to near 10�3,

accompanied by a reduction of V R2� �
to 0.1. It is interesting to note that the V R2� �� R2 plot of

the reverse case (i.e., Qdot585-EGF-EGFR relative to Qdot525-Ab-EGFR) differed in R2

(Figure 11b). The resident time of the liganded EGFR in state 2 became longer, and the V R2� �
of both states 1 and 2 increased to 1, indicating that the liganded and unliganded EGFR
resided in different lipid environments.

Figure 10 Histogram of the degree of correlation in simulated trajectories of (a) independent (C τð Þ ¼ 0) or (b) correlated
(C τð Þ ¼ 0:5) diffusing particles. (c) Histogram of the degree of correlation existing in experimental trajectories of
unliganded Qdot525-Ab-EGFR and liganded Qdot585-EGF-EGFR.

Figure 11 V R2� �� R2 plot of correlated motion of dual EGFRs. (a) Unliganded Qdot525-Ab-EGFR correlatively moving
with a nearby liganded Qdot585-EGF-EGFR companion, (b) liganded Qdot585-EGF-EGFR correlatively moving with a
nearby unliganded Qdot525-Ab-EGFR, and (c) correlated motion of dual liganded EGFRs. This figure has been
reproduced from ref. [31].
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The V R2� �� R2 plot of the correlated motion between two liganded EGFRs is presented in

Figure 11C. Compared to the plot shown in Figure 11b, the V R2� �
values of the two major

states were decreased when the unliganded companion of Figure 11b was replaced by the
liganded EGFR, perhaps because the lipid raft domains surrounding the two receptor mole-
cules merged and yielded a larger dressing force during the highly correlated motion.

4.3. Cholesterol-mediated interaction between liganded EGF receptors

Ligand binding promotes receptor dimerization and leads to a downstream signaling cascade.
Researchers have increasingly determined that lipid domains rich in raft sphingolipids (GM1)
and cholesterol can facilitate signaling receptors to form a dimer [50–52]. The recent identifica-
tion of cholesterol-dependent nanoassemblies with biophysical techniques also suggests that a
cholesterol-mediated interaction exists between lipid domains to affect the organization, sta-
bility, and function of membrane receptor proteins [52–54].

We selected and analyzed those highly correlated segments from single-molecule trajectories to

reveal the influence of cholesterol-mediated interactions [39]. Figure 12 displays the V Rτ
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plots of paired Qdot585-EGF-EGFRs in three different cell lines. The contour plots are more
scattered, indicating that these data are indeed highly sensitive to receptor interaction.

The V Rτ
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value of the correlated Qdot585-EGF-EGFRs is considerably lower in A431 cells,

which may be attributed to effective receptor-lipid and receptor-receptor interactions in these
cells [33, 34]. To inspect the nature of the interactions and their relevance to receptor-induced
lipid ordering, we again took advantages of the drug effects of nystatin and MβCD. Figure 12b

and c display the V Rτ
2
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2 plots for the three cell lines pretreated with nystatin and MβCD.

Correlated Qdot585-EGF-EGFRs appeared to have a weaker interaction in the nystatin-treated

A431 cells as evidenced by an increased V Rτ
2

� �
value. This observation may be explained by a
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nystatin-pretreated cells, and (c) MβCD-pretreated cells. Trajectory segments with a degree of correlation exceeding 0.8
were selected for analysis. Data are shown in red for HeLa cells, green for A431 cells, and blue for MCF12A cells. This
figure has been reproduced from ref. [39].

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

115



less stable lipid domain due to a lower amount of cholesterol, which resulted in a larger variance
in the diffusing step size of the correlated receptors. In contrast, the interaction became stronger
in nystatin-treated MCF-12A cells, suggesting the effect of the cholesterol-mediated interaction

was opposite to that of the receptor-lipid interaction. The V Rτ
2

� �
of correlated Qdot585-EGF-

EGFR in A431 increased by two orders of magnitude from 10�2 for native cells to 1 for MβCD

treated cells. Of note, the V Rτ
2

� �
value could be increased to higher than 10 in MβCD treated

HeLa andMCF-12A cells, which suggests that a deterministic interaction dominated because the
screening effect from the membrane cholesterol was reduced after membrane cholesterol was
depleted. These results identified a vital role for membrane cholesterol in mediating the interac-
tion between liganded receptors in the three cell lines.

4.4. Nonraft lipids and sphingolipids in live plasma membranes segregate into separated
nanodomains

Previous data analysis implicitly assumed the coexistence of different lipid phases in plasma
membranes. Indeed, lipid–lipid interactions were capable of inducing liquid ordered (Lo)-
liquid disordered (Ld) phase coexistence in model lipid membranes [55, 56]. It was conjectured
that plasma membrane composition is poised for selective and functional raft clustering at
physiological temperatures [57]. However, such lipid nanodomains have remained largely
unresolved in the plasma membrane of living cells. Researchers recently used a fluorescence
correlation technique to successfully distinguish between free and anomalous molecular diffu-
sion in a 30-nm focal spot of a stimulated emission depletion (STED) nanoscope [58]. The
observed differences were attributed to transient cholesterol-assisted and cytoskeleton-
dependent binding of sphingolipids to other membrane constituents. However, the optical
force acting on the highly excited lipid molecules by the STED spot may not be negligible.

In our current study, we investigated lipid nanodomains in live plasma membranes at a much
lower excitation level with light-sheet microscopy. We probed the nonraft lipids in living HeLa
cells with carbocyanine dyes 1,10-didodecyl- 3,3,30,30-tetramethylindocarbocyanine perchlorate
(DiI-C12), which serves as an excellent lipophilic fluorescent probe with a strong partition
tendency into the Ld phase [59]. The preference originated from the fact that highly packed
lipids in Lo phase usually exclude exogenous molecules. BODIPY FL C5-ganglioside GM1

(BODIPY C5-GM1) from ThermoFisher Scientific was used as a direct indication of lipid rafts.
By synchronously adjusting the light-sheet position and the focal plane of the high NA objec-
tive lens, we were alble to acquire a 3D image of DiI-C12 and BODIPY C5-GM1 in a living
HeLa cell. Figure 13a displays a typical image of the scan with DiI-C12 shown in blue and
BODIPY C5-GM1 in orange. The 3D point spread function (PSF) of the light-sheet microscope
was deduced (shown in Figure 13b) using a fluorescent bead with a diameter of 100 nm. We
exploited this PSF to deconvolve the image [60] of DiI-C12 and BODIPY C5-GM1. The resulting
deconvolved image is shown in Figure 13a.

Following the formalism developed by Veatch et al. [61], we calculated both the auto-correlation

function A rð Þ ¼ r Rð Þr R� rð Þh i= r rð Þh i2 and the cross-correlation function C rð Þ ¼ r1 Rð Þr2 R�ðh
rÞi= r1 rð Þh i r2 rð Þh ið Þ of DiI-C12 and BODIPY C5-GM1. The results are presented in Figure 14,
which indicates that both species may form clusters with an average diameter of less than 150 nm.
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To retrieve information about the lipid clustering process from the measured pair correlation,
we simulated lipid clustering dynamics. First, we randomly distributed M clusters in an
imaging region with each cluster containing N molecules in a circle with diameter R.
Figure 15a illustrates an example of two randomly distributed clusters (M = 2) at a spatial
resolution of 2 nm. We then binned the molecules in a cluster to the pixel size of the camera
used (see Figure 15b). By using these cluster images, we calculated the auto- and cross-
correlation functions with three different lipid clustering models: 1) a random clustering
model, 2) an aggregation model, and 3) a segregation model. The random clustering model
assumed that two lipid species were independently and randomly distributed in an area. In
contrast, the lipid molecules in the aggregation and segregation models were stochastically
distributed in each cluster with a Gaussian distribution. There is a major difference between

Figure 13 (a) 3D fluorescence distribution (left) and its deconvoluted image (right) from DiI-C12 (blue) and BODIPY
C5-GM1 (orange) fluorophores in a living HeLa cell. The cross section (z ¼ -2:25 μm) of the distribution was shown
below. (b)the point spread function of the light-sheet microscope on the xy- (left) and xz-plane (right) emitted from a
fluorescent bead with a diameter of 100 nm.

Figure 14 The auto-(left) and cross-(right) correlation function of DiI-C12 and BODIPY C5-GM1 calculated from the
deconvoluted image of Figure 13a.
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less stable lipid domain due to a lower amount of cholesterol, which resulted in a larger variance
in the diffusing step size of the correlated receptors. In contrast, the interaction became stronger
in nystatin-treated MCF-12A cells, suggesting the effect of the cholesterol-mediated interaction

was opposite to that of the receptor-lipid interaction. The V Rτ
2

� �
of correlated Qdot585-EGF-

EGFR in A431 increased by two orders of magnitude from 10�2 for native cells to 1 for MβCD

treated cells. Of note, the V Rτ
2

� �
value could be increased to higher than 10 in MβCD treated

HeLa andMCF-12A cells, which suggests that a deterministic interaction dominated because the
screening effect from the membrane cholesterol was reduced after membrane cholesterol was
depleted. These results identified a vital role for membrane cholesterol in mediating the interac-
tion between liganded receptors in the three cell lines.

4.4. Nonraft lipids and sphingolipids in live plasma membranes segregate into separated
nanodomains

Previous data analysis implicitly assumed the coexistence of different lipid phases in plasma
membranes. Indeed, lipid–lipid interactions were capable of inducing liquid ordered (Lo)-
liquid disordered (Ld) phase coexistence in model lipid membranes [55, 56]. It was conjectured
that plasma membrane composition is poised for selective and functional raft clustering at
physiological temperatures [57]. However, such lipid nanodomains have remained largely
unresolved in the plasma membrane of living cells. Researchers recently used a fluorescence
correlation technique to successfully distinguish between free and anomalous molecular diffu-
sion in a 30-nm focal spot of a stimulated emission depletion (STED) nanoscope [58]. The
observed differences were attributed to transient cholesterol-assisted and cytoskeleton-
dependent binding of sphingolipids to other membrane constituents. However, the optical
force acting on the highly excited lipid molecules by the STED spot may not be negligible.

In our current study, we investigated lipid nanodomains in live plasma membranes at a much
lower excitation level with light-sheet microscopy. We probed the nonraft lipids in living HeLa
cells with carbocyanine dyes 1,10-didodecyl- 3,3,30,30-tetramethylindocarbocyanine perchlorate
(DiI-C12), which serves as an excellent lipophilic fluorescent probe with a strong partition
tendency into the Ld phase [59]. The preference originated from the fact that highly packed
lipids in Lo phase usually exclude exogenous molecules. BODIPY FL C5-ganglioside GM1

(BODIPY C5-GM1) from ThermoFisher Scientific was used as a direct indication of lipid rafts.
By synchronously adjusting the light-sheet position and the focal plane of the high NA objec-
tive lens, we were alble to acquire a 3D image of DiI-C12 and BODIPY C5-GM1 in a living
HeLa cell. Figure 13a displays a typical image of the scan with DiI-C12 shown in blue and
BODIPY C5-GM1 in orange. The 3D point spread function (PSF) of the light-sheet microscope
was deduced (shown in Figure 13b) using a fluorescent bead with a diameter of 100 nm. We
exploited this PSF to deconvolve the image [60] of DiI-C12 and BODIPY C5-GM1. The resulting
deconvolved image is shown in Figure 13a.

Following the formalism developed by Veatch et al. [61], we calculated both the auto-correlation

function A rð Þ ¼ r Rð Þr R� rð Þh i= r rð Þh i2 and the cross-correlation function C rð Þ ¼ r1 Rð Þr2 R�ðh
rÞi= r1 rð Þh i r2 rð Þh ið Þ of DiI-C12 and BODIPY C5-GM1. The results are presented in Figure 14,
which indicates that both species may form clusters with an average diameter of less than 150 nm.
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To retrieve information about the lipid clustering process from the measured pair correlation,
we simulated lipid clustering dynamics. First, we randomly distributed M clusters in an
imaging region with each cluster containing N molecules in a circle with diameter R.
Figure 15a illustrates an example of two randomly distributed clusters (M = 2) at a spatial
resolution of 2 nm. We then binned the molecules in a cluster to the pixel size of the camera
used (see Figure 15b). By using these cluster images, we calculated the auto- and cross-
correlation functions with three different lipid clustering models: 1) a random clustering
model, 2) an aggregation model, and 3) a segregation model. The random clustering model
assumed that two lipid species were independently and randomly distributed in an area. In
contrast, the lipid molecules in the aggregation and segregation models were stochastically
distributed in each cluster with a Gaussian distribution. There is a major difference between

Figure 13 (a) 3D fluorescence distribution (left) and its deconvoluted image (right) from DiI-C12 (blue) and BODIPY
C5-GM1 (orange) fluorophores in a living HeLa cell. The cross section (z ¼ -2:25 μm) of the distribution was shown
below. (b)the point spread function of the light-sheet microscope on the xy- (left) and xz-plane (right) emitted from a
fluorescent bead with a diameter of 100 nm.

Figure 14 The auto-(left) and cross-(right) correlation function of DiI-C12 and BODIPY C5-GM1 calculated from the
deconvoluted image of Figure 13a.
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the latter two models. In the aggregation model, any two clusters will attract each other to
form an overlapping cluster with the same center of mass (but with different radii). In the
segregation model, two clusters will experience a repulsive force to yield the minimum sepa-
ration distance Δ. To simulate the segregation process, we first used a random number gener-
ator to produce the center position X1 of one cluster and then used the multiplicative
congruential generation algorithm to position the other cluster to lie in the interval of
0; X1 � Δ½ Þ or X1 þ Δ; 1ð �. In this way, the second cluster was located randomly but was
excluded from the neighborhood of X1 with a minimum separation Δ. For a fair comparison,
we kept the number of clusters, cluster size, and number of molecules in each cluster at the
same values. Figure 15 shows the simulation results for the following parameters: the waist
size of the cluster was 72 nm, the number of molecules in a cluster was 100, and the number of
clusters in an image was 100 (i.e., 2.8 clusters/μm2), which yielded the short-distance auto-
correlation and agreed well with the experimental result shown in Figure 14.

By comparing Figure 15cwith Figure 14, we concluded that our data could not fit to the model
of random clustering. From the comparison of cross-correlation shown in Figures 15c and 14,
we could remove the aggregation model, and we concluded that our data was better described
by the segregation model with a segregation distance <100 nm.

Figure 15 (a) Two randomly distributed clusters (M = 2) at a spatial resolution of 2 nm was prepared in a simulation area,
(b) the two clusters were binned to the pixel size of the camera used. (c) the auto- (left) and cross- (right) correlation
function using the parameters: R = 72 nm, N = 100, and M = 100 (2.8 clusters/μm2) were simulated with the random
clustering model (filled circles), aggregation model (open triangles), and segregation model (open squares).
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It was discovered that the raft lipid species GM1 can be tightened by pentameric cholera toxin-
β (CTxB), which initiates a minimum raft coalescence to form the GM1 nanodomains [62]. The
plasma membranes in our study were in their native state without perturbations from either
intense laser spot or cross linking reagent. Thus, our evidence for segregation of nonraft lipids
and GM1 into separate nanodomains supports the idea that such a phase coexistence in a
native plasma membrane not only exists but also is a general behavior of living cells.

4.5. Probing translocation of HIV-1 tat peptides in living cells with tat-conjugated quantum
dot nanosensors

Viral infection can initiate at entry points on plasma membranes via lipid domains. Drug
delivery may benefit from our understanding of this entry process because upon arriving at
target tissues, drug molecules must also cross the plasma membrane to reach the sites of
action. It is of particular interest to make drug molecules that cross cellular membranes directly
to avoid the complications of vesicle-mediated internalization pathways. Recently, cell-
penetrating peptides (CPPs), which are short sequences (8 to 30) of amino acids (aa) with a
net positive charge in water [63], were found to exhibit such a membrane-crossing capability.
An 11 aa segment in the trans activator of a transcription protein of the human immunodefi-
ciency virus is a prototypical example of a CPP that can effectively penetrate a cell [64, 65]. The
interactions involved in the approach to developing a TatP-coated nanoscale probe may deter-
mine whether the uptake of the probe succeeds or fails. To illustrate the potential of
biomolecule-conjugated QDs as a cellular dynamic probe, in this section we briefly discuss
the results of the translocation of TatP-conjugated QDs across the plasma membranes of live
cells using the single-molecule tracking technique [17].

The first step for cellular internalization may involve some form of interaction between the Tat
peptides and the surface of the cell. The strong anionic charge present on the glycosaminogly-
can (GAG) chains of the proteoglycans (PGs) makes them favorable first-binding sites for the
cationic Tat peptides [20, 66, 67]. To verify this scenario, we treated cells with Heparinase III
enzyme (HSase) to cleave heparan sulfate (HS) groups from heparan sulfate proteoglycans
(HSPGs). We observed a reduction in TatP-QD internalization of 74% at 30 min. Treatment
with Cyto D, which can inhibit actin polymerization and thereby disrupt the cellular actin
framework [68], resulted in a similar drop in TatP-QD internalization. The results indicate that
both HS-mediated binding and the interaction with intracellular actin filaments are crucial for
the rapid intake of TatP-QDs.

4.5.1. TatP-QDs approaching cell surface aggregate at selected regions of plasma membrane

For single-particle tracking, we prepared a cell culture medium containing 1 μm free TatPs and
1 nM TatP-QD nanosensors. The major species of free TatPs were used to restructure the environ-
ment of the membrane-peptide interaction, whereas TatP-QDs served as nanoscale dynamic pens
to depict the landscape of the membrane-peptide interaction. We conducted single-particle trajec-
tory analysis of the TatP-QDs with light-sheet microscopy to reveal the translocation dynamics. A
unique affordance of our light-sheet microscope was the ability to track TatP-QDs in parallel,
providing a global view of the dynamics of the approaching TatP-QDs. However, due to the
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the latter two models. In the aggregation model, any two clusters will attract each other to
form an overlapping cluster with the same center of mass (but with different radii). In the
segregation model, two clusters will experience a repulsive force to yield the minimum sepa-
ration distance Δ. To simulate the segregation process, we first used a random number gener-
ator to produce the center position X1 of one cluster and then used the multiplicative
congruential generation algorithm to position the other cluster to lie in the interval of
0; X1 � Δ½ Þ or X1 þ Δ; 1ð �. In this way, the second cluster was located randomly but was
excluded from the neighborhood of X1 with a minimum separation Δ. For a fair comparison,
we kept the number of clusters, cluster size, and number of molecules in each cluster at the
same values. Figure 15 shows the simulation results for the following parameters: the waist
size of the cluster was 72 nm, the number of molecules in a cluster was 100, and the number of
clusters in an image was 100 (i.e., 2.8 clusters/μm2), which yielded the short-distance auto-
correlation and agreed well with the experimental result shown in Figure 14.

By comparing Figure 15cwith Figure 14, we concluded that our data could not fit to the model
of random clustering. From the comparison of cross-correlation shown in Figures 15c and 14,
we could remove the aggregation model, and we concluded that our data was better described
by the segregation model with a segregation distance <100 nm.

Figure 15 (a) Two randomly distributed clusters (M = 2) at a spatial resolution of 2 nm was prepared in a simulation area,
(b) the two clusters were binned to the pixel size of the camera used. (c) the auto- (left) and cross- (right) correlation
function using the parameters: R = 72 nm, N = 100, and M = 100 (2.8 clusters/μm2) were simulated with the random
clustering model (filled circles), aggregation model (open triangles), and segregation model (open squares).
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It was discovered that the raft lipid species GM1 can be tightened by pentameric cholera toxin-
β (CTxB), which initiates a minimum raft coalescence to form the GM1 nanodomains [62]. The
plasma membranes in our study were in their native state without perturbations from either
intense laser spot or cross linking reagent. Thus, our evidence for segregation of nonraft lipids
and GM1 into separate nanodomains supports the idea that such a phase coexistence in a
native plasma membrane not only exists but also is a general behavior of living cells.

4.5. Probing translocation of HIV-1 tat peptides in living cells with tat-conjugated quantum
dot nanosensors

Viral infection can initiate at entry points on plasma membranes via lipid domains. Drug
delivery may benefit from our understanding of this entry process because upon arriving at
target tissues, drug molecules must also cross the plasma membrane to reach the sites of
action. It is of particular interest to make drug molecules that cross cellular membranes directly
to avoid the complications of vesicle-mediated internalization pathways. Recently, cell-
penetrating peptides (CPPs), which are short sequences (8 to 30) of amino acids (aa) with a
net positive charge in water [63], were found to exhibit such a membrane-crossing capability.
An 11 aa segment in the trans activator of a transcription protein of the human immunodefi-
ciency virus is a prototypical example of a CPP that can effectively penetrate a cell [64, 65]. The
interactions involved in the approach to developing a TatP-coated nanoscale probe may deter-
mine whether the uptake of the probe succeeds or fails. To illustrate the potential of
biomolecule-conjugated QDs as a cellular dynamic probe, in this section we briefly discuss
the results of the translocation of TatP-conjugated QDs across the plasma membranes of live
cells using the single-molecule tracking technique [17].

The first step for cellular internalization may involve some form of interaction between the Tat
peptides and the surface of the cell. The strong anionic charge present on the glycosaminogly-
can (GAG) chains of the proteoglycans (PGs) makes them favorable first-binding sites for the
cationic Tat peptides [20, 66, 67]. To verify this scenario, we treated cells with Heparinase III
enzyme (HSase) to cleave heparan sulfate (HS) groups from heparan sulfate proteoglycans
(HSPGs). We observed a reduction in TatP-QD internalization of 74% at 30 min. Treatment
with Cyto D, which can inhibit actin polymerization and thereby disrupt the cellular actin
framework [68], resulted in a similar drop in TatP-QD internalization. The results indicate that
both HS-mediated binding and the interaction with intracellular actin filaments are crucial for
the rapid intake of TatP-QDs.

4.5.1. TatP-QDs approaching cell surface aggregate at selected regions of plasma membrane

For single-particle tracking, we prepared a cell culture medium containing 1 μm free TatPs and
1 nM TatP-QD nanosensors. The major species of free TatPs were used to restructure the environ-
ment of the membrane-peptide interaction, whereas TatP-QDs served as nanoscale dynamic pens
to depict the landscape of the membrane-peptide interaction. We conducted single-particle trajec-
tory analysis of the TatP-QDs with light-sheet microscopy to reveal the translocation dynamics. A
unique affordance of our light-sheet microscope was the ability to track TatP-QDs in parallel,
providing a global view of the dynamics of the approaching TatP-QDs. However, due to the
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limited image-taking speed of the camera used, we were only able to track TatP-QDs within a
short distance from the cell surface.

Without external interaction, these Tat-QD nanosensors were expected to traverse the extracellular
space through a random walk search, attach to the membrane, and then diffuse to find a suitable
entrance site. Figure 16a displays three trajectories of TatP-QDs, color-coded to indicate the
approaching times. The green surface depicts the cell surface rendered from the phase contrast
images taken by scanning the imaging focal plane at different z positions in the cell. The determi-
nation of the cell profile was limited by the diffraction effect of the objective lens used, yielding a
resolution of 200 nm in the lateral plane and 500 nm in the axial direction. As indicated in the top
inset, the initial approaching trajectories of some of the Tat-QDs resembled directed movement
under a force field, and the motion became more diffuse as the TatP-QDs come closer to the cell
surface. A longer observation period accumulated more approaching events and revealed the
trajectory aggregates at selected regions of the plasma membrane (Figure 16b).

The binding affinity of TatP for HSPGs was greater than that for anionic lipids by 2 to 3 orders of
magnitude. Given that the anionic HSPG chains on the plasma membrane [20, 69, 70] may be
favorable binding sites for cationic CPPs, we hypothesized that the trajectory aggregates were
caused by HS groups in the HSPG chains. To verify this hypothesis, we treated the cells with
HSase to cleave the HS groups from the HSPGs, which revealed considerably fewer and more
randomly positioned spots in the extracellular space. Thus, the observed trajectory aggregation
seems to be caused by the binding to HS groups on the membranes and suggests that HSPGs
play a critical role in redirecting the TatP entry process toward spatially restricted sites on the
plasma membrane.

Figure 16 (a) Three trajectories of TatP-QDs near a living HeLa cell (green) were color-coded to indicate their appearing
times. The green profile denotes the cellular surface rendered from optical sectioning phase contrast images; (b) when
duration was increased to acquire information on more approaching events, trajectory aggregates were observed at
selected regions on a native HeLa cell. This figure has been reproduced from ref. [17].
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4.5.2. Spectral-embedding analysis of trajectory aggregates of TatP-QDs

As TatP-QDs translocate across the plasma membrane of a living cell, the probing particles can
record the influences of the cellular environment on their trajectories. We considered the

trajectory r! tð Þ to be produced by a stochastic process with influences on the probing particle
by its local environment, which may have different realizations with the corresponding inter-

action potentials Ui r! � ξ
!� �

; i ¼ 1, ::, n. Thus, the trajectory coordinates of the nanosensors

could implicitly record the configurations of the local environment. Recently, Wang and
Ferguson generated a reconstruction of single-molecule free-energy surfaces from time-series
data of a physical observable by using the generalized Takens Delay Embedding Theorem [34].
Here we focused on retrieving the eigenmodes of the trajectory coordinates of TatP-QDs to
identify the mechanism underlying the trajectory aggregation of TatP-QDs.

We used the spectral-embedding technique [35] to extract a low-dimensional manifold from a

set of trajectories: r!i tð Þ; i ¼ 1, ::, n. A graph-based method provided a useful discretized
approximation of the manifold [36] and enabled an efficient construction of the eigen-
decomposition. The first eigenvector we retrieved was trivial with the corresponding eigen-
value giving only the data density in a cluster. We then focused on the next two eigenvectors,
f2 and f3, which offered the most critical information on the interactions between TatP-QDs
and their cellular environments.

Figure 17 presents two trajectory aggregates of the TatP-QDs: one (left) is near a living cell, and
the other (right) is directly on top of the cell surface. All of the coordinates of the trajectory
aggregates are shown in gray. The location coordinates of the TatP-QDs associated with the left

Figure 17 Two trajectory clusters (gray) of TatP-QDs near a living HeLa cell (green) are presented on a manifold of

spectral-embedding eigenvectors (top inset). For each trajectory cluster, the V Rτ
2

� �h i
- Rτ tð Þ½ �2 coordinates of the trajec-

tory segments within 2% variance of the peak shown in Figure 18 are displayed in blue on the far side, red near the z ¼ 0
plane, and yellow for those closest to the cell membrane. This figure has been reproduced from ref. [17].
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limited image-taking speed of the camera used, we were only able to track TatP-QDs within a
short distance from the cell surface.

Without external interaction, these Tat-QD nanosensors were expected to traverse the extracellular
space through a random walk search, attach to the membrane, and then diffuse to find a suitable
entrance site. Figure 16a displays three trajectories of TatP-QDs, color-coded to indicate the
approaching times. The green surface depicts the cell surface rendered from the phase contrast
images taken by scanning the imaging focal plane at different z positions in the cell. The determi-
nation of the cell profile was limited by the diffraction effect of the objective lens used, yielding a
resolution of 200 nm in the lateral plane and 500 nm in the axial direction. As indicated in the top
inset, the initial approaching trajectories of some of the Tat-QDs resembled directed movement
under a force field, and the motion became more diffuse as the TatP-QDs come closer to the cell
surface. A longer observation period accumulated more approaching events and revealed the
trajectory aggregates at selected regions of the plasma membrane (Figure 16b).

The binding affinity of TatP for HSPGs was greater than that for anionic lipids by 2 to 3 orders of
magnitude. Given that the anionic HSPG chains on the plasma membrane [20, 69, 70] may be
favorable binding sites for cationic CPPs, we hypothesized that the trajectory aggregates were
caused by HS groups in the HSPG chains. To verify this hypothesis, we treated the cells with
HSase to cleave the HS groups from the HSPGs, which revealed considerably fewer and more
randomly positioned spots in the extracellular space. Thus, the observed trajectory aggregation
seems to be caused by the binding to HS groups on the membranes and suggests that HSPGs
play a critical role in redirecting the TatP entry process toward spatially restricted sites on the
plasma membrane.

Figure 16 (a) Three trajectories of TatP-QDs near a living HeLa cell (green) were color-coded to indicate their appearing
times. The green profile denotes the cellular surface rendered from optical sectioning phase contrast images; (b) when
duration was increased to acquire information on more approaching events, trajectory aggregates were observed at
selected regions on a native HeLa cell. This figure has been reproduced from ref. [17].
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4.5.2. Spectral-embedding analysis of trajectory aggregates of TatP-QDs

As TatP-QDs translocate across the plasma membrane of a living cell, the probing particles can
record the influences of the cellular environment on their trajectories. We considered the

trajectory r! tð Þ to be produced by a stochastic process with influences on the probing particle
by its local environment, which may have different realizations with the corresponding inter-

action potentials Ui r! � ξ
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; i ¼ 1, ::, n. Thus, the trajectory coordinates of the nanosensors

could implicitly record the configurations of the local environment. Recently, Wang and
Ferguson generated a reconstruction of single-molecule free-energy surfaces from time-series
data of a physical observable by using the generalized Takens Delay Embedding Theorem [34].
Here we focused on retrieving the eigenmodes of the trajectory coordinates of TatP-QDs to
identify the mechanism underlying the trajectory aggregation of TatP-QDs.

We used the spectral-embedding technique [35] to extract a low-dimensional manifold from a

set of trajectories: r!i tð Þ; i ¼ 1, ::, n. A graph-based method provided a useful discretized
approximation of the manifold [36] and enabled an efficient construction of the eigen-
decomposition. The first eigenvector we retrieved was trivial with the corresponding eigen-
value giving only the data density in a cluster. We then focused on the next two eigenvectors,
f2 and f3, which offered the most critical information on the interactions between TatP-QDs
and their cellular environments.

Figure 17 presents two trajectory aggregates of the TatP-QDs: one (left) is near a living cell, and
the other (right) is directly on top of the cell surface. All of the coordinates of the trajectory
aggregates are shown in gray. The location coordinates of the TatP-QDs associated with the left

Figure 17 Two trajectory clusters (gray) of TatP-QDs near a living HeLa cell (green) are presented on a manifold of

spectral-embedding eigenvectors (top inset). For each trajectory cluster, the V Rτ
2

� �h i
- Rτ tð Þ½ �2 coordinates of the trajec-

tory segments within 2% variance of the peak shown in Figure 18 are displayed in blue on the far side, red near the z ¼ 0
plane, and yellow for those closest to the cell membrane. This figure has been reproduced from ref. [17].
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cluster present a nearly circular distribution on the f2-f3 plane. The right cluster, however,
displays a V-shaped distribution. Our results indicate that the spectrally decomposed structure
of the trajectory aggregates provides the information on the interaction of the TatP-QDs with
their cellular environments.

4.5.3. Influence of actin framework on translocation of TatP-QDs

The findings of a recent study indicated that on attachment to a membrane surface, Tat
peptides can remodel the actin framework in an actin-encapsulated giant unilamellar vesicles
(GUV) [69]. However, it remains unclear whether such multiplexed membrane and cytoskele-
tal interactions can also occur in a living cell. The trajectories of nanoscale probing particles
may provide the answer. To extract relevant stochastic and geometrical structures from the
data and gain insights into the mechanism that generated the data, we generated the

V Rτ
2

� �
-Rτ

2 plots of the trajectories in Figure 18, which summarizes the single-particle diffu-

sion statistics from 23,382 TatP-QD trajectories.

A single peak at the coordinates (0.15, 0.21), which is well below the free diffusion limit of

V Rτ
2

� �
¼ 2, is shown in Figure 18a, suggesting that the TatP-QDs did not diffuse freely near a

native HeLa cell. The peak split into two and shifted downward to V Rτ
2

� �
¼ 0:06 for Cyto

D-treated cells (Figure 18b), indicating that TatP-QDs experience a stronger interaction with a
strained cellular membrane. This finding is understandable because, without the support of an
actin framework, the plasma membrane may develop a higher local curvature as a result of
TatP-QD attachment. In native cells, the effect of the interaction between Tat peptides and the
cell membrane may be counter balanced by that of the Tat and actin filaments, resulting in a

higher V Rτ
2

� �
.

Figure 18 2D contour plot of V Rτ
2

� �h i
- Rτ tð Þ½ �2 histogram for TatP-QDs moving in the neighborhood of (a) living HeLa

cell and (b) Cyto D-pretreated cell. This figure has been reproduced from ref. [17].
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We also analyzed each trajectory aggregate by selecting segments that fell within 2% variance

of the V Rτ
2

� �h i
- Rτ tð Þ½ �2 peak. Labeling the resulting V Rτ

2
� �h i

- Rτ tð Þ½ �2 coordinates on the

trajectories offered insight into the environmental influences on the TatP-QDs. For example in
the left trajectory cluster of Figure 17, these special points are shown in blue on the far side and
red near the z = 0 plane. The blue dots were uniformly distributed at the rim of the circle on the
f2-f3 plane, and the distribution of the red dots, which were close to the cell membrane,
appeared to be denser on the f2 > 0 side. In the trajectory aggregate directly on top of the cell,
the blue dots were located at the right leg (f2 > 0) and the red points dots were concentrated at
the left leg (f2 < 0) of a V-shaped distribution. Yellow dots, which represent trajectory seg-
ments closest to the cell membrane, aggregated at the tip of the V-shaped distribution,
suggesting the formation of hot spots of interaction on the cell membrane, which may be
supported by specifically oriented actin filaments.

4.5.4. Classification of TatP-QD trajectories

We also applied spectral embedding [17, 70] to classify 23,382 TatP-QD trajectories measured
on 30 cells. In Figure 19, the resulting circular or V-shaped distributions on the f2-f3 plane are
displayed in green. For classification, the norm of the residuals, defined as the sum of the
squared deviation from the circular distribution of free diffusion, was used as the metric. The

coordinates (blue) within 2% variance of the V Rτ
2

� �h i
- Rτ tð Þ½ �2 peak with the corresponding

contours were also included for comparison. As shown in Figure 20, the class of circular

Figure 19 Spectral embedding manifold plots (green in insets) of 23,382 trajectories of TatP-QDs measured on 30 living

HeLa cells (up row) and 5112 trajectories measured on Cyto D-treated cells (bottom row). The V Rτ
2

� �h i
- Rτ tð Þ½ �2

coordinates of the trajectory segments within 2% variance of the peaks shown in Figure 18 are displayed in blue, with
associated contour curves revealing the peak profiles. This figure has been reproduced from ref. [17].
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4.5.3. Influence of actin framework on translocation of TatP-QDs

The findings of a recent study indicated that on attachment to a membrane surface, Tat
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the left trajectory cluster of Figure 17, these special points are shown in blue on the far side and
red near the z = 0 plane. The blue dots were uniformly distributed at the rim of the circle on the
f2-f3 plane, and the distribution of the red dots, which were close to the cell membrane,
appeared to be denser on the f2 > 0 side. In the trajectory aggregate directly on top of the cell,
the blue dots were located at the right leg (f2 > 0) and the red points dots were concentrated at
the left leg (f2 < 0) of a V-shaped distribution. Yellow dots, which represent trajectory seg-
ments closest to the cell membrane, aggregated at the tip of the V-shaped distribution,
suggesting the formation of hot spots of interaction on the cell membrane, which may be
supported by specifically oriented actin filaments.

4.5.4. Classification of TatP-QD trajectories

We also applied spectral embedding [17, 70] to classify 23,382 TatP-QD trajectories measured
on 30 cells. In Figure 19, the resulting circular or V-shaped distributions on the f2-f3 plane are
displayed in green. For classification, the norm of the residuals, defined as the sum of the
squared deviation from the circular distribution of free diffusion, was used as the metric. The
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- Rτ tð Þ½ �2 peak with the corresponding

contours were also included for comparison. As shown in Figure 20, the class of circular

Figure 19 Spectral embedding manifold plots (green in insets) of 23,382 trajectories of TatP-QDs measured on 30 living

HeLa cells (up row) and 5112 trajectories measured on Cyto D-treated cells (bottom row). The V Rτ
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- Rτ tð Þ½ �2

coordinates of the trajectory segments within 2% variance of the peaks shown in Figure 18 are displayed in blue, with
associated contour curves revealing the peak profiles. This figure has been reproduced from ref. [17].
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distribution with a norm of the residuals of 0.91 � 0.34 contained about 66% of the data from
the native cells. The moderate (2 to 6) and highly anisotropic (>6) trajectory data occupied 31
and 3%, respectively. We acquired 5112 trajectories for the Cyto D-treated cells. The propor-
tions of the moderate and highly anisotropic trajectories decreased to 27 and 1%, respectively.
Treatment with Cyto D reduced the cellular uptake of the TatP-QDs to 25% of that of the native
cells, indicating that both the isotropic and moderate anisotropic classes played a minor role in
the initial cellular uptake. The trajectories belonging to the highly anisotropic class resulted in
75% uptake. These findings indicate the formation of funnel passages for the TatP-QDs due to
the combined effect of HS-binding and actin remodeling.

5. Conclusion

Probing the distribution and mobility of proteins in live cellular environments is crucial for
understanding cellular functions and regulatory mechanisms, which also serve as the basis for
developing therapeutic strategies. Factors that affect protein mobility are difficult to reconstitute
in vitro using purified constituents. Single-molecule imaging and tracking provide direct access
to probe the properties of molecular assemblies and the kinetics of the interaction in live cellular
environments. However, biological media are spatially inhomogeneous, which is poorly con-
veyed by measuring just a few, sparse single-molecule trajectories. Finding a way to efficiently
and reliably extract useful information from a large amount of trajectory data is an obstacle of
this technique.

Figure 20 Classification (center) of spectral embedding manifold plots (green in insets) of 23,382 trajectories of TatP-QDs

measured on 30 living HeLa cells. The V Rτ
2

� �h i
- Rτ tð Þ½ �2 coordinates of the trajectory segments within 2% variance of the

peaks shown in Figure 18 are displayed in blue, with associated contour curves revealing the peak profiles. This figure
has been reproduced from ref. [17].
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A biomolecule subjected to random influences can explore its possible outcomes and evolves to
yield a dispersion over its state space. The evolution may contain both contributions from
deterministic and stochastic forces. To provide high-quality statistics sampled by appropriate
probing biomolecules while preserving single-molecule sensitivity, we developed a 2D analysis

of single-molecule trajectories with V Rτ
2

� �
and Rτ

2 (normalized variance-vs-MSD). Here the

MSDs were used to quantify the diffusion of a protein in its cellular environment, and the
normalized variance discloses the nature of these interactions. Thus, the plot can be more
sensitive than MSD alone to reflect the diffusive dynamics of a protein in cellular environments.
We applied this 2D analysis technique to the dimerization processes of EGFRs in live cells under
varying cellular conditions. Based on this study, we found that unliganded species appear to
remain outside the cholesterol-enriched lipid domains. After ligand binding, EGFR molecules
may relocate to lipid raft domains. This experimental finding was verified using three cell lines
with a wide range of EGFR expression levels and membrane cholesterol concentrations,
suggesting that these results may represent a general behavior of unliganded and activated
receptors in live cells. Reigada et al. recently applied near-field scanning optical microscopy to
fixed monocytes and found that raftophilic proteins did not physically intermix at the nanoscale
with CTxB-GM1 nanodomains but converged within a characteristic distance [62]. Our result of
unliganded EGFR agrees with this finding but on live cells without CTxB tightening.

Selectively tagging EGFR species with semiconductor quantum dots allowed us to monitor the
correlated motions of unliganded and liganded species. Paired liganded receptors, which
diffused in proximity on the plasma membrane interacted with each other and caused the
receptors to move correlatively. The correlated motions can be caused by the correlated fluctu-
ations in the lipid environment, which occur when the two receptors are closely separated. The
correlated motion can be changed by manipulating either the distribution or total quantity of
the membrane cholesterol, suggesting that the membrane cholesterol plays a vital role in
mediating the interactions between the liganded receptors. Our quantitative 2D analysis
method can capture the dynamic receptor interactions at the single-molecule level, providing
details that are often obscured in other methods.

We further used the HIV-1 Tat peptide-conjugated QD as a nanosensor to illustrate the trans-
location dynamics of the Tat peptides in living cells. By using spectral-embedding analysis, we
extracted an intrinsic low-dimensional manifold, which was formed by the isotropic diffusion
and a fraction of the directed movement, from the measured trajectories. Our result suggest
that HSPGs play a significant role in redirecting the TatP-QD entry process toward spatially

restricted sites on the plasma membrane. We further applied 2D analysis of V Rτ
2

� �
-Rτ

2 to

determine the underlying cause of the trajectory aggregation. We found that the membrane
deformation induced by the Tat-peptide attachment increased with the disruption of the actin
framework, which resulted in higher interactions on the TatP-QDs. In native cells, the Tat
peptides could remodel the actin framework to reduce their interaction with the local mem-
brane environment.

Semiconductor quantum dots conjugated with appropriate peptides or antibodies are appealing
for probing cellular dynamic events in living cells. The nanosensors have the advantages of high
emission efficiency, wavelength tunability, and long-term stability, which have led to a variety of
applications in cellular sensing and imaging. Biomolecule-conjugated QD nanosensors are also
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distribution with a norm of the residuals of 0.91 � 0.34 contained about 66% of the data from
the native cells. The moderate (2 to 6) and highly anisotropic (>6) trajectory data occupied 31
and 3%, respectively. We acquired 5112 trajectories for the Cyto D-treated cells. The propor-
tions of the moderate and highly anisotropic trajectories decreased to 27 and 1%, respectively.
Treatment with Cyto D reduced the cellular uptake of the TatP-QDs to 25% of that of the native
cells, indicating that both the isotropic and moderate anisotropic classes played a minor role in
the initial cellular uptake. The trajectories belonging to the highly anisotropic class resulted in
75% uptake. These findings indicate the formation of funnel passages for the TatP-QDs due to
the combined effect of HS-binding and actin remodeling.

5. Conclusion

Probing the distribution and mobility of proteins in live cellular environments is crucial for
understanding cellular functions and regulatory mechanisms, which also serve as the basis for
developing therapeutic strategies. Factors that affect protein mobility are difficult to reconstitute
in vitro using purified constituents. Single-molecule imaging and tracking provide direct access
to probe the properties of molecular assemblies and the kinetics of the interaction in live cellular
environments. However, biological media are spatially inhomogeneous, which is poorly con-
veyed by measuring just a few, sparse single-molecule trajectories. Finding a way to efficiently
and reliably extract useful information from a large amount of trajectory data is an obstacle of
this technique.

Figure 20 Classification (center) of spectral embedding manifold plots (green in insets) of 23,382 trajectories of TatP-QDs

measured on 30 living HeLa cells. The V Rτ
2

� �h i
- Rτ tð Þ½ �2 coordinates of the trajectory segments within 2% variance of the

peaks shown in Figure 18 are displayed in blue, with associated contour curves revealing the peak profiles. This figure
has been reproduced from ref. [17].
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A biomolecule subjected to random influences can explore its possible outcomes and evolves to
yield a dispersion over its state space. The evolution may contain both contributions from
deterministic and stochastic forces. To provide high-quality statistics sampled by appropriate
probing biomolecules while preserving single-molecule sensitivity, we developed a 2D analysis

of single-molecule trajectories with V Rτ
2

� �
and Rτ

2 (normalized variance-vs-MSD). Here the

MSDs were used to quantify the diffusion of a protein in its cellular environment, and the
normalized variance discloses the nature of these interactions. Thus, the plot can be more
sensitive than MSD alone to reflect the diffusive dynamics of a protein in cellular environments.
We applied this 2D analysis technique to the dimerization processes of EGFRs in live cells under
varying cellular conditions. Based on this study, we found that unliganded species appear to
remain outside the cholesterol-enriched lipid domains. After ligand binding, EGFR molecules
may relocate to lipid raft domains. This experimental finding was verified using three cell lines
with a wide range of EGFR expression levels and membrane cholesterol concentrations,
suggesting that these results may represent a general behavior of unliganded and activated
receptors in live cells. Reigada et al. recently applied near-field scanning optical microscopy to
fixed monocytes and found that raftophilic proteins did not physically intermix at the nanoscale
with CTxB-GM1 nanodomains but converged within a characteristic distance [62]. Our result of
unliganded EGFR agrees with this finding but on live cells without CTxB tightening.

Selectively tagging EGFR species with semiconductor quantum dots allowed us to monitor the
correlated motions of unliganded and liganded species. Paired liganded receptors, which
diffused in proximity on the plasma membrane interacted with each other and caused the
receptors to move correlatively. The correlated motions can be caused by the correlated fluctu-
ations in the lipid environment, which occur when the two receptors are closely separated. The
correlated motion can be changed by manipulating either the distribution or total quantity of
the membrane cholesterol, suggesting that the membrane cholesterol plays a vital role in
mediating the interactions between the liganded receptors. Our quantitative 2D analysis
method can capture the dynamic receptor interactions at the single-molecule level, providing
details that are often obscured in other methods.

We further used the HIV-1 Tat peptide-conjugated QD as a nanosensor to illustrate the trans-
location dynamics of the Tat peptides in living cells. By using spectral-embedding analysis, we
extracted an intrinsic low-dimensional manifold, which was formed by the isotropic diffusion
and a fraction of the directed movement, from the measured trajectories. Our result suggest
that HSPGs play a significant role in redirecting the TatP-QD entry process toward spatially

restricted sites on the plasma membrane. We further applied 2D analysis of V Rτ
2

� �
-Rτ

2 to

determine the underlying cause of the trajectory aggregation. We found that the membrane
deformation induced by the Tat-peptide attachment increased with the disruption of the actin
framework, which resulted in higher interactions on the TatP-QDs. In native cells, the Tat
peptides could remodel the actin framework to reduce their interaction with the local mem-
brane environment.

Semiconductor quantum dots conjugated with appropriate peptides or antibodies are appealing
for probing cellular dynamic events in living cells. The nanosensors have the advantages of high
emission efficiency, wavelength tunability, and long-term stability, which have led to a variety of
applications in cellular sensing and imaging. Biomolecule-conjugated QD nanosensors are also

Biomolecule-Conjugated Quantum Dot Nanosensors as Probes for Cellular Dynamic Events in Living Cells
http://dx.doi.org/10.5772/intechopen.72858

125



useful for studying the interactions, stoichiometries, and conformational changes of proteins in
living cells, which provides an understanding of the mode of the interaction and free-energy
surfaces, and can reveal the stable states and dynamic pathways of biomolecules in live cells. The
application examples presented in this chapter clearly support the use of biomolecule-conjugated
QDs as probes for the cellular dynamics in living cells.
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Abstract

Semiconductor quantum dots (QDs) as a new class of fluorescent labels have become
valuable fluorescent platforms for biological applications due to their unique optical prop-
erties. In addition to their well-known size-dependent emission spectra, QDs are extremely
sensitive to the presence of additional charges either on their surfaces or in the surrounding
environment, which leads to a variety of optical properties and electronic consequences. By
using thiols as bridges between QDs and redox-active ligands, the fluorescence effects of
functionalized QD conjugates were investigated because QDs are prone to exchange
electrons or energy with the attached ligands upon excitation, resulting in their fluores-
cence change. The recovery/enhancement or quenching of the QD conjugate fluorescence
could be reversibly tuned with the transformation with the redox state of surface ligands.
Moreover, quenching of the QD emission is highly dependent on the relative position of
the oxidation levels of QDs and the redox-active ligand used. Importantly, the utility of
these systems could enhance the compatibility of functionalized QDs in biological systems
and can be used for monitoring the fluorescence change to trace in vitro and intracellular
target analyte sensing. We believe that redox-mediated quantum dots as fluorescence
probe are a significant step forward toward biosensing.

Keywords: quantum dots, redox-mediation, charge transfer, fluorescence, biosensor

1. Introduction

Semiconductor quantum dots (QDs) or nanocrystals with sizes smaller than the so-called Bohr
exciton radius (a few nanometers), resulting in an effect called quantum confinement due to
the appearance of discrete energy states in both the conduction and valence bands [1, 2].
Optoelectronics of colloidal QDs offer a compelling combination of solution processing and
fluorescence tunability through quantum size effects [3, 4]. They, however, are affected by a
variety of parameters including defects in the nanocrystal structure and the surface or with the
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surrounding medium [5]. QDs, in particular, have a large-area solution processing on their
surfaces and are always capped with functional ligands, which provide surface passivation
and promote compatibility with the surrounding medium [6, 7]. These ligands along with the
surrounding matrix alter the overall optical and electronic properties of QDs as a result of
efficient elimination of the surface native defects, often attributed to the saturation of dangling
bonds, improved passivation, and higher packing densities [8–10]. So far, the processibility of
colloidal QDs is also exploited in a diversity of applications by fine-tuning their surface ligand
characteristics of the semiconductor nanoparticles [11–14]. For example, a water-soluble sur-
face ligand is required for biological sensors [15], an electron conductive layer is important for
photoelectric devices [16], and a polymerizable surface is needed to make fluorescence poly-
mer composites [17]. Unlike most organic dyes, QDs are also highly sensitive to charge
transfer, thus altering their fluorescence properties [18, 19]. Notably, coupling redox-active
ligands to the QDs surface can promote transfer of external electrons (and holes) to QD [18, 19].
Due to an efficient Auger recombination, the presence of additional charges can lead to
quenching of the QD fluorescence [20]. The quenching degree of QD fluorescence depends on
the location of the added charge, with a complete quenching observed for charges existing in
the QD core, due to the strong spatial overlap between charge(s) and exciton, whereas partial
quenching is observed for charge(s) locating on the QD surface (due to weaker overlap with
the exciton) [19, 20]. When electron transfer between QDs and the molecules bound to their
surface occurs, the nanocrystal and its attached ligand molecule exist in highly reactive
charged forms long enough to interact with the surrounding environment. The redox-active
moiety-functionalized QDs may promote the transfer of external electrons and holes to either
the QDs core conduction band or the QDs surface states [21]. Therefore, controlling charge
transfer of redox-active surface ligands across functionalized QD conjugates has been
attracting increasing interests for advanced diagnostics and in vivo imaging as well as
ultrasensitive biosensing [22, 23]. Redox-active compounds including metal complexes, ions,
and dyes have already been investigated for use in photo-induced electron-transfer QD sensing.
Since the development of high-performance QDs and the advent of excellent coupling tech-
niques to modify them with biological systems [23–25], there has been a urgent need to exploit
the interactions of QDs with the redox-active ligand for sensing [26, 27]. A few preliminary
researches have reported the redox-active ligand-functionalized QDs and their use to monitor
specific biological events. Biofunctional QDs enjoy increasing interest in basic and applied
science because of the many possible applications of these structures to fields including proteo-
mics, microarray technology, and biosensors. It is expected that these redox-active ligand-
functionalized nanocrystal will be able to perform specific functions, such as biorecognition in
the context of an electrical measurement, better than either purely organic or inorganic systems.

2. Quinone/hydroquinone as redox-active surface ligands of QDs

Quinone/hydroquinone is ubiquitous in nature and constitutes an important class of naturally
occurring redox molecules [28]. It is well-known that quinone/hydroquinone fulfills a univer-
sal and possibly unique function in electron transfer and energy conserving system [29].
Especially, a number of quinones/hydroquinones have the critical biological functions involving
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brain activity and neurotransmission (i.e., dopamine), blood clotting (i.e., vitamin K), protein
post-translational modification (i.e., topaquinone), cellular signaling molecule metabolism (i.e.,
estrogens and catecholamines), and antioxidant metabolism (i.e., ubiquinone and tocopherol
congeners) [30–32]. Redox moiety was introduced into the surface ligands to achieve the
redox-switchable fluorescence properties that could be useful for signal multiplexing, since
QDs are highly sensitive to the electron-transfer processes. Recently, the research of function-
alized QDs fabrication of redox quinone/hydroquinone on the surface of nanocrystals enjoys
increasing interest and performs the specific functions, such as biosensing, ultrasensitive
detection, and biomimetic research.

3. Ubiquinone-quantum dot bioconjugates and their application

In particular, ubiquinones [coenzyme Q, (CoQ)] are composed of the redox-active ubiquinonyl
ring with a tail of isoprenoid units in different homolog forms occurring in nature, which are
the only lipid-soluble antioxidant and plays a very important role in the cell membrane
physiology [33]. CoQ acts as a mobile electron carrier in the energy-transducing membranes
of mitochondria, which can be reduced by NAD(P)H-dependent enzymes. The reduced form
CoQH2 is a potent radical scavenger and antioxidant that protects membranes and lipopro-
teins from peroxidations as a potent radical scavenger [34, 35]. The redox state can be deter-
mined not only by the extent of oxidation (oxidative stress), but also by that of reduction
(enzymatic reaction). As well-known, fluorescence enhancement/quenching in QDs can be
switched by electrochemically modulating electron transfer between attached molecules and
QDs (Figure 1) [36]. For this purpose, three CoQ disulfide derivatives ([CoQCnS]2) possessing
the basic ubiquinone structure of 2,3-dimethoxy-5-methyl-1,4-benzoquinone with different
mercaptoalkyl side chain lengths at the 6-position (n = 1, 5, and 10) (Figure 2, left). The
emission of functionalized QDs can be reversibly tuned in two directions, enhancement or

Figure 1. Schematic of fluorescence enhancement/quenching characteristics of CoQH2 and CoQ-functionalized CdTe/ZnS
QDs. Adapted with permission from [36]. Copyright 2011 Wiley-VCH Verlag GmbH & Co. KGaA.
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quenching, depending on the different redox state of substrates bound to the surface of the QDs
(Figure 2, right). Following photoexcitation of functionalized QD bioconjugates, the conductive
band electron of QDs is transported to the lowest unoccupied molecular orbital of the oxidized
ubiquinone acceptor and the electron is then went back to the valence band of QDs via
nonradiative pathways. Thus, ubiquinones play the surface trap states acting as nonradiative de-
excitation paths for photo-induced electron carriers, resulting in fluorescence quenching. It isworth
noting that reduced ubiquinol ligands on the surface of QDs yield an obvious fluorescence
enhancement. In this case, the photo-excited CoQH2-QD bioconjugates decay to the ground state
because the ubiquinols serve as poor electron donors. This switching results in recovering a high
fluorescence compared to bare QDs. Furthermore, the reduced ubiquinols provide an efficient
passivation of the surface trap states to overcome the potential surface defects, leading to a
significantly enhanced fluorescence in CoQH2-QD bioconjugates. According to energy band,
bandgap of surface-capping ligand ubiquinol is larger than that of CdSe/ZnS QDs and hole
trapping is also negligible. Upon photoexcitation, the resulting electrons and holes are confined in
the surface regions of the ubiquinol-functionalized QDs, thus increasing the fluorescence. In addi-
tion, the fluorescence efficiency and stability of CoQH2-QD bioconjugates against photo-oxidation
has shown significant improvement due to the antioxidation effect of ubiquinol. Therefore, there is
the remarkable fluorescence difference between CoQ and CoQH2-capped QDs. Notably, the cap-
ping layer of reduced ubiquinol ligands enhances the QDs’ fluorescence intensity significantly,
while a modification using the oxidized ubiquinone ligands presents efficient quenching on fluo-
rescence intensity of QDs under the identical conditions (Figure 2, right). We show fluorescence
quenching efficiency to be dependent on alkyl chain spacer length of surface ligands, as more
pronounced quenching was observed for C2 spacer-modified QDs. Surface-attached CdTe/ZnS
QDs exploiting coenzymeQderivatives CoQ andCoQH2 can be chemically attached to the surface
of the QDs in an effort to mimic the electron transfer in the part of mitochondrial respiratory chain.
Our system is extremely sensitive to NADH and superoxide radical (O2•�) species, and mimics a
biological electron-transfer system in the part of themitochondrial respiratory chain. In addition, in
situ fluorescence spectra-electrochemical results further validate that the reduced state of
ubiquinols significantly increase the fluorescence of QD bioconjugates, while the oxidized state of
the ubiquinones decrease the fluorescence at varying degrees.

Figure 2. (Left) Chemical structures of synthesized [CoQCnS]2, n = 1, 5, 10. (Right) Fluorescence spectra of functionalized
QDs. (a) CdTe/ZnS QDs, (b) [CoQH2CnS]2, and (c) [CoQCnS]2-functionalized CdTe/ZnS QDs. A: n = 1, B: n = 5, C: n = 10.
Adapted with permission from [36]. Copyright 2011 Wiley-VCH Verlag GmbH & Co. KGaA.
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To further enhance the compatibility of ubiquinone-QD bioconjugates in biological system, the
ligands Q2NS, Q5NS, and Q10NS were designed and synthesized by a facile click reaction
between ubiquinone with terminal alkynes and alkylazide-disulfides via copper(I) tris
(benzyltriazolylmethyl) amine catalyzed 1,2,3-triazole formation [37] (Figure 3a). In this sys-
tem, the quinoid moiety in the QnNS surface ligands was introduced to achieve the redox-
switchable fluorescence properties for signal multiplexing. The 1,2,3-triazole groups can
enhance the compatibility of QnNS-QDs in biological system because of the similarity with
histidine. Three alkyl spacers (C2, C5, C10) confer various electron-transfer abilities either the
core or the surface of QDs. As a final point, the disulfide group facilitates modification of QnNS
ligand to the surface of QDs. Using the QnNS-QD bioconjugates, enhancement or quenching of
the fluorescence of QD bioconjugates can also be switched by modulating the redox state of
surface-capping ubiquinone ligands (Figure 3b) [38].

Interestingly, the emission of QD bioconjugates was enhanced when the surface-attached
ubiquinone layer was reduced to ubiquinol in the presence of NADH and complex I in an
effort to mimic the initial stages of mitochondrial respiration. The fluorescence intensity of
ubiquinol-QDs was decreased gradually when the O2

•� was added. As the concentration of
O2

•� is higher, the luminescence of the QDs is quenched to a higher extent, consistent with
the formation of a higher coverage of the oxidized ubiquinone-modified QDs. Moreover,
these systems provide the general framework for the creation of probes to monitor the
reactive oxygen species in living cells according to their redox state, suggesting that this
principle can be generalized to many different biological systems and applications. To
demonstrate 1,2,3-triazole groups incorporated into the ubiquinone ligands can enhance the
compatibility of QD bioconjugates in biological systems, we investigated a time-dependent
fluorescence process using ubiquinone-assembled QDs with or without 1,2,3-triazole
groups. A significant increase in the incubation time was observed for the same enhance-
ment of fluorescence compared to the triazole-linked ubiquinone-QDs in the presence of
NADH and complex I (Figure 3). This is because that the triazole groups behave similarly
to histidine ligands and can be used to cap enzymes through proteins- or peptide-affinity
coordination of triazole residues, leading to the triazole ubiquinone ligands efficiently
improving binding affinity with complex I. The ubiquinone-QD bioconjugate system could
be used for monitoring in vitro and intracellular complex I levels by the fluorescence changes
of QD. Epidemiological researches show that the activity of complex I of Parkinson patients
is impaired. Therefore, this system can be employed as a potent fluorescence probe for early
stage Parkinson disease diagnosis and progression monitoring by observing complex I levels
in human neuroblastoma SH-SY5Y cells.

Another novel strategy that uses QDs functionalized with quinonyl ligands was developed
[39]. A novel biosensor based on “switch-on” photoluminogenic strategy employing of
quinonyl glycosides functionalized QDs for the ingenious and biospecific imaging of human
hepatoma Hep-G2 cells that express transmembrane glycoprotein receptors (Figure 4). The
closely coupled quinonyl glycoside ligands are envisioned to have dual functions: the qui-
none part acts as a quencher of QDs and the glycoside part as a ligand for targeting a specific
receptor. Moreover, self-assembly of quinonyl glycosides to QDs through a sulfide bond may
produce QD bioconjugates that expose the glycosides in a clustering manner, enhancing
their binding avidity with the target receptors. We observed that the quenched fluorescence
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Figure 3. Schematic of ubiquinone-CdSe/ZnS QDs as redox fluorescence biosensor for Parkinson’s disease diagnosis. (a)
ubiquinone-terminated disulphides (QnNS) synthesis and self-assembly of QnNS on to CdSe/ZnS QDs. (b) Conceptual
visualisation of QnNS-QDs as complex I sensor in vitro. Under oxidized state (QnNS), ubiquinone functions as a favorable
electron acceptor, this results in effective QDs’ fluorescence quenching. Addition of complex I to QnNS-QDs solution in
the presence of NADH, ubiquinone coupled electron transfer and proton translocation from NADH, producing reduced
ubiquinol (HQnNS) form on the surface of QDs to mimic the initial stages of the respiratory chain. Ubiquinol when in
close proximity to the QDs produces fluorescence enhancement. (c) Energetic diagram of the QDs bioconjugates and
possible electron transfer processes: electron transfer from the QDs CB to QnNS LUMO, followed by the back QDs VB.
HQnNS only weakly accepts/donates electrons or energy and the excited QDs can return radiatively to the ground state.
Under these conditions, the presence of HQnNS results in a significant fluorescence enhancement. (d) Fluorescence
spectra of ubiquinone/ubiquinol- functionalised CdSe/ZnS QDs. e, Cyclic voltammetry of QnNS-CdSe/ZnS QDs. (f)
Visualisation of QnNS-CdSe/ZnS QDs as an intracellular complex I sensor. The mitochondrial-specific neurotoxin, rote-
none, inhibits complex I and leads to Parkinson's-like pathogenesis. Parkinson’s disease is characterized by impaired
activity of complex I in the electron-transfer chain of mitochondria. Adapted with permission from [38]. Copyright 2013
Nature Publishing Group.
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of the functionalized QDs (by quinone) could be recovered by a lectin that selectively binds
to the quinonyl glycosides clustering the QDs, but showed insignificant fluctuations toward
a panel of nonselective lectins. We further determined that QDs coated with quinonyl
galactosides could optically image transmembrane glycoprotein receptors of a hepatoma cell
line in a target-specific manner (which they showed much weakened imaging ability toward
cells with a reduced receptor level). This unique system, by taking advantage of the effective
quenching ability of benzoquinone for QDs and natural ligand-receptor pairing on the cell
surface (that recovers the signal), paves the way for the development of highly specific and
low-background techniques for bioimaging of cancer cells as well as probing of unknown
cell-surface receptors.

Figure 4. Schematic diagram of quinonyl glycosides functionalized QDs as a novel “switch-on” fluorescence probe for
specific targeting and imaging transmembrane glycoprotein receptors of human hepatoma Hep-G2 cancer cells [Q-Glc:
quinonyl glucoside disulfide; Q-Gal: quinonyl galactoside disulfide; Q: quinonyl disulfide]. Adapted from [39]. Copyright
2014 American Chemical Society.
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4. Dopamine-functionalized quantum dots and their application

Dopamine (DA) is an essential neurotransmitter in central nervous system and facilitates
various functions in brain. DA-induced neurotoxicity has long been known to be triggered by
the oxidation of DA and may play a role in pathological processes associated with
neurodegeneration. Under oxidative stress, DA could readily oxidize to produce DA quinone
catalyzed by tyrosinase in the presence of O2 and contribute to the nucleophilic addition with
sulfhydryl groups on free cysteine (Cys), glutathione, or Cys residue contained in protein [40, 41].
The interaction between DA quinone and Cys residue yields the formation of 5-Cys-DA
in vitro and in vivo. As well-known, Cys residue is particularly critical for maintaining
dynamic redox balance of cell and physiological function, which is directly correlated with
the level of cellular stress. However, DA inactivation modification between Cys residue and
DA quinone may disturb mitochondrial function, scavenge the thiol protein, inhibit protein
function, and possibly lead to cell death [42]. Moreover, this modification decreases in the
endogenous level of Cys residues, which is often found at the active site of functional proteins.
Recent studies suggest that disturbance of Cys residue homeostasis may either lead to or result
from oxidative stress in cell, contributing to mitochondrial dysfunction occurs early, and acts
causally in neurodegenerative pathogenesis [43]. Therefore, it is of considerable significance to
investigate the nature of this interaction process in physiology and pathology.

Due to the superior optical and photophysical properties of QDs, biorecognition or biocatalytic
reactions have been followed by fluorescence resonance energy transfer or electron-transfer pro-
cesses stimulated by redox-active biomolecule-functionalizedQDs [44–50]. The DA-functionalized
QDs were prepared through the following steps: (1) 596-nm-emitting thiohydracrylic acid capped
CdTe/ZnS QDs and a redox-active DA thiol derivative (DAs) as surface-capping ligand were
designed and synthesized; (2) the ligand molecule DAs was self-assembled onto the surface of
QDs [51]. About 24 DAs molecules per QD were chosen as the optimal ratio from the spectra
according to the QDs self-assembled with increasing ratio of DAs. DAs quinone on the surface of
QD bioconjugates are generated in the enzymatic oxidation of DAs by tyrosinase/O2, resulting in
the fluorescence quenching (Figure 5). With adding a three-fold maximum tyrosinase/O2, the
fluorescence intensity of DAs-functionalized QDswas obviously quenched as expected. However,
evenmuchmore excess tyrosinase/O2 did not greatly affect the fluorescence of bare CdTe/ZnSQDs
(≤10% quenching). After DAs-QDs catalyzed by tyrosinase/O2, the resulting product DAs quinone
acting as an excellent electron acceptor is efficient for hole trapping of QDs and induces the
fluorescence quenching. Fluorescence intensity of DAs quinone-QD bioconjugates recovered grad-
ually upon addition of increasing amounts of Cys. Approximately 96% of the fluorescence was
recovered after addition ofCys. It isworth noting that the 5-Cys-DAs containing catecholmoietyon
the functionalizedQDssignificantly recovered fluorescence.Here, thephoto-excited-functionalized
QD bioconjugates decay radiatively to the ground state of QDs because the 5-Cys-DAs ligands
could function as poor electron acceptors. This in turn results in a fluorescence recovery due to the
transformation from DAs quinone to DAs on the surface of functionalized QDs, blocking the
electron transfer fromQDs to benzoquinone.Only the presence of Cys residues (Cys orGSH) could
induce rapid fluorescence recoveryof theDAsquinone-functionalizedQDs, confirming the specific
coupling of Cys and DAs quinone in this system. In this study, photophysical properties of QDs
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were used to monitor the redox process of DAs and the formation of 5-Cys-DAs bymimicking the
interaction process that DA oxidizes to form DA quinone, which binds covalently to nucleophilic
sulfhydryl groups on Cys residues. The enzymatic process catalyzes the transformation of ligand
structure between DA quinone and catechol, leading to the fluorescence change of functionalized
QD bioconjugates (Figure 5). Several lines of evidence suggest that disturbance of Cys residue

Figure 5. Schematic diagram of self-assembly and FL quenching/recovery characteristics of DAs-functionalized CdTe/
ZnS QDs; Inset: schematic of the oxidation of DA and the irreversible interaction between Cys residue and DA quinone.
Adapted from [51]. Copyright 2015 American Chemical Society.

Figure 6. Schematic representation of redox-mediated indirect fluorescence immunoassay for the detection of biomarkers
using DAs-functionalized CdSe/ZnS QDs. Adapted from [52]. Copyright 2016 American Chemical Society.
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homeostasis may either lead to or result from oxidative stress in cell. In all major examples of
neurodegenerative diseases, there is strong evidence that oxidative stress contribute to mitochon-
drial dysfunction occurs early and acts causally in disease pathogenesis. Thus, this specific fluores-
cence changes in our proposed system develop a powerful fluorescence sensor to follow the tracks
of the neurotransmittermodification.

Inspired by redox-mediated fluorescence strategy, a redox-mediated indirect fluorescence immu-
noassay was developed for detecting the disease biomarker α-fetoprotein in a model based on
DAs-immobilized CdSe/ZnS QDs (Figure 6) [52]. In this system, tyrosinase conjugated with the
detection antibody was used as a bridge linking the QD fluorescence signals with the concentra-
tion of target disease biomarkers; the tyrosinase could catalyze enzymatic oxidation of DA to
DA-quinone, resulting in fluorescence quenching in the presence of the analyte. Using this
method, the detection limit for AFP was as low as 10 pM. This work provides a new pathway
for the detection of disease biomarkers by RMFIA and has good potential for other applications.

5. Conclusion

By using redox-mediated fluorescence strategy, we demonstrated that coupling QDs with redox-
active surface ligand is capable of fluorescence detecting of target analytes with high specificity.
Ubiquinone-coupled QDs could be used for quantitative detection of ROS and target-specific
imaging of transmembrane receptors in living cells. Dopamine as an electron donor could
sensitize QDs through different mechanisms for monitoring dopaminergic neurotoxicity. More-
over, the improvement of QD-dopamine bioconjugates as biosensors was used for clinical diag-
nostic applications. Cumulatively, these results confirm a critical role for redox molecules, and
especially quinone, in charge-transfer interactions with QDs for biological application.
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homeostasis may either lead to or result from oxidative stress in cell. In all major examples of
neurodegenerative diseases, there is strong evidence that oxidative stress contribute to mitochon-
drial dysfunction occurs early and acts causally in disease pathogenesis. Thus, this specific fluores-
cence changes in our proposed system develop a powerful fluorescence sensor to follow the tracks
of the neurotransmittermodification.

Inspired by redox-mediated fluorescence strategy, a redox-mediated indirect fluorescence immu-
noassay was developed for detecting the disease biomarker α-fetoprotein in a model based on
DAs-immobilized CdSe/ZnS QDs (Figure 6) [52]. In this system, tyrosinase conjugated with the
detection antibody was used as a bridge linking the QD fluorescence signals with the concentra-
tion of target disease biomarkers; the tyrosinase could catalyze enzymatic oxidation of DA to
DA-quinone, resulting in fluorescence quenching in the presence of the analyte. Using this
method, the detection limit for AFP was as low as 10 pM. This work provides a new pathway
for the detection of disease biomarkers by RMFIA and has good potential for other applications.

5. Conclusion

By using redox-mediated fluorescence strategy, we demonstrated that coupling QDs with redox-
active surface ligand is capable of fluorescence detecting of target analytes with high specificity.
Ubiquinone-coupled QDs could be used for quantitative detection of ROS and target-specific
imaging of transmembrane receptors in living cells. Dopamine as an electron donor could
sensitize QDs through different mechanisms for monitoring dopaminergic neurotoxicity. More-
over, the improvement of QD-dopamine bioconjugates as biosensors was used for clinical diag-
nostic applications. Cumulatively, these results confirm a critical role for redox molecules, and
especially quinone, in charge-transfer interactions with QDs for biological application.
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1. Introduction

1.1. Photosynthetic biotechnologies for biomass and fuels

The term “bioenergy” is used to describe the conversion of materials of biological origin into 
fuels and also includes the use of living organisms to produce a material that is a fuel or fuel 
precursor. This chapter focuses on the use of photosynthetic microorganisms: bacteria, cya-
nobacteria, and algae. These all grow at the expense of sunlight, while at the same time fixing 
carbon dioxide from the atmosphere or dissolved in water (algae) or converting organic waste 
into biomass material (bacteria). Traditional photobiotechnologies have used algae which 
range from seaweeds to small unicellular organisms within the “kingdom” of eukaryotes 
which also includes all higher forms of life. The “kingdom” of prokaryotes represents a far 
simpler level of cellular organization and includes single-celled photosynthetic bacteria and 
also filamentous microorganisms called cyanobacteria (or “blue green algae”). This review 
will illustrate examples of all three types.

Photosynthesis is achieved via the use of specialized pigments called chlorophylls that trap 
light energy for conversion into chemical energy to drive microbial processes and growth. 
Algae and cyanobacteria contain “chlorophyll a,” while algae, like higher plants, also have 
a second chlorophyll, “chlorophyll b.” Photosynthetic bacteria have functionally equivalent 
pigments called bacteriochlorophylls, and also ancillary pigments involved in light trapping.

Photosynthetic microorganisms are united by the need to maximize solar irradiation onto 
their light trapping centers. Natural growth occurs in, for example, ponds but, focusing on 
maximizing productivity, biotechnology has developed various strategies using photobiore-
actors (PBRs) for process intensification. Typical strategies include various PBR formats for 
optimal growth and production at scale, molecular engineering of light trapping centers to 
improve light conversion and strategies to convert the unused portions of sunlight into addi-
tional light which forms the focus of this chapter. Examples will be presented as a proof of 
concept, highlighting some of the barriers towards implementation.

1.2. Examples of photosynthetic biotechnologies: three examples

By 2030, the global demand for transport fuel is likely to increase significantly, requiring the 
production of up to approximately 400–500 billion liters of biofuel per year [1, 2]. Biofuel 
production could rise to 165 billion liters by 2030, if the US, Canada, and Europe adopt a 
common E15 blending standard [3], but clearly there will be a shortfall. Biofuel production 
by photosynthetic microbes is an alternative to crop-based biofuels as fertile soil and a hos-
pitable climate are not required, and hence, biofuels could be produced using contaminated 
land, steeply sloping hillsides, deserts, urban areas, or rooftops. Therefore, unlike crop-based 
biofuels, microbial biofuels would not necessarily impact upon agricultural food production.

The microscopic alga Botryococcus braunii is potentially valuable as it secretes long-chain 
(C20–40) hydrocarbons which can be processed into “drop-in” liquid fuels [1, 4]. As an alterna-
tive approach, algae have been grown as a source of biomass for production of another form 
of bio-oil. Thermochemical treatment (pyrolysis) produces oil, which is akin to fossil oils 
when suitably processed via upgrading and refinery processes [5].
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Cyanobacteria (historically misnamed “blue-green algae”) are functionally similar to algae 
but distinct in many ways. The filamentous cyanobacterium Arthrospira (”spirulina”) platensis 
is grown as a high-value food supplement and also (under less stringent production stan-
dards) as animal feed due to its high content of protein and other nutrients [6, 7]. Spirulina 
production is highly practical, as the alkaline medium it prefers suppresses contaminants 
that can impact on algae production. Notably, too, it can utilize soluble bicarbonate ion which 
forms in alkaline solution, following the dissolving of gaseous CO2.

The anoxygenic photosynthetic “purple nonsulfur bacteria” (e.g., Rhodobacter sphaeroides) 
offer potentially both fuels and chemicals, producing C4-C5 polyhydroxyalkanoates (bioplas-
tic precursors; 50–80% w/w) [8] and high-purity hydrogen gas (typically 90% v/v) as part of 
an integrated biohydrogen refinery, which could exceed the delivered energy densities of 
mainstream renewable energy systems, such as photovoltaic cells and on-shore wind turbines 
[9, 10]. Unlike cyanobacteria and higher algae, R sphaeroides utilizes organic acids which are 
almost ubiquitously produced as by-products from various fermentations and wastewater 
treatment processes.

Lacking complex structures, microbes can achieve much higher productivity than crop plants. 
The efficiencies of light conversion to fuel are 0.4–0.8% for algal oil and ~1–5% for purple bac-
terial H2 [11], whereas for higher plants, the value is at most 0.16% and normally much less 
[12]. Significantly higher photosynthetic productivities are needed to make significant prog-
ress toward supplanting fossil fuels. As well as improving the microorganism, the “value” of 
sunlight and its delivery can also be improved, which forms the focus of this chapter.

2. Overview of photobiotechnologies

Bacterial photobiotechnologies are not yet developed at scale, and in some cases, as for the bio-
hydrogen process noted above, the photobioreactor design can be complex due to the need to 
exclude air. In contrast, algal biotechnology is relatively well developed [13], even though predict-
able algal culture at industrial scales (105–106 l), for extended periods, remains problematic [14].

Although the basic requirements for algal culture are simple—water, dilute inorganic nutrients 
(nitrate, phosphate and trace elements), CO2, and light—a number of physical and biological 
factors limit the basic engineering designs of algal culture platforms which, as a consequence, 
have changed little in the last 50 years. These limiting factors include mainly light attenuation 
in water (notably of the photosynthetic, red wavelengths) due to absorbance and scattering, 
CO2 dissolution, water temperature, and, often overlooked, the fact that algal cultures typi-
cally comprise unicellular organisms that are fundamentally “selfish” and are in a permanent 
competition with all other individuals in the culture [15]. This latter point means that algae are 
superbly adapted to acquiring more photons than are actually required for their photosyn-
thetic processes and dissipate the surplus as nonphotosynthetic radiation. In algal cultures, 
illumination typically follows the Beer-Lambert law, with light intensity decreasing exponen-
tially depending on the biomass concentration [16]. Consequently, in static cultures, cells at 
the surface of the photic zone experience high intensities of light and temperature, while the 
majority of the culture is in complete darkness [17–19], the consequence of which is that static 
cultures rapidly become light limited, and overall growth slows or reaches a plateau.
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common E15 blending standard [3], but clearly there will be a shortfall. Biofuel production 
by photosynthetic microbes is an alternative to crop-based biofuels as fertile soil and a hos-
pitable climate are not required, and hence, biofuels could be produced using contaminated 
land, steeply sloping hillsides, deserts, urban areas, or rooftops. Therefore, unlike crop-based 
biofuels, microbial biofuels would not necessarily impact upon agricultural food production.

The microscopic alga Botryococcus braunii is potentially valuable as it secretes long-chain 
(C20–40) hydrocarbons which can be processed into “drop-in” liquid fuels [1, 4]. As an alterna-
tive approach, algae have been grown as a source of biomass for production of another form 
of bio-oil. Thermochemical treatment (pyrolysis) produces oil, which is akin to fossil oils 
when suitably processed via upgrading and refinery processes [5].
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Engineering solutions to these problems typically include: constructing short light paths 
within the culture system or using high-intensity illumination; mixing cultures using pumps, 
impellers, paddle-wheels, or bubbles to maintain an overall average illumination experienced 
by all cells in the culture; controlling temperature; and increasing the concentration of dis-
solved CO2. Fundamentally, engineering algal culture systems is a complex problem [20], 
involving multiple possibilities, and compromises that must be aligned with the final applica-
tion, as any solution invariably has a cost that will be reflected in that of the product.

Algal culture platforms are conventionally divided into two categories, open or closed sys-
tems, each of which has different advantages, uses, and productivities.

Open algal cultures (Figure 1a and b) are typically shallow ponds, or “raceways”, in which 
mixing is performed by direct displacement of the liquid using impellers or paddle wheels or 
by bubbles in airlift systems [14]. Raceways are designed to provide predictable, circulatory 
patterns (Figure 1c), enabling a more or less homogenous distribution of nutrients and access 
to light for all individual algal cells [22]. Although photosynthetically active radiation may not 
penetrate dense cultures, a combination of shallow ponds (20–50 cm deep) and mixing allows 
the algae sufficient time in the photic zone to grow (Figure 1d). The larger the installation, the 
more energy is required for mixing, increasing hydrodynamic shear, and the possibility of local-
ized “dead-zones,” where mixing is sub-optimal, and resulting in sub-optimal productivities 
[23]. Moreover, open ponds require large expanses of flat land which, in certain locations, is 
sought after for other, more lucrative uses, thereby increasing the capital cost of the installation. 
The addition of CO2 to open systems is also problematic. Finally, open ponds carry the possibil-
ity of culture contamination by undesirable organisms such as other algal species or algal preda-
tors. While some applications, notably bioremediation, might benefit from a diverse population 
of different algal species with regard to resilience, stability, and performance [24–26], when the 
culture of a single algal species is preferred in an open setting, a limited number of extremo-
philes and rapidly growing algal species are used to minimize contamination [27].

Closed systems (also termed “photobioreactors” or PBRs), in which there is no direct exchange 
of culture media, gases, and potential contaminants with the environment, offer a number of 
advantages for algal culture, including better control over culture conditions (light intensity, 
temperature, pH, oxygen concentration, and CO2), higher levels of reproducibility, higher 
biomass productivity, a lower risk of contamination, enabling culture of a wider variety of 
species, and, because they are contained, the use of genetically modified algal strains. Several 
types of PBRs have been devised [28, 29] (Figure 2) that can be located either outdoors or, for 
more accurate temperature control, in greenhouses or in artificially lit chambers. Apart from 
shaken flasks in an illuminated incubator, the simplest PBR design is a hanging, translucent, 
or transparent plastic bag or vertical, transparent tube, in which algal cultures are mixed by 
gas sparging (“bubble columns” or “airlift columns”). Such PBRs have a high surface area to 
volume ratio suitable for light transmission and satisfactory heat and mass transfer, providing 
a homogenous culture environment and efficient release of gases. Other advantages include 
low shear; the lack of moving parts makes bubble columns relatively inexpensive and easy 
to maintain. Alternatively, algal and media mixing may be achieved by an impeller (so-called 
“stir-tank” reactors; conceptually similar to an illuminated bacterial fermenter); here, the 
effectiveness of mixing depends upon the design of the impeller blades, the speed of  rotation, 
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and the depth of liquid. Vertical or horizontal tubular reactors in which media and algae are 
pumped from a main sump through the structure (“biofence”) provide a scale-up capacity to 
several hundred liters. Shorter light paths are achieved using flat-panel reactor designs.

Illuminating plants with light emitting diodes (LEDs) leads to higher biomass productivity 
per unit of irradiance [30]. LEDs have several advantages over conventional, incandescent, 
or fluorescent lights, including small size, durability, long lifetime, cool-emitting tempera-
ture, and the option to select specific wavelengths, notably in the photosynthetic red and blue 
wavelengths [31, 32].

Despite the concomitant reduction in energy use from LEDs compared to other forms of illu-
mination, and the effectiveness of different PBRs at laboratory scale, the mass production of 

Figure 1. Open algal culture systems. Open-pond systems used for (a) small-scale (≈1000 l) and (b) commercial scale 
(>100,000 l) algal culture (image courtesy of the South Australian Research Institute (SARDI)), where the medium 
is displaced by paddle-wheels that are easy to service and cause low hydrodynamic shear. Panel (c) shows a model 
raceway (200 × 50 and 20 cm water depth) in which currents are driven by impellers. Computational fluid dynamic (CFD) 
modeling of this system topography (panel c, right) shows the distribution and strength of currents, with regions of low 
water movement in cold colors and faster water movement represented by warmer colors. The CFD was performed by 
Robert Rouse and Gavin Tabor (University of Exeter Department of Engineering) using empirical data. The graph in (d) 
shows the growth of a Botryococcus braunii culture (closed squares representing the mean of 3 replicates) in a 20 cm deep 
raceway and the reduction in photosynthetically active radiation (PAR; open circles representing the mean of readings 
from 4 sensors placed under the tank and 49 cm intervals) at the bottom of the pond, as the culture grows. Note that 
after approximately 15 days, PAR is only 10% of the starting level but, due to mixing, the culture continues to grow for 
a further fortnight. Bars represent the standard error of the mean.
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microalgae in closed systems remains expensive in terms of construction costs, materials, and 
energy. Moreover, up-scaling is problematic, as most PBR designs suffer from a number of 
limiting factors, including poor gas exchange, difficulties in nutrient delivery, heat balance, 
and, in locations where seasons are marked, available light [33, 34].

3. Process intensification: Limitations of light availability

The problems of light delivery to a photobioreactor are 2-fold. In equatorial regions, the pho-
toperiod (day length) and seasonality are reasonably constant. However, at higher and lower 
latitudes, the day length and incident light are seasonally variable, and hence, for a propor-
tion of the year, a PBR cannot operate during significant periods of darkness or is impaired 
by low light intensity. A pilot scale tubular photobioreactor using R. sphaeroides to produce 
hydrogen (Figure 3a) was programmed to operate at UK latitude (~55°N) at equinox and 
maintained on that diurnal cycle for 3 months, with the light intensity varied day to day. 
Saturation occurred at ~400 W/m2 (Figure 3c). Figure 3d shows that in spring and autumn, a 

Figure 2. Examples of closed algal culture systems. (a) Flasks containing 100 ml of algal culture in a shaking, lighted 
incubator with CO2-enriched atmosphere. (b) Polyethylene bag containing 100 ml of algal culture, located in a 
greenhouse with natural and complementary artificial lighting. Mixing is achieved by an air-stone (aquarium) bubbler. 
(c) Translucent polyethylene, conical bucket for airlift culture, containing 100 l for media. Air is provided by a simple 
tube at the bottom of the vessel. The conical shape and tap towards the bottom of the container enable simple harvest of 
the algal suspension. Photograph courtesy of Dr. Mike Allen, Plymouth Marine Laboratory. (d) Airlift column photo-
bioreactor (perspex; 2 m in length; 10 cm in diameter), containing 10 l of culture and lit by a combination of white, 
blue and red LED’s optimized for algal growth. An air inlet at the base of the column provides mixing. (e) Stirred 
photo-bioreactor with white LED light jacket, containing 2 l of algal culture. (f) Horizontal, tubular photo-bioreactor 
(or “biofence”) containing 600 l of Phaeodactylum culture, located at Swansea University (Wales, UK). The culture is 
pumped through the transparent tubes from a sump enabling control of media composition and temperature. (g) Flat-
panel photobioreactor containing 100 ml of algal culture. The light path is 5 mm and the algae are pumped through the 
reactor from a sump.
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PBR will not reach light saturation, while in winter, the productivity would reach only ~33% 
of its potential maximum at midday (Figure 3c, d). Saturation would only be reached in mid-
summer (Figure 3d); hence, an increase in light intensity of up to 4-fold would be required for 
maximum productivity.

To attempt to overcome the limitation, the culture biomass intensity/ml can be increased, but this 
results in significant “self-shading”. In illustration, using the spring/autumn illumination profile 
(Figure 3c) of the biohydrogen PBR using low, intermediate and high density cultures gave a 
hydrogen yield of 11.5, 7.0, and 3.5 ml/min, respectively, i.e., simply introducing more bacteria is 

Figure 3. Performance of a programmable photobioreactor. The PBR was operated over 3 months of continuous diurnal 
operation set to spring and autumn equinox (12 hour days/nights plus dawn/dusk periods). The light intensity was 
varied from day to day (at random) and parallel rooftop tests confirmed the pilot scale data. A. PBR tubular construction 
and orange-pigmented R. sphaeroides. B. Scale model of full scale PBR constructed on the basis of the pilot data C: 
Determination of light saturation in terms of biohydrogen productivity. D: Light intensity (W/m2) as typical UK profiles.
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counterproductive, and this also increases the running costs with respect to both the make-up feed 
(trace nutrients) and the final biomass for waste disposal, if the biomass is not used for biofuel.

The second limitation is that the solar spectrum is very wide, yet the wavelengths captured by 
photosynthetic pigments are quite conservative (Figure 4), with algal/cyanobacterial chloro-
phyll utilizing visible wavelengths, while bacteriochlorophyll utilizes light in the visible/near 
infrared (NIR) region.

A novel study used a beam splitting approach to supply an algal and a bacterial system 
(similar to that shown in Figures 5 and 6, without quantum dots), taking advantage of their 
respective preferred wavelengths and giving the potential to operate two parallel PBRs. This 
enhanced the microbial productivity per incident photon [35], an approach that could be use-
ful in, for example, biohydrogen production, where bacteria and algae both make bio-H2 but 
by using different pathways [36]. Hence, it may be possible to produce bio-H2 by bacterial and 
algal reactors side by side, with the additional advantage of providing a “sink” for bacterially 
produced CO2 into algal biomass.

Figure 4. Action spectra and identification of targets for spectral enrichment. Generic action spectra were adapted from 
[35]. Note that action spectra differ substantially from whole-cell absorption spectra, which show strong wavelength-
nonspecific attenuation due to the scattering effect of cells. Above this, small peaks associated with the absorption maxima 
of chlorophylls can usually be detected. The emission of the desired quantum dots is shown by the dotted line; ideally 
the emission peak should be narrow and overlap with the absorption maxima of the algal and bacterial chlorophylls.
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However, in practice, other than to make a common product in an integrated process, it may 
be impractical to co-locate both types of PBR due to other requirements; for example, organic 
acid feedstock for bacterial hydrogen production can be supplied by urban wastewater treat-
ment plants [37], whereas algal biotechnologies typically require a large land area which can 
be waste or nonarable land. Hence, a generic method is required to “upgrade” solar light 
by converting unused wavelengths into used wavelengths for a particular process, thereby 
increasing the usable light and productivity without increasing biomass density and “self-
shading”. This forms a goal for photobiotechnology process intensification.

Figure 5. Boosting photosynthetic activity of Rhodobacter sphaeroides. Qdot’792 (to 20 nm) was encapsulated in 2% 
alginate beads (diam. 2.6 ±0.04 mm). Beads were prepared by mixing QD or blank (50 mM sodium borate buffer, pH 9.0) 
with 2% sodium alginate and dropping into 100 mM CaCl2 through an 18G needle. After curing (60 min), the beads were 
washed with deionized water and used immediately. Concentrated cell suspension was diluted to 0.547 gdry weight/l 
with fresh butyrate medium [35]. Vials (4 ml bacterial suspension, 3 ml beads containing Qdot’792 and ~5 ml headspace) 
were sealed with gastight stoppers and purged with argon (30 min in darkness) and incubated (30°C, 3d, 10.0W/m2 
simulated sunlight). H2 formation was measured as described previously [35]. Each vial contained 0.056 nmol Qdot’792 
distributed over an illuminated surface of 3.14 cm2. Optical dividers prevented optical interactions between vials and 
ambient light was excluded by covering the assembly with black cloth.

Figure 6. Boosting photosynthetic activity of Arthrospira (“spirulina”) platensis. Growth was as in [35]. Inocula for 
photonic enhancement experiments were taken 2 days after subculturing (to ensure active growth) and diluted with 
fresh medium to an OD 660 of 0.364.4 ml was transferred into each vial. Cultures were illuminated by a close-match 
solar simulator undergrowth-limiting irradiance (10W/m2) (supplementary material in [35]. Photosynthetic action 
was inferred from growth measured after 22 h [35]. To isolate optical effects, QDs were isolated in a glass insert, each 
containing 1 ml of Qdot’652 in 100 mM Na2SO3 with controls of QD-free Na2SO3. The inserts aligned with 10 mm 
openings in an opaque sheet to allow illumination from beneath with artificial sunlight. Ambient light was excluded by 
covering the assembly with black velvet and opaque barriers were placed around each mini-reactor. The temperature 
was controlled by circulating water at 30°C.
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counterproductive, and this also increases the running costs with respect to both the make-up feed 
(trace nutrients) and the final biomass for waste disposal, if the biomass is not used for biofuel.
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photosynthetic pigments are quite conservative (Figure 4), with algal/cyanobacterial chloro-
phyll utilizing visible wavelengths, while bacteriochlorophyll utilizes light in the visible/near 
infrared (NIR) region.

A novel study used a beam splitting approach to supply an algal and a bacterial system 
(similar to that shown in Figures 5 and 6, without quantum dots), taking advantage of their 
respective preferred wavelengths and giving the potential to operate two parallel PBRs. This 
enhanced the microbial productivity per incident photon [35], an approach that could be use-
ful in, for example, biohydrogen production, where bacteria and algae both make bio-H2 but 
by using different pathways [36]. Hence, it may be possible to produce bio-H2 by bacterial and 
algal reactors side by side, with the additional advantage of providing a “sink” for bacterially 
produced CO2 into algal biomass.

Figure 4. Action spectra and identification of targets for spectral enrichment. Generic action spectra were adapted from 
[35]. Note that action spectra differ substantially from whole-cell absorption spectra, which show strong wavelength-
nonspecific attenuation due to the scattering effect of cells. Above this, small peaks associated with the absorption maxima 
of chlorophylls can usually be detected. The emission of the desired quantum dots is shown by the dotted line; ideally 
the emission peak should be narrow and overlap with the absorption maxima of the algal and bacterial chlorophylls.
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However, in practice, other than to make a common product in an integrated process, it may 
be impractical to co-locate both types of PBR due to other requirements; for example, organic 
acid feedstock for bacterial hydrogen production can be supplied by urban wastewater treat-
ment plants [37], whereas algal biotechnologies typically require a large land area which can 
be waste or nonarable land. Hence, a generic method is required to “upgrade” solar light 
by converting unused wavelengths into used wavelengths for a particular process, thereby 
increasing the usable light and productivity without increasing biomass density and “self-
shading”. This forms a goal for photobiotechnology process intensification.

Figure 5. Boosting photosynthetic activity of Rhodobacter sphaeroides. Qdot’792 (to 20 nm) was encapsulated in 2% 
alginate beads (diam. 2.6 ±0.04 mm). Beads were prepared by mixing QD or blank (50 mM sodium borate buffer, pH 9.0) 
with 2% sodium alginate and dropping into 100 mM CaCl2 through an 18G needle. After curing (60 min), the beads were 
washed with deionized water and used immediately. Concentrated cell suspension was diluted to 0.547 gdry weight/l 
with fresh butyrate medium [35]. Vials (4 ml bacterial suspension, 3 ml beads containing Qdot’792 and ~5 ml headspace) 
were sealed with gastight stoppers and purged with argon (30 min in darkness) and incubated (30°C, 3d, 10.0W/m2 
simulated sunlight). H2 formation was measured as described previously [35]. Each vial contained 0.056 nmol Qdot’792 
distributed over an illuminated surface of 3.14 cm2. Optical dividers prevented optical interactions between vials and 
ambient light was excluded by covering the assembly with black cloth.

Figure 6. Boosting photosynthetic activity of Arthrospira (“spirulina”) platensis. Growth was as in [35]. Inocula for 
photonic enhancement experiments were taken 2 days after subculturing (to ensure active growth) and diluted with 
fresh medium to an OD 660 of 0.364.4 ml was transferred into each vial. Cultures were illuminated by a close-match 
solar simulator undergrowth-limiting irradiance (10W/m2) (supplementary material in [35]. Photosynthetic action 
was inferred from growth measured after 22 h [35]. To isolate optical effects, QDs were isolated in a glass insert, each 
containing 1 ml of Qdot’652 in 100 mM Na2SO3 with controls of QD-free Na2SO3. The inserts aligned with 10 mm 
openings in an opaque sheet to allow illumination from beneath with artificial sunlight. Ambient light was excluded by 
covering the assembly with black velvet and opaque barriers were placed around each mini-reactor. The temperature 
was controlled by circulating water at 30°C.
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The wavelength dependence of photosynthesis by purple bacteria and microalgae has been 
known since the early twentieth century and confirmed many times in different species. As 
shown in Figure 4, green algae/cyanobacteria/higher plants show the greatest activity with 
red light, whereas purple bacteria are most active under near-infrared (NIR) [38–42]. The 
effect is so powerful that these organisms have developed an apparent “phototaxis” response, 
accumulating in the optically optimal part of a natural water column [38]. This ability is very 
important because red light is absorbed strongly by water, and hence, the availability of use-
ful light drops markedly with depth. Blue light has a far greater penetration (see later).

The action spectra of photosynthetic microorganisms have been extensively surveyed. Green 
microorganisms (and plant chloroplasts) conform to a generic action spectrum, while pur-
ple bacteria conform to a distinctly different generic action spectrum (see [35] and Figure 4) 
attributable to the different chlorophylls evolved in the taxanomic groups.

4. Quantum dots as a potential means of “upgrading” light

One method of “upgrading” “waste” light of a particular wavelength is to use the light-emit-
ting properties of quantum dots (QDs). QDs are single crystals of uniform size and shape of 
~2–10 nm diameter and usually comprising pairs of semiconductors (e.g., CdSe, PbSe). QDs 
are replacing fluor dyes in cell biology due to their high brightness and photostability [43]. 
The properties and potential applications of QDs are described elsewhere in this volume, and 
indeed, QDs are commercially available in appropriate delivery systems for boosting horti-
culture and small-scale crop production [44] but have yet to find application in large-scale 
photobioreactor systems. However, for bioenergy applications and bulk-scale animal feed 
production, large scale constructions would be required (e.g., see Figure 3b and Table 1). 
Hence, a feasibility study was undertaken using the three microorganisms described above 
to indicate whether photosynthetic boosting via QDs is feasible for algal and bacterial growth 
systems. The use of LEDs to supply additional lighting at the optimal wavelengths is well-
established technology [44, 45], and it is assumed to be intrinsically scalable, although a full 
cost-benefit analysis is required for applications in biofuels production.

4.1. Boosting of three photosystems using quantum dots

The concept of photonic enhancement is to increase the proportion of the solar spectrum that 
corresponds to the major peak(s) of the organismal action spectrum (Figure 4), at the expense 
of other irradiance at less active wavelengths. The part of the spectrum to be intensified is 
referred to as the target band. Figure 4 (top panel) shows the boundaries of the target band 
corresponding to the half maximum of the major peak in the organismal action spectrum. 
Using generic action spectra derived previously [43], the target bands of 640–690 nm and 
790–940 nm were determined for algae/cyanobacteria and purple bacteria, respectively. These 
bands account for 25 and 67% of the total action, respectively.

The study used test quantum dots purchased from Invitrogen: Qdot’792 (ITK carboxyl, no Q21371, 
lot 834,674; quantum yield (QY) 72%; full width height maximum (FWHM): 82 nm) and QD’652 
(ITK carboxyl, no. Q21321MP, lot 891,174; QY 78%; FWHM 26 nm) for cultures of R. sphaeroides 
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and the cyanobacterium/green alga spirulina and B. braunii, respectively. The loading densities in 
the tests were 0.0178 (R. sphaeroides), 0.0792 (spirulina), and 0.050 (B.braunii) nmol/cm2.

4.2. Experimental test systems

4.2.1. Rhodobacter sphaeroides for biohydrogen production

R. sphaeroides was used in a test system of mounted vials as shown in Figure 5, using simu-
lated sunlight.

4.2.2. Spirulina for biomass production

Arthrospira platensis (spirulina) was used in a test system (Figure 6) using a close-match solar 
simulator (supplementary material in Redwood et al. [35]).

4.2.3. B. braunii: A single-celled alga for bio-oil production

B. braunii was cultured routinely in shake flask cultures. Q dot‘652 was added directly into 
small 25 ml cultures to 10 nm. Cultures were shaken in a temperature-controlled greenhouse 
(average solar photon flux was 11 μmol/m2/s). Photosynthetic action was inferred from 
growth at 21 days as estimated by OD600.

4.3. Photosynthetic enhancement using commercial quantum dots

The first test, using R. sphaeroides to produce H2, showed a photonic enhancement of ~10% (Table 2;  
Figure 8c). This was a close fit to the increase predicted by the known QD  quantum  efficiency 

PBR type Dimensions; vol, m3 Algae production 
kg dry solids/yr

Microalgae cost price 
(€/kg dry solids)

Ratio electricity*/variable 
cost# (%)

Open pond 1000 m2; 0.03 m  
water depth; 300 m3

1538 36 35

Tubular 1000 m2; 0.06 m tube 
diam.; 45 m3

3076 18 50

Flat panel 1000 m2; 0.03 m plate 
spacing; 60 m3

5127 12.50 68

Solar LEDs/flat panel* 1000 m2; 0.03 m plate 
spacing: 60 m3

12,818* ~ 4.20* ~30*

*Electricity is taken from the grid (@ €0.107/kWh) and includes “parasitic energy” consumption (pumps for culture and 
water heating/cooling circulation, centrifuge and blower for the flue gas supplying CO2).
#Projection via use of solar cells, efficient battery technology and LED supplementary illumination. Calculations by 
R.L. Orozco (unpublished work).
#variable cost includes cost of water use, electricity (parasitic energy), labor, fertilizers (N & P) and waste water. V: 
culture volume.

Table 1. A comparative study [21] on algal (Chlorella vulgaris) cultivation technologies which include open pond 
and closed photobioreactors (PBRs: Tubular and flat panels) and economics of algal biomass production. The high 
productivities of flat panels compared to the other systems are reflected in the lower cost price.

Enhancement of Photosynthetic Productivity by Quantum Dots Application
http://dx.doi.org/10.5772/intechopen.74032

157



The wavelength dependence of photosynthesis by purple bacteria and microalgae has been 
known since the early twentieth century and confirmed many times in different species. As 
shown in Figure 4, green algae/cyanobacteria/higher plants show the greatest activity with 
red light, whereas purple bacteria are most active under near-infrared (NIR) [38–42]. The 
effect is so powerful that these organisms have developed an apparent “phototaxis” response, 
accumulating in the optically optimal part of a natural water column [38]. This ability is very 
important because red light is absorbed strongly by water, and hence, the availability of use-
ful light drops markedly with depth. Blue light has a far greater penetration (see later).

The action spectra of photosynthetic microorganisms have been extensively surveyed. Green 
microorganisms (and plant chloroplasts) conform to a generic action spectrum, while pur-
ple bacteria conform to a distinctly different generic action spectrum (see [35] and Figure 4) 
attributable to the different chlorophylls evolved in the taxanomic groups.

4. Quantum dots as a potential means of “upgrading” light

One method of “upgrading” “waste” light of a particular wavelength is to use the light-emit-
ting properties of quantum dots (QDs). QDs are single crystals of uniform size and shape of 
~2–10 nm diameter and usually comprising pairs of semiconductors (e.g., CdSe, PbSe). QDs 
are replacing fluor dyes in cell biology due to their high brightness and photostability [43]. 
The properties and potential applications of QDs are described elsewhere in this volume, and 
indeed, QDs are commercially available in appropriate delivery systems for boosting horti-
culture and small-scale crop production [44] but have yet to find application in large-scale 
photobioreactor systems. However, for bioenergy applications and bulk-scale animal feed 
production, large scale constructions would be required (e.g., see Figure 3b and Table 1). 
Hence, a feasibility study was undertaken using the three microorganisms described above 
to indicate whether photosynthetic boosting via QDs is feasible for algal and bacterial growth 
systems. The use of LEDs to supply additional lighting at the optimal wavelengths is well-
established technology [44, 45], and it is assumed to be intrinsically scalable, although a full 
cost-benefit analysis is required for applications in biofuels production.

4.1. Boosting of three photosystems using quantum dots

The concept of photonic enhancement is to increase the proportion of the solar spectrum that 
corresponds to the major peak(s) of the organismal action spectrum (Figure 4), at the expense 
of other irradiance at less active wavelengths. The part of the spectrum to be intensified is 
referred to as the target band. Figure 4 (top panel) shows the boundaries of the target band 
corresponding to the half maximum of the major peak in the organismal action spectrum. 
Using generic action spectra derived previously [43], the target bands of 640–690 nm and 
790–940 nm were determined for algae/cyanobacteria and purple bacteria, respectively. These 
bands account for 25 and 67% of the total action, respectively.

The study used test quantum dots purchased from Invitrogen: Qdot’792 (ITK carboxyl, no Q21371, 
lot 834,674; quantum yield (QY) 72%; full width height maximum (FWHM): 82 nm) and QD’652 
(ITK carboxyl, no. Q21321MP, lot 891,174; QY 78%; FWHM 26 nm) for cultures of R. sphaeroides 
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and the cyanobacterium/green alga spirulina and B. braunii, respectively. The loading densities in 
the tests were 0.0178 (R. sphaeroides), 0.0792 (spirulina), and 0.050 (B.braunii) nmol/cm2.

4.2. Experimental test systems

4.2.1. Rhodobacter sphaeroides for biohydrogen production

R. sphaeroides was used in a test system of mounted vials as shown in Figure 5, using simu-
lated sunlight.

4.2.2. Spirulina for biomass production

Arthrospira platensis (spirulina) was used in a test system (Figure 6) using a close-match solar 
simulator (supplementary material in Redwood et al. [35]).

4.2.3. B. braunii: A single-celled alga for bio-oil production

B. braunii was cultured routinely in shake flask cultures. Q dot‘652 was added directly into 
small 25 ml cultures to 10 nm. Cultures were shaken in a temperature-controlled greenhouse 
(average solar photon flux was 11 μmol/m2/s). Photosynthetic action was inferred from 
growth at 21 days as estimated by OD600.

4.3. Photosynthetic enhancement using commercial quantum dots

The first test, using R. sphaeroides to produce H2, showed a photonic enhancement of ~10% (Table 2;  
Figure 8c). This was a close fit to the increase predicted by the known QD  quantum  efficiency 

PBR type Dimensions; vol, m3 Algae production 
kg dry solids/yr

Microalgae cost price 
(€/kg dry solids)

Ratio electricity*/variable 
cost# (%)

Open pond 1000 m2; 0.03 m  
water depth; 300 m3

1538 36 35

Tubular 1000 m2; 0.06 m tube 
diam.; 45 m3

3076 18 50

Flat panel 1000 m2; 0.03 m plate 
spacing; 60 m3

5127 12.50 68

Solar LEDs/flat panel* 1000 m2; 0.03 m plate 
spacing: 60 m3

12,818* ~ 4.20* ~30*

*Electricity is taken from the grid (@ €0.107/kWh) and includes “parasitic energy” consumption (pumps for culture and 
water heating/cooling circulation, centrifuge and blower for the flue gas supplying CO2).
#Projection via use of solar cells, efficient battery technology and LED supplementary illumination. Calculations by 
R.L. Orozco (unpublished work).
#variable cost includes cost of water use, electricity (parasitic energy), labor, fertilizers (N & P) and waste water. V: 
culture volume.

Table 1. A comparative study [21] on algal (Chlorella vulgaris) cultivation technologies which include open pond 
and closed photobioreactors (PBRs: Tubular and flat panels) and economics of algal biomass production. The high 
productivities of flat panels compared to the other systems are reflected in the lower cost price.
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and the QD loading/cm2. Photonic enhancement of the growth of A. platensis (spirulina) doubled 
the biomass yield, which was ~25% higher than a predicted stimulation on the basis of quantum 
yield and QD loading density (Figure 8d). In this example, the QDs were held separate from the 
culture (Figure 6), which rules out stimulation via components leaching from the QD prepara-
tion. Finally, using B. braunii with QDs added directly into the culture and incubated in sunlight, 
the biomass yield was increased by 2.4-fold (Figure 8b). This photonic enhancement, 2.4-fold with 
respect to optical density, was >50% higher than that predicted on the basis of quantum yield and 
loading. A growth stimulatory effect of contaminants was largely ruled out on the basis of the test 
using spirulina, which was held separate from the cells (above). However, as B. braunii becomes 
heavily loaded with oil globules during growth (Figure 7), their contribution to increasing the 
size (and hence OD600) of the cells cannot be precluded. The effect of photosynthetic enhance-
ment on oil production was not examined in this study. It was concluded that the use of QDs as 
photonic enhancers has potential, but the light emission from the commercial QDs was not at the 
ideal wavelength (Figure 4), while the high cost of commercial QDs would currently be prohibi-
tive in large scale systems, although the potential cost reduction at bulk scale is not known.

Microbial group Organism QD-free controls Experiment with QDs* Photonic enhancement*

Purple nonsulfur bacteria Rhodobacter sphaeroides 15.54 ± 0.31 (13) 17.00 ± 0.16

(13)

1.1-fold

Cyanobacteria A. platensis 0.025 ± 0.002 (6) 0.052 ± 0.011

(4)

2.1-fold

True algae# B. braunii 0.106 ± 0.032 (3) 0.251 ± 0.011

(3)

2.4-fold

Data are means ± SEM for the number of experiments shown in parentheses. Photonic enhancements are modest due 
to the low dose of QDs used but were in accordance with theoretical predictions. The maximum enhancement was not 
tested. Enhancements are statistically significant at P = 0.95.
*The criterion for the algae was biomass content/ml (OD600) that for R. sphaeroides was production of hydrogen.
#Data from shake flask tests.

Table 2. Photosynthetic boosting using quantum dots.

Figure 7. Botryococcus braunii. (A) Twenty-day-old Botryococcus braunii culture in uplift photobioreactor. (B) Bright field 
image of Botryococcus braunii, Race B. Pyriform B. braunii cells held together by a hydrocarbon-polysaccharide matrix. Oil 
containing vesicles are clearly visible inside the cells, which contain a single chloroplast. Images were acquired using an 
Olympus BX51 System Microscope with an attached DP71 digital CCD camera. Image processing and analysis software 
used was Cell F version 2.8 from Olympus).The scalebar represents 5 μm.
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5. Factors affecting development of quantum dots for enhancement 
of photosynthetic biomass and biofuel processes

This feasibility study (carried out in 2012) was limited by the suitable but nonideal properties 
of commercially available QDs. Small shifts in the emission peaks could improve the photonic 
enhancement, particularly in purple bacteria.

For cyanobacteria and algae, the available Qdot’652 was suitable as the major peak in the action 
spectra of cyanobacteria and algae occurs inside 640–690 nm (Figure 4), while the main part 
of the emission of Qdot’652 was within 639–665 nm (boundaries placed at half-maximum). 
Further development would aim to adjust the emission peak to ~655 nm while maintaining 
high quantum yield (QY) and full width height maximum (FWHM) ≤35 nm. For purple bac-
teria, the major peak in the action spectrum occurs inside the 790–940 nm region (Figure 4), 
while the main part of the emission of Qdot’792 was within 751–833 nm ( boundaries placed at 

Figure 8. Enhancement of photosynthetic activity using QDs in three test systems. (a) Spectrum showing absorbance of 
chlorophylls a and b, and QD emission. Red emission was used (circled) for the algae and near infra red emission for R. 
sphaeroides (not shown). (b), (d) Photoproductivity of B. braunii (b) and A. platensis (d) with QDs (c) Hydrogen production 
by R. sphaeroides with QDs. N is the number of tests in each case.
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and the QD loading/cm2. Photonic enhancement of the growth of A. platensis (spirulina) doubled 
the biomass yield, which was ~25% higher than a predicted stimulation on the basis of quantum 
yield and QD loading density (Figure 8d). In this example, the QDs were held separate from the 
culture (Figure 6), which rules out stimulation via components leaching from the QD prepara-
tion. Finally, using B. braunii with QDs added directly into the culture and incubated in sunlight, 
the biomass yield was increased by 2.4-fold (Figure 8b). This photonic enhancement, 2.4-fold with 
respect to optical density, was >50% higher than that predicted on the basis of quantum yield and 
loading. A growth stimulatory effect of contaminants was largely ruled out on the basis of the test 
using spirulina, which was held separate from the cells (above). However, as B. braunii becomes 
heavily loaded with oil globules during growth (Figure 7), their contribution to increasing the 
size (and hence OD600) of the cells cannot be precluded. The effect of photosynthetic enhance-
ment on oil production was not examined in this study. It was concluded that the use of QDs as 
photonic enhancers has potential, but the light emission from the commercial QDs was not at the 
ideal wavelength (Figure 4), while the high cost of commercial QDs would currently be prohibi-
tive in large scale systems, although the potential cost reduction at bulk scale is not known.
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(3)

2.4-fold

Data are means ± SEM for the number of experiments shown in parentheses. Photonic enhancements are modest due 
to the low dose of QDs used but were in accordance with theoretical predictions. The maximum enhancement was not 
tested. Enhancements are statistically significant at P = 0.95.
*The criterion for the algae was biomass content/ml (OD600) that for R. sphaeroides was production of hydrogen.
#Data from shake flask tests.

Table 2. Photosynthetic boosting using quantum dots.

Figure 7. Botryococcus braunii. (A) Twenty-day-old Botryococcus braunii culture in uplift photobioreactor. (B) Bright field 
image of Botryococcus braunii, Race B. Pyriform B. braunii cells held together by a hydrocarbon-polysaccharide matrix. Oil 
containing vesicles are clearly visible inside the cells, which contain a single chloroplast. Images were acquired using an 
Olympus BX51 System Microscope with an attached DP71 digital CCD camera. Image processing and analysis software 
used was Cell F version 2.8 from Olympus).The scalebar represents 5 μm.
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5. Factors affecting development of quantum dots for enhancement 
of photosynthetic biomass and biofuel processes

This feasibility study (carried out in 2012) was limited by the suitable but nonideal properties 
of commercially available QDs. Small shifts in the emission peaks could improve the photonic 
enhancement, particularly in purple bacteria.

For cyanobacteria and algae, the available Qdot’652 was suitable as the major peak in the action 
spectra of cyanobacteria and algae occurs inside 640–690 nm (Figure 4), while the main part 
of the emission of Qdot’652 was within 639–665 nm (boundaries placed at half-maximum). 
Further development would aim to adjust the emission peak to ~655 nm while maintaining 
high quantum yield (QY) and full width height maximum (FWHM) ≤35 nm. For purple bac-
teria, the major peak in the action spectrum occurs inside the 790–940 nm region (Figure 4), 
while the main part of the emission of Qdot’792 was within 751–833 nm ( boundaries placed at 

Figure 8. Enhancement of photosynthetic activity using QDs in three test systems. (a) Spectrum showing absorbance of 
chlorophylls a and b, and QD emission. Red emission was used (circled) for the algae and near infra red emission for R. 
sphaeroides (not shown). (b), (d) Photoproductivity of B. braunii (b) and A. platensis (d) with QDs (c) Hydrogen production 
by R. sphaeroides with QDs. N is the number of tests in each case.
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half-maximum). Therefore, a significant fraction of the emission fell outside the target band. 
Further development using this method would aim to adjust the emission peak to ~855 nm 
while maintaining high QY and FWHM ≤83 nm, thereby placing almost all QD emissions 
within the target band. For cyanobacteria and algae, this would require a FWHM for the QD 
of ≤35 nm, which matches the manufacturer specifications for Qdot’655. However, for purple 
bacteria, this could be more challenging as the longer wavelength emitting QDs typically 
produce broader emission peaks. However, the major action peak for purple bacteria is also 
broad (770–940 nm; half-maximum; Figure 4), suggesting an ideal emission peak of ~855 nm 
with FWHM ≤83 nm, which is similar to published specifications.

The discussion does not consider other potential impacts of QDs on the photobiological appa-
ratus. The absorbance of less useful solar wavelengths by QDs could protect against damage 
from heat and UV irradiation, a benefit that would not be apparent from the experiments 
described here, as the temperature was actively controlled and much of the UV element of 
sunlight was absorbed by several layers of glass before reaching the QDs or the culture.

In this feasibility study, a single type of QD was selected to align as closely as possible with the 
major action peak of the organism. Further development could combine different QDs to fur-
ther enrich the solar spectrum, according to the minor action peaks (Figure 4). There is also fur-
ther potential in using combinations to further enrich the spectrum at ~680 or ~850 nm above 
the model presented here. Nature has evolved complex but optimal systems, for example, pur-
ple bacteria have ancillary pigments which absorb light in the visible region (e.g., 400–500 nm) 
and transfer energy very rapidly onto the bacteriochlorophylls [46, 47]. A biomimicry approach 
could use alternative QDs to construct a spectrum that precisely mirrors the action spectrum.

One important technical factor affecting practical photonic enhancement would be the stabil-
ity of QDs. QDs can be affected by photobleaching [48], and the leaching of QD degradation 
products could have a potential negative environmental impact. Therefore, further investi-
gations should focus on QD immobilization methods, aiming to make QDs a permanently 
encapsulated part of a photobiological installation and to enable low-risk handling in large 
quantities and recovery for multiple uses.

Finally, since the photobiotechnologies envisaged here would necessarily be at large scale to 
supply energy carriers for replacement fuels (as compared to the relatively small PBRs used 
for high-value products), maximum light transfer from sunlight to the QDs and light upgrad-
ing to the cells is essential, while maintaining a minimum QD loading for economy.

Color Wavelength, nm Percentage absorbed in 1 m of water (%)

Violet

Blue

Green

Yellow

Orange

Red

Infrared

400

475
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Adapted from [49]

Table 3. Light attenuation in water.
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However, given poor penetration of the red component of sunlight in water (Table 3), it is 
apparent that a deep QD-reactor system with irradiation from above would be unsuitable 
for purple bacteria as they use red-infrared light. An algal system is less sensitive to culture 
depth, as it can utilize blue light; the loss of light at 655 nm was calculated to be ~30%, which 
would still be a factor to consider in photobioreactor design. However in the blue region, cor-
responding to an absorption maximum of chlorophyll b (575 nm: Figure 4), very little light is 
lost, while at 430 nm (optimum for chlorophyll a), the available light intensity is still acceptable 
with depth, meaning that “point” sources of QD light could be used (insets or roof panels).

6. Potential alternative strategy for economic production of quantum 
dots at scale

For incorporating quantum dots into photosynthesizing cultures, some forms of QD encapsula-
tion or barrier method are likely to be required (see above), while the use of toxic materials per 
se is unattractive for manufacturing, even assuming that the QDs are held separate from the 
cells, are easily recovered and are re-usable. Given the high cost of commercial quantum dots, 
the possibility to use more traditional metallic-based semiconductors was revisited, since these 
can be made economically at scale, but the use of highly toxic metals such as Cd should still be 
avoided. The waste hydrogen sulfide off-gas from an (unrelated) bioremediation process was 
considered for use to promote the formation of zinc sulfide nanoparticles which are well-known 
QDs. Using a waste from a remediation process (which is, in itself, used to recover Zn and Cu 
from acidic mine wastes [50, 51]) is a paradigm example toward realizing a circular economy. 
The liquid minewater wastes are obtained via the activity of microorganisms that leach the 
metals out of ore residues and closed mines. They also lower the pH (by formation of sulfuric 
acid), and hence, they are acid-loving bacteria (acidophiles). The acidophilic bacteria are fed by 
using additional nutrients derived from an algal source, Coccomyxa onubensis, and hence, devel-
opment of a method for enhancing growth of this alga via a QD-enhancement approach would 
impact positively on the economics of the primary metal recovery process (combined metal bio-
leaching and recovery as metal sulfides), which produces excess waste H2S from the activity of 
sulfate-reducing bacteria. These convert sulfate (dilute H2SO4) to sulfide, which is available to 
form ZnS quantum dots by combination with Zn2+ ions. This strategy was tested in principle.

Zinc sulfide has a bandgap varying from, in bulk material, 3.7 eV to, in nanoparticles, 4.2 eV 
[52, 53]. It has large exciton energy (~ 40 meV) and has been used in light-emitting diodes and, 
for example, flat panel displays [54]. The nanoparticles have to be stabilized during synthesis 
in order to minimize extensive agglomeration. This is important because the quantum yield 
is lower in larger particles [54].

Methods of QD nanoparticle synthesis commonly use organic solvent [55], capping agent, 
and/or surfactant in order to control agglomeration. These methods may introduce problems 
of reproducibility as well as complexity and cost, as well as leaving residual chemicals and 
hence being nonsustainable (see [56] for overview). Looking toward large scale manufactur-
ing, various ”traditional” methods could reduce the high cost of ZnS NP-synthesis. Khani et al. 
[57] incorporated 2-mercaptoethanol as a capping agent; Na2S and mercaptopropionic acid 
have also been used [58]. Here, refluxing with tetrapropyl ammonium hydroxide resulted in 
QDs of nanoparticle size 4.5 nm, and the respective absorption and emission peaks were 315 
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half-maximum). Therefore, a significant fraction of the emission fell outside the target band. 
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within the target band. For cyanobacteria and algae, this would require a FWHM for the QD 
of ≤35 nm, which matches the manufacturer specifications for Qdot’655. However, for purple 
bacteria, this could be more challenging as the longer wavelength emitting QDs typically 
produce broader emission peaks. However, the major action peak for purple bacteria is also 
broad (770–940 nm; half-maximum; Figure 4), suggesting an ideal emission peak of ~855 nm 
with FWHM ≤83 nm, which is similar to published specifications.

The discussion does not consider other potential impacts of QDs on the photobiological appa-
ratus. The absorbance of less useful solar wavelengths by QDs could protect against damage 
from heat and UV irradiation, a benefit that would not be apparent from the experiments 
described here, as the temperature was actively controlled and much of the UV element of 
sunlight was absorbed by several layers of glass before reaching the QDs or the culture.

In this feasibility study, a single type of QD was selected to align as closely as possible with the 
major action peak of the organism. Further development could combine different QDs to fur-
ther enrich the solar spectrum, according to the minor action peaks (Figure 4). There is also fur-
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the model presented here. Nature has evolved complex but optimal systems, for example, pur-
ple bacteria have ancillary pigments which absorb light in the visible region (e.g., 400–500 nm) 
and transfer energy very rapidly onto the bacteriochlorophylls [46, 47]. A biomimicry approach 
could use alternative QDs to construct a spectrum that precisely mirrors the action spectrum.

One important technical factor affecting practical photonic enhancement would be the stabil-
ity of QDs. QDs can be affected by photobleaching [48], and the leaching of QD degradation 
products could have a potential negative environmental impact. Therefore, further investi-
gations should focus on QD immobilization methods, aiming to make QDs a permanently 
encapsulated part of a photobiological installation and to enable low-risk handling in large 
quantities and recovery for multiple uses.

Finally, since the photobiotechnologies envisaged here would necessarily be at large scale to 
supply energy carriers for replacement fuels (as compared to the relatively small PBRs used 
for high-value products), maximum light transfer from sunlight to the QDs and light upgrad-
ing to the cells is essential, while maintaining a minimum QD loading for economy.
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depth, as it can utilize blue light; the loss of light at 655 nm was calculated to be ~30%, which 
would still be a factor to consider in photobioreactor design. However in the blue region, cor-
responding to an absorption maximum of chlorophyll b (575 nm: Figure 4), very little light is 
lost, while at 430 nm (optimum for chlorophyll a), the available light intensity is still acceptable 
with depth, meaning that “point” sources of QD light could be used (insets or roof panels).

6. Potential alternative strategy for economic production of quantum 
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cells, are easily recovered and are re-usable. Given the high cost of commercial quantum dots, 
the possibility to use more traditional metallic-based semiconductors was revisited, since these 
can be made economically at scale, but the use of highly toxic metals such as Cd should still be 
avoided. The waste hydrogen sulfide off-gas from an (unrelated) bioremediation process was 
considered for use to promote the formation of zinc sulfide nanoparticles which are well-known 
QDs. Using a waste from a remediation process (which is, in itself, used to recover Zn and Cu 
from acidic mine wastes [50, 51]) is a paradigm example toward realizing a circular economy. 
The liquid minewater wastes are obtained via the activity of microorganisms that leach the 
metals out of ore residues and closed mines. They also lower the pH (by formation of sulfuric 
acid), and hence, they are acid-loving bacteria (acidophiles). The acidophilic bacteria are fed by 
using additional nutrients derived from an algal source, Coccomyxa onubensis, and hence, devel-
opment of a method for enhancing growth of this alga via a QD-enhancement approach would 
impact positively on the economics of the primary metal recovery process (combined metal bio-
leaching and recovery as metal sulfides), which produces excess waste H2S from the activity of 
sulfate-reducing bacteria. These convert sulfate (dilute H2SO4) to sulfide, which is available to 
form ZnS quantum dots by combination with Zn2+ ions. This strategy was tested in principle.
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[52, 53]. It has large exciton energy (~ 40 meV) and has been used in light-emitting diodes and, 
for example, flat panel displays [54]. The nanoparticles have to be stabilized during synthesis 
in order to minimize extensive agglomeration. This is important because the quantum yield 
is lower in larger particles [54].

Methods of QD nanoparticle synthesis commonly use organic solvent [55], capping agent, 
and/or surfactant in order to control agglomeration. These methods may introduce problems 
of reproducibility as well as complexity and cost, as well as leaving residual chemicals and 
hence being nonsustainable (see [56] for overview). Looking toward large scale manufactur-
ing, various ”traditional” methods could reduce the high cost of ZnS NP-synthesis. Khani et al. 
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and ~415 nm [58]. Other work reported QDs with absorbance and emission peaks at 279 and 
435 nm, respectively; this method utilizes thiolactic acid with Zn2+ solution and Na2S [59]. Being 
very close to the absorption peak of chlorophyll a at 430 nm (Figure 4), this raises the possibility 
to use ZnS NPs as a quantum dot ancillary to Qdot’655 (above) or, indeed as a substitute for the 
latter, using emitted blue light via the other absorbance region for chlorophyll a (see above).

A first report [60] showed that the characteristics and the light emitting properties of ZnS 
quantum dots made by use of bacterially made waste H2S left over from the metal bioremedi-
ation process [50, 51] were comparable to those made by ”classical” methods, which required 
more complex procedures. As a potential synthesis method at scale, this shows potential for 
commercial QD production and introduces the possibility to use these biogenic ZnS QDs to 
promote algal growth for the applications described above and also to provide algal feedstock 
as a nutrient source for other processes (e.g. high-value chemicals); algae as biomass feedstock 
per se for pyrolysis oil production has also been reported (e.g., [5]).

The price of commercial QDs discourages development above small-scale and a full-scale 
energy plant is probably currently unfeasible. However, QDs are rapidly developing from 
niche markets into consumer electronics [61], which is expected to bring substantial increases 
in production scale, and hence, reduction in cost may be expected in the future. From the 
tests and data shown above, the QD cost would have to be reduced by up to 100-fold in 
order for photonic photobioreactors to achieve parity with standard PBRs in terms of capital 
cost (M.D. Redwood, unpublished). This estimation was based on early published values for 
 capital costs of different photobiological systems [62–65] and a survey (in 2012) of market 
prices for commercial QDs. Because open systems or raceways present much lower capital 
costs (per unit area) than enclosed PBRs, the estimated minimum QED cost reduction would 
be ~10 fold more attractive for raceways, suggesting that such enhancement would be first 
tested in PBRs then developed in raceways at scale as costs fall.

However, these estimations do not consider the reduced land requirement and reduced run-
ning costs of photonically enhanced photobioreactors, which may lessen the cost impact. On 
the other hand, end-of-life decommissioning may be more costly if potentially toxic metals have 
been used. QD retention via immobilization/encapsulation and re-use would be a key strategy. 
The extent to which biofouling of transparent surfaces in contact with the culture may impact 
adversely on QD-enhanced PBR useful life has not been taken into account (nor tested). Common 
methods to remove biofouling deposits (e.g., scraping) may damage surfaces that have been 
precision-machined or polished for optical transmission. Hence, an air gap between the QD 
enclosure and the culture liquid may prove beneficial. In practice, as long as there is sufficient 
stirring, the shear force is sufficient to prevent fouling problems. This means that sufficient shear 
force being produced by sparging of the PBRs can prevent the algae being able to settle on the 
(e.g., perspex) surface. However, if the perspex is scratched, then algae will adhere more read-
ily. In some cases, fouling can be a major problem; some algal species are more adherent than 
others, but if the circulation in the PBR is sufficiently high, the algae will not adhere. Conversely, 
if the shear forces are too high, this may damage the algae. Most of the species that are grown 
commercially are fairly robust, but some species are shear sensitive; hence, this would need to 
be tested on a case by case basis (D. McKenzie, Xanthella Ltd., personal communication).

Based on this discussion, and the ease and potential scalability of bimanufacture of ZnS 
quantum dots, these were considered as a possible alternative to boost photosynthetic  output 
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via irradiation of chlorophyll a in the blue region, as an alternative to visible-red wavelengths, 
also noting the preferred use of blue light for deep culture (above). The emission of biogenic 
ZnS QDs prepared in 50 mM citrate buffer, pH 6, was reported at 410 nm [60], whereas the 
optimal absorbance wavelength of chlorophyll a is ~430 nm (Figure 4); respective molar 
extinction coefficients at 410 and 431.66 nm were calculated as 70,733 and 110,789 cm−1/M, 
respectively [66, 67]. At ~425 nm, this was given as 93,099 and 98,874 cm−1/M at 424.8 and 
426.15 nm, respectively [66]. This illustrates the need to redshift the QD emission of the bio-
genic ZnS QDs by up to 15–20 nm to realize the full potential.

7. Toward realizing useful quantum dots from biogenic ZnS

The early study [60] used 50 mM citrate buffer (pH 6) to prevent uncontrolled precipitation 
of ZnS by chelating the Zn2+ in solution and acting as a passivant for the ZnS nanoparticles. 

Figure 9. Excitation (a) and Emission (b) Spectra of ZnS Quantum dots. QDs were synthesized using excess waste 
biogenic H2S from a metal bioremediation process [60]. Samples were sparged with the culture off-gas for 30 min (flow 
rate 132 ml/min). Example scans are shown. ZnS QDs were made in the presence of 10 mM, 25 mM, 50 mM and 100 mM 
citrate buffer (pH 6) as shown. Note excitation redshift to ~ 310 nm and emission from ~ 410 to ~425 nm (dotted lines) 
with decreased citrate concentration from 50 to 10 mM. Buffering at pH 6 without citrate (MES-NaOH buffer) gave 
material with negligible emission.
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via irradiation of chlorophyll a in the blue region, as an alternative to visible-red wavelengths, 
also noting the preferred use of blue light for deep culture (above). The emission of biogenic 
ZnS QDs prepared in 50 mM citrate buffer, pH 6, was reported at 410 nm [60], whereas the 
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extinction coefficients at 410 and 431.66 nm were calculated as 70,733 and 110,789 cm−1/M, 
respectively [66, 67]. At ~425 nm, this was given as 93,099 and 98,874 cm−1/M at 424.8 and 
426.15 nm, respectively [66]. This illustrates the need to redshift the QD emission of the bio-
genic ZnS QDs by up to 15–20 nm to realize the full potential.

7. Toward realizing useful quantum dots from biogenic ZnS

The early study [60] used 50 mM citrate buffer (pH 6) to prevent uncontrolled precipitation 
of ZnS by chelating the Zn2+ in solution and acting as a passivant for the ZnS nanoparticles. 

Figure 9. Excitation (a) and Emission (b) Spectra of ZnS Quantum dots. QDs were synthesized using excess waste 
biogenic H2S from a metal bioremediation process [60]. Samples were sparged with the culture off-gas for 30 min (flow 
rate 132 ml/min). Example scans are shown. ZnS QDs were made in the presence of 10 mM, 25 mM, 50 mM and 100 mM 
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with decreased citrate concentration from 50 to 10 mM. Buffering at pH 6 without citrate (MES-NaOH buffer) gave 
material with negligible emission.
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However, the use of citrate should be minimized for process economy. Omission of citrate or 
its substitution by 50 mM MES-NaOH buffer gave a ZnS nanomaterial with poor light emis-
sion at 410 nm. By using lower concentrations of citrate in preparation (10 and 25 mM), the 
light emission was observed to increase by up to 5-fold, together with a redshift from 410 to 

Figure 10. Transmission electron microscopy of ZnS Quantum Dots. QDs were synthesized in 50 mM citrate buffer, pH6 
using biogenic H2S [60]. Accelerating voltage was 80 kV which is optimal for contrast and shows (a) agglomerations of 
~60 nm containing discrete small nanoparticles. (b) High-resolution TEM study (300 kV) of a single area of an agglomerations 
how nina.Lattice details are visible showing facets of ZnS:(111) and (220) corresponding to interplanar spacings of 0.320 nm 
and 0.196 nm. a (inset): Selected area diffraction of a single nanoparticle at accelerating voltage of 300 kV. The diffraction 
rings correspond to the (111), (220), and (311) facets of ZnS by reference to the JCPDS database. Calculations from Image J 
software, in collaboration with J. Gomez-Bolivar.
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425 nm, i.e., into the absorption peak for chlorophyll a (Figure 9). Increasing the concentration 
of citrate (to 100 mM) during QD synthesis gave a similar effect; the reason for this was not 
investigated but future development would require the minimum amount of citrate. Further 
tests showed that further reduction of the citrate concentration to 7 mM retained the emission 
peak at 425 nm.

It is well known that increasing the size of quantum dots produces a redshift in the emission 
spectrum [68]. Hence, the ZnS QD material produced from the biogas from Zn2+ solution 
using high (50 mM) and low (7 mM) concentrations of citrate was examined using two meth-
ods: high resolution transmission electron microscopy (HRTEM) and differential centrifuga-
tion analysis for determining the size distribution of native nanoparticles.

Figure 11. High resolution TEM study and population size analysis of ZnS QDs made under two citrate concentrations. 
Biogenic H2S was used to make ZnS in 50 mM citrate buffer (a, main image) and 7 mM citrate buffer (a, inset). Approximate 
respective nanoparticle sizes are 3–4 and ~ 10 nm as shown. The population from 7 mM citrate solution had additional 
small nanoparticles of size ~5 nm (a, inset). Bars are 2 and 5 nm as shown. b,c: Estimation of nanoparticle sizes using an 
analytical disc centrifuge as described in [60] using light scattering. The nanoparticle size in 50 mM citrate buffer was 
calculated (from log plots) as ~4–5 nm and in 7 mM citrate buffer was ~ 8–10 nm with a smaller population of size <5 nm. 
The small nanoparticles are too close to the lower size cutoff of the instrument [60] to be an exact measurement, but the 
two independent methods report the same result. Figure 11a was in collaboration with J. Gomez-Bolivar.
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Examination of the ZnS material (from 50 mM citrate) revealed agglomerations, within which 
small NPs were visible [60] (Figure 10a). Examination of these confirmed their identity as 
ZnS (Figure 10a, b). Use of 7 mM citrate produced larger nanoparticles (Figure 11a) consis-
tent with the redshift observation in Figure 9 (see above). Electron microscopy can produce 
artifacts due to drying [60]. Hence, independent confirmation was provided via analytical 
centrifugation of the liquid suspension in conjunction with light scattering (Figure 11b, c).

Examination of nanoparticle sizes by the two methods gave similar results (Figure 11). The 
nanoparticles made with 7-mM citrate were of size in the region of ~10-12 nm with a sub-
population of small NPs of 5 nm or less. In contrast, when made in the presence of 50 mM 
citrate, the population comprised small NPs of size 3–5 nm. Accurate sizing of the latter was 
precluded by the limitations of the analytical centrifugation method (see [60] for discussion), 
but it is clear that this simple method gives the potential to “steer” the ZnS QDs for size 
optimization.

8. Considerations for large scale process using ZnS quantum dots

A comparison was made of the cost/benefit analysis of electricity production based on the 
microalga C. vulgaris (Table 1). Open ponds are feasible and are used routinely, with process 
intensification achieved using raceways (see earlier), but the best photobioreactor format was 
concluded to be a flat panel arrangement which, although of volume of 20% of that of an open 
pond, gave >3-fold more biomass production for ~ twice the cost. (Table 1), also outperform-
ing a tubular reactor arrangement. Consideration of algal growth for biofuels production has 
been reviewed elsewhere [69]. Calculations were made here based on using LEDs to boost 
light delivery, projecting a system of daytime solar irradiation via solar panels (parallel to the 
PBR) along with modern battery technology (energy storage) to permit LED-illumination (for 
culture ‘tickover’) at night (Table 1). A full cost-benefit and life cycle analysis is in progress, 
but here, it should be noted that ZnS quantum dots have also found application in solar cells 
[70, 71], giving further scope for cost reduction of solar panels which is not factored into Table 
1. Similarly, Table 1 does not take into account any increase in photoproductivity via use of 
QDs, and the values shown (made on the basis of published values) may reveal further ben-
efits (e.g., 2-fold) via addition of the QD technology described here. Hence, the calculations 
shown in Table 1 are taken to form a conservative “baseline.”

Although immobilized QDs in suspension in a circulating reactor (raceways) might be appro-
priate for large scale, well-mixed growth, this may give challenges with respect to stability of 
the encapsulation material under shear, recovery of the QDs, and importantly, ensuring trans-
parency to UV irradiation in the region of interest (absorbance maximum was ~ 310–315 nm 
with a peak emission at 425 nm; Figure 4). This redshift with respect to early work [60] is 
very relevant: UV light is divisible into UVA (315–400 nm), UVB (280–315 nm), and UVC 
(100–289 nm). The latter (the most damaging to living cells due to absorbance by DNA and 
proteins) is almost all absorbed by the atmosphere. Of the total UV radiance reaching the 
earth’s surface, 85% comprises UVA, while only 5% comprises UVB; At 310 nm, the portion 

Nonmagnetic and Magnetic Quantum Dots166

of available sunlight at the earth’s surface is ~ half of that obtained at the maximum trans-
mittance of light of ~625 nm [72]. Inspection of Figure 9 shows that the larger QDs made in 
7–10 mM citrate (Figure 11) absorb at the interface between UVA and UVB, and further work 
using lower concentrations of citrate may repay study to redshift both the absorbance and 
emission peaks by, ideally, a further 5–10 nm. The “preferred” UV light for irradiation also 
drives the choice of reactor materials (Table 4).

From Table 4, it is clear that several types of bulk materials would have potential application in 
large scale photobioreactor technology. LLDPE materials, transparent to both UVA and UVB, 
are used extensively in bottles and liquid sachets, and a simple approach might involve flota-
tion or suspension of suitable sachet bags into various types of culture as shown in Figure 2. 
However, LLDPE polymers degrade in UV light with a useful life of only about 3 years [73] and 
would not provide a durable solution, although they would provide a route to easy separation 
of QDs for re-use. It is also routine to use Perspex™ for photobioreactor materials, e.g., for 
enclosed inserts. Indeed, Perspex™ is routinely used in numerous applications such as glazing, 
and its properties are well described, including hardness and scratch resistance; indeed, it is 
recommended for use as a flooring material [74]. Should scratches occur they can be easily pol-
ished out using a proprietary polishing material [74], although the degree of polishing required 
to achieve a near-perfect optical transmission for optimal use of quantum dots would need to 
be determined experimentally.

Material Type Examples Transparency UVB Transparency UVA

Building window materials Glasses Clear glass Opaque Transparent

Reflective glass

Tinted/wire

Tinted glasses

Nonwindow materials Quartz glass Transparent Transparent

Perspex Perspex is the best. Perspex is the best.

Furniture glass1

Transparent linear low 
density polyethylene 
(LLDPE)

Liquid Blue crystal Transparent Transparent

Storage bags “Acqua fil” “Cool Pak”

(Sachet bags) “Ahenpon”, “Kenro”

Polyethylene terephthalate Plastic bottle “Standard water” Opaque Transparent

Containers for 
liquid storage

“Voltic”, “Ice Pak”

“BelAquah”

“Coca Cola”

Table 4. UV transparency of some common materials used in bulk applications.
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Examination of the ZnS material (from 50 mM citrate) revealed agglomerations, within which 
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tent with the redshift observation in Figure 9 (see above). Electron microscopy can produce 
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9. Conclusions

Photobiotechnologies are maturing rapidly from small-scale high-value applications to large 
scale operations for biofuels. The major challenge remains optimal use of solar light, since 
photosynthesis is intrinsically inefficient and effective solar-biotechnologies are currently lim-
ited geographically to areas of high and constant solar irradiance. LEDs are already used to 
supply light into photobioreactors, but their use at large scale requires a careful cost-benefit 
analysis, especially with regard to the overall energy balance and especially if the biomass 
is used to make biofuels. Quantum dot technologies, until now used at small scale for niche 
applications such as imaging, are entering the global commodity market, but traditional QDs 
are costly. We have shown that commercial QDs can be used to double the photoproductiv-
ity, and we also show an economic route to QD manufacture via harnessing a waste from 
another biotechnology process into the QD manufacturing without compromising quality or 
performance.
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Abstract

The possibility of preparing materials based on quantum dots with fine-tuned magnetic 
properties has opened up the door for designing new and more efficient devices where the 
interplay of different microscopic phenomena balances out in useful ways. Nevertheless, 
our knowledge of the precise interaction of complex objects built from a great number 
of such nanometric magnetic components is still limited. The investigation of the spin or 
magnetization dynamics in such materials represents an important opportunity to bet-
ter comprehend and predict some missing pieces for the advancement of a great deal of 
promising technologies.

Keywords: magnetism, quantum dots, magnetization dynamics, arrays, macrospin

1. Introduction

Since quantum dots were first discovered [1] and later fabricated, they have attracted a great 
deal of attention given how, just as single atoms or simple molecules, they depict quantum 
behavior at the level of their electronic and optical properties, but at the same time allow their 
tuning as a function of their shape, size, and composition––reason that has led some to refer 
to them as artificial atoms [2].

Depending on whether quantum dots are made of a semiconductor, a metal, or another material, 
different intrinsic properties of a system based on them can be tailored to exhibit specific values or 
signatures. By themselves, single quantum dots are of prominent relevance and have found appli-
cations in diverse scientific and technological fields [3]. Nonetheless, it is really the properties of 
arrays of these particles which outline a unique landscape in the design space of new materials. 
Arrays of regularly ordered magnetic quantum dots (MQDs) provide an opportunity to develop 
materials with characteristics different from those exhibited by traditional solid-state systems.
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Arrays––and more generally assemblies––of MQDs comprise all of those systems in which 
the magnetic nanoparticles are embedded in, dispersed into, or arranged over a different 
nonmagnetic medium––either a liquid or a solid, e.g., some polymeric material. More con-
cisely, all of them could be simply classified as magnetic nanocomposite or hybrid materials, 
which depending on the spatial relative placement of the MQDs can form one-, two-, or three-
dimensional architectures [4, 5].

Assemblies of MQDs are attractive for their rich spectra of potential technological applica-
tions that range from biomedical uses such as magnetic resolution imaging, magnetic hyper-
thermia, and drug delivery [3–7] to magnetic refrigeration and energy-harvesting devices [8]. 
Notwithstanding, the major driving forces behind the study of arrays of MQDs are related 
to the area of information storage technologies [9, 10]. In particular, there is a great hope of 
achieving through these magnetic storage media of ultrahigh densities [11–13], nonvolatile 
magnetic random-access memories (MRAM) [14, 15], and logic devices [16–18]. Moreover, the 
importance of these systems does not stop here; arrays of MQDs are also of special interest 
as model systems for better understanding interactions and transport processes of magnetic 
materials in general [19–22].

In this chapter, we present the results from several––mainly theoretical and numerical––works 
focused on the analysis of magnetization dynamics and interactions of a representative variety of 
two-dimensional systems of MQDs arrays. Throughout each of the sections, we will review some 
of the physical models that are used to study, predict, and understand the dynamics and how 
interparticle interactions affect the overall behavior of these systems. We will also take the oppor-
tunity for introducing some of the limitations that have hindered progress on the realization of 
some of the applications mentioned above and will discuss based on the aforementioned works 
what possible strategies could be followed in order to steer away the status quo in the field.

While it is not the goal of the current exposition to dive into the experimental aspects that 
entail the fabrication of arrays of MQDs, it is worth mentioning that numerous efforts have 
been devoted to the development of different synthetic pathways for MQD arrays, as it can 
represent a highly challenging task to prepare some of these systems in such a way that the 
targeted properties of the system are obtained within a desired precision in a predictable 
fashion. Indeed, at the characteristic length scale of MQDs, i.e., down to less than ten to a few 
hundreds of nanometers, variations on the shape, size, and distribution of MQDs can signifi-
cantly impact the magnetic behavior of the whole array.

2. Theoretical modeling of the magnetization dynamics

In general, the starting point for the description of the magnetization dynamics of arrays of 
MQDs is to consider the relevant fields that modify the magnetization of each individual 
QD. If we denote the total effective field “felt” at every point in space as    H 

→
    
eff

   ( r →  )  , then the equa-
tion of motion of the magnetization   m →   ( r →  )   is the Landau-Lifshitz-Gilbert (LLG) equation [23, 24]:

    d m →   ( r →  )  _____ dt   = − γ m →   ( r →  )  ×   H 
→
    eff   ( r →  )  +   α ___  M  S  
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where  γ  is the gyromagnetic ratio,   M  
S
    is the saturation magnetization of the material, and  α  is 

the viscous damping coefficient [25]. Here, the magnetization   m →   ( r →  )   is normalized over   M  
S
   .

Equation ( 1 ) can be solved analytically in very few cases and needs, in general, to be inte-
grated numerically, which is usually done by recasting it into the following form:

     d m →   ( r →  )  _____ dt   = −   
γ
 ____ 1 +  α   2    { m →   ( r →  )  ×   H 

→
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   [ ( m →   ( r →  )  ⋅   H 
→
    eff   ( r →  ) )  m →   ( r →  )  −   H 

→
    eff   ( r →  ) ] } ,   (2)

also referred to as the Landau-Lifshitz equation or explicit form of LLG equation.

The total effective field    H 
→
    
eff

   ( r →  )   should be specified for each system of interest, but for most of 
the systems, it includes magnetic anisotropy contributions, interparticle or substrate-particle 
interactions, and external field terms.

Depending on the nature, shape, and size of the MQDs, there are two general approaches to 
solve Eq. ( 2 ). The first one, micromagnetics, [24] describes the spatial magnetization distribution 
in the regime where the MQDs are large enough for domain walls and vertices to appear. In 
this scenario, the interactions between pairs of intra-dot domains render quite involved and 
time-consuming the computational task of solving the LLG equation, requiring highly technical 
numerical expertise or specialized software to handle the computational complexity. The second 
approach, called macrospin model [24, 26], is appropriate to describe the magnetization time evo-
lution of assemblies of small nanoparticles, such that each dot magnetization can be described by 
a single magnetic moment within the QD volume. What we mean by small is unfortunately sys-
tem dependent, but some known data for spherical MQDs can be found in Figure 1 as reference.

In the macrospin limit, the magnetization distribution of an array of MQDs becomes  
  m →   ( r →  )  =  ∑  

i
     m →    

i
   δ ( r →   −   r →    

i
  )  , where    m →    

i
    denotes the monodomain magnetization of the ith particle in the array 

and  δ ( r →   −   r →    
i
  )   is the Dirac delta function. Plugging the above expression for   m →   ( r →  )   into Eq. ( 2 ), we obtain
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Figure 1. Threshold diameters for maximum monodomain size for spherical nanoparticles. Adapted from Majetich et al. [27].
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which is an i-dimensional nonlinear system of ODEs whose solutions can be approximated by 
traditional numerical integration schemes, e.g., Heun’s or Runge-Kutta methods.

Within the same limit, the total effective field    H 
→
    
eff

    can be usually written as

     H 
→
    eff   =   H 

→
    ani   +   H 

→
    dem   +   H 

→
    int   +   H 

→
    ext  ,   (4)

that is, the total field is the sum of the contributions from the magnetocrystalline anisotropy 
   H 
→
    
ani

   , the demagnetizing field    H 
→
    
dem

   , the particle interaction term    H 
→
    
int

   , and the applied external 
magnetic field    H 

→
    
ext

   .

Depending on the crystal structure of a ferromagnetic material, one or more privileged 
axes––known as easy axes––that energetically favor the alignment of the magnetization along 
their direction may exist. This energy contribution results from spin-orbit interactions and is 
referred to as magnetocrystalline anisotropy energy.

The demagnetization energy is the energy of the magnetization in the magnetic field created 
by the magnetization itself. This means that this energy contribution accounts for the dipole-
dipole interaction of the elementary magnets.

For MQDs modeled as macrospins and in the absence of other interactions, the field    H 
→
    
int

    is 
simply the dipolar field induced by all of the particles, that is

     H 
→
    int   (  r →    i  )  = −   

V  M  S   ____ 4π    ∑  j≠i   (  
  m →    j   ___  r  ij  3 

   − 3   
 (  m →    j   ⋅   r →    ji  )    r →    ji   _________  r  ji  5 

  ) .   (5)

For the micromagnetic description of a system, Eq. ( 4 ) should also include the quantum-
mechanical exchange interaction.

3. The effect of the geometry of MQD arrays

At this point, it should be clear that when analyzing the magnetic behavior of MQD arrays, 
one must take into account a lot of different factors. Just to mention a few, let us consider 
both the chemical composition and the crystalline structure of the nanoparticles themselves, 
as these factors determine––among other things––the magnetic anisotropy of each MQD; the 
shape of a single QD gives rise to a demagnetizing field; the spatial distribution among par-
ticles in an array establishes how particles will interact via pairs of dipole-dipole potentials; 
and, equally, any external factor that modifies the array, e.g., some applied external field, will 
impact the time response of the system.

Given the wide variety of contributing factors to the global magnetic properties of an array 
of MQDs, let’s restrict our attention first to just one of them: the geometric distribution of 
particles in a two-dimensional assembly.

3.1. Single-domain limit

The possibility to synchronously manipulate the motion of all the magnetic moments in a clus-
ter of magnetic nanoparticles in order to attain the fastest dynamic response in the  presence 
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of an external field while achieving some stability for the magnetic moment at the same time 
has motivated the study of the influence of the geometrical parameters––such as the inter-dot 
separation and crystal structure of arrays of MQDs––on the magnetic collective behavior of 
such systems.

In 2014, Meza et al. [28] reported an analysis of the coercivity fields for two-dimen-
sional clusters of ellipsoidal cobalt nanoparticles in two different crystalline configura-
tions (square and hexagonal) as a function of the inter-dot spacing and the frequency 
of a switching continuous external applied field. For this work oblate nanoparticles of 
semiaxis lengths of 3 nm  ×  3 nm  ×  1.5 nm were chosen. The easy axis of the particles, ori-
ented in plane, was chosen parallel to the boundary of the cluster, and the external field 
was applied along the same direction. Given that these MQDs lie in the monodomain 
regime for cobalt, it is safe to assume that they can be properly described by the macrospin  
model.

By simulating hysteresis cycles for small clusters of cobalt nanoparticles (3 × 3, 5 × 5, and 
10 × 10) at different frequencies for the applied oscillating external field (Figure 2), it was 
found that the hexagonal configuration stabilizes the magnetization reversal and narrows 
the coercivity with respect to the square crystal structure; this is clearly a consequence of the 
interaction strength promoted by the greater number of the nearest neighbors.

For both crystal systems, it was also observed that as the cluster size gets bigger the coercivity 
narrows at all frequencies and it is much lower than the coercivity for a single MQD. This is 

Figure 2. Coercivity histograms for macrospins arranged in a square (left) and hexagonal (right) lattice with different 
numbers of particles: (a) 3 × 3, (b) 5 × 5, and (c) 10 × 10. The distance between the particles is marked as  d = 2  a  0   ,  4  a  0   , 
and  8  a  0    (see [28]).
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an interesting finding that could be exploited by trying to switch the magnetization only for of 
small subgroups of MQDs from a bigger array without affecting the rest of the magnetic system.

In all cases, by increasing the proximity of the nanoparticles, i.e., with a tighter packing of the 
assembly, and the intensity of the dipole interactions becomes more relevant, this in turn stabilizes 
the reversal at higher frequencies; so, in a macrospin system, the minimum of the switching time 
for a given frequency of an oscillating external field is limited by the packing of the nanoparticles.

As an additional note, it is noteworthy that experimentally, it is certainly possible to synthesize 
magnetic nanoparticles of these sizes by chemical methods. Nevertheless, the fabrication of col-
loidal nanoparticles and its self-assembly via solvent evaporation cannot yet attain the level of 
control that would be required to fabricate small uniform clusters of the sizes studied. On the 
other hand, lithographic techniques that allow a more refined control over the position, sizes, and 
number of particles in an array are still far from reaching the length scales of the system proposed.

3.2. Micromagnetics

To contrast the time evolution of a single-domain small-sized array, let us now consider the 
work done by Semenova et al. in 2013. In [29], the quasistatic hysteresis of close-packed arrays 
of NiFe nanodisks is studied. The motivation of this work is quite different from the one pre-
sented above and relates to the desire of understanding the phenomena in the field of magnonics, 
where there is a great interest in better grasping the propagation and confinement of spin 
waves in (among other materials) ordered assemblies of MQDs, which would have potential 
applications in the fabrication of reprogrammable crystals, magnetoelectronic devices, and 
metamaterials to name a few.

Although part of the work is focused on obtaining the spin-wave excitation spectra on the 
arrays of MQDs, we will only discuss the results on the role of the array geometry and pack-
ing over the hysteresis loops measured.

The specific set of MQD assemblies studied consisted in two two-dimensional hexagonal 
arrays of Ni80Fe20 nanodisks prepared by etched nanosphere lithography. The disks were of 
near 350 nm in diameter with an edge-to-edge separation of 65 and 12 nm in average for the 
two arrays, respectively. Accordingly, there is one tightly packed array, and another one is 
almost closed-packed array.

The system analyzed requires resolving over much larger distances than it is customary, mak-
ing the problem of numerically predicting the magnetization dynamics a challenging exer-
cise––mainly because of the complexity required to adequately consider periodic boundary 
conditions for the long-range interactions of the QDs.

The experimental results and magnetic simulations in [29] indicated that the overall hysteretic 
behavior in the system is dictated by the nucleation and escape of vortices within each nanodisk. 
Indeed, the observed sudden drop (see Figure 3) in the magnetization near an applied null 
external field is attributed to the formation of vortices near the center of the QDs; eventually, as 
the applied field pushes the system toward saturation, it manages to move around the center of 
every vertex to the edge of its disk. Similar phenomenology has been observed in square arrays 
of MQDs with some degree of anisotropy on the vortex nucleation [30, 31].
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In the assemblies described above, the dipolar interactions play a less important role than the 
internal micromagnetics of each particle near almost null applied fields, and to some extent, 
the inter-dot dipolar interaction can be thought in an effective way contributing only to the 
displacement of the vertices out of the disks.

The lesson learned so far is that the net effect of the geometry of arrays of MQDs is of greater 
importance for monodomain systems where one of the dominant interactions is the dipolar 
one––for sufficiently packed systems––and that it enters in a much less important fashion for 
large systems where intra-dot micromagnetics dominate the magnetization reversal properties.

3.3. In between domains

To conclude the section, let us look one final assembly of MQD where the particle’s size is 
of the order of other multi-domain nanostructures but for which the array geometry and the 
macrospin description might play an important part.

In 2010, Redondo et al. [32] reported experimental observations of the magnetization reversal 
mechanism for arrays of equally irregularly shaped MQDs aligned and distributed over an 
ordered square grid. The research team found that for different directions of an applied exter-
nal field, the magnetization reversal would behave in some cases as if the switching mecha-
nisms were dominated by nucleation and displacement of vortices, but in other directions, for 
the same system, the behavior would be that of a macrospin array.

For such systems one of the demagnetizing fields or the exchange interactions will benefit 
from the presence of the external field to balance out the contention.
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Figure 3. Simulated and measured hysteresis loops for the (a) the tightly packed array and (b) the almost closed-packed 
array from [29].

Magnetization Dynamics in Arrays of Quantum Dots
http://dx.doi.org/10.5772/intechopen.73008

183



an interesting finding that could be exploited by trying to switch the magnetization only for of 
small subgroups of MQDs from a bigger array without affecting the rest of the magnetic system.

In all cases, by increasing the proximity of the nanoparticles, i.e., with a tighter packing of the 
assembly, and the intensity of the dipole interactions becomes more relevant, this in turn stabilizes 
the reversal at higher frequencies; so, in a macrospin system, the minimum of the switching time 
for a given frequency of an oscillating external field is limited by the packing of the nanoparticles.

As an additional note, it is noteworthy that experimentally, it is certainly possible to synthesize 
magnetic nanoparticles of these sizes by chemical methods. Nevertheless, the fabrication of col-
loidal nanoparticles and its self-assembly via solvent evaporation cannot yet attain the level of 
control that would be required to fabricate small uniform clusters of the sizes studied. On the 
other hand, lithographic techniques that allow a more refined control over the position, sizes, and 
number of particles in an array are still far from reaching the length scales of the system proposed.

3.2. Micromagnetics

To contrast the time evolution of a single-domain small-sized array, let us now consider the 
work done by Semenova et al. in 2013. In [29], the quasistatic hysteresis of close-packed arrays 
of NiFe nanodisks is studied. The motivation of this work is quite different from the one pre-
sented above and relates to the desire of understanding the phenomena in the field of magnonics, 
where there is a great interest in better grasping the propagation and confinement of spin 
waves in (among other materials) ordered assemblies of MQDs, which would have potential 
applications in the fabrication of reprogrammable crystals, magnetoelectronic devices, and 
metamaterials to name a few.

Although part of the work is focused on obtaining the spin-wave excitation spectra on the 
arrays of MQDs, we will only discuss the results on the role of the array geometry and pack-
ing over the hysteresis loops measured.

The specific set of MQD assemblies studied consisted in two two-dimensional hexagonal 
arrays of Ni80Fe20 nanodisks prepared by etched nanosphere lithography. The disks were of 
near 350 nm in diameter with an edge-to-edge separation of 65 and 12 nm in average for the 
two arrays, respectively. Accordingly, there is one tightly packed array, and another one is 
almost closed-packed array.

The system analyzed requires resolving over much larger distances than it is customary, mak-
ing the problem of numerically predicting the magnetization dynamics a challenging exer-
cise––mainly because of the complexity required to adequately consider periodic boundary 
conditions for the long-range interactions of the QDs.

The experimental results and magnetic simulations in [29] indicated that the overall hysteretic 
behavior in the system is dictated by the nucleation and escape of vortices within each nanodisk. 
Indeed, the observed sudden drop (see Figure 3) in the magnetization near an applied null 
external field is attributed to the formation of vortices near the center of the QDs; eventually, as 
the applied field pushes the system toward saturation, it manages to move around the center of 
every vertex to the edge of its disk. Similar phenomenology has been observed in square arrays 
of MQDs with some degree of anisotropy on the vortex nucleation [30, 31].
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In the assemblies described above, the dipolar interactions play a less important role than the 
internal micromagnetics of each particle near almost null applied fields, and to some extent, 
the inter-dot dipolar interaction can be thought in an effective way contributing only to the 
displacement of the vertices out of the disks.

The lesson learned so far is that the net effect of the geometry of arrays of MQDs is of greater 
importance for monodomain systems where one of the dominant interactions is the dipolar 
one––for sufficiently packed systems––and that it enters in a much less important fashion for 
large systems where intra-dot micromagnetics dominate the magnetization reversal properties.

3.3. In between domains

To conclude the section, let us look one final assembly of MQD where the particle’s size is 
of the order of other multi-domain nanostructures but for which the array geometry and the 
macrospin description might play an important part.

In 2010, Redondo et al. [32] reported experimental observations of the magnetization reversal 
mechanism for arrays of equally irregularly shaped MQDs aligned and distributed over an 
ordered square grid. The research team found that for different directions of an applied exter-
nal field, the magnetization reversal would behave in some cases as if the switching mecha-
nisms were dominated by nucleation and displacement of vortices, but in other directions, for 
the same system, the behavior would be that of a macrospin array.

For such systems one of the demagnetizing fields or the exchange interactions will benefit 
from the presence of the external field to balance out the contention.
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Abstract

The present day world involved in the fabrication of miniaturized smart devices is in con-
tinuous quest of materials with better optoelectronic and magneto-electronic efficiency. 
Effective incorporation of dopants into semiconductor lattices have been accepted as a pri-
mary means of controlling electrical, optical, magnetic and other physico-chemical proper-
ties of semiconductors. Manipulations in magnetic spin within a semiconducting material 
have lead to an effective research for potential ferromagnets with semiconducting proper-
ties, leading to an important field, dilute magnetic semiconductors (DMS). On the other 
hand, quantum dots (QDs) have been registered to be quantum confined nanocrystals 
with unique optoelectronic properties, having a wide range of potential applications. QDs 
experienced rapid development leading to the concept of dilute magnetic semiconducting 
quantum dots (DMSQDs), where transition metals with a few to several atomic percent-
ages, having unpaired d-electrons, are doped in order to manipulate their opto-magnetic 
properties. These materials are fabricated by alloying transition metals with Group II-VI, 
III-V and IV-IV elements resulting in multi-component systems. They have tremendous 
applications in the spintronics industry, where electronic properties are controlled by spin 
degree of freedom. The present report reveals the significance, electronic origination of the 
fact, synthesis and their applications toward the fabrication of spintronics devices.

Keywords: dilute magnetic semiconductors, quantum dots, dilute magnetic 
semiconductors quantum dots, spintronics, opto-magnetic properties

1. Introduction

The dilute magnetic semiconductor quantum dots (DMSQDs) are basically the combination 
of semiconducting quantum dots, where transition metals are introduced as impurity or dop-
ants. They are symbolically represented by A1−xMxB or A(M)B or AB(M), where A is often a 
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distribution, and reproduction in any medium, provided the original work is properly cited.
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non-magnetic cation, A and B can be from Group II-VI, Group III-V and Group IV-IV elements. 
These nanoscale materials play an important role in microelectronics and magnetic storage 
devices [1–3]. Additionally, these materials have the quality to exist in both Curie tempera-
tures (Tc) as well as in room temperature (RT) with high saturation of magnetization (Ms) [4–6]. 
These quantum confined materials has unique magneto-optical and optically controlled mag-
netism properties, which make them essentially important in today’s research on materials for 
spintronics (spin-based electronics) [7, 8] device making. The device making includes minia-
turization of electronic devices, magnetic fluids and high density data storage systems [9–11]. 
The semiconducting quantum dots which are being in research are from the Group II-VI and 
the dopants are transition metals. The individual potentiality of these materials, generated by 
coupling of diluted magnetic semiconductor (DMS) and quantum dots (QDs), is expected to be 
a path breaking one in the future field of optoelectronics and magneto-optoelectronic devices. 
To understand better, we will first look into the concept of DMS and QDs separately.

2. Dilute magnetic semiconductor (DMS)

Magnetic semiconductors are the semiconducting materials, which can exhibit ferromagne-
tism. Doping of the transition metals in these materials are said to be dilute magnetic semi-
conductors (DMS). The DMS are therefore semi-magnetic due to the introduction of magnetic 
elements in their lattices. Basically, the spintronics property of these materials has attracted 
the present day research for possible technological applications. By definition, spintronics is a 
combination of electrons’ spin and their associated electronic charge and magnetic moment.

The first generation spintronics devices are derived from passive magnetoresistive sensors [12], 
but the second generations devices are expectedly achieved with the active spin-based devices, 
which are manipulated in the host semiconductor with spin-polarized electrons [13, 14]. The 
thought behind a spintronics device is the presence of spin-polarized electrons which travels 
through the host. Although the introduction of the ferromagnetic material in the semiconduc-
tor material through doping is extensively studied, yet the electronic spin is difficult to pre-
serve throughout the material interface due to the difference in electrical conductivity in both 
the doped as well as the host material [15]. Hence, to present these materials as expected mate-
rial, better than both ferromagnetic and semiconductor individually, research is very much 
crucial and warranted in spin electronic carrier device industries. DMS is next concept to meet 
the vital applicative operation to establish the spintronics carrier devices, an efficient one. In 
DMS, the host is non-magnetic semiconductor, whereas, the magnetic material is from transi-
tion metal series. These are powerful integrated devices having highly spin-polarized capacity.

3. DMS materials and their applications

3.1. AII
1−xMnxBVI ternary materials

One of the most extensively studied DMS is alloys of AII
1−xMnxBVI (A- Group II element & B- 

Group VI element) [16]. This ternary material exhibits both wurtzite and zinc blende crystalline 
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structure as per their compositional range [17]. It is noticed that the change in Manganese (Mn) 
content can lead the crystal structure to cubic or hexagonal orientation. It has been observed 
that lower the input of Mn element in the host composition, the resultant structure tends to 
acquire cubic crystallinity, whereas, with higher the amount of Mn doping wurtzite crystal-
linity is observed [18]. Crystal structure of the various compositional ranges of the material 
suggests that, although their symmetry is different, both achieve tetrahedral geometry (s-p3 
bonding) with the involvement of 2s valence electrons from Group II element and 6p valence 
electrons from Group VI element. Mn acts as a contributor of its valence 4s2 electrons to the s-p3 
bonding arrangement, although Mn differs from Group II material with an exactly half-filled 
d-orbital. The Hund’s rule suggests that introduction of an unpaired electron of opposite spin 
will require a lot of input of energy (~ 6–7 eV) and hence Mn is acting as complete 3d shell mate-
rial [19]. This ability makes Mn eligible for the replacement of Group II elements in the tetrahe-
dral structure. There is another crucial reason behind the establishment of Mn as a replacement 
of other Group II materials, which is the exact half-filled 3d orbital configuration of Mn. The fact 
is as important as, there is a possibility of forming stable phase by other elements too, although, 
dimer formation is very much a possibility for other than Mn of the Group II element [18].

3.2. TiO2 base DMS

Among the oxide base DMS materials, Cobalt (Co) intruded Titanium dioxide (TiO2) system is 
one of the most consistently researched n-type semiconductor, to achieve ferromagnetism far 
above the RT (Tc > 650 K) [20]. The importance of temperature in this kind of system is because 
the system of magnetic semiconductor is hard to achieve at RT [21, 22]. The reason behind such 
concept is the faced difficulty in the introduction of both electronic and magnetic dopants in 
the system and functionalization of the designed material as a good balanced material between 
dopant spins and free carriers of electrons. Hence, the synthesized material achieves the cou-
pling as a thermally strong dopant spin-carrier coupling [22]. The most recent research suggest 
that the ternary cited materials of Mn-doped Group II-VI semiconductors are also capable of 
exhibiting the expected necessary property as Co-doped TiO2 revealed at RT [23, 24].

TiO2 is a wide direct forbidden band gap (3.03 eV) material, used for optoelectronic devices 
and solar cell applications [25–27]. Its crystal symmetry is found to be in tetragonal and rhom-
bohedral orientations [28]. Therefore the thin films of Co-doped TiO2 can be accommodated 
in the applicative DMS devices. The first observation of RT ferromagnetism in the Co-doped 
TiO2 system was reported at Anatase phase Ti1−xCoxO2 films (0 ≤ x ≤ 0.08), on LaAlO3 and 
SrTiO3 substrates, using laser molecular beam epitaxy, at substrate growth temperatures 
between 680 and 720°C [29]. Same research group also found the satisfactory results with 
the thin films of rutile phase TiO2 with a composition of Ti1−xCoxO2 (0 ≤ x ≤ 0.05) onto α-Al2O3 
substrates, using the same deposition technique [30]. After this achievement, a good number 
work on this composition was done with various thin film deposition techniques, viz., pulsed 
laser deposition (PLD) [31–36], laser molecular beam epitaxy (LMBE) [37–39], metal–organic 
chemical vapor deposition (MOCVD) [40], reactive co-sputtering, oxygen-plasma-assisted 
molecular beam epitaxy (OPA-MBE) [41] and sol–gel [42] method. Researchers observed that 
the pressure of Oxygen applied during the thin film deposition is also a very important factor 
and suggested that at PO2 ≥ 1.3 × 10−5 mbar, we can have clear streaky RHEED patterns, which 
suggest two-dimensional smooth surfaces [32].
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Magnetic semiconductors are the semiconducting materials, which can exhibit ferromagne-
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thought behind a spintronics device is the presence of spin-polarized electrons which travels 
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tor material through doping is extensively studied, yet the electronic spin is difficult to pre-
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rial, better than both ferromagnetic and semiconductor individually, research is very much 
crucial and warranted in spin electronic carrier device industries. DMS is next concept to meet 
the vital applicative operation to establish the spintronics carrier devices, an efficient one. In 
DMS, the host is non-magnetic semiconductor, whereas, the magnetic material is from transi-
tion metal series. These are powerful integrated devices having highly spin-polarized capacity.

3. DMS materials and their applications

3.1. AII
1−xMnxBVI ternary materials

One of the most extensively studied DMS is alloys of AII
1−xMnxBVI (A- Group II element & B- 

Group VI element) [16]. This ternary material exhibits both wurtzite and zinc blende crystalline 
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structure as per their compositional range [17]. It is noticed that the change in Manganese (Mn) 
content can lead the crystal structure to cubic or hexagonal orientation. It has been observed 
that lower the input of Mn element in the host composition, the resultant structure tends to 
acquire cubic crystallinity, whereas, with higher the amount of Mn doping wurtzite crystal-
linity is observed [18]. Crystal structure of the various compositional ranges of the material 
suggests that, although their symmetry is different, both achieve tetrahedral geometry (s-p3 
bonding) with the involvement of 2s valence electrons from Group II element and 6p valence 
electrons from Group VI element. Mn acts as a contributor of its valence 4s2 electrons to the s-p3 
bonding arrangement, although Mn differs from Group II material with an exactly half-filled 
d-orbital. The Hund’s rule suggests that introduction of an unpaired electron of opposite spin 
will require a lot of input of energy (~ 6–7 eV) and hence Mn is acting as complete 3d shell mate-
rial [19]. This ability makes Mn eligible for the replacement of Group II elements in the tetrahe-
dral structure. There is another crucial reason behind the establishment of Mn as a replacement 
of other Group II materials, which is the exact half-filled 3d orbital configuration of Mn. The fact 
is as important as, there is a possibility of forming stable phase by other elements too, although, 
dimer formation is very much a possibility for other than Mn of the Group II element [18].

3.2. TiO2 base DMS

Among the oxide base DMS materials, Cobalt (Co) intruded Titanium dioxide (TiO2) system is 
one of the most consistently researched n-type semiconductor, to achieve ferromagnetism far 
above the RT (Tc > 650 K) [20]. The importance of temperature in this kind of system is because 
the system of magnetic semiconductor is hard to achieve at RT [21, 22]. The reason behind such 
concept is the faced difficulty in the introduction of both electronic and magnetic dopants in 
the system and functionalization of the designed material as a good balanced material between 
dopant spins and free carriers of electrons. Hence, the synthesized material achieves the cou-
pling as a thermally strong dopant spin-carrier coupling [22]. The most recent research suggest 
that the ternary cited materials of Mn-doped Group II-VI semiconductors are also capable of 
exhibiting the expected necessary property as Co-doped TiO2 revealed at RT [23, 24].

TiO2 is a wide direct forbidden band gap (3.03 eV) material, used for optoelectronic devices 
and solar cell applications [25–27]. Its crystal symmetry is found to be in tetragonal and rhom-
bohedral orientations [28]. Therefore the thin films of Co-doped TiO2 can be accommodated 
in the applicative DMS devices. The first observation of RT ferromagnetism in the Co-doped 
TiO2 system was reported at Anatase phase Ti1−xCoxO2 films (0 ≤ x ≤ 0.08), on LaAlO3 and 
SrTiO3 substrates, using laser molecular beam epitaxy, at substrate growth temperatures 
between 680 and 720°C [29]. Same research group also found the satisfactory results with 
the thin films of rutile phase TiO2 with a composition of Ti1−xCoxO2 (0 ≤ x ≤ 0.05) onto α-Al2O3 
substrates, using the same deposition technique [30]. After this achievement, a good number 
work on this composition was done with various thin film deposition techniques, viz., pulsed 
laser deposition (PLD) [31–36], laser molecular beam epitaxy (LMBE) [37–39], metal–organic 
chemical vapor deposition (MOCVD) [40], reactive co-sputtering, oxygen-plasma-assisted 
molecular beam epitaxy (OPA-MBE) [41] and sol–gel [42] method. Researchers observed that 
the pressure of Oxygen applied during the thin film deposition is also a very important factor 
and suggested that at PO2 ≥ 1.3 × 10−5 mbar, we can have clear streaky RHEED patterns, which 
suggest two-dimensional smooth surfaces [32].
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The ferromagnetism in Co-doped TiO2 is a topic of interest for the research accompanying 
spintronics devices. The oxide base DMS materials have extrinsic or intrinsic effect, which 
is the root of their device driven capability, is still a matter of discussion. The extrinsic effect 
may be attributed to the interaction of local magnetic moments with magnetic impurities. 
The intrinsic magnetism may be due to the exchange coupling between the spin of carriers 
and local magnetic moments. Since, spintronics takes place only in polarized charge carriers, 
which is possible only when the ferromagnetism is intrinsic. The issue is of great concern 
because the experimental evidence is not yet available behind the actual reason of magnetism 
of DMS in TiO2. Anomalous Hall effect (AHE) and electric field induced modulation by mag-
netization suggests, for rutile phased Co-doped TiO2 system, the carrier-mediated ferromag-
netism with a value of 13.5% [43, 44].

Recent theoretical studies propose the creation and distribution of oxygen vacancies in 
Co-doped TiO2 is responsible for the ferromagnetism in these systems. The ferromagnetism 
is suppressed when the oxygen content is increased in the unit cell [45]. In a nutshell, for the 
TiO2 crystal, in the event of an oxygen vacancy, Ti atoms will give away their electrons to 
oxygen and hence they will be in the scarcity of electrons to get bind with the oxygen vacancy 
sites by their own atoms and therefore a situation of hydrogen-like orbital occurs, hence con-
stitutes a Polaron. This phenomenon is supported by a percolation model named bond mag-
netic polaron (BMP), which was used to study the magnetically doped oxides [46].

In the interaction of the magnetic cations with the hydrogenic electrons in the impurity band, 
the donors tend to form BMPs, coupling the 3d moments of the ions within their orbits. 
Depending on whether the cation 3d orbital is less than half filled, or half filled or more, the 
coupling between the cation and the donor electron is ferromagnetic or anti-ferromagnetic, 
respectively. Either way, the coupling between two similar impurities within the same donor 
orbital is ferromagnetic. The polaron radius is a function of the host material’s dielectric con-
stant and electron effective mass. If the polaron concentration in the material is large enough 
to achieve percolation, an entire network of polarons and magnetic cations become intercon-
nected and we observe macroscopic ferromagnetic behavior [47].

Thus, the incorporation of impurities/dopants in the semiconducting lattices have been real-
ized as an important primary means of controlling the magnetic and electrical conductivities, 
besides having an immense effect on magnetic, magneto-optical and other physical properties 
of semiconductors.

4. Quantum dots

Quantum dots (QDs) of semiconducting materials have attracted the research community due 
to their potential application in various fields of humanity, viz., optoelectronics, solar cell, bio-
imaging and biosensors, cosmetics, space science, photocatalytic activity, etc. [48–54]. The QDs 
can be defined with respect to their size, which is supposed to be less than excitons Bohr radius. 
The material specific Bohr radius also leads to the property of that material. The size factor is 
supported by differently shaped particles. The size of the QDs leads to the significant change 
in band gap of the semiconductors than the bulk. The enhanced band energy of the particles is 
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due to the fact of their atom like structures. These particles in this confinement have 10–1000 
numbers of atoms within one particle. Therefore, the energy levels of each particle have the 
merging levels of only some of the atoms in comparison to their bulk entity, where millions of 
atoms coincide. Because of this fact, very less energy levels can merge with each other in a QD 
and hence the band gap energy increases drastically. The QDs have another specific property of 
showing blunt and broad absorption peak. The primary cause behind the phenomenon resides 
in their size effect. At the atomic level, the slight change in the size of a particle (viz., 0.5 nm) can 
change their HOMO-LUMO gap drastically. Therefore, whenever there is a solution of QDs, 
the particle size is never homogeneously uniform in the solution. Hence, for every particle the 
band gap energy will be different and therefore the absorption maximum shifts accordingly. 
As a consequence of the presence of differently sized particles in the solution, togetherness of 
these absorption maxima can be observed and hence a broad peak. Therefore, by tuning the 
size, we can meet the desired application with these particles. Apart from the size factor, shape 
phenomenon also plays a significant role in deciding the characteristic features in the field 
of quantum dot physics. The electrons, which are the driving force behind every electronic 
transition in a physical matter, have received different orientations in terms of surface of the 
particle. In the quantum range of physics, the QDs are forced to adapt the required application 
by modifying their surface. The reason behind such observation is the attachment of the surface 
electrons for differently shaped particles is different, which is again as an outcome of releasing 
surface energy of the particle to make it stable. The introduction of capping agents (the ligands) 
is also having a capability of taming the particle according to their preferred shape. This phe-
nomenon is addressed as surface functionalization. The surface modification can lead us to the 
fabrication of the particles with better efficacy in different applicative devices.

The property of showing high luminescence by these QD metamaterials is one of the most 
aspired properties. The generation of double excitons leads the materials toward more promis-
ing luminescent material. This extraordinary property blesses these materials to show higher 
emission range than the traditional dyes and hence they become more appropriate with the 
fact of getting more emission with the excitation of only one electron. The size and, of course 
the shape, both have an important role in making them suitable for these applications. Most of 
the time the tunable size property of these quantum dots is mentioned, due to which one can 
access the whole light spectrum. The devices such as LEDs and solar cell require these nano 
dots in such a manner that they have the ability to absorb the whole visible and UV region and 
emit the same in higher wavelength. Therefore, the luminescence property of these fluorescent 
dots has to have the tenability to perform in the whole region. Fortunately, researchers found 
that for different semiconducting quantum dots, we can achieve the luminescence as per our 
requirement. Another interesting concept of wastage of the solar energy as thermal energy 
during the absorption of sun light by a photovoltaic cell comes into play, in the present day 
photo voltaic research. It is observed that a photovoltaic material, such as, QDs (although being 
the most promising one), cannot absorb the whole sun light as conversion efficiency of the cell 
becomes less. The reason behind this is the material, that we are using, can absorb the light in 
the desired range but cannot emit the same in the desired wavelength. To tackle this difficulty, 
the concept of large stock shift quantum dots has come up. This large stock shift materials can 
absorb the sun light in short wavelength and emit the same in the long wavelength, which 
make these functionalized quantum dots more efficient toward these kind of applications [55].
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due to the fact of their atom like structures. These particles in this confinement have 10–1000 
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and hence the band gap energy increases drastically. The QDs have another specific property of 
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these absorption maxima can be observed and hence a broad peak. Therefore, by tuning the 
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is also having a capability of taming the particle according to their preferred shape. This phe-
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fabrication of the particles with better efficacy in different applicative devices.

The property of showing high luminescence by these QD metamaterials is one of the most 
aspired properties. The generation of double excitons leads the materials toward more promis-
ing luminescent material. This extraordinary property blesses these materials to show higher 
emission range than the traditional dyes and hence they become more appropriate with the 
fact of getting more emission with the excitation of only one electron. The size and, of course 
the shape, both have an important role in making them suitable for these applications. Most of 
the time the tunable size property of these quantum dots is mentioned, due to which one can 
access the whole light spectrum. The devices such as LEDs and solar cell require these nano 
dots in such a manner that they have the ability to absorb the whole visible and UV region and 
emit the same in higher wavelength. Therefore, the luminescence property of these fluorescent 
dots has to have the tenability to perform in the whole region. Fortunately, researchers found 
that for different semiconducting quantum dots, we can achieve the luminescence as per our 
requirement. Another interesting concept of wastage of the solar energy as thermal energy 
during the absorption of sun light by a photovoltaic cell comes into play, in the present day 
photo voltaic research. It is observed that a photovoltaic material, such as, QDs (although being 
the most promising one), cannot absorb the whole sun light as conversion efficiency of the cell 
becomes less. The reason behind this is the material, that we are using, can absorb the light in 
the desired range but cannot emit the same in the desired wavelength. To tackle this difficulty, 
the concept of large stock shift quantum dots has come up. This large stock shift materials can 
absorb the sun light in short wavelength and emit the same in the long wavelength, which 
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5. Dilute magnetic semiconductor quantum dots (DMSQDs)

Discussions on DMS and QDs have made it easier to understand the concept of DMSQDs. 
They are quantum dots of semiconducting materials doped with transition metals having 
magnetic behavior. Due to specific significance of QDs, researchers are tremendously focus-
ing on the ferromagnetic material doped QDs. Since, semiconductors do not possess high 
magnetism in any level of their atomic growth, it becomes essential to incorporate the mag-
netic nature of DMS in nanoscale so as to improve its efficiency in the various fields of spin-
tronics applications. It has been observed that the effectiveness of interaction of sp-d for the 
exchange of carrier and magnetic ions in terms of hole energy depends on the high and low 
magnetic field induces from outside. Hence, it is expected that due to the small size of a quan-
tum dot, the exchange and interaction of d electrons with sp shelled electrons will be extensive 
in DMSQDs [56]. Therefore, the spintronics devices developed from DMSQDs are expected 
to be efficient as well as miniaturized one, probably due to the quantum confinement effect of 
DMS and therefore better than the single DMS materials.

5.1. Synthesis of DMSQDs

The synthesis procedures are very much similar to those for the synthesis of QDs. The only 
exception is to incorporate the metallic materials as impurity during the reaction process. 
Among a vast number of procedures, the chemical route to synthesis DMSQDs is the most 
commonly use deficient method. The size and shape of such QDs can be easily tailored 
through this method. Unwanted oxidation can also be prevented during the adopted during 
the synthesis process. Fe, Co, Ni and Mn are the main doping elements used for the prepara-
tion of DMSQDs of semiconductors of Group II-VI [56].

Clustering and surface doping are two main issues that are faced during the synthetic process 
for obtaining uniformed DMSQDs. To eliminate these key issues, one has to overcome self-
purification [57] of the materials and understand the reactivity between the host-guest materi-
als [58, 59]. The self-purification is a process where host molecule expels the guest molecule 
from the surface to attain a thermodynamically stable state by reducing its defect energy. Self-
purification can be resolved by making the magnetic core at first, followed by coating with the 
semiconducting material and then annealing at higher temperature for a longer time to diffuse 
the dopant inside the host properly before it get expelled by the host. The reactivity issue can 
be sorted out by two ways: a) Nucleation doping and b) Growth doping. Successive ionic layer 
adsorption reaction (SILAR) method was used to dope Fe in CdS in one of the methods of its 
preparation. This was attained at high temperature. This method showed excellent result with 
the homogeneous diffusion of Fe in CdS shell. It was also reported that the oxidation state of 
Fe was reduced to 2 from 2.44 due to the presence of reducing reagent and replaced the Cd site 
with substitutional doping.

5.2. Properties and applications of DMSQDs

DMSQDs possess unique properties which make them suitable for wide range of applica-
tions. Their properties are primarily divided into magnetic and magneto-optical as well as 
magneto-electrical properties. These properties are attributed to the exchanged interaction 
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of sp-d between the dopants magnetic material and the host semiconductor, although proper 
mechanism of origin of the effect and the governance of ferromagnetism are not yet con-
firmed. Secondly, it has been observed that due to the presence of quantitatively unknown 
weights of ligands within the synthesized material makes it difficult to calculate the conver-
sion of magnetic moments from magnetic ions, [60] however there have been improvement 
toward the production of DMSQDs from time to time. Early reports on quantification showed 
the presence of a few magnetic moments in emu/gram (memu/g) [61] due to the doping of 
magnetic ions, instead of much more as expected. The effect of unknown amount of magnetic 
moment hinders the knowledge of comparison between the absolute magnetism of bulk and 
nano materials. The plausible reason to this effect may be the clustering of magnetic dopants 
or/and inherent sp-d exchange interactions.

One of the most advantageous finding on DMSQDs shows an exceptionally different nature 
of magnetism. It is the co-doping of ZnO with Cu and Fe [62]. Interestingly, ZnO individually 
doped with Fe or Cu showed an anti-ferromagnetic behavior without a trace of ferromag-
netism. Whereas, the co-doping of both the transition metals in ZnO showed high quality 
ferromagnetism with magnetic moment as high as 600 memu/g. This work has proved the 
anti-ferromagnetism of Cu doped ZnO with the help of M versus H (Magnetization versus 
Magnetic field intensity) plot and anti-ferromagnetism of Fe doped ZnO with the inverse sus-
ceptibility plot as function of temperature, showing a negative intercept. But, in co-doped ZnO 
with Cu and Fe, X-ray absorption spectroscopy (XAS) clearly showed the presence of both Fe+2 
and Fe+3 and its relative percentage is dependent on the presence of Cu as a dopant. Another 
research revealed that the size of Fe doped CdS QD was responsible for the magnetic moment 
[57]. They have achieved a magnetic moment of 80 memu/g at RT for doped CdS and un-
doped CdS showed negligible amount of magnetic moment with the same scale reaction. It 
has been observed that in the presence of an external magnetic field, a non-magnetic substance 
showed a small internal magnetic field due to Zeeman splitting (having an order of 2), whereas, 
materials like DMSQDs, the intensity of internal field is very high in the presence of external 
magnetic field [56]. It is also observed that along with the large internal field, a small external 
magnetic field also gets generated during this process. This happens due to the presence of 
the magnetic ions inside the material and the tendency to align themselves in the direction of 
the applied magnetic field. Theoretical modeling of magneto-optical and electronic property 
of core-shell nanoparticles of CdS-ZnS, doped with magnetic impurities of Mn showed that, 
these nanocrystals can give an attuned value of g over a wide range and make them suit-
able for spintronics devices, if the position of the magnetic impurities can be controlled [63]. 
Spectral fingerprints of the spin–spin interactions between the host excitons and the dopant 
is also revealed by single particle spectroscopy with discrete projections of individual Mn+2 
ions observed from emission peaks. These QDs showed enhancement in exchange splitting 
at elevated temperatures by an order of magnitude compared to their epitaxial counterparts, 
which is useful for solotronics applications. The circularly polarized photoluminescence in the 
presence of magnetic field (MCPL) for bulk DMS is very much different than the QDs. In case 
of DMS material, the emission band edge of the host material showed a polarization due to 
the splitting of the band, but doped material (Mn+2) do not show any band polarization due to 
spin and orbital forbidden emission [64]. But, in DMSQDs, along with the host, the dopant also 
showed polarized emission band edge in the presence of magnetic field. This surprised effect 
was although not yet properly understood, but expected to be due to quantum confinement, 
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of sp-d between the dopants magnetic material and the host semiconductor, although proper 
mechanism of origin of the effect and the governance of ferromagnetism are not yet con-
firmed. Secondly, it has been observed that due to the presence of quantitatively unknown 
weights of ligands within the synthesized material makes it difficult to calculate the conver-
sion of magnetic moments from magnetic ions, [60] however there have been improvement 
toward the production of DMSQDs from time to time. Early reports on quantification showed 
the presence of a few magnetic moments in emu/gram (memu/g) [61] due to the doping of 
magnetic ions, instead of much more as expected. The effect of unknown amount of magnetic 
moment hinders the knowledge of comparison between the absolute magnetism of bulk and 
nano materials. The plausible reason to this effect may be the clustering of magnetic dopants 
or/and inherent sp-d exchange interactions.

One of the most advantageous finding on DMSQDs shows an exceptionally different nature 
of magnetism. It is the co-doping of ZnO with Cu and Fe [62]. Interestingly, ZnO individually 
doped with Fe or Cu showed an anti-ferromagnetic behavior without a trace of ferromag-
netism. Whereas, the co-doping of both the transition metals in ZnO showed high quality 
ferromagnetism with magnetic moment as high as 600 memu/g. This work has proved the 
anti-ferromagnetism of Cu doped ZnO with the help of M versus H (Magnetization versus 
Magnetic field intensity) plot and anti-ferromagnetism of Fe doped ZnO with the inverse sus-
ceptibility plot as function of temperature, showing a negative intercept. But, in co-doped ZnO 
with Cu and Fe, X-ray absorption spectroscopy (XAS) clearly showed the presence of both Fe+2 
and Fe+3 and its relative percentage is dependent on the presence of Cu as a dopant. Another 
research revealed that the size of Fe doped CdS QD was responsible for the magnetic moment 
[57]. They have achieved a magnetic moment of 80 memu/g at RT for doped CdS and un-
doped CdS showed negligible amount of magnetic moment with the same scale reaction. It 
has been observed that in the presence of an external magnetic field, a non-magnetic substance 
showed a small internal magnetic field due to Zeeman splitting (having an order of 2), whereas, 
materials like DMSQDs, the intensity of internal field is very high in the presence of external 
magnetic field [56]. It is also observed that along with the large internal field, a small external 
magnetic field also gets generated during this process. This happens due to the presence of 
the magnetic ions inside the material and the tendency to align themselves in the direction of 
the applied magnetic field. Theoretical modeling of magneto-optical and electronic property 
of core-shell nanoparticles of CdS-ZnS, doped with magnetic impurities of Mn showed that, 
these nanocrystals can give an attuned value of g over a wide range and make them suit-
able for spintronics devices, if the position of the magnetic impurities can be controlled [63]. 
Spectral fingerprints of the spin–spin interactions between the host excitons and the dopant 
is also revealed by single particle spectroscopy with discrete projections of individual Mn+2 
ions observed from emission peaks. These QDs showed enhancement in exchange splitting 
at elevated temperatures by an order of magnitude compared to their epitaxial counterparts, 
which is useful for solotronics applications. The circularly polarized photoluminescence in the 
presence of magnetic field (MCPL) for bulk DMS is very much different than the QDs. In case 
of DMS material, the emission band edge of the host material showed a polarization due to 
the splitting of the band, but doped material (Mn+2) do not show any band polarization due to 
spin and orbital forbidden emission [64]. But, in DMSQDs, along with the host, the dopant also 
showed polarized emission band edge in the presence of magnetic field. This surprised effect 
was although not yet properly understood, but expected to be due to quantum confinement, 
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where wave functions are overlapped extensively [65]. Magneto-optical response in Cu doped 
chalcogenide QDs is also a tremendous effect observed in DMSQDs. This photo-excitation 
phenomenon in these DMSQDs has come as a result of strong spin-exchanged interaction 
between the valence band-conduction band (VB-CB) of the host and the paramagnetic Cu dop-
ant. The magnetic circular dichroism (MCD) studies revealed the enhancement of paramag-
netism up to 100% in these Cu doped ZnSe/CdSe QDs under the UV light excitation. Again, 
in dark, these materials retained a photo-magnetization memory for timescales of hours [66]. 
Another application is reported for Mn-doped CdSe QDs as light-induced spontaneous mag-
netization, where spin effect is controlled to generate, manipulate and read out spins [67]. 
In this case, no external magnetic field was applied but still showed large Zeeman splitting 
as a result of photo-excitation. The reason behind these giant splitting is the generation of 
large dopant-carriers exchange fields. These materials are having potential applications in the 
field of magneto-optical storage and optically controlled magnetism. DMSQDs are also known 
to respond to charged carriers. The carrier-mediated ferromagnetic interaction in Mn-doped 
CdSe QDs are also reported, which arise due to photo-excited carriers from surface defect 
states of smaller QDs (~3 nm) [68]. Mn-doped ZnO QDs also exhibited ferromagnetic exchange 
interaction due to photo-excitation in the absence of oxygen [69] and as is reported in air-stable 
Fe–Sn co-doped In2O3 [70]and Mn–Sn co-doped In2O3 [71]. Research has proved the conduc-
tion band electron–dopant ferromagnetic exchange interaction, offers magneto-electric and 
magneto-plasmonic properties which helps in wide scale spintronics applications.
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where wave functions are overlapped extensively [65]. Magneto-optical response in Cu doped 
chalcogenide QDs is also a tremendous effect observed in DMSQDs. This photo-excitation 
phenomenon in these DMSQDs has come as a result of strong spin-exchanged interaction 
between the valence band-conduction band (VB-CB) of the host and the paramagnetic Cu dop-
ant. The magnetic circular dichroism (MCD) studies revealed the enhancement of paramag-
netism up to 100% in these Cu doped ZnSe/CdSe QDs under the UV light excitation. Again, 
in dark, these materials retained a photo-magnetization memory for timescales of hours [66]. 
Another application is reported for Mn-doped CdSe QDs as light-induced spontaneous mag-
netization, where spin effect is controlled to generate, manipulate and read out spins [67]. 
In this case, no external magnetic field was applied but still showed large Zeeman splitting 
as a result of photo-excitation. The reason behind these giant splitting is the generation of 
large dopant-carriers exchange fields. These materials are having potential applications in the 
field of magneto-optical storage and optically controlled magnetism. DMSQDs are also known 
to respond to charged carriers. The carrier-mediated ferromagnetic interaction in Mn-doped 
CdSe QDs are also reported, which arise due to photo-excited carriers from surface defect 
states of smaller QDs (~3 nm) [68]. Mn-doped ZnO QDs also exhibited ferromagnetic exchange 
interaction due to photo-excitation in the absence of oxygen [69] and as is reported in air-stable 
Fe–Sn co-doped In2O3 [70]and Mn–Sn co-doped In2O3 [71]. Research has proved the conduc-
tion band electron–dopant ferromagnetic exchange interaction, offers magneto-electric and 
magneto-plasmonic properties which helps in wide scale spintronics applications.
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Abstract

Quantum dots (QDs), because of their exciting optical properties, have been explored as 
alternative fluorescent sensors to conventional organic fluorophores which are routinely 
employed for the detection of various analytes via fluorometry. QD probes can detect toxic 
metal ions, anions, organic molecules with good selectivity and sensitivity. This chapter 
investigates the synthesis of Mn-doped ZnSe QDs using nucleation-doping strategy. The 
as-synthesized QDs were characterized by various analytical tools such as ultraviolet-
visible (UV-vis) absorption, photoluminescence (PL) spectroscopy, X-ray diffractometry 
(XRD) and transmission electron microscopy (TEM). It was found that Mn doping of QDs 
significantly increases the PL intensity. The PL of the resulting QDs was examined in the 
presence of different metal ions to check its selective response. Among the various metal 
ions, Hg2+ exhibits a drastic quenching of the QD’s emission intensity. A Stern-Volmer plot 
of [Hg2+] sensing using the as-synthesized QDs showed linearity in the range of 0–30 × 10−6 
ML−1 with the regression coefficient R2 = 0.99. The detection limit was found to be 6.63 × 
10−7 ML−1. Thus, the present Mn-doped ZnSe QDs represent a simple, non-toxic fluorescent 
probe for the qualitative and quantitative detection of mercury ions in aqueous samples.

Keywords: quantum dots, ZnSe, fluorimetry, doping, heavy metal detection

1. Introduction

Continuous and high-concentration exposure of heavy metals can cause various physiologi-
cal and biochemical problems to the environment and human being. Thus, the detection 
of these harmful metal ions has become very important from industrial, environmental 
and biological point of view. This is a challenging subject for analytical chemists due to the 
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 sensitivity,  detection limits and acceptable toxicity levels set by global regulation bodies [1, 
2]. In addition, similar chemistry of heavy metals is fastidious with respect to selectivity of 
the determination method. A variety of standardized analytical methods for the detection 
of metal ions are available. However, only some of them have found application in rou-
tine analysis. Recommended procedures for the detection of heavy metals in water samples 
include photometric methods, flame or graphite furnace atomic absorption spectroscopy 
(AAS), inductively coupled plasma emission or mass spectrometry (ICP-ES, ICP-MS), total 
reflection X-ray fluorimetry (TXRF) and anodic-stripping voltammetry (ASV) [3–5]. These 
methods offer good limits of detection and wide linear ranges, but they are time consuming, 
require high cost analytical instruments trained operating personals and high maintenance 
which is a financial burden to analytical laboratories. Furthermore, the required sample pre-
treatment and preparation time introduce systematic errors in the analysis. However, the 
development of fast, economical and portable devices for metal ion detection has grown 
tremendously over the past 10 years. Particularly, chemo-sensors, which offer the ability for 
both on-line and field monitoring, has attracted many industries in the detection of metal 
ions in water [6]. This has allowed for quick and continuous supervision monitoring of drink-
ing or ground water and lentic or lotic watercourses. An ideal sensor should provide good 
sensitivity, high selectivity towards the target analyte, mathematical relationship of signal 
output to the amount of analyte, fast response time, good signal-to-noise ratio and long-
term stability [7]. A variety of sensors have been developed, and these include DNAzymes 
sensors, optical sensors, electrochemical, colorimetric and fluorescent sensors [1–10] just to 
mention a few. This chapter aims to introduce the reader to the use of quantum dots (QDs) 
as metal ion sensors.

1.1. Optical sensors

A chemical sensor can be defined as ‘a portable miniaturized analytical device, which can 
deliver real-time and on-line information in the presence of specific compounds or ions in 
complex samples’ [11]. Chemical sensors can be categorized into electrochemical, optical, 
mass-sensitive and heat-sensitive, according to the types of transducer. Of these classifica-
tions, optical sensors have been the most widely used as contact-less detectors, counting or 
positioning of parts. An optical sensor device consists of the following components: (a) the 
recognition element, where specific interaction and identification of the analyte takes place; 
(b) the transducer element that converts the recognition process into a measurable optical sig-
nal; (c) an optical device (process unit) which consists of at least a light source and finally (d) a 
detector which detects and converts the change of optical properties and amplifies the signal 
into a unit readout. The optical properties measured can be absorbance, reflectance, lumines-
cence, light polarization, Raman and others. Optical sensors have found many applications 
in various fields, including biomedical, clinical, environmental monitoring and process con-
trolling [12–18]. They are an attractive analytical tool, whenever continuous monitoring and 
real-time information is desired. They can track sources of contamination in an industrial 
process, follow the formation and movement of environmental pollutants and can raise the 
alarm when a toxic species exceeds an expected level of exposure. For environmental analysis, 
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single-use test strips for various ions, including heavy metals, are commercially available [19], 
which have their limitations in accuracy and reversibility. In recent years, activities applying 
optical sensors for the determination of heavy metals increased [20]. The most significant 
methods are the application of quenchable fluorophores or indicator dyes.

1.2. Quantum dots

Semiconductor quantum dots (QD) are nanocrystalline materials that confines the motion of 
the charge carriers in three spatial directions. These crystals are intermediate state of matter that 
display properties present in neither bulk nor molecular systems. The physical and electronic 
properties of QDs are strongly dependent on size (number of atoms). Their importance was 
recognized by the 2000 Nobel Prize in Physics awarded to Alferov and Kroemerin for their basic 
work on information and communication technology using the semiconductor heterostructures. 
QDs are generally made as binary semiconductor nanocrystals from groups II–VI (e.g. CdSe, 
ZnS, etc.), groups IV–VI (e.g. PbTe, PbS) or groups III–V (e.g. InAs, InP) in the periodic table [21]. 
Moreover, QDs of Si, Ge, Ag, also of carbon and graphene [22–24] and ternary QDs (from I–VI) 
have been reported [25, 26]. QDs have received much attraction because of their stable, tunable, 
bright and narrow photoemission, high chemical and photo bleaching stability, processability 
and surface functionality and they offer many advantages in comparison with conventional 
fluorophore. Thus, a new generation of QDs based sensor containing the unique optical proper-
ties of QDs has been constructed for sensing molecules and ions in ultratrace level.

Colloidal synthesis of QDs widely employs a ‘bottom-up’ approach where the crystals are 
nucleated and grown from the precursor materials dissolved in a suitable solvent in the pres-
ence of a stabilizing agent. This approach was pioneered by L. Brus, an American scientist 
when he was at Bell laboratories, New Jersey, in the late 1970s and carried over by some of 
his post docs notably Moungi Bawendi and Paul Alivisatos. Because of its mild preparative 
conditions, this method is also called as a wet chemical route and has become popular among 
the scientists and industrialists for their usefulness in the biomedical and analytical fields. 
Different types of QDs such as alloyed QDs, core/shell QDs, impurity-doped QDs, polymer-
QD composites with desired size and desired functional group on the surface can be prepared 
by colloidal synthesis, which are difficult to obtain by the other methods.

High-quality colloidal quantum dot crystals can be prepared in organic medium. Organic QDs 
obtained by this method have good degree of monodispersity and high photoluminescence 
quantum efficiency. This method became familiar after the synthesis of CdSe QD by Murray 
et al. in 1993 [27, 28]. The precursors for CdSe QDs chosen by Murray were dimethylcadmium 
(Me2Cd) and TOPSe (Se dissolved in trioctylphosphine (TOP). The rapid injection of both the 
precursors together into the hot solution of trioctylphosphine oxide (TOPO) at ~300°C pro-
duced yellow/orange CdSe nanocrystallites. However, the use of expensive and/or hazardous 
organic reagents, harsh reaction conditions, and hydrophobicity of the as-prepared QDs are 
some of the shortcomings of the organic synthetic routes. To make the QDs water soluble, 
hydrophobic nature of the QDs surface should be converted into hydrophilic nature by sur-
face encapsulation or ligand exchange. Surface modification processes are tedious, involving 
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multiple steps and usually produce materials with reduced optical properties compared to 
the parent organic materials [29, 30].

On the other hand, QDs can also be synthesized in aqueous medium directly. For example, 
in aqueous synthesis of thiol-stabilized CdTe QDs, Cd2+ dissolved in water medium would 
be reacted with a HTe− solution in the presence of water-soluble thiol ligands. Refluxing of 
the above mixture produces CdTe QDs dispersion. Rajh et al. used a thiol (3-mercapto-l,2-
propane-diol) as a stabilizing agent to prepare CdTe QD with 20% photoluminescence 
quantum yield (PLQY) [31]. Afterwards, numerous thiols were investigated as stabilizing 
agents [32–34]. Compared with organic phase synthesis, aqueous synthesis involves less 
toxic precursors, inexpensive and produces excellent water-soluble and biocompatible 
products.

1.3. Modifications for PL enhancement

Most of the QDs, which are prepared in aqueous conditions, have low stability and low 
PLQY. As the surface of QDs is highly reactive, they have a high possibility to aggregate in 
the presence of heat, light, air or some ions. This may cause surface, which further reduced the 
PLQY. A number of techniques have been used to improve the particle stability, PL efficiency 
and biocompatibility of the QDs. These include photo-irradiation [35, 36], ultrasonic irradia-
tion [37], doping with transition metals [38–40] and inorganic passivation [41]. Among them, 
inorganic passivation and doping techniques are the most widely investigated.

Doped semiconductor nanocrystals have been studied extensively in the past two decades 
since Bhargava et al. [42] reported on Mn-doped ZnS (Mn:ZnS). They stated that it could 
be possible to obtain efficient emission from the dopant centres even if the host nanocrys-
tals were not of high quality. The PL of doped QDs is purely dopant-specific. Based on this, 
different colour-emitting (blue to red) QDs doped with metals (Al3+), transition metals (Cu+, 
Mn2+) and halides (F−) have been reported in the literature [43–45]. Doped nanocrystalline 
II–VI semiconductors incorporating rare earth (RE) ions such as Tb3+, Eu3+ and Er3+ have also 
been reported [46, 47]. However, due to the dissimilar chemical properties (e.g. ionic radius, 
valence state) between the RE ion and host cation (Cd2+, Zn2+), efficient doping of RE ions into 
II–VI semiconductor host is not favourable.

In contrast to RE ions, the chemical properties of Mn2+ are very similar to those of Cd2+ (or 
Zn2+); thus, incorporating Mn2+ into II–VI semiconductor host is much easier. Mn-doped semi-
conductors are potential luminescent and spintronic materials. The Mn2+ ion, used in many 
luminescent materials, has a d5 configuration. The Mn2+ ion exhibits a broad emission peak, 
whose position depends strongly on the host lattice due to changes in crystal field strength 
with host. The emission colour can vary from green to deep red, corresponding to a 4T1–6A1 
transition. Since this transition is spin-forbidden, the typical luminescent relaxation time of 
this emission is of the order of milliseconds.

Doping of the impurity in the host material can be carried out via nucleation-doping or 
growth-doping processes [48] as shown in Figure 1. In a former process, both host and dop-
ant materials are subjected to nucleation at the same time followed by growth of the host 
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material, whereas in the growth-doping process, the host material alone is nucleated and 
grow for certain time, followed by doping and re-growth of host material again.

1.4. QDs as sensor

QDs possess high surface-to-volume ratio and any change occurring at the surface can influ-
ence its surface-dependent properties; hence, luminescence of QDs is sensitive to surface 
states. Any species that interact directly with the QDs surface by physical or chemical means 
interferes with radiative recombination of the exciton leading to ‘quenching’ or enhancement 
of QDs fluorescence. Following this approach, QDs fluorescent probes can be designed by 
modifying their surface with suitable ligands so that they can selectively recognize the target 
analyte.

QD-based sensors are most frequently used to detect metal cations. Generally, metal ion 
quenches the QDs fluorescence via three different types of interaction: (i) by exchanging the 
metal cation of QDs, (ii) by displacing the capping ligand from the QDs surface and (iii) by 
binding with surface ligands [48]. The first two types are based on the competitive interac-
tion between the analyte metal ion and the surface metal ion of QDs to bind with counter-
part anion or surface-capping ligand, respectively, thus forming a stable lower solubility 
product. For instance, CuSe has a lower solubility than CdSe. As a result, surface Cd2+ ions 
in CdSe QDs can be easily exchanged by analyte Cu2+ ions to form CuSe particles on the 
surface of QDs. Similarly, in the case of glutathione (GSH)-capped CdSe QDs, Pb2+ ion binds 
with the thiol group of the capping GSH followed by displacement from QDs surface due 
to its higher binding affinity than Cd2+. However, the quenching mechanism in both cases is 
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multiple steps and usually produce materials with reduced optical properties compared to 
the parent organic materials [29, 30].

On the other hand, QDs can also be synthesized in aqueous medium directly. For example, 
in aqueous synthesis of thiol-stabilized CdTe QDs, Cd2+ dissolved in water medium would 
be reacted with a HTe− solution in the presence of water-soluble thiol ligands. Refluxing of 
the above mixture produces CdTe QDs dispersion. Rajh et al. used a thiol (3-mercapto-l,2-
propane-diol) as a stabilizing agent to prepare CdTe QD with 20% photoluminescence 
quantum yield (PLQY) [31]. Afterwards, numerous thiols were investigated as stabilizing 
agents [32–34]. Compared with organic phase synthesis, aqueous synthesis involves less 
toxic precursors, inexpensive and produces excellent water-soluble and biocompatible 
products.

1.3. Modifications for PL enhancement

Most of the QDs, which are prepared in aqueous conditions, have low stability and low 
PLQY. As the surface of QDs is highly reactive, they have a high possibility to aggregate in 
the presence of heat, light, air or some ions. This may cause surface, which further reduced the 
PLQY. A number of techniques have been used to improve the particle stability, PL efficiency 
and biocompatibility of the QDs. These include photo-irradiation [35, 36], ultrasonic irradia-
tion [37], doping with transition metals [38–40] and inorganic passivation [41]. Among them, 
inorganic passivation and doping techniques are the most widely investigated.

Doped semiconductor nanocrystals have been studied extensively in the past two decades 
since Bhargava et al. [42] reported on Mn-doped ZnS (Mn:ZnS). They stated that it could 
be possible to obtain efficient emission from the dopant centres even if the host nanocrys-
tals were not of high quality. The PL of doped QDs is purely dopant-specific. Based on this, 
different colour-emitting (blue to red) QDs doped with metals (Al3+), transition metals (Cu+, 
Mn2+) and halides (F−) have been reported in the literature [43–45]. Doped nanocrystalline 
II–VI semiconductors incorporating rare earth (RE) ions such as Tb3+, Eu3+ and Er3+ have also 
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whose position depends strongly on the host lattice due to changes in crystal field strength 
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transition. Since this transition is spin-forbidden, the typical luminescent relaxation time of 
this emission is of the order of milliseconds.
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growth-doping processes [48] as shown in Figure 1. In a former process, both host and dop-
ant materials are subjected to nucleation at the same time followed by growth of the host 
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material, whereas in the growth-doping process, the host material alone is nucleated and 
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interferes with radiative recombination of the exciton leading to ‘quenching’ or enhancement 
of QDs fluorescence. Following this approach, QDs fluorescent probes can be designed by 
modifying their surface with suitable ligands so that they can selectively recognize the target 
analyte.

QD-based sensors are most frequently used to detect metal cations. Generally, metal ion 
quenches the QDs fluorescence via three different types of interaction: (i) by exchanging the 
metal cation of QDs, (ii) by displacing the capping ligand from the QDs surface and (iii) by 
binding with surface ligands [48]. The first two types are based on the competitive interac-
tion between the analyte metal ion and the surface metal ion of QDs to bind with counter-
part anion or surface-capping ligand, respectively, thus forming a stable lower solubility 
product. For instance, CuSe has a lower solubility than CdSe. As a result, surface Cd2+ ions 
in CdSe QDs can be easily exchanged by analyte Cu2+ ions to form CuSe particles on the 
surface of QDs. Similarly, in the case of glutathione (GSH)-capped CdSe QDs, Pb2+ ion binds 
with the thiol group of the capping GSH followed by displacement from QDs surface due 
to its higher binding affinity than Cd2+. However, the quenching mechanism in both cases is 
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different. The electron and/or hole transfer from the CdSe to the CuSe energy levels (case i) 
is much faster than the process of fluorescence generation in the CdSe moiety, thus leading 
to quenching of QD fluorescence. The CuSe particles chemisorbed on CdSe QDs alters the 
bandgap energy level and crystal lattice. Hence, the shift in absorption, emission and X-ray 
diffractometry (XRD) patterns of the QDs after the interaction with the analyte metal ions is 
the indicative of this metal ion exchange process. By contrast, removing the capping ligand 
from the QDs surface by analyte metal ion (case ii) depassivates the QDs surface and creates 
drastic imperfections on the QDs surface, resulting in fluorescence quenching. In the ion-
binding type (case iii), divalent analyte metal ions adsorb to the QD surface by electrostatic 
interaction with the capping carboxylic ligands, thus coordinating several QDs together, 
leading to the formation of closely packed QD aggregates. This causes a decrease in the 
luminescence intensity due to self-quenching mechanism. The quenching by this interac-
tion is sensitive to pH and ionic strength of the medium. Under acidic conditions, quench-
ing by metal ions is very low due to non-availability of carboxylate for the interaction with 
metal ions.

Apart from the metal ions, molecules such as phenolic compounds, H2O2 [49], 2,4,6-trinitrotol-
uene (TNT) [50, 51] and glucose [52] can also be detected by fluorometric titration with QDs. 
The electron-accepting nature of phenolic compounds and TNT shuttled the electron from the 
conduction band to the valence band of the excited QDs, whereas H2O2 oxidizes the surface of 
QD and destroys its lattice structure resulting in the PL quenching. Glucose can be indirectly 
detected knowing that glucose can produce H2O2 on catalytic oxidation by glucose oxidase.

Most of the QDs that were investigated for fluorometric sensing are based on cadmium QDs; 
however, a major drawback for their application is the toxicity of cadmium ion. Less toxic 
particles like doped ZnS or ZnSe QDs may be interesting alternatives for biological imaging 
and other applications. Mn2+-doped ZnS quantum dots have been extensively investigated in 
various fields [53]. Fang et al. synthesized high-quality water-dispersible Mn2+-doped ZnSe 
core/ZnS shell (Mn:ZnSe/ZnS) nanocrystals directly in aqueous media with MPA as the cap-
ping ligand [54]. They observed that there was almost no dopant Mn emission in the Mn:ZnSe 
d-dots and bright Mn luminescence was observed after overcoating the ZnS shell around 
the Mn:ZnSe dots. In the present work, Mn-doped ZnSe (Mn:ZnSe) QDs have been synthe-
sized by a wet chemical method using 3-mercaptopropionic acid (3-MPA) as capping agent 
and characterized by various analytical tools. The nucleation-doping method was adopted 
because it would form a structure similar to core-shell (MnSe/ZnSe) with a diffuse interface. 
The PL of the resulting QDs was examined in the presence of different metal ions to check its 
selective response.

2. Methodology

2.1. Materials

All chemicals were of analytical grade and were used without further purification. All solu-
tions were prepared using doubly distilled water. Zn (CH3COO) 2•2H2O (ZnAc2) and Mn 
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(CH3COO) 2 • 4H2O (MnAc2) were obtained from Sisco Research Laboratories (SRL) Pvt. Ltd., 
Mumbai. Selenium powder (99.99%) 3-mercaptopropionic acid and sodium borohydride 
(NaBH4) were the AR reagents from Sigma Aldrich, Bangalore. Phosphate buffer at a pH of 
7.0 was prepared according to literature. The chloride solutions of different metal ions were 
prepared at the concentration of 1 × 10−4 M using doubly distilled (DD) water.

2.2. Synthesis of Mn-doped ZnSe QDs

Aqueous colloidal solution of Mn:ZnSe QDs was synthesized using MPA as capping agent as 
depicted in Figure 2. Typically, 0.25 mmol of selenium powder and 0.6 mmol of NaBH4 were 
loaded in a round-bottomed flask containing 10 mL of N2-purged DD water. The reaction 
mixture was heated at 100°C for 15 min under N2 flow until the black selenium powder disap-
peared completely to give a clear colourless solution. On the other hand, 0.5 mmol of ZnAc2 
and 0.0015 or 0.003 mmol of MnAc2 were dissolved in 25 mL of DD water followed by the 
addition of MPA. The pH of the reaction mixture was adjusted to 10.3 by adding 1 M NaOH 
solution and purged with N2 for 20 min. Then, freshly prepared NaHSe solution was added 
followed by stirring at 50°C for 2 h. The molar ratio of Zn to Se to MPA was set at 1:0.5:2, 
whereas Zn to Mn was 1:0.03 or 1:0.06. The as-synthesized nanoparticles were purified by 
precipitation with ethanol, followed by centrifugation and vacuum drying.

2.3. Characterizations

To investigate the optical, crystal structure and morphological properties of QDs, they 
were characterized by various analytical techniques. ultraviolet-visible (UV-vis) absorption 
spectra were recorded with a Shimadzu, (Model UV-1800) UV-visible spectrophotometer, 
Japan. The samples were dispersed in doubly distilled water and loaded in a 4.5-mL pre-
cleaned quartz cuvette with 1-cm optical path. The entire spectrum was scanned against 
the background spectrum of water. PL measurements of the samples were performed in 
a 4.5-mL quartz cuvette at ambient conditions on a Perkin Elmer LS5B spectrofluorimeter. 
For a given sample, the excitation wavelength was identified from the absorption spectrum 
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different. The electron and/or hole transfer from the CdSe to the CuSe energy levels (case i) 
is much faster than the process of fluorescence generation in the CdSe moiety, thus leading 
to quenching of QD fluorescence. The CuSe particles chemisorbed on CdSe QDs alters the 
bandgap energy level and crystal lattice. Hence, the shift in absorption, emission and X-ray 
diffractometry (XRD) patterns of the QDs after the interaction with the analyte metal ions is 
the indicative of this metal ion exchange process. By contrast, removing the capping ligand 
from the QDs surface by analyte metal ion (case ii) depassivates the QDs surface and creates 
drastic imperfections on the QDs surface, resulting in fluorescence quenching. In the ion-
binding type (case iii), divalent analyte metal ions adsorb to the QD surface by electrostatic 
interaction with the capping carboxylic ligands, thus coordinating several QDs together, 
leading to the formation of closely packed QD aggregates. This causes a decrease in the 
luminescence intensity due to self-quenching mechanism. The quenching by this interac-
tion is sensitive to pH and ionic strength of the medium. Under acidic conditions, quench-
ing by metal ions is very low due to non-availability of carboxylate for the interaction with 
metal ions.

Apart from the metal ions, molecules such as phenolic compounds, H2O2 [49], 2,4,6-trinitrotol-
uene (TNT) [50, 51] and glucose [52] can also be detected by fluorometric titration with QDs. 
The electron-accepting nature of phenolic compounds and TNT shuttled the electron from the 
conduction band to the valence band of the excited QDs, whereas H2O2 oxidizes the surface of 
QD and destroys its lattice structure resulting in the PL quenching. Glucose can be indirectly 
detected knowing that glucose can produce H2O2 on catalytic oxidation by glucose oxidase.

Most of the QDs that were investigated for fluorometric sensing are based on cadmium QDs; 
however, a major drawback for their application is the toxicity of cadmium ion. Less toxic 
particles like doped ZnS or ZnSe QDs may be interesting alternatives for biological imaging 
and other applications. Mn2+-doped ZnS quantum dots have been extensively investigated in 
various fields [53]. Fang et al. synthesized high-quality water-dispersible Mn2+-doped ZnSe 
core/ZnS shell (Mn:ZnSe/ZnS) nanocrystals directly in aqueous media with MPA as the cap-
ping ligand [54]. They observed that there was almost no dopant Mn emission in the Mn:ZnSe 
d-dots and bright Mn luminescence was observed after overcoating the ZnS shell around 
the Mn:ZnSe dots. In the present work, Mn-doped ZnSe (Mn:ZnSe) QDs have been synthe-
sized by a wet chemical method using 3-mercaptopropionic acid (3-MPA) as capping agent 
and characterized by various analytical tools. The nucleation-doping method was adopted 
because it would form a structure similar to core-shell (MnSe/ZnSe) with a diffuse interface. 
The PL of the resulting QDs was examined in the presence of different metal ions to check its 
selective response.

2. Methodology

2.1. Materials

All chemicals were of analytical grade and were used without further purification. All solu-
tions were prepared using doubly distilled water. Zn (CH3COO) 2•2H2O (ZnAc2) and Mn 
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(CH3COO) 2 • 4H2O (MnAc2) were obtained from Sisco Research Laboratories (SRL) Pvt. Ltd., 
Mumbai. Selenium powder (99.99%) 3-mercaptopropionic acid and sodium borohydride 
(NaBH4) were the AR reagents from Sigma Aldrich, Bangalore. Phosphate buffer at a pH of 
7.0 was prepared according to literature. The chloride solutions of different metal ions were 
prepared at the concentration of 1 × 10−4 M using doubly distilled (DD) water.

2.2. Synthesis of Mn-doped ZnSe QDs

Aqueous colloidal solution of Mn:ZnSe QDs was synthesized using MPA as capping agent as 
depicted in Figure 2. Typically, 0.25 mmol of selenium powder and 0.6 mmol of NaBH4 were 
loaded in a round-bottomed flask containing 10 mL of N2-purged DD water. The reaction 
mixture was heated at 100°C for 15 min under N2 flow until the black selenium powder disap-
peared completely to give a clear colourless solution. On the other hand, 0.5 mmol of ZnAc2 
and 0.0015 or 0.003 mmol of MnAc2 were dissolved in 25 mL of DD water followed by the 
addition of MPA. The pH of the reaction mixture was adjusted to 10.3 by adding 1 M NaOH 
solution and purged with N2 for 20 min. Then, freshly prepared NaHSe solution was added 
followed by stirring at 50°C for 2 h. The molar ratio of Zn to Se to MPA was set at 1:0.5:2, 
whereas Zn to Mn was 1:0.03 or 1:0.06. The as-synthesized nanoparticles were purified by 
precipitation with ethanol, followed by centrifugation and vacuum drying.

2.3. Characterizations

To investigate the optical, crystal structure and morphological properties of QDs, they 
were characterized by various analytical techniques. ultraviolet-visible (UV-vis) absorption 
spectra were recorded with a Shimadzu, (Model UV-1800) UV-visible spectrophotometer, 
Japan. The samples were dispersed in doubly distilled water and loaded in a 4.5-mL pre-
cleaned quartz cuvette with 1-cm optical path. The entire spectrum was scanned against 
the background spectrum of water. PL measurements of the samples were performed in 
a 4.5-mL quartz cuvette at ambient conditions on a Perkin Elmer LS5B spectrofluorimeter. 
For a given sample, the excitation wavelength was identified from the absorption spectrum 
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and it was fixed to scan the emission wavelength. X-ray powder diffraction patterns of the 
samples were recorded at ambient conditions by using PANanalytical X’Pert PRO diffrac-
tometer with monochromatic Cu-Kα1 radiation (λ = 1.5418 Å), 2θ ranging from 10 to 80° 
in steps of 0.017°/s. The accelerating voltage was set at 40 kV and the current flux was 30 
mA. Transmission electron microscopy (TEM) images of QDs were obtained from the FEI 
Tecnai G2 (T-30) instrument with the operating voltage of 250–300 kV. A small amount of 
sample for TEM analysis was ultra-sonicated in ethanol or water for a few minutes and then 
dropped on carbon-coated copper grids. The sample grid was then kept in vacuum desicca-
tors prior to the analysis.

2.4. Metal ion sensing

Fluorescence sensitivity of the QDs towards different metal ions was carried out on a fluores-
cence microplate reader (Turners Biosystems-Modulus Microplate Multimode Reader-9300-010). 
Stock solutions of different metal ions (Li+, Na+, K+, Mg2+, Ca2+, Ba2+, Al3+, Mn2+, Fe2+, Co2+, Ni2+, 
Cu2+, Zn2+, Ag+, Cd2+, Hg2+ and Pb2+) were prepared by dissolving their respective nitrate or chlo-
ride salts. Aqueous solution of QDs with the OD = 0.1 was prepared by diluting the stock solu-
tion of QDs. The solution of 50 μL was dropped into each well of a 96-well plate followed by 
filling with different metal solutions to obtain the final volume of 200 μL. The excitation wave-
length was selected according to the absorption spectrum of QDs and the relative fluorescence 
intensity was measured with the plate reader. The standard deviations were calculated from at 
least six measurements.

3. Results and discussion

3.1. Absorption spectra

Figure 3a shows the absorption spectra of 3 and 6% Mn:ZnSe QDs along with undoped QDs. 
The Mn content is represented here as the mole % against the host metal (Zn) which is con-
sidered as 100% according to the experiment. Compared with bulk ZnSe having the band-
gap of ~2.8 eV, the absorption band edge of both doped and undoped QDs is blue-shifted 
(400–500 meV) indicating quantum confinement of the particles. Furthermore, the bandgap 
of Mn:ZnSe is blue-shifted with respect to undoped ZnSe QDs under the same experimental 
conditions, which reveal the formation of smaller-sized particles. This is consistent with the 
results by Mahamuni et al [55]. The synthesis process itself is affected by Mn additive. In addi-
tion, the spectrum of 3% Mn:ZnSe QDs is slightly blue-shifted from that of 6% Mn:ZnSe QDs. 
Because of lower Mn/Se content, the former has relatively smaller-sized nuclei formed in the 
nucleation step which leads to a slight blue shift.

3.2. PL spectra

The PL spectra of the 3 and 6% Mn:ZnSe QDs along with undoped QDs (λexc = 365 nm) are 
shown in Figure 3b. The spectrum of undoped ZnSe QDs shows broad emission band centred 
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at 480 nm and a small shoulder at 398 nm assigned to trap-state emission and band-edge emis-
sion, respectively. These two emissions appearing together are often observed in CdSe, ZnSe 
nanocrystals and their sulphur analogues. As discussed by Denzler et al [56], the bulk defects 
such as vacancies (Schottky defects) and interstitials (Frenkel defects) are the main source of 
trap states in the aqueous ZnSe QDs. With cubic zinc blende structure (by XRD), ZnSe usually 
has Schottky defects predominant over Frenkel defects. Therefore, the observed photolumi-
nescence of QDs could be ascribed to a recombination of electrons at the selenium vacancy 
energy levels because of low Se/Zn ratio synthetic conditions. There are many possible recom-
bination paths through many trap-state emissions, each with different emission energy, caus-
ing the relatively wide emission peak. The PL spectrum of as-prepared ZnSe QDs has the full 
width at half maximum of about 110 nm.

The PL spectrum of 3% Mn:ZnSe QDs exhibits a new band at 579 nm in addition to trap- and 
band-edge emissions. The appearance of this new emission in the Mn-doped QDs is attributed 
to Mn2+-related 4T1→

6A1 emission. This transition is spin-forbidden but is allowed because of 
crystal field effects [55]. Fang et al [54] notified that if the dopant ions are adsorbed on the sur-
face of the host nanocrystal instead of being incorporated into its lattice, no dopant emission 
is observed and further the host emission is drastically quenched because a loosely adsorbed 
dopant ion can easily act as a surface trap that quenches the host PL [57]. However, in the 
present system, after doping with 3% Mn, the luminescence of host emission is enhanced by 
7.7 times along with the appearance of Mn emission. This indicates the successful incorpora-
tion of Mn2+ in the host ZnSe lattice. The enhancement of host PL is mainly attributed to the 
reduction of non-radiative energy centres by Mn2+ doping. Table 1 shows the PL-integrated 
intensity ratios calculated from the spectra.

With further increase in the Mn concentration from 3 to 6%, the resultant doped QDs show 
increased Mn emission followed by subtle red-shift indicating the increase in Mn content 
in host. However, the host-trap emission is decreased and no band-edge emission is signifi-
cantly observed. Furthermore, instead of the expected two-fold increase in the Mn emission 

Figure 3. (a) Absorption and (b) PL spectra of undoped and Mn-doped ZnSe QDs.
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and it was fixed to scan the emission wavelength. X-ray powder diffraction patterns of the 
samples were recorded at ambient conditions by using PANanalytical X’Pert PRO diffrac-
tometer with monochromatic Cu-Kα1 radiation (λ = 1.5418 Å), 2θ ranging from 10 to 80° 
in steps of 0.017°/s. The accelerating voltage was set at 40 kV and the current flux was 30 
mA. Transmission electron microscopy (TEM) images of QDs were obtained from the FEI 
Tecnai G2 (T-30) instrument with the operating voltage of 250–300 kV. A small amount of 
sample for TEM analysis was ultra-sonicated in ethanol or water for a few minutes and then 
dropped on carbon-coated copper grids. The sample grid was then kept in vacuum desicca-
tors prior to the analysis.

2.4. Metal ion sensing

Fluorescence sensitivity of the QDs towards different metal ions was carried out on a fluores-
cence microplate reader (Turners Biosystems-Modulus Microplate Multimode Reader-9300-010). 
Stock solutions of different metal ions (Li+, Na+, K+, Mg2+, Ca2+, Ba2+, Al3+, Mn2+, Fe2+, Co2+, Ni2+, 
Cu2+, Zn2+, Ag+, Cd2+, Hg2+ and Pb2+) were prepared by dissolving their respective nitrate or chlo-
ride salts. Aqueous solution of QDs with the OD = 0.1 was prepared by diluting the stock solu-
tion of QDs. The solution of 50 μL was dropped into each well of a 96-well plate followed by 
filling with different metal solutions to obtain the final volume of 200 μL. The excitation wave-
length was selected according to the absorption spectrum of QDs and the relative fluorescence 
intensity was measured with the plate reader. The standard deviations were calculated from at 
least six measurements.

3. Results and discussion

3.1. Absorption spectra

Figure 3a shows the absorption spectra of 3 and 6% Mn:ZnSe QDs along with undoped QDs. 
The Mn content is represented here as the mole % against the host metal (Zn) which is con-
sidered as 100% according to the experiment. Compared with bulk ZnSe having the band-
gap of ~2.8 eV, the absorption band edge of both doped and undoped QDs is blue-shifted 
(400–500 meV) indicating quantum confinement of the particles. Furthermore, the bandgap 
of Mn:ZnSe is blue-shifted with respect to undoped ZnSe QDs under the same experimental 
conditions, which reveal the formation of smaller-sized particles. This is consistent with the 
results by Mahamuni et al [55]. The synthesis process itself is affected by Mn additive. In addi-
tion, the spectrum of 3% Mn:ZnSe QDs is slightly blue-shifted from that of 6% Mn:ZnSe QDs. 
Because of lower Mn/Se content, the former has relatively smaller-sized nuclei formed in the 
nucleation step which leads to a slight blue shift.

3.2. PL spectra

The PL spectra of the 3 and 6% Mn:ZnSe QDs along with undoped QDs (λexc = 365 nm) are 
shown in Figure 3b. The spectrum of undoped ZnSe QDs shows broad emission band centred 
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at 480 nm and a small shoulder at 398 nm assigned to trap-state emission and band-edge emis-
sion, respectively. These two emissions appearing together are often observed in CdSe, ZnSe 
nanocrystals and their sulphur analogues. As discussed by Denzler et al [56], the bulk defects 
such as vacancies (Schottky defects) and interstitials (Frenkel defects) are the main source of 
trap states in the aqueous ZnSe QDs. With cubic zinc blende structure (by XRD), ZnSe usually 
has Schottky defects predominant over Frenkel defects. Therefore, the observed photolumi-
nescence of QDs could be ascribed to a recombination of electrons at the selenium vacancy 
energy levels because of low Se/Zn ratio synthetic conditions. There are many possible recom-
bination paths through many trap-state emissions, each with different emission energy, caus-
ing the relatively wide emission peak. The PL spectrum of as-prepared ZnSe QDs has the full 
width at half maximum of about 110 nm.

The PL spectrum of 3% Mn:ZnSe QDs exhibits a new band at 579 nm in addition to trap- and 
band-edge emissions. The appearance of this new emission in the Mn-doped QDs is attributed 
to Mn2+-related 4T1→

6A1 emission. This transition is spin-forbidden but is allowed because of 
crystal field effects [55]. Fang et al [54] notified that if the dopant ions are adsorbed on the sur-
face of the host nanocrystal instead of being incorporated into its lattice, no dopant emission 
is observed and further the host emission is drastically quenched because a loosely adsorbed 
dopant ion can easily act as a surface trap that quenches the host PL [57]. However, in the 
present system, after doping with 3% Mn, the luminescence of host emission is enhanced by 
7.7 times along with the appearance of Mn emission. This indicates the successful incorpora-
tion of Mn2+ in the host ZnSe lattice. The enhancement of host PL is mainly attributed to the 
reduction of non-radiative energy centres by Mn2+ doping. Table 1 shows the PL-integrated 
intensity ratios calculated from the spectra.

With further increase in the Mn concentration from 3 to 6%, the resultant doped QDs show 
increased Mn emission followed by subtle red-shift indicating the increase in Mn content 
in host. However, the host-trap emission is decreased and no band-edge emission is signifi-
cantly observed. Furthermore, instead of the expected two-fold increase in the Mn emission 
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(from 3% doped), only 1.4-fold increase is observed. The reason might be the combination 
of the following three processes: (i) non-radiative energy transfer between neighbouring 
Mn2+-dopant ions which quenches Mn emission [58], (ii) adsorption of some Mn ions on the 
surface instead of incorporation into the host lattice which quenches both host and Mn emis-
sion and (iii) initially formed larger MnSe. As the environment of the doping ions in larger 
nuclei is not as uniform as that in smaller ones, the PL emission performance of doped QDs 
with larger nuclei will not be satisfactory as those with smaller nuclei [57]. Overall, the PL 
peak position of the host is in tune with the corresponding band-edge absorption. The 3% 
doped sample has the highest emission peak intensity, followed by the 6% and then the 0% 
sample. The above results are interesting that the ratio of the dual-colour emissions (blue 
and orange) of the Mn-doped ZnSe QDs could be controlled by tuning the Mn-doping levels 
in the QDs.

3.3. Structural and morphological analysis

X-ray diffraction pattern of the 3% Mn:ZnSe QDs is presented in Figure 4. Broad diffraction 
peaks are observed and are attributed to the nanocrystalline nature of the material. The XRD 
peaks are close to the characteristic peaks corresponding to the (111), (220) and (311) planes of 
cubic zinc blende ZnSe. Cubic structures are often obtained in the low-temperature aqueous 
synthesis of ZnSe QDs. This indicates that the incorporation of Mn2+ into the host ZnSe does 
not bring any obvious change in the crystal lattice and the structure [37, 54]. TEM image of the 
3% Mn:ZnSe QDs (Figure 5a) shows that QDs are spherical in nature with the average diam-
eter of ~4 nm. Some of the aggregates of the particles are also seen. The energy-dispersive 
X-ray spectroscopy (EDS) spectrum (Figure 5b) confirms the presence of Mn, Zn and Se and 
the purity of the sample.

3.4. Effect of metal ions on the PL intensity

The fluorescence titrations of the 3% Mn:ZnSe QDs (PL, λmax = 461 nm) with various metal ions 
are shown in Figure 6a. The fluorescence intensity (F) is measured with excitation at 365 nm. 
The PL of blank QDs is used as a control (F0). From the figure, it is observed that QDs show 
maximum response to mercury ions (Hg2+), little response to Ni2+, Cu2+ and Pb2+ ions and 

PL-integrated intensity ratios of Mn:ZnSe QDs

Mn doping
Band-edge Trap Mn Cumulative

Trap/Band 
edge

Trap/ Mn

Peak (nm) I/I0% Peak (nm) I/I0% Peak (nm) I/I3% I/I0% It/Ib It/IMn

0% 397 1.0 480 1.0 – – 1.0 82.2 –
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6% – – 473 3.1 584 1.4 6.5 – 0.9

*t = trap, b = band edge. (PL peak position and the corresponding integrated intensity are obtained by Gaussian fitting.)

Table 1. PL properties of undoped and Mn-doped ZnSe QDs.
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almost no response to other metal ions. About 74% of the PL intensity is quenched after the 
addition of 30 μM L−1 of Hg2+ ions.

The influence of [Hg2+] ion on the QDs fluorescence was studied. Figure 6b shows the quench-
ing behaviour of Hg2+ ions on the PL intensity of QDs. The PL intensity is quenched dras-
tically and then slightly with the increase in [Hg2+] ions. The fluorescence quenching with 
respect to the concentration of quencher was analysed using the Stern-Volmer equation. The 
plot of F0/F versus [Hg2+] as shown in Figure 6c exhibits a good linear relationship up to 30 
μM L−1 with a correlation coefficient R2 = 0.9918. The limit of detection (LOD) was calculated 
according to the following equation:

Figure 4. XRD patterns of 3% Mn-doped ZnSe QDs.

Figure 5. (a) TEM image and (b) EDS of 3% Mn-doped ZnSe QDs.
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  LOD =   
3  S  0   ___  K  sv  

    (1)

where 3 is the signal-to-noise ratio, S0 is the standard deviation of blank measurements (n = 6) 
and Ksv is the slope of calibration graph. LOD of the present probe towards [Hg2+] under the 
experimental conditions is found to be 6.63 × 10−7 M L−1.

3.5. Mechanism of sensing by quenching

The fluorescence quenching can be explained in terms of strong binding of quencher metal 
ions (Hg2+) on the surface of QDs. It is known that the solubility HgSe (Ksp = 2 × 10−53) is 
extremely lower than that of ZnSe (Ksp= 3.6 × 10−26). The low solubility product is always pre-
ferred in a solution and hence the quencher metal ions (Hg2+) displace the Zn on the surface 
of QDs and form a lower solubility product (HgSe) which deposit on the surface of the QDs

   Zn  m    Se  n   +  xHg   2+  →  Zn  m‐x    Hg  x    Se  n   +  xZn   2+   (2)

The formed particles of HgSe, both isolated and aggregated, can quench the luminescence of 
QDs by facilitating non-radiative annihilation of charge carriers, which act as electron-hole 

Figure 6. (a) Effect of metal ions (30 μM L−1) on the PL intensity of 3% Mn-doped ZnSe QDs at pH 10.8. (b) The plot of PL 
intensity of 3% Mn-doped ZnSe QDs versus [Hg2+] ions and (c) the corresponding Stern-Volmer relationship.
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recombination centres [59]. However, mere Ksp values are not the sole factors in fluorescence 
quenching. In addition, surface ligands have profound effects on the fluorescence response 
of QDs to metal ions [60]. They play a critical role in metallic ion selectivity [61]. Also, the 
quenching of luminescence of the QDs can occur partly through ion binding followed by pho-
toinduced electron transfer process from the thiol ligand to Hg2+ ions on the surface of QDs. 
The schematic representation of fluorescence quenching is shown in Figure 7. Theoretical 
calculation and further study are in progress to gain an insight into the mechanism of fluo-
rescence quenching.

4. Conclusions

In summary, water-soluble MPA-capped Mn-doped ZnSe QDs were synthesized using 
nucleation-doping method. The absorption spectra of the as-synthesized QDs were 
blue-shifted in relation to the bulk counterparts due to quantum confinement. The QDs 
exhibited dual-colour emission (blue and orange). The intensity ratio of the dual-colour 
emission can be varied by tuning the Mn-doping percentage. It was found that 3% Mn 
doping in the ZnSe crystal lattice increases the fluorescence (blue) of ZnSe QDs by 10-fold 
due to the reduction of non-radiative energy centres. Furthermore, Mn2+-related 4T1→

6A1 
(orange) emission characteristic of Mn doped in the ZnSe host was observed. The as-pre-
pared QDs exhibited a cubic crystal structure according to XRD patterns. TEM images 
showed aggregates of tiny spherical particles with the average diameter of ~4 nm. The 
as-prepared Mn3%:ZnSe QDs were treated with different metal ions and were found to be 
highly selective to Hg2+ ions and exhibit pleasing LOD. The possible mechanism of sens-
ing by quenching was also proposed. These studies on metal ion sensing by fluorescent 
QDs have demonstrated their potential as chemical sensor which can be developed for 
industrial applications.

Figure 7. Schematic representation of fluorescence quenching of QDs by metal ions.
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recombination centres [59]. However, mere Ksp values are not the sole factors in fluorescence 
quenching. In addition, surface ligands have profound effects on the fluorescence response 
of QDs to metal ions [60]. They play a critical role in metallic ion selectivity [61]. Also, the 
quenching of luminescence of the QDs can occur partly through ion binding followed by pho-
toinduced electron transfer process from the thiol ligand to Hg2+ ions on the surface of QDs. 
The schematic representation of fluorescence quenching is shown in Figure 7. Theoretical 
calculation and further study are in progress to gain an insight into the mechanism of fluo-
rescence quenching.

4. Conclusions

In summary, water-soluble MPA-capped Mn-doped ZnSe QDs were synthesized using 
nucleation-doping method. The absorption spectra of the as-synthesized QDs were 
blue-shifted in relation to the bulk counterparts due to quantum confinement. The QDs 
exhibited dual-colour emission (blue and orange). The intensity ratio of the dual-colour 
emission can be varied by tuning the Mn-doping percentage. It was found that 3% Mn 
doping in the ZnSe crystal lattice increases the fluorescence (blue) of ZnSe QDs by 10-fold 
due to the reduction of non-radiative energy centres. Furthermore, Mn2+-related 4T1→

6A1 
(orange) emission characteristic of Mn doped in the ZnSe host was observed. The as-pre-
pared QDs exhibited a cubic crystal structure according to XRD patterns. TEM images 
showed aggregates of tiny spherical particles with the average diameter of ~4 nm. The 
as-prepared Mn3%:ZnSe QDs were treated with different metal ions and were found to be 
highly selective to Hg2+ ions and exhibit pleasing LOD. The possible mechanism of sens-
ing by quenching was also proposed. These studies on metal ion sensing by fluorescent 
QDs have demonstrated their potential as chemical sensor which can be developed for 
industrial applications.

Figure 7. Schematic representation of fluorescence quenching of QDs by metal ions.
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Abstract

This chapter presents a comprehensive and updated review on the ongoing research area 
of nanostructures with a focus on quantum dots (QDs), fluorescent and magnetic nano-
composites, and their applications in biological and medical field. The study includes the 
essential characteristics of QDs and fluorescent and magnetic nanocomposites, their struc-
ture, properties, and methods that are utilized for their characterization. Some interesting 
qualities of CdSe/ZnS QDs with reference to the research of the microorganism are empha-
sized. The bioimaging applications of QDs and fluorescent and magnetic nanocomposites 
and their role as nanoprobes and as contrast enhancing agents are discussed. So, in this 
work, an overview is exhibited including the case of the most commonly studied QD-based 
hybrid NPs, which are called MQDs, such as a dual “two-in-one” fluorescent-magnetic 
nanocomposite materials, that blend both fluorescent and magnetic properties in a unique 
concept and show the feasibility for clinical diagnostics, drug delivery, and therapy.

Keywords: quantum dots, magnetic quantum dots, nanocomposites, fluorescence property, 
magnetic property, microorganism labeling, biological imaging, drug delivery

1. Introduction

Fast progresses in nanotechnology and nanoscience have offered a diversity of nanoscale 
materials possessing very controlled and distinctive optical, electrical, magnetic, or catalytic 
properties. The diversity of the composition (organic or inorganic, semiconductors or met-
als), form (particles, rods, wires, cubes, or triangles), and the availability for the functionaliza-
tion of the surface (physical, chemical, or biological) allowed the production of the different 
functional nanoscale tools [1, 2]. The scientists have expanded new types of nanoscale tools 
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that could be utilized for forensic science, biology, medicine, electronic technology, environ-
mental science, computer fabrication, and food industries. The researchers in biological and 
medical fields already used these nanodevices in an assortment of uses varying from the 
diagnosis of disease to gene therapies. The combination of biomaterials (proteins, peptides, 
nucleic acids with semiconductor quantum dots (QDs), and metal nanoparticles is expected 
to generate important advances in molecular biology, bioengineering, medical, and thera-
peutic diagnostics.

The current progresses comprise the evolution of the functional nanoparticles (electronic, opti-
cal, and magnetic) which are conjugated to biological molecules such as peptides, proteins, 
and nucleic acids. Today, the magnetic nanoparticles (MNPs) are considered to be primary 
components in therapies and screening methods that are gradually included in many areas 
of medical practice. Due to the dimension-dependent properties and dimensional similitudes 
with biomolecules, the magnetic nanoparticles and their bioconjugates are highly appropriate 
for intracellular tagging [3, 4] and for image contrast-improving agents in magnetic resonance 
imaging (MRI) [5–8], magnetic separation [7, 9], targeted drug delivery [7, 8, 10], and for 
usage in hyperthermia [7, 10–12].

QDs are a unique class of fluorescent nanoparticles that are crystalline semiconductors of 
variable sizes (1–100 nm) and consist of only a few hundred to a few thousand atoms, in spite 
of the fact that QDs exhibit the same crystal structure as the bulk semiconductor material. The 
highest-quality QDs are typically composed of atoms from groups II and VI or groups III and 
V or groups IV and VI of the periodic table [1, 13, 14].

These nanoparticles, compared to their bulk, have smaller exciton Bohr radius which charac-
terizes their definition [15]. This thing establishes what is described as quantum confinement 
when distinctive optical and electronic properties are created [15]. The nanometric dimen-
sion of QDs determines the quantum-confinement effect, which results in unique optical and 
electronic properties. Due to the effects of quantum confinement, QDs possess distinct pho-
tophysical properties that give QDs tremendous advantages over the conventional organic 
fluorophores [16–18]. Traditional organic dyes exhibit chemical and photophysical limitations 
such as pH dependence, susceptibility to photo-bleaching, narrow absorption windows of 
wavelengths, asymmetric emission spectra broadened by a red tail, small Stokes shifts, and 
short excited state fluorescent lifetimes [17–19].

The researchers in the field have found many production techniques for QDs, from photo-
lithography to wet chemical synthesis. The most utilized QD construction consists of two 
materials from group II–VI materials, namely a CdSe core with a thin, protective shell of 
ZnS. Colloidal QDs are fabricated utilizing surfactant micelles, coprecipitation or organic sol-
vent synthesis at high temperature. The last technique is used to manufacture the highest-
quality materials [1, 14].

In contrast with the organic dyes and fluorescent proteins, QDs have distinct electronic and 
optical properties that comprise high quantum yield, broad absorption, large effective Stokes 
shifts, the ability to size-tune fluorescent emission as a function of core dimension, simultane-
ous excitation of multiple fluorescence colors, and high resistance against photo-bleaching 
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and against photo- and chemical degradation [19, 20]. QDs have great potential in many 
applications such as solar cells, light-emitting devices, and photobio-labeling technologies. 
The unique optical properties of QDs make them appealing in vivo and in vitro in different 
biological and clinical applications, such as cell labeling [17, 20], cell tracking, in vivo imaging, 
and DNA detection [19, 21].

The combination of dual-natured parts of optical and magnetic properties on nanometer 
system can bring new advances in molecular imaging and medical theranosis, which are 
fundamental for early detection and rapid disease treatment. QDs represent an exciting and 
versatile category of fluorophores with a bright future, thus increasing the interest in blend-
ing the advantages of QDs with those of other materials to obtain composites with multifunc-
tional properties [22, 23].

Nanocomposites, which comprise fluorescent and magnetic particles, represent a basis for 
multiplexed nanoprobe designs. The area of nanocomposite applications is still in a state 
of development [24]. The magnetic materials constitute one of the most frequent materials, 
which when amalgamated with QDs form a captivating class of new materials for bioimag-
ing. In this sense, QD biosensing can be further improved by combination with MNPs (e.g., 
superparamagnetic iron oxide nanoparticles, SPIONs) or ions (e.g., gadolinium). The fluores-
cent property of the QDs allows visualization, while the magnetic property of the composite 
allows imaging, magnetic separation and can bring therapeutic advantages [23]. In this paper, 
actual investigations using only QDs or MNPs will be reviewed in situations where the appli-
cations can be expanded to nanocomposites.

This review examines the properties of QDs and magnetic QDs (MQDs) comprising the 
applications of these materials. Because the properties of these materials continue to enhance, 
QDs and MQDs possess the capacity to considerably determine biological imaging, diagno-
sis, and treatment. The application of QDs for combined targeting and delivery of diagnostic 
and therapeutic agents can be further developed by a combination with magnetic separation 
techniques via the recent evolution of MQDs. In this chapter, among many benefits of MQDs-
based separation to current procedures, one should also mention the small dimension of 
MQDs, which are small enough to possibly interact with single-cell biomarkers/cell surface 
receptors which results in corresponding quantification of the results [22, 25]. These mul-
tifunctional fluorescent and magnetic nanoparticles of small dimension, which are MQDs, 
can target any biomolecule and can be separately controlled by engineering magnetic fields. 
Some authors reported very useful research papers which refer to a combined result of both 
types of fluorescent and magnetic properties to approach important biological issues [24, 
26, 27]. This work provides a survey of the different application of biosensing technologies 
which are based on QDs and their MQD correspondents.

2. Properties of quantum dots

In the last decades, NPs were produced as interesting materials, with outstanding results 
for many applications. As a type of NPs, QDs represent the excellent competitors for optical  
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that could be utilized for forensic science, biology, medicine, electronic technology, environ-
mental science, computer fabrication, and food industries. The researchers in biological and 
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V or groups IV and VI of the periodic table [1, 13, 14].

These nanoparticles, compared to their bulk, have smaller exciton Bohr radius which charac-
terizes their definition [15]. This thing establishes what is described as quantum confinement 
when distinctive optical and electronic properties are created [15]. The nanometric dimen-
sion of QDs determines the quantum-confinement effect, which results in unique optical and 
electronic properties. Due to the effects of quantum confinement, QDs possess distinct pho-
tophysical properties that give QDs tremendous advantages over the conventional organic 
fluorophores [16–18]. Traditional organic dyes exhibit chemical and photophysical limitations 
such as pH dependence, susceptibility to photo-bleaching, narrow absorption windows of 
wavelengths, asymmetric emission spectra broadened by a red tail, small Stokes shifts, and 
short excited state fluorescent lifetimes [17–19].

The researchers in the field have found many production techniques for QDs, from photo-
lithography to wet chemical synthesis. The most utilized QD construction consists of two 
materials from group II–VI materials, namely a CdSe core with a thin, protective shell of 
ZnS. Colloidal QDs are fabricated utilizing surfactant micelles, coprecipitation or organic sol-
vent synthesis at high temperature. The last technique is used to manufacture the highest-
quality materials [1, 14].

In contrast with the organic dyes and fluorescent proteins, QDs have distinct electronic and 
optical properties that comprise high quantum yield, broad absorption, large effective Stokes 
shifts, the ability to size-tune fluorescent emission as a function of core dimension, simultane-
ous excitation of multiple fluorescence colors, and high resistance against photo-bleaching 
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and against photo- and chemical degradation [19, 20]. QDs have great potential in many 
applications such as solar cells, light-emitting devices, and photobio-labeling technologies. 
The unique optical properties of QDs make them appealing in vivo and in vitro in different 
biological and clinical applications, such as cell labeling [17, 20], cell tracking, in vivo imaging, 
and DNA detection [19, 21].

The combination of dual-natured parts of optical and magnetic properties on nanometer 
system can bring new advances in molecular imaging and medical theranosis, which are 
fundamental for early detection and rapid disease treatment. QDs represent an exciting and 
versatile category of fluorophores with a bright future, thus increasing the interest in blend-
ing the advantages of QDs with those of other materials to obtain composites with multifunc-
tional properties [22, 23].

Nanocomposites, which comprise fluorescent and magnetic particles, represent a basis for 
multiplexed nanoprobe designs. The area of nanocomposite applications is still in a state 
of development [24]. The magnetic materials constitute one of the most frequent materials, 
which when amalgamated with QDs form a captivating class of new materials for bioimag-
ing. In this sense, QD biosensing can be further improved by combination with MNPs (e.g., 
superparamagnetic iron oxide nanoparticles, SPIONs) or ions (e.g., gadolinium). The fluores-
cent property of the QDs allows visualization, while the magnetic property of the composite 
allows imaging, magnetic separation and can bring therapeutic advantages [23]. In this paper, 
actual investigations using only QDs or MNPs will be reviewed in situations where the appli-
cations can be expanded to nanocomposites.

This review examines the properties of QDs and magnetic QDs (MQDs) comprising the 
applications of these materials. Because the properties of these materials continue to enhance, 
QDs and MQDs possess the capacity to considerably determine biological imaging, diagno-
sis, and treatment. The application of QDs for combined targeting and delivery of diagnostic 
and therapeutic agents can be further developed by a combination with magnetic separation 
techniques via the recent evolution of MQDs. In this chapter, among many benefits of MQDs-
based separation to current procedures, one should also mention the small dimension of 
MQDs, which are small enough to possibly interact with single-cell biomarkers/cell surface 
receptors which results in corresponding quantification of the results [22, 25]. These mul-
tifunctional fluorescent and magnetic nanoparticles of small dimension, which are MQDs, 
can target any biomolecule and can be separately controlled by engineering magnetic fields. 
Some authors reported very useful research papers which refer to a combined result of both 
types of fluorescent and magnetic properties to approach important biological issues [24, 
26, 27]. This work provides a survey of the different application of biosensing technologies 
which are based on QDs and their MQD correspondents.

2. Properties of quantum dots

In the last decades, NPs were produced as interesting materials, with outstanding results 
for many applications. As a type of NPs, QDs represent the excellent competitors for optical  
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bioanalysis by virtue of their electronic and optical properties, which can be adjusted by 
modifying the dimension, morphology, and composition of NPs [18, 28]. A new biological 
labeling material, QDs are considered that they can bring several important advantages in 
their applications in comparison with the organic fluorophores [29]. In this paper, these 
tremendous advantages are considered that determine in special, the fluorescent label 
comportment and hence the utilization in different cases, which comprise the spectral 
position, the width of the excitation spectrum, the width of the excitation spectrum, the 
Stokes shift, the molar absorption coefficient, the fluorescence quantum yield, the photo 
stability, and the decay lifetime.

The most valuable feature influencing the optical properties is the dimension of the QDs. 
QDs of varying dimensions change the color emitted or absorbed by the crystal thanks to the 
energy levels of the crystal [30]. QDs present an electronic structure analogous to atoms, due 
to the tight confinement of charge carriers in them [30, 31]. So, the discrete size-dependent 
energy levels of QDs represent the effect of the confinement of the charge carriers (electrons, 
holes) in three dimensions [18, 20, 31, 32]. As a result, the energy difference between excited 
and ground state (the bandgap energy) of a QD is a function of the QD size and composi-
tion: the smaller the bandgap of QD, the larger the QD [18, 20, 33, 34]. This means that the 
fluorescence wavelength is a function of the bandgap and therefore a function of the QD size 
[18, 20, 31]. By modifying the dimension, coating, and composition of the QDs, the emission 
wavelength can be adjusted from the ultraviolet (UV) to the infrared range of the spectrum 
such that smaller dots emit higher-energy light that is in the blue range and the larger dots 
emit lower-energy light that is in the red and near-infrared (NIR) region [15]. Because the 
dimension of QD is inversely proportional to the bandgap energy level, the frequency light 
emitted changes and an effect on the color occurs [30, 35].

Many of the conventional fluorophores (organic dyes and protein- based fluorophores) exhibit 
narrow excitation spectra which necessitate excitation by light of a particular wavelength, 
which fluctuate between certain fluorophores and present broad red-tailed emission spectra 
which suggest that the spectra of various conventional fluorophores may overlay to a large 
extent [20, 32]. Three important properties of QDs are considered to be of interest to special-
ists in biology, namely the capability of QDs to size-tune the fluorescent emission depending 
on core size, the broad excitation spectra of QDs, which permit excitation of mixed QDs at 
a single wavelength [36] and the long luminescent life of QDs, which allows their usage for 
dynamic imaging of living cells [37].

The narrow emission spectra of QDs permit the multicolor excitation involving the potential-
ity for simultaneous usage of various functionalized QDs for a number of biological targets 
at the same time. This fact is suited for the usage of QDs in multiplex immunohistochemistry 
tests [38–40].

QDs are defined by broadband excitation wavelength, very bright fluorescence even when 
irradiated only with a light-emitting diode (LED) flashlight [2, 17]. These characteristics of 
QDs, which have been mentioned earlier, allow simultaneous imaging of many entities in a 
unique biological experiment. This fact represents a difficult mission with common fluoro-
phores since their relatively narrow excitation and broad emission spectra many times lead 
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to the overlapping of the spectra [41]. QDs exhibit high resistance to physical and chemical 
degradation (suitable for long-term imaging) high quantum yields and high molar extinction 
coefficients which are 10–50 times greater than that of organic dyes, which make them much 
brighter in photon-limited in vivo conditions [14].

QDs present photoluminescence (PL), when photons are utilized to excite QDs and another 
photon of lower frequency is released [42]. QDs are famous for eye-catching photos of dif-
ferently dimensioned QDs under ultraviolet lighting which exhibit a shining rainbow of 
photoluminescence [33]. This brilliant PL is obtained like a consequence of high quantum 
yields (ϕ = 0.1–0.9) combined with substantial molar extinction coefficients (105–107 M−1 cm−1)  
[32, 33, 42]. The values of the molar extinction coefficients of QDs are 10–100 times greater than 
those for most organic fluorophores [41]. In contrast with the organic dyes, another beneficial 
characteristic of QDs is represented by the very large two-photon action cross section [43].

The majority of QD applications in biology utilize this feature for cellular/molecular tracking 
and imaging [42]. If a photon excites a QD, but the energy is collected as electricity, QD is uti-
lized as photovoltaic material and represents a good possible choice for the case of the current 
applications in solar cells [41, 42]. In addition, QD blends the conveniences of inorganic and 
organic materials. In many QD-based solar cells, QDs do not only help like a light-collecting 
material but also have numerous purposes in order to assist in load separation and transpor-
tation [44]. QDs have also been extensively utilized in solar cells for sensitization. Quantum 
dot-sensitized solar cells (QDSSCs) have lately captivated a lot of interest due to their benefits 
over the dye-sensitized solar cells (DSSCs), comprising higher molar extinction coefficient of 
QDs, tunable energy gaps, and multiple exciton generation [45, 46]. It is also worth mention-
ing the case in which the higher voltage electrical energy can also segregate electrons from 
holes to form excitons, and when energy is released in the form of light, QDs are utilized in a 
new light-emitting diode variation, the QD-LEDs [30, 42].

Compared to organic fluorophores, QDs are about 10–100 times brighter and about 100–1000 
times more stable against photo-bleaching [2, 47, 48]. Due to these properties, QDs are excel-
lent for single molecule or, more accurately, particle measurement [33].

The fluorescence time is defined like the average time in which a fluorophore will stay in its 
excited state before it emits light to return to its ground state [43, 49]. The usual values of the 
fluorescence lifetimes are from 1 to 10 ns for organic dyes and 10 to 100 ns for QDs [43, 49]. An 
important property that is used for the diminution of the auto-fluorescence of the biological 
samples is the possibility to choose any wavelength shorter than the wavelength of fluorescence. 
This quality of QDs can be obtained by electing the most suitable excitation wavelength for 
which the auto-fluorescence is reduced to a minimum. Previous studies show that the pushing 
of the emission wavelength into the near-infrared (650–950-nm) range led to the enhancement of 
the tissue penetration depth and the decrease of the fluorescence at these wavelengths [14, 50].

QDs have shown other many remarkable advantages compared to traditional fluorophores, 
such as organic dyes, fluorescent proteins, and lanthanide chelates [15, 32]. One of the most 
significant properties of QD is the red shift of the emission spectra, called the QD Stokes shift. 
QD Stokes shift, which can be as large as 300–400 nm, depending on the wavelength of the 
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bioanalysis by virtue of their electronic and optical properties, which can be adjusted by 
modifying the dimension, morphology, and composition of NPs [18, 28]. A new biological 
labeling material, QDs are considered that they can bring several important advantages in 
their applications in comparison with the organic fluorophores [29]. In this paper, these 
tremendous advantages are considered that determine in special, the fluorescent label 
comportment and hence the utilization in different cases, which comprise the spectral 
position, the width of the excitation spectrum, the width of the excitation spectrum, the 
Stokes shift, the molar absorption coefficient, the fluorescence quantum yield, the photo 
stability, and the decay lifetime.

The most valuable feature influencing the optical properties is the dimension of the QDs. 
QDs of varying dimensions change the color emitted or absorbed by the crystal thanks to the 
energy levels of the crystal [30]. QDs present an electronic structure analogous to atoms, due 
to the tight confinement of charge carriers in them [30, 31]. So, the discrete size-dependent 
energy levels of QDs represent the effect of the confinement of the charge carriers (electrons, 
holes) in three dimensions [18, 20, 31, 32]. As a result, the energy difference between excited 
and ground state (the bandgap energy) of a QD is a function of the QD size and composi-
tion: the smaller the bandgap of QD, the larger the QD [18, 20, 33, 34]. This means that the 
fluorescence wavelength is a function of the bandgap and therefore a function of the QD size 
[18, 20, 31]. By modifying the dimension, coating, and composition of the QDs, the emission 
wavelength can be adjusted from the ultraviolet (UV) to the infrared range of the spectrum 
such that smaller dots emit higher-energy light that is in the blue range and the larger dots 
emit lower-energy light that is in the red and near-infrared (NIR) region [15]. Because the 
dimension of QD is inversely proportional to the bandgap energy level, the frequency light 
emitted changes and an effect on the color occurs [30, 35].

Many of the conventional fluorophores (organic dyes and protein- based fluorophores) exhibit 
narrow excitation spectra which necessitate excitation by light of a particular wavelength, 
which fluctuate between certain fluorophores and present broad red-tailed emission spectra 
which suggest that the spectra of various conventional fluorophores may overlay to a large 
extent [20, 32]. Three important properties of QDs are considered to be of interest to special-
ists in biology, namely the capability of QDs to size-tune the fluorescent emission depending 
on core size, the broad excitation spectra of QDs, which permit excitation of mixed QDs at 
a single wavelength [36] and the long luminescent life of QDs, which allows their usage for 
dynamic imaging of living cells [37].

The narrow emission spectra of QDs permit the multicolor excitation involving the potential-
ity for simultaneous usage of various functionalized QDs for a number of biological targets 
at the same time. This fact is suited for the usage of QDs in multiplex immunohistochemistry 
tests [38–40].

QDs are defined by broadband excitation wavelength, very bright fluorescence even when 
irradiated only with a light-emitting diode (LED) flashlight [2, 17]. These characteristics of 
QDs, which have been mentioned earlier, allow simultaneous imaging of many entities in a 
unique biological experiment. This fact represents a difficult mission with common fluoro-
phores since their relatively narrow excitation and broad emission spectra many times lead 
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to the overlapping of the spectra [41]. QDs exhibit high resistance to physical and chemical 
degradation (suitable for long-term imaging) high quantum yields and high molar extinction 
coefficients which are 10–50 times greater than that of organic dyes, which make them much 
brighter in photon-limited in vivo conditions [14].

QDs present photoluminescence (PL), when photons are utilized to excite QDs and another 
photon of lower frequency is released [42]. QDs are famous for eye-catching photos of dif-
ferently dimensioned QDs under ultraviolet lighting which exhibit a shining rainbow of 
photoluminescence [33]. This brilliant PL is obtained like a consequence of high quantum 
yields (ϕ = 0.1–0.9) combined with substantial molar extinction coefficients (105–107 M−1 cm−1)  
[32, 33, 42]. The values of the molar extinction coefficients of QDs are 10–100 times greater than 
those for most organic fluorophores [41]. In contrast with the organic dyes, another beneficial 
characteristic of QDs is represented by the very large two-photon action cross section [43].

The majority of QD applications in biology utilize this feature for cellular/molecular tracking 
and imaging [42]. If a photon excites a QD, but the energy is collected as electricity, QD is uti-
lized as photovoltaic material and represents a good possible choice for the case of the current 
applications in solar cells [41, 42]. In addition, QD blends the conveniences of inorganic and 
organic materials. In many QD-based solar cells, QDs do not only help like a light-collecting 
material but also have numerous purposes in order to assist in load separation and transpor-
tation [44]. QDs have also been extensively utilized in solar cells for sensitization. Quantum 
dot-sensitized solar cells (QDSSCs) have lately captivated a lot of interest due to their benefits 
over the dye-sensitized solar cells (DSSCs), comprising higher molar extinction coefficient of 
QDs, tunable energy gaps, and multiple exciton generation [45, 46]. It is also worth mention-
ing the case in which the higher voltage electrical energy can also segregate electrons from 
holes to form excitons, and when energy is released in the form of light, QDs are utilized in a 
new light-emitting diode variation, the QD-LEDs [30, 42].

Compared to organic fluorophores, QDs are about 10–100 times brighter and about 100–1000 
times more stable against photo-bleaching [2, 47, 48]. Due to these properties, QDs are excel-
lent for single molecule or, more accurately, particle measurement [33].

The fluorescence time is defined like the average time in which a fluorophore will stay in its 
excited state before it emits light to return to its ground state [43, 49]. The usual values of the 
fluorescence lifetimes are from 1 to 10 ns for organic dyes and 10 to 100 ns for QDs [43, 49]. An 
important property that is used for the diminution of the auto-fluorescence of the biological 
samples is the possibility to choose any wavelength shorter than the wavelength of fluorescence. 
This quality of QDs can be obtained by electing the most suitable excitation wavelength for 
which the auto-fluorescence is reduced to a minimum. Previous studies show that the pushing 
of the emission wavelength into the near-infrared (650–950-nm) range led to the enhancement of 
the tissue penetration depth and the decrease of the fluorescence at these wavelengths [14, 50].

QDs have shown other many remarkable advantages compared to traditional fluorophores, 
such as organic dyes, fluorescent proteins, and lanthanide chelates [15, 32]. One of the most 
significant properties of QD is the red shift of the emission spectra, called the QD Stokes shift. 
QD Stokes shift, which can be as large as 300–400 nm, depending on the wavelength of the 
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excitation light, can be utilized for in vivo imaging [14, 36, 50]. The high Stokes shift values 
diminish the phenomenon of auto-fluorescence that enlarges the sensitivity [41].

Considering these advantageous optical properties shown earlier, it is not surprising that QDs 
have been and are still studied as some alternative fluorophores to conventional organic dyes.

2.1. Quantum dots as fluorescent probes for the bioimaging applications

These benefits of QDs are used in an emerging area of science and technology which blends the 
biological chemical and engineering sciences and guarantees the achievement of nanometric 
scale methods in order to study the biological systems in the field of health and disease [51]. 
The best available QDs for biological applications comprise a semiconductor core (e.g., CdSe, 
CdS, and CdTe) overcoated with a shell of a semiconductor material with a wider bandgap 
than the material of the core (e.g., ZnS, CdS) in order to obtain a considerable enhancement 
in the quantum efficiency [17, 18, 33, 52]. The leader QD material, which is used in almost all 
biological applications, is certainly represented by CdSe/ZnS core-shell, whose celebrity is 
imputed to well-determined synthetic protocols, emissions that can be scattered in the visible/
NIR region and commercial accessibility [33, 53].

In [17, 20, 54], it has also been shown that CdSe/ZnS core-shell QDs represent an excellent 
substitute to fluorescent fluorophores utilized to label the microbial cells. In this context, the 
fluorescence of the CdSe/ZnS core-shell QDs, dispersed in toluene with long-chain amine-
capping agents, was studied [17, 20, 54, 55]. The different semiconductor nanocrystals, which 
were utilized in various research works [17, 20, 54, 55], were purchased from EVIDENT 
Technologies. The sizes of these QDs are in the field of (3–5) nm and their emission is situated 
in the domain (490–600) nm. The emission properties of diverse QDs were examined and 
estimated utilizing Fourier transform visible spectroscopy [17, 18, 54, 55] for two excitation 
sources (a UV laser or a blue LED). Figure 1 presents the case of the fluorescence of CdSe/ZnS 
core-shell QDs with the dimensions of 3.2, 3.8, and 5.0 nm [17].

In this section of the chapter, some recent important bioimaging applications of QDs, which 
have to do with the study of the microorganisms and toxin detection, are reviewed.

QDs have proven to be convenient in the morphological examination of microorganisms 
in order to show their shape, position, evolution, number, and so on [17, 20, 54, 56]. The 
QD-based technologies, which are used for the operations of labeling with QDs, are very rel-
evant in biotechnology medical diagnosis and food safety [17, 20, 54, 56].

Numerous authors described successfully linked QDs to biorecognition molecules such as 
peptide, antibodies, nucleic acids, or small-molecule ligands for further applications as fluo-
rescent nanoprobes [57, 58], whereas few researchers have reported results obtained in using 
CdSe/ZnS core-shell QDs in the field of the microbial labeling, for both pure cultures of cya-
nobacteria (Synechocystis PCC 6803) and mixed cultures of phototrophic and heterotrophic 
microorganisms [17, 20, 54, 59, 60]. In these last works, the labeling of the biological samples, 
comprising the cultures of the microorganisms with QDs of 0520 Evidot suspension type, 
which were incubated in darkness at room temperature, was described. The natural sam-
ples including filamentous cyanobacterial cells were microscopically studied (B-352 LD2) by 

Nonmagnetic and Magnetic Quantum Dots226

transmission in white light or by epifluorescence, with the help of the blue and green filters 
[17, 54]. Figures 2 and 3 show the easy visualization of the individual cyanobacterial cells due 
to the green fluorescence of QDs. These two figures present the case of the individual filamen-
tous cells in two types of natural samples indicated in the visible microscopy (A), the case of 
microscopic aspect of the QD-labeled cyanobacterial cells for the blue filter (B) and the case of 
the microscopic aspect of the same samples for the green filter (C) [17, 54].

Another research paper examined the nonspecific labeling of cyanobacteria in natural samples 
and enriched cultures with CdSe/ZnS core-shell and the impact of CdSe/ZnS core-shell QDs 
on the global color of epifluorescence microscopy images [20]. The same paper [20] exhibited 
the use of the digital color analysis method for the study of the epifluorescence microscopy 
images, demonstrating the color transformation of the epifluorescence images of filamentous 
cyanobacteria and showing in this way the potential toxic effects of QDs on cyanobacteria.

Figure 1. The fluorescence of CdSe/ZnS core-shell, suspended in toluene with long-chain amine-capping agent, under 
ultraviolet illumination. The various colors are correlated with the various wavelengths of the fluorescence maxim 
according to the sizes of the QD in the suspension. From left to right, according to the specifications of the EVIDENT 
Technologies catalog three kinds of CdSe/ZnS core-shell QDs were used: 0490 QDs fluid (with the crystal diameter of 3.2 
nm and the color of Lake Placid Blue type), 0520 QDs fluid (with the crystal diameter of 3.8 nm and the color of Hops 
Yellow type) and 0600 QDs fluid (with the crystal diameter of 5.0 nm and the color of Fort Orange type) [17].

Figure 2. Microscopic aspect of the labeling of the cyanobacterial cells with QDs in the case of the sample 1: A: Trans-
mission in white light; B: Epifluorescence utilizing a blue filter; C: Epifluorescence utilizing a green filter [54].
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excitation light, can be utilized for in vivo imaging [14, 36, 50]. The high Stokes shift values 
diminish the phenomenon of auto-fluorescence that enlarges the sensitivity [41].

Considering these advantageous optical properties shown earlier, it is not surprising that QDs 
have been and are still studied as some alternative fluorophores to conventional organic dyes.

2.1. Quantum dots as fluorescent probes for the bioimaging applications

These benefits of QDs are used in an emerging area of science and technology which blends the 
biological chemical and engineering sciences and guarantees the achievement of nanometric 
scale methods in order to study the biological systems in the field of health and disease [51]. 
The best available QDs for biological applications comprise a semiconductor core (e.g., CdSe, 
CdS, and CdTe) overcoated with a shell of a semiconductor material with a wider bandgap 
than the material of the core (e.g., ZnS, CdS) in order to obtain a considerable enhancement 
in the quantum efficiency [17, 18, 33, 52]. The leader QD material, which is used in almost all 
biological applications, is certainly represented by CdSe/ZnS core-shell, whose celebrity is 
imputed to well-determined synthetic protocols, emissions that can be scattered in the visible/
NIR region and commercial accessibility [33, 53].

In [17, 20, 54], it has also been shown that CdSe/ZnS core-shell QDs represent an excellent 
substitute to fluorescent fluorophores utilized to label the microbial cells. In this context, the 
fluorescence of the CdSe/ZnS core-shell QDs, dispersed in toluene with long-chain amine-
capping agents, was studied [17, 20, 54, 55]. The different semiconductor nanocrystals, which 
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ples including filamentous cyanobacterial cells were microscopically studied (B-352 LD2) by 
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transmission in white light or by epifluorescence, with the help of the blue and green filters 
[17, 54]. Figures 2 and 3 show the easy visualization of the individual cyanobacterial cells due 
to the green fluorescence of QDs. These two figures present the case of the individual filamen-
tous cells in two types of natural samples indicated in the visible microscopy (A), the case of 
microscopic aspect of the QD-labeled cyanobacterial cells for the blue filter (B) and the case of 
the microscopic aspect of the same samples for the green filter (C) [17, 54].

Another research paper examined the nonspecific labeling of cyanobacteria in natural samples 
and enriched cultures with CdSe/ZnS core-shell and the impact of CdSe/ZnS core-shell QDs 
on the global color of epifluorescence microscopy images [20]. The same paper [20] exhibited 
the use of the digital color analysis method for the study of the epifluorescence microscopy 
images, demonstrating the color transformation of the epifluorescence images of filamentous 
cyanobacteria and showing in this way the potential toxic effects of QDs on cyanobacteria.

Figure 1. The fluorescence of CdSe/ZnS core-shell, suspended in toluene with long-chain amine-capping agent, under 
ultraviolet illumination. The various colors are correlated with the various wavelengths of the fluorescence maxim 
according to the sizes of the QD in the suspension. From left to right, according to the specifications of the EVIDENT 
Technologies catalog three kinds of CdSe/ZnS core-shell QDs were used: 0490 QDs fluid (with the crystal diameter of 3.2 
nm and the color of Lake Placid Blue type), 0520 QDs fluid (with the crystal diameter of 3.8 nm and the color of Hops 
Yellow type) and 0600 QDs fluid (with the crystal diameter of 5.0 nm and the color of Fort Orange type) [17].

Figure 2. Microscopic aspect of the labeling of the cyanobacterial cells with QDs in the case of the sample 1: A: Trans-
mission in white light; B: Epifluorescence utilizing a blue filter; C: Epifluorescence utilizing a green filter [54].
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3. Fluorescent and magnetic nanocomposites as nanoprobes for 
multimodal imaging applications

QDs represent a new category of molecular imaging instruments which created a significant 
effect in biological and medical research, thus helping to further develop new applications. 
Using new layers, QD appears as a fundamental element for further manufacture of multi-
functional nanostructures and nanodevices which can be manufactured by integrating QDs 
with NIR emission, paramagnetic or superparamagnetic nanomaterials [15]. In the next part 
of the paper, the latest applications of the nanocomposites are exhibited, which comprise 
fluorescent and magnetic particles and help for the construction of the novel multiplexed 
nanoprobe models.

Fluorescent-magnetic nanocomposites comprise a diversity of materials which integrate 
silica-based, dye-functionalized MNPs and QDs-MNPs composites. Different papers have 
described various types of techniques to fabricate composites of fluorescent semiconductor 
QDs and MNPs, such as the mixing of the two materials for the construction of a single hetero-
meric particle with optical and magnetic properties, the enclosing of separately synthesized 
fluorescent and magnetic particles in a polymer or silica matrix, the enclosing of the single 
particles in a polymer or silica gel, magnetically doped QDs and ionic aggregates, which are 
composed of a magnetic core and fluorescent ionic composites [24, 61].

These multifunctional fluorescent magnetic nanocomposites can be utilized in a range of bio-
logical and biomedical applications in nanobiotechnology, such as imaging and therapy, cell 
tracking and sorting, separation, and drug delivery.

Corr et al. [61] emphasized the fact that the merging of a magnetic and fluorescent entity 
offers novel two-in-one multifunctional nanomaterials, with a wide gamut of feasible appli-
cations, for two reasons: the first reason is that multimodal magnetic-fluorescent tests would 
be an advantage for in vitro and in vivo bioimaging applications (magnetic resonance imaging 
and fluorescence microscopy) and the second reason is that these multifunctional fluorescent 

Figure 3. Microscopic aspect of the labeling of the cyanobacterial cells with QDs in the case of the sample 2: A: Trans-
mission in white light; B: Epifluorescence utilizing a blue filter; C: Epifluorescence utilizing a green filter [54].
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magnetic nanocomposites can be used as instruments in the nanomedicine realm. Thus, fluo-
rescent magnetic nanocomposites are utilized to visualize and synchronously treat diverse 
diseases [61].

Koole et al. described four diverse techniques of obtaining a single nanoparticle, which com-
prises the fluorescence and magnetic properties and represents new sensitive bimodal con-
trast instrument for two extremely powerful and highly complementary imaging methods: 
fluorescence imaging and MRI [27].

In some research papers [21, 53], new approaches of the therapeutic procedures and imaging 
modalities (such as the technique of the correlation between MRI and ultrasensitive optical 
imaging) are exhibited in order to be developed and to become mainstream clinical meth-
ods for the visual detection of the microscopic tumors during an operation and the complete 
elimination of the diseased cells and tissues. The authors of these research works show that 
medical imaging methods can detect the illness, but do not furnish a visual template during 
a certain surgery. This matter can be resolved with the help of some MQD probes. MQDs 
are a form of magnetic contrast agents in MRI. In this regard, paramagnetic and superpara-
magnetic agents Gd(III) and different forms of iron oxide (Fe2O3) in molecular form and in 
nanoparticle form are attached to QDs to utilize in a variety of MRI applications with the 
scope of the improving image contrast [21, 53].

Many researchers have investigated paramagnetic QDs (pQDs) [62–65]. So, in Refs. [62, 64], a  
model of multifunctional fluorescent magnetic nanocomposites, comprising silica-coated 
Fe3O4 and TGA-capped CdTe QDs, was communicated. This type of nanocomposite has been 
used for the labeling and imaging of HeLa cells in a magnetic separation. In Refs. [63, 65],  
pQDs were improved by coating CdSe/ZnS core-shell QDs with a PEGylated phospholipid 
and a Gd lipid, making the particles biocompatible and MRI active. The pQDs were also 
conjugated by maleimide to cyclic RGD peptides for targeting angiogenic vascular endo-
thelium as proved by in vitro investigations with human umbilical vein endothelial cells 
(HUVECs).

Ahmed et al. [66] developed a novel technique for the manufacture of QDs enclosed MNPs 
based on layer-by-layer (LbL) self-assembly method in order to be used for cancer cells imag-
ing. In a research study, Park’s group [67] reported long-circulating, micellar hybrid nanopar-
ticles (MHNs) which include MNs, QDs, and the anticancer drug doxorubicin (DOX) in a 
single poly(ethylene glycol) (PEG)-phospholipid micelle and furnish the first models of con-
comitant targeted drug delivery and dual-mode near-infrared fluorescence imaging and MRI 
of diseased tissue in vitro and in vivo [24, 67].

A very useful review study, which includes the mention of the specialized literature on the 
applications of MQDs, which represent one of the most currently explored QD-based hybrid 
NPs, was realized by Wegner and his colleague [68]. In this study, a principal result is indi-
cated, which was obtained by Qiu et al. [69]. These researchers blended QDs, superparamag-
netic iron oxide nanoparticles (SPIONs), and gold (Au) NPs in a single poly(lactic-co-glycolic 
acid) (PLGA) NP. This type of particle is significant for imaging, tracking, and manipulating 
neutrophils and is used for in vivo applications and localized photothermal treatment.
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4. Conclusions

QDs and fluorescent and magnetic nanocomposites, which have essential physicochemical char-
acteristics, represent some excellent candidates for numerous applications in bioanalysis and bio-
imaging. In this review, the important properties of these nanoprobes are summarized and the 
recent developments of the applications of the QD-based techniques in biomedical uses (biological 
imaging, cell tracking, magnetic bioseparation, and bio- and chemo-sensoring) are highlighted.
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