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Preface

This book covers a number of developing topics in mass transfer processes in multi-
phase systems for a variety of applications. The book effectively blends theoretical,
numerical, modeling, and experimental aspects of mass transfer in multiphase sys-
tems that are usually encountered in many research areas such as chemical, reactor,
environmental and petroleum engineering. From biological and chemical reactors to 
paper and wood industry and all the way to thin lm, the 31 chapters of this book
serve as an important reference for any researcher or engineer working in the eld of 
mass transfer and related topics.

The rst chapter focuses on the description and modeling of mass transfer processes 
occurring between two uid phases in a porous medium, while the second chapter is 
concerned with the basic principles underlying transport phenomena and chemical
reaction in single- and multi-phase systems in porous media. Chapter 3 introduces the 
multiphase modeling of thermomechanical behavior of early-age silicate composites. 
The surfactant transfer in multiphase liquid systems under conditions of weak gravita-
tional convection is presented in Chapter 4. 

In the ft h chapter the volumetric mass transfer coefficient for multiphase mechani-
cally agitated gas–liquid and gas–solid–liquid systems is obtained experimentally.
Further, gas-liquid mass transfer analysis in an unbaffled vessel agitated by unsteadily 
forward-reverse rotating multiple impellers is  provided in Chapter 6. Chapter 7 dis-
cuses the kinetic model of otation based on the theory of mass transfer in gas-liquid 
bubbly ows. The eighth chapter deals with experimental investigation of mass trans-
fer and wall shear stress, and their interaction at the concurrent gas-liquid ow in a 
vertical tube, in a channel with ow turn, and in a channel with abrupt expansion. The 
laminar mixed convection with mass transfer and phase change of ow reversal in 
channels is studied in the ninth chapter, and the tenth chapter exemplies the theoreti-
cal aspects of the liquid-liquid extraction with and without a chemical reaction and the 
dimensioning of the extractors with original experimental work and interpretations.

The eleventh chapter introduces analysis of the existing theories and concepts of solid-
state diffusion mass transfer in metals during mechanical alloying. In Chapter 12 the 
mass transfer coefficient is given for different situations (liquid-liquid, liquid-gas and 
liquid-solid) of two-phase mass transfer of steelmaking processes. Chapter 13 discuss-
es the effect of Marangoni Instability on thin liquid lm, thinker liquid layer and mass 
transfer devices.
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XIV Preface

Chapter 14 provides a review of model permitt ing the determination of wood drying 
rate represented by an overall mass transfer coeffi  cient and a driving force. Moreoever, 
transport phenomena in paper and wood-based panels’ production are discussed in 
Chapter 15.

In the sixteenth chapter the eff ect of lutetium doping on oxygen permeability in poly-
crystalline alumina wafers exposed to steep oxygen potential gradients was evaluated 
at high temperatures to investigate the mass-transfer phenomena. Mass transfer in-
vestigation of organic acid extraction with trioctylamine and aliquat336 dissolved in 
various solvents is introduced in Chapter 17. 

Chapter 18 is focused on the development of semi-theoretical methods for calculation 
of gas holdup, interfacial area and liquid-phase mass transfer coeffi  cients in gas-liquid 
and slurry bubble column reactors. Chapter 19 investigates the in uence of mass trans-
fer and kinetics on biodiesel (fatt y acid alkyl) production process.

The physical-mathematical model of heat and mass transfer and condensation capture 
of  ne dust on  uid droplets dispersed in jet scrubbers is suggested and analyzed in 
Chapter 20, while Chapter 21 is devoted to investigate mass transfer in  ltration com-
bustion processes.

The twenty-second chapter describes the merits of using hollow  ber supported liquid 
membranes (HFSLM), one of liquid membranes in supported  (not clear) structures, and 
how mass transfer involves step-by-step in removing arsenic (As) and mercury (Hg). 
The twenty-third chapter presents an overview of the various mechanisms contribut-
ing to particulate drying in a bubbling  uidized bed and the mass transfer coeffi  cient 
corresponding to each mechanism. A mathematical model and numerical simulation 
for hydriding/dehydriding process in a tubular type MH reactor packed with LaNi5 
were provided in the twenty-fourth chapter. Chapter 25 is dedicated to the mass trans-
fer coeffi  cient around freely moving active particles in the dense phase of a  uidized 
bed.  Chapter 26 is aimed at reviewing transport across biological membranes, with 
an emphasis on intestinal absorption, its model analysis and permeability prediction. 
The objective of the twenty-seventh chapter is to provide comprehensive information 
on theoretical-experimental analysis of coupled heat and mass transfer in packed bed 
drying of shrinking particles. The twenty-eighth chapter focuses on vapour-liquid 
mass transfer in uence on the prediction of RD column behaviour neglecting the liq-
uid-solid and intraparticle mass transfer. Mass transfer through catalytic membrane 
layer is studied in Chapter 29. In chapter 30 three types of bioreactors and stirred tank 
applied to biological systems are introduced and a mathematical model is developed. 
Finally in Chapter 31 analytical solutions of mass transfer around a prolate or an oblate 
spheroid immersed in a packed bed are obtained.

Mohamed Fathy El-Amin
Physical Sciences and Engineering Division

King Abdullah University of Science and Technology (KAUST)
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Mass and Heat Transfer During Two-Phase Flow in
Porous Media - Theory and Modeling

Jennifer Niessner1 and S. Majid Hassanizadeh2

1Institute of Hydraulic Engineering, University of Stuttgart, Stuttgart
2Department of Earth Sciences, Faculty of Geosciences, Utrecht University, Utrecht

1Germany
2The Netherlands

1. Introduction

1.1 Motivation
This chapter focusses on the description and modeling of mass transfer processes occurring
between two fluid phases in a porous medium. The principle underlying physical process
comprises a transport of particles from one phase to the other phase. This process takes
place across fluid–fluid interfaces (see Fig. 1) and may constitute evaporation, dissolution,
or condensation, for example.
Such mass transfer processes are crucial in many applications involving flow and transport in
porous media. Major examples are found in soil science (where the evaporation from soils is
of interest), soil and groundwater remediation (like thermally-enhanced soil vapor extraction
where dissolution, evaporation, and condensation play a role), storage of carbon dioxide in
the subsurface (where the dissolution of carbon dioxide in the surrounding groundwater is a
crucial storage mechanism), CO2-enhanced oil recovery (where after primary and secondary
recovery, carbon dioxide is injected into the reservoir in order to mobilize an additional 8-20
per cent of oil), and various industrial porous systems (such as certain types of fuel cells).
Let us have a closer look at a few of these applications and identify where interphase mass
transfer is relevant. Four specific examples are shown in Fig. 2 and briefly described.

solid phase

fluid

phase 1
fluid phase 2

Fig. 1. Mass transfer processes (evaporation, dissolution, condensation) imply a transfer of
particles across fluid–fluid interfaces.
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2 Mass Transfer

(a) Carbon dioxide storage in the subsurface
(figure from IPCC (2005))

(b) Soil contamination and remediation

(c) Enhanced oil recovery (figure from
www.oxy.com)

groundwater

precipitation
radiation

evaporation

infiltration

(d) Evaporation from soil

Fig. 2. Four applications of flow and transport in porous media where interphase mass
transfer is important

2 Mass Transfer in Multiphase Systems and its Applications Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 3

(a) Carbon capture and storage (Fig. 2 (a)) is a recent strategy to mitigate the greenhouse
effect by capturing the greenhouse gas carbon dioxide that is emitted e.g. by coal power
plants and inject it directly into the subsurface below an impermeable caprock. Here, three
different storage mechanisms are relevant on different time scales: 1) The capillary barrier
mechanism of the caprock. This geologic layer is meant to keep the carbon dioxide in the
storage reservoir as a separate phase. 2) Dissolution of the carbon dioxide in the surrounding
brine (salty groundwater). This is a longterm storage mechanism and involves a mass
transfer process as carbon dioxide molecules are “transferred” from the gaseous phase to
the brine phase. 3) Geochemical reactions which immobilize the carbon dioxide through
incorporation into the rock matrix.

(b) Shown in Fig. 2 (b) is a cartoon of a light non-aqueous phase liquid (LNAPL)
soil contamination and its clean up by injection of steam at wells located around the
contaminated soil. The idea behind this strategy is to mobilize the initially immobile
(residual) LNAPL by evaporation of LNAPL component at large rates into the gaseous
phase. The soil gas is then extracted by a centrally located extraction well. It means that the
remediation mechanism relies on the evaporation of LNAPL component which represents a
mass transfer from the liquid LNAPL phase into the gaseous phase.

(c) In order to produce an additional 8-20% of oil after primary and secondary recovery,
carbon dioxide may be injected into an oil reservoir, e.g. alternatingly with water, see
Fig. 2 (c). This is called enhanced oil recovery. The advantage of injecting carbon dioxide lies
in the fact that it dissolves in the oil which in turn reduces the oil viscosity, and thus, increases
its mobility. The improved mobility of the oil allows for an extraction of the otherwise
trapped oil. Here, an interphase mass transfer process (dissolution) is responsible for an
improved recovery.

(d) The last example (Fig. 2 (d)) shows the upper part of the soil. The water balance of this part
of the subsurface is extremely important for agriculture or plant growth in general. Plants
do not grow well under too wet or too dry conditions. One of the very important factors
influencing this water balance (besides surface runoff and infiltration) is the evaporation of
water from the soil, which is again an interphase mass transfer process.

1.2 Purpose of this work
Mass transfer processes are essential in a large variety of applications—the presented
examples only show a small selection of systems. A common feature of all these applications is
the fact that the relevant processes occur in relatively large domains such that it is not possible
to resolve the pore structure and the fluid distribution in detail (left hand side of Fig. 3).
Instead, a macro-scale approach is needed where properties and processes are averaged over
a so-called representative elementary volume (right hand side of Fig. 3). This means that the
common challenge in all of the above-mentioned applications is how to describe mass transfer
processes on a macro scale. This transition from the pore scale to the macro scale is illustrated
in Fig. 3 where on the left side, the pore-scale situation is shown (which is impossible to be
resolved in detail) while on the right hand side, the macro-scale situation is shown.

2. Overview of classical mass transfer descriptions

2.1 Pore-scale considerations
In order to better understand the physics of interphase mass transfer, which is essential to
provide a physically-based description of this process, we start our considerations on the pore

3Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling
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phase. The soil gas is then extracted by a centrally located extraction well. It means that the
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carbon dioxide may be injected into an oil reservoir, e.g. alternatingly with water, see
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(d) The last example (Fig. 2 (d)) shows the upper part of the soil. The water balance of this part
of the subsurface is extremely important for agriculture or plant growth in general. Plants
do not grow well under too wet or too dry conditions. One of the very important factors
influencing this water balance (besides surface runoff and infiltration) is the evaporation of
water from the soil, which is again an interphase mass transfer process.

1.2 Purpose of this work
Mass transfer processes are essential in a large variety of applications—the presented
examples only show a small selection of systems. A common feature of all these applications is
the fact that the relevant processes occur in relatively large domains such that it is not possible
to resolve the pore structure and the fluid distribution in detail (left hand side of Fig. 3).
Instead, a macro-scale approach is needed where properties and processes are averaged over
a so-called representative elementary volume (right hand side of Fig. 3). This means that the
common challenge in all of the above-mentioned applications is how to describe mass transfer
processes on a macro scale. This transition from the pore scale to the macro scale is illustrated
in Fig. 3 where on the left side, the pore-scale situation is shown (which is impossible to be
resolved in detail) while on the right hand side, the macro-scale situation is shown.

2. Overview of classical mass transfer descriptions

2.1 Pore-scale considerations
In order to better understand the physics of interphase mass transfer, which is essential to
provide a physically-based description of this process, we start our considerations on the pore
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Fig. 3. Pore-scale versus macro-scale description of flow and transport in a porous medium.

scale. From there, we try to get a better understanding of the macro-scale physics of mass
transfer, which is our scale of interest.
In Fig. 1 we have seen that interphase mass transfer is inherently a pore-scale process as
it—naturally—takes place across fluid–fluid interfaces. Let us imagine a situation where two
fluid phases, a wetting phase and a non-wetting phase, are brought in contact as shown in
Fig. 4. Commonly, when the two phases are brought in contact (time t = t0), equilibrium is
quickly established directly at the interface. With respect to mass transfer, this means that
the concentration of non-wetting phase particles in the wetting phase at the interface as well
as the concentration of wetting-phase particles in the non-wettting phase at the interface are
both at their equilibrium values, C2

1,eq and C1
2,eq. At t = t0, away from the interface, there

is still no presence of α-phase particles in the β-phase. At a later time t = t1, concentration
profiles develop within the phases. However, within the bulk phases, the concentrations are
still different from the respective equilibrium concentration at the interface. Considering a
still later point of time, t = t2, the equilibrium concentration is finally reached everywhere in
the bulk phases.
These considerations show that mass transfer on the pore scale is inherently a kinetic process
that is very much related to phase-interfaces. But how is this process represented on the macro
scale, i.e. on a volume-averaged scale? This is what we will focus on in the next section.
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Fig. 4. Pore-scale picture of interphase mass transfer.
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2.2 Current macro-scale descriptions
In Fig. 3, we illustrated the fact that when going from the pore scale to the macro scale,
information about phase-interfaces is lost. The only information present on the macro scale is
related to volume ratios, such as porosity and fluid saturations. But, as mentioned earlier,
mass transfer is strongly linked to the presence of interfaces and interfacial areas and all
the information about phase-interfaces disappears on the macro scale. This means that the
description of mass transfer on the macro scale is not straight forward. Classical approaches
for describing mass transfer generally rely on one of the following two principles:

1. assumption of local chemical equilibrium within an averaging volume or

2. kinetic description based on a fitted (linear) relationship.

These two classical approaches will be discussed in more detail in the following. An
alternative approach which accounts for the phase-interfacial area will be presented later in
Sec. 3.

2.2.1 Local equilibrium assumption
The assumption of local chemical equilibrium within an averaging volume means that the
equilibrium concentrations are reached instantaneously everywhere within an averaging
volume (in both phases). That means it is assumed that everywhere within the averaging
volume, the situation at t = t2 in Fig. 4 is reached from the beginning (t = t0). Thus, at each
point in the wetting phase and at each point in the non-wetting phase within the averaging
volume, the equilibrium concentration of the components of the other phase is reached.
This is an assumption which may be good in case of fast mass transfer, but bad in case of
slow mass transfer processes. To be more precise, the assumption that the composition of
a phase is at or close to equilibrium may be good if the characteristic time of mass transfer
is small compared to that of flow. However, if large flow velocities occur as e.g. during air
sparging, the local equilibrium assumption gives completely wrong results, see Falta (2000;
2003) and van Antwerp et al. (2008). We will investigate and quantify this issue later in Sec. 3.3
.
Local equilibrium models for multi-phase systems have been introduced and developed
e.g. by Miller et al. (1990); Powers et al. (1992; 1994); Imhoff et al. (1994); Zhang & Schwartz
(2000) and have been used and advanced ever since. Let us consider a system with a liquid
phase (denoted by subscript l) and a gaseous phase (denoted by subscript g) composed of
air and water components. Then, Henry’s Law is employed to determine the mole fraction
of air in the liquid phase, while the mole fraction of water in the gas phase is determined by
assuming that the vapor pressure in the gas phase is equal to the saturation vapor pressure.
Denoting the water component by superscript w and the air component by superscript a, this
yields

xa
l = pa

g · Ha
l−g (1)

xw
g =

pw
sat
pg

, (2)

where xa
l [−] is the mole fraction of air in the liquid phase, xw

g [−] is the mole fraction of water

in the gaseous phase, Ha
l−g

[
1

Pa

]
is the Henry constant for the dissolution of air in the liquid

phase, pw
sat [Pa] is the saturation vapor pressure of water, pa

g [Pa] is the partial pressure of air
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2.2 Current macro-scale descriptions
In Fig. 3, we illustrated the fact that when going from the pore scale to the macro scale,
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related to volume ratios, such as porosity and fluid saturations. But, as mentioned earlier,
mass transfer is strongly linked to the presence of interfaces and interfacial areas and all
the information about phase-interfaces disappears on the macro scale. This means that the
description of mass transfer on the macro scale is not straight forward. Classical approaches
for describing mass transfer generally rely on one of the following two principles:

1. assumption of local chemical equilibrium within an averaging volume or

2. kinetic description based on a fitted (linear) relationship.

These two classical approaches will be discussed in more detail in the following. An
alternative approach which accounts for the phase-interfacial area will be presented later in
Sec. 3.

2.2.1 Local equilibrium assumption
The assumption of local chemical equilibrium within an averaging volume means that the
equilibrium concentrations are reached instantaneously everywhere within an averaging
volume (in both phases). That means it is assumed that everywhere within the averaging
volume, the situation at t = t2 in Fig. 4 is reached from the beginning (t = t0). Thus, at each
point in the wetting phase and at each point in the non-wetting phase within the averaging
volume, the equilibrium concentration of the components of the other phase is reached.
This is an assumption which may be good in case of fast mass transfer, but bad in case of
slow mass transfer processes. To be more precise, the assumption that the composition of
a phase is at or close to equilibrium may be good if the characteristic time of mass transfer
is small compared to that of flow. However, if large flow velocities occur as e.g. during air
sparging, the local equilibrium assumption gives completely wrong results, see Falta (2000;
2003) and van Antwerp et al. (2008). We will investigate and quantify this issue later in Sec. 3.3
.
Local equilibrium models for multi-phase systems have been introduced and developed
e.g. by Miller et al. (1990); Powers et al. (1992; 1994); Imhoff et al. (1994); Zhang & Schwartz
(2000) and have been used and advanced ever since. Let us consider a system with a liquid
phase (denoted by subscript l) and a gaseous phase (denoted by subscript g) composed of
air and water components. Then, Henry’s Law is employed to determine the mole fraction
of air in the liquid phase, while the mole fraction of water in the gas phase is determined by
assuming that the vapor pressure in the gas phase is equal to the saturation vapor pressure.
Denoting the water component by superscript w and the air component by superscript a, this
yields

xa
l = pa

g · Ha
l−g (1)

xw
g =

pw
sat
pg

, (2)

where xa
l [−] is the mole fraction of air in the liquid phase, xw

g [−] is the mole fraction of water

in the gaseous phase, Ha
l−g

[
1

Pa

]
is the Henry constant for the dissolution of air in the liquid

phase, pw
sat [Pa] is the saturation vapor pressure of water, pa

g [Pa] is the partial pressure of air
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in the gas phase while pg [Pa] is the gas pressure. The remaining mole fractions result simply
from the condition that mole fractions in each phase have to sum up to one,

xw
l = 1 − xa

l (3)

xa
g = 1 − xw

g . (4)

Note that while for a number of applications the equilibrium mole fractions are constants or
merely a function of temperature, in our case, they will be functions of space and time as
pressure and the composition of the phases changes.

2.2.2 Classical kinetic approach
Kinetic mass transfer approaches are traditionally applied to the dissolution of contaminants
in the subsurface which form a separate phase from water, the so-called non-aqueous phase
liquids (NAPLs). If such a non-aqueous phase liquid is heavier than water, it is called
“dense non-aqueous phase liquid” or DNAPL. When an immobile lense of DNAPL is present
at residual saturation (i.e. at a saturation which is so low that the phase is immobile) and
dissolves into the surrounding groundwater, the kinetics of this mass transfer process usually
plays an important role: the dissolution of DNAPL is a rate-limited process. This is also
the case when a pool of DNAPL is formed on an impermeable layer. In these relatively
simple cases, only the mass transfer of a DNAPL component from the DNAPL phase into
the water phase has to be considered. For these cases, classical models acknowledge the
fact that the rate of mass transfer is highly dependent (proportional to) interfacial area and
assume a first-order rate of kinetic mass transfer between fluid phases in a porous medium
on a macroscopic (i.e. volume-averaged) scale which can be expressed as (see e.g. Mayer &
Hassanizadeh (2005)):

Qκ
α→β = kκ

α→βaαβ(Cκ
β,s − Cκ

β), (5)

where Qκ
α→β

[
kg

m3s

]
is the interphase mass transfer rate of component κ from phase α to

phase β, kκ
α→β

[m
s
]

is the mass transfer rate coefficient, aαβ

[
1
m

]
is the specific interfacial

area separating phases α and β, Cκ
β,s

[
kg
m3

]
is the solubility limit of component κ in phase

β, and finally, Cκ
β

[
kg
m3

]
is the actual concentration of component κ in phase β. The actual

concentration is not larger than the solubility limit, Cκ
β ≤ Cκ

β,s. The case Cκ
β = Cκ

β,s corresponds
to the local equilibrium case.
In the absence of a physically-based estimate of interfacial area in classical kinetic models, the
mass transfer coefficient kκ

α→β and the specific interfacial area aαβ are often lumped into one
single parameter (Miller et al. (1990); Powers et al. (1992; 1994); Imhoff et al. (1994); Zhang &
Schwartz (2000)). This yields, in a simplified notation,

Q = k(Cs − C). (6)

Here, Cs is the solubility limit of the DNAPL component in water and C is its actual

concentration. The lumped mass transfer coefficient k
[

1
s

]
is commonly related to a modified

Sherwood number Sh by

k = Sh
Dm

d2
50

, (7)
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where Dm

[
m2

s

]
is the aqueous phase molecular diffusion coefficient, and d50 [m] is the mean

size of the grains. The Sherwood number is then related to Reynold’s number Re and DNAPL
saturation Sn [−] by

Sh = pReqSr
n, (8)

where p, q, and r are dimensionless fitting parameters. This is a purely empirical relationship.
Although interphase mass transfer is proportional to specific interfacial area in the original
Eq. (5), this dependence cannot explicitly be accounted for as the magnitude of specific
interfacial area is not known.
An alternative classical approach for DNAPL pool dissolution has been proposed by Falta
(2003) who modeled the dissolution of DNAPL component by a dual domain approach
for a case with simple geometry. For this purpose, they divided the contaminated porous
medium into two parts: one that contains DNAPL pools and one without DNAPL. For
their simple case, the dual domain approach combined with an analytical solution for
steady-state advection and dispersion provided a means for modeling rate-limited interphase
mass transfer. While this approach provided good results for the case of simplified geometry,
it might be oversimplified for the modeling of realistic situations.

3. Interfacial-area-based approach for mass transfer description

3.1 Theoretical background
Due to a number of deficiencies of the classical model for two-phase flow in porous media
(one of which is the problem in describing kinetic interphase mass transfer on the macro
scale), several approaches have been developed to describe two-phase flow in an alternative
and thermodynamically-based way. Among these are a rational thermodynamics approach
by Hassanizadeh & Gray (1980; 1990; 1993b;a), a thermodynamically constrained averaging
theory approach by Gray and Miller (e.g. Gray & Miller (2005); Jackson et al. (2009)),
mixture theory (Bowen (1982)) and an approach based on averaging and non-equilibrium
thermodynamics by Marle (1981) and Kalaydjian (1987). While Marle (1981) and Kalaydjian
(1987) developed their set of constitutive relationships phenomenologically, Hassanizadeh &
Gray (1990; 1993b); Jackson et al. (2009), and Bowen (1982) exploited the entropy inequality
to obtain constitutive relationships. To the best of our knowledge, the two-phase flow models
of Marle (1981); Kalaydjian (1987); Hassanizadeh & Gray (1990; 1993b); Jackson et al. (2009)
are the only ones to include interfaces explicitly in their formulation allowing to describe
hysteresis as well as kinetic interphase mass and energy transfer in a physically-based way. In
the following, we follow the approach of Hassanizadeh & Gray (1990; 1993b) as it includes
the spatial and temporal evolution of phase-interfacial areas as parameters which allows
us to model kinetic interphase mass transfer in a much more physically-based way than is
classically done.
It has been conjectured by Hassanizadeh & Gray (1990; 1993b) that problems of the classical
two-phase flow model, like the hysteretic behavior of the constitutive relationship between
capillary pressure and saturation, are due to the absence of interfacial areas in the theory.
Hassanizadeh and Gray showed (Hassanizadeh & Gray (1990; 1993b)) that by formulating
the conservation equations not only for the bulk phases, but additionally for interfaces,
and by exploiting the residual entropy inequality, a relationship between capillary pressure,
saturation, and specific interfacial areas (interfacial area per volume of REV) can be derived.
This relationship has been determined in various experimental works (Brusseau et al. (1997);
Chen & Kibbey (2006); Culligan et al. (2004); Schaefer et al. (2000); Wildenschild et al. (2002);
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Chen et al. (2007)) and computational studies (pore-network models and CFD simulations
on the pore scale, see Reeves & Celia (1996); Held & Celia (2001); Joekar-Niasar et al. (2008;
2009); Porter et al. (2009)). The numerical work of Porter et al. (2009) using Lattice Boltzman
simulations in a glass bead porous medium and experiments of Chen et al. (2007) show
that the relationship between capillary pressure, the specific fluid-fluid interfacial area, and
saturation is the same for drainage and imbibition to within the measurement error. This
allows for the conclusion that the inclusion of fluid–fluid interfacial area into the capillary
pressure–saturation relationship makes hysteresis disappear or, at least, reduces it down
to a very small value. Niessner & Hassanizadeh (2008; 2009a;b) have modeled two-phase
flow—using the thermodynamically-based set of equations developed by Hassanizadeh &
Gray (1990)—and showed that this interfacial-area-based model is indeed able to model
hysteresis as well as kinetic interphase mass and also energy transfer in a physically-based
way.

3.2 Simplified model
After having presented the general background of our interfacial-area-based model, we will
now proceed by discussing the mathematical model. The complete set of balance equations
based on the approach of Hassanizadeh & Gray (1990) is too large to be handled numerically.
In order to do numerical modeling, simplifying assumptions need to be made. In the
following, we present such a simplified equation system as was derived in Niessner &
Hassanizadeh (2009a).
This set of balance equations can be described by six mass and three momentum balance
equations. These numbers result from the fact that mass balances for each component of each
phase and the fluid–fluid interface (that is 2 × 3) while momentum balances are given for the
bulk phases and the interface. Governing equations were derived by Hassanizadeh & Gray
(1979) and Gray & Hassanizadeh (1989; 1998) for the case of flow of two pure fluid phases
with no mass transfer. Extending these equations to the case of two fluid phases, each made
of two components, we obtain the following equations.
mass balance for phase components (κ = w, a):

∂
(
φSl ρ̄l X̄κ

l
)

∂t
+∇ · (φSl ρ̄l X̄

κ
l v̄l)−∇ ·

(
φSl j̄

κ

l

)

= ρ̄l Q
κ
l +

1
V

∫

Alg

[
ρl X

κ
l

(
vlg − vl

)
+ jκ

l

]
· nlg dA (9)

∂
(

φSg ρ̄gX̄κ
g

)

∂t
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−∇ ·
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mass balance for lg-interface components (κ = w, a):

∂
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)
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momentum balance for phases:

∂ (φSl ρ̄l v̄l)

∂t
+∇ · (φSl ρ̄l v̄l v̄l)−∇ · (φSl Tl)

=
1
V

∫

Alg

[
ρlvl

(
vlg − vl

)
+ tl

]
· nlg dA (12)

∂
(

φSg ρ̄gv̄g

)

∂t
+∇ ·

(
φSg ρ̄gv̄gv̄g

)
−∇ ·

(
φSgTg

)

=
1
V

∫

Alg

[
ρgvg

(
vg − vlg

)
− tg

]
· nlg dA (13)

momentum balance for lg-interface:

∂
(

Γ̄lgv̄lgalg

)

∂t
+∇ ·

(
Γ̄lgv̄lgalgv̄lg

)
−∇ ·

(
Tlgalg

)

=
1
V

∫

Alg

[
ρlvl

(
vl − vlg

)
− tl − ρgvg

(
vg − vlg

)
+ tg

]
· nlg dA, (14)

where the overbars denote volume-averaged (macro-scale) quantities. Here, Xκ
α [−] is the

mass fraction of component κ in phase α, t is time, Qκ
α

[
m3

s

]
is an external source of component

κ in phase α, jκ
α

[
kg·m4

s

]
is the diffusive flux of component κ in phase α, V is the magnitude of

the averaging volume, Alg denotes the interfaces separating the l-phase and the g-phase in an
averaging volume, vlg

[m
s
]

is the velocity of the lg-interface, and nlg is the unit vector normal
to Alg and pointing into the g-phase. Furthermore, Xκ

lg [−] is the mass fraction of component κ

in the lg-interface, jκ
lg

[
kg·m4

s

]
is the diffusive flux of component κ in the lg-interface, tα

[
kg

m·s2

]

is the α-phase micro-scale stress tensor, Tα

[
kg
s2

]
is the α-phase macro-scale stress tensor, and

Tlg

[
kg
s2

]
is the macro-scale lg-interfacial stress tensor.

In the following, we provide a simplified version of Eq. (9) through (14). First, we assume
that the composition of the interface does not change. This is a reasonable assumption as long
as no surfactants are involved. This reduces the number of balance equations to eight, as we
can sum up the mass balance equations for interface components. Furthermore, we assume
that momentum balances can be simplified so far that we end up with Darcy-like equations
for both bulk phases and interface. We further proceed by applying Fick’s law to relate the
micro-scale diffusive fluxes jκ

α
to the local concentration gradient resulting in the following

approximation:

jκ
α
· nlg = ± ραDκ

dκ
alg

(
Xκ

α,s − Xκ
α

)
, (15)

where Dκ
[

m2

s

]
is the micro-scale Fickian diffusion coefficient for component κ, dκ [m] is the

diffusion length of component κ, Xκ
α,s [−] is the solubility limit of component κ in phase α

(i.e. the mass fraction corresponding to local equilibrium), and Xκ
α [−] is the micro-scale mass

fraction of component κ in phase α at a distance dκ away from the interface. Niessner &

9Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling



8 Mass Transfer

Chen et al. (2007)) and computational studies (pore-network models and CFD simulations
on the pore scale, see Reeves & Celia (1996); Held & Celia (2001); Joekar-Niasar et al. (2008;
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∂
(
φSl ρ̄l X̄κ

l
)

∂t
+∇ · (φSl ρ̄l X̄

κ
l v̄l)−∇ ·

(
φSl j̄

κ

l

)

= ρ̄l Q
κ
l +

1
V

∫

Alg

[
ρl X

κ
l

(
vlg − vl

)
+ jκ

l

]
· nlg dA (9)

∂
(

φSg ρ̄gX̄κ
g
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(
φSg j̄κ

g

)

= ρ̄gQκ
g +

1
V

∫

Alg

[
ρgXκ

g

(
vg − vlg
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− jκ

g

]
· nlg dA (10)
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∂
(

Γ̄lgX̄κ
lgalg
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=
1
V
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Alg
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ρl X

κ
l

(
vl − vlg

)
− jκ

l
− ρgXκ

g

(
vg − vlg

)
+ jκ

g

]
· nlg dA (11)
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=
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where the overbars denote volume-averaged (macro-scale) quantities. Here, Xκ
α [−] is the

mass fraction of component κ in phase α, t is time, Qκ
α

[
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s

]
is an external source of component

κ in phase α, jκ
α

[
kg·m4
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]
is the diffusive flux of component κ in phase α, V is the magnitude of

the averaging volume, Alg denotes the interfaces separating the l-phase and the g-phase in an
averaging volume, vlg
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is the velocity of the lg-interface, and nlg is the unit vector normal
to Alg and pointing into the g-phase. Furthermore, Xκ

lg [−] is the mass fraction of component κ
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]
is the diffusive flux of component κ in the lg-interface, tα
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is the α-phase micro-scale stress tensor, Tα

[
kg
s2

]
is the α-phase macro-scale stress tensor, and

Tlg

[
kg
s2

]
is the macro-scale lg-interfacial stress tensor.

In the following, we provide a simplified version of Eq. (9) through (14). First, we assume
that the composition of the interface does not change. This is a reasonable assumption as long
as no surfactants are involved. This reduces the number of balance equations to eight, as we
can sum up the mass balance equations for interface components. Furthermore, we assume
that momentum balances can be simplified so far that we end up with Darcy-like equations
for both bulk phases and interface. We further proceed by applying Fick’s law to relate the
micro-scale diffusive fluxes jκ

α
to the local concentration gradient resulting in the following

approximation:

jκ
α
· nlg = ± ραDκ

dκ
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(
Xκ

α,s − Xκ
α

)
, (15)

where Dκ
[

m2

s

]
is the micro-scale Fickian diffusion coefficient for component κ, dκ [m] is the

diffusion length of component κ, Xκ
α,s [−] is the solubility limit of component κ in phase α

(i.e. the mass fraction corresponding to local equilibrium), and Xκ
α [−] is the micro-scale mass

fraction of component κ in phase α at a distance dκ away from the interface. Niessner &

9Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling



10 Mass Transfer

Hassanizadeh (2009a) obtained the following determinate set of macro-scale equations:

∂
(
φSl ρ̄l X̄w

l
)

∂t
+ ∇ · (ρ̄l X̄

w
l v̄l)−∇ ·

(
j̄w
l

)

= ρlQ
w
l − Dw ρ̄g

dw alg

(
Xw

g,s − Xw
g

)
(16)

∂
(
φSl ρ̄l X̄a

l
)

∂t
+ ∇ · (ρ̄l X̄

a
l v̄l)−∇ ·

(
j̄a
l

)

= ρlQ
a
l +

Da ρ̄l
da alg

(
Xa

l,s − Xa
l

)
(17)

∂
(

φSg ρ̄gX̄w
g

)

∂t
+ ∇ ·

(
ρ̄gX̄w

g v̄g

)
−∇ ·

(
j̄w
g

)

= ρgQw
g +

Dw ρ̄g

dw alg

(
Xw

g,s − Xw
g

)
(18)

∂
(

φSg ρ̄gX̄a
g

)

∂t
+ ∇ ·

(
ρ̄gX̄a

gv̄g

)
−∇ ·

(
j̄a
g

)

= ρgQa
g −

Da ρ̄l
da alg

(
Xa

l,s − Xa
l

)
(19)

∂alg

∂t
+∇ ·

(
algvlg

)
= Elg (20)

v̄l = −K
S2

l
μl

(
∇pl − ρ̄l g

)
(21)

v̄g = −K
S2

g

μg

(
∇pg − ρ̄gg

)
(22)

v̄lg = −Klg∇alg (23)

pc = pg − pl (24)

Sl + Sg = 1 (25)

Xw
l + Xa

l = 1 (26)

Xw
g + Xa

g = 1 (27)

alg = alg(Sl , pc), (28)

The macro-scale mass fluxes j̄κ
α

are given by a Fickian dispersion equation,

j̄κ
α
= −ραD̄κ

α∇ (X̄κ
α) , (29)

where D̄κ
α is the macro-scale dispersion coefficient. Note that in Eq. (16) through (19), we

have acknowledged the fact that an internal source of a component in one of the phases
must correspond to a sink of that component of equal magnitude in the other phase. The
solubility limits Xw

g,s and Xa
l,s are obtained from a local equilibrium assumption at the

fluid–fluid interface. If, for example, we consider a two-phase–two-component air–water
system solubility limits with respect to mole fractions are given by Eqs. (1) and (2).
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3.3 Is a kinetic approach necessary?
Depending on the parameters, initial conditions, and boundary conditions of the system,
kinetics might be important for mass transfer. If so, then it may not be sufficient to use a
classical local equilibrium model instead of the more complex interfacial-area-based model.
To allow for a decision, Niessner & Hassanizadeh (2009a) make the system of equations (16)
through (28) dimensionless and study the dependence of kinetics on Damköhler number and
Peclet number.
To do so, they define dimensionless variables:

t∗ =
tvR
φL

, ∇∗ = L∇, v̄∗α =
v̄α

vR
, Qκ∗

α =
Qκ

αL
Xκ

α,svR
, (30)

a∗lg =
alg

aR,lg
, D̄κ∗

α =
D̄κ

α

DR,α
, v∗lg =

φ

vR
vlg, (31)

E∗
lg =

aR,lgφL
vR

Elg, g∗
α
=

ρ̄αgL
pR

, K∗
lg =

φKlg

LaR,lgvR
, (32)

p∗α =
pα

pR
, p∗c =

pc

pR
, ρ∗g =

ρ̄g

ρ̄l
μ∗

l =
μl
μg

. (33)

Here, ρ∗g is density ratio, μ∗
l is viscosity ratio, vR is a reference velocity, L is a characteristic

length, aR,lg is a reference specific interfacial area, DR,α is a reference dispersion coefficient,

and pR is a reference pressure. We assume that pR and vR can be chosen such that KpR
μl vR L = 1.

Also, Peclet number Peα and Damköhler number Daκ are defined by

Peα =
vRL
DR,α

, Daκ =
Dκ LaR,lg

dvR
. (34)

These definitions lead to the following dimensionless form of Eq. (16) through (28):

∂

∂t∗ (Sl X̄
w
l ) +∇∗ · (X̄w

l v∗l )−∇∗ ·
(

Dw∗
l

Pel
∇∗X̄w

l

)
= Qw∗

l − Dawa∗lgρ∗g
(

Xw
g,s − X̄w

g

)
(35)

∂

∂t∗ (Sl X̄
a
l ) +∇∗ · (X̄a

l v∗l )−∇∗ ·
(

Da∗
l

Pel
∇∗X̄a

l

)
= Qa∗

l + Daaa∗lg
(

Xa
l,s − X̄a

l

)
(36)

∂

∂t∗
(

SgX̄w
g

)
+∇∗ ·

(
X̄w

g v∗g
)
−∇∗ ·

(
Dw∗

g

Peg
∇∗X̄w

g

)
= Qw∗

g + Dawa∗lg
(

Xw
g,s − X̄w

g

)
(37)

∂

∂t∗
(

SgX̄a
g

)
+∇∗ ·

(
X̄a

gv∗g
)
−∇∗ ·

(
Da∗

g

Peg
∇∗X̄a

g

)
= Qa∗

g − Daaa∗lg
1
ρ∗g

(
Xa

l,s − X̄a
l

)
(38)

∂a∗lg
∂t∗ +∇∗ ·

(
a∗lgv∗lg

)
= E∗

lg (39)

v∗l = −S2
l

(
∇∗p∗l − g∗

l

)
(40)

v∗g = −S2
gμ∗

l

(
∇∗p∗g − g∗

g

)
(41)
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Hassanizadeh (2009a) obtained the following determinate set of macro-scale equations:

∂
(
φSl ρ̄l X̄w

l
)

∂t
+ ∇ · (ρ̄l X̄

w
l v̄l)−∇ ·

(
j̄w
l

)

= ρl Q
w
l − Dw ρ̄g

dw alg

(
Xw

g,s − Xw
g

)
(16)

∂
(
φSl ρ̄l X̄a

l
)

∂t
+ ∇ · (ρ̄l X̄

a
l v̄l)−∇ ·

(
j̄a
l

)

= ρl Q
a
l +

Da ρ̄l
da alg

(
Xa

l,s − Xa
l

)
(17)

∂
(

φSg ρ̄gX̄w
g

)

∂t
+ ∇ ·

(
ρ̄gX̄w

g v̄g

)
−∇ ·

(
j̄w
g

)

= ρgQw
g +

Dw ρ̄g

dw alg

(
Xw

g,s − Xw
g

)
(18)

∂
(

φSg ρ̄gX̄a
g

)

∂t
+ ∇ ·

(
ρ̄gX̄a

gv̄g

)
−∇ ·

(
j̄a
g

)

= ρgQa
g −
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da alg

(
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l,s − Xa
l

)
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(
algvlg
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)
(21)
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)
(22)

v̄lg = −Klg∇alg (23)

pc = pg − pl (24)

Sl + Sg = 1 (25)

Xw
l + Xa

l = 1 (26)

Xw
g + Xa

g = 1 (27)

alg = alg(Sl , pc), (28)

The macro-scale mass fluxes j̄κ
α

are given by a Fickian dispersion equation,

j̄κ
α
= −ραD̄κ

α∇ (X̄κ
α) , (29)

where D̄κ
α is the macro-scale dispersion coefficient. Note that in Eq. (16) through (19), we

have acknowledged the fact that an internal source of a component in one of the phases
must correspond to a sink of that component of equal magnitude in the other phase. The
solubility limits Xw

g,s and Xa
l,s are obtained from a local equilibrium assumption at the

fluid–fluid interface. If, for example, we consider a two-phase–two-component air–water
system solubility limits with respect to mole fractions are given by Eqs. (1) and (2).
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3.3 Is a kinetic approach necessary?
Depending on the parameters, initial conditions, and boundary conditions of the system,
kinetics might be important for mass transfer. If so, then it may not be sufficient to use a
classical local equilibrium model instead of the more complex interfacial-area-based model.
To allow for a decision, Niessner & Hassanizadeh (2009a) make the system of equations (16)
through (28) dimensionless and study the dependence of kinetics on Damköhler number and
Peclet number.
To do so, they define dimensionless variables:

t∗ =
tvR
φL

, ∇∗ = L∇, v̄∗α =
v̄α

vR
, Qκ∗

α =
Qκ

αL
Xκ

α,svR
, (30)

a∗lg =
alg

aR,lg
, D̄κ∗

α =
D̄κ

α

DR,α
, v∗lg =
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vR
vlg, (31)

E∗
lg =

aR,lgφL
vR

Elg, g∗
α
=

ρ̄αgL
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, K∗
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, (32)

p∗α =
pα

pR
, p∗c =
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pR
, ρ∗g =

ρ̄g
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l =
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. (33)

Here, ρ∗g is density ratio, μ∗
l is viscosity ratio, vR is a reference velocity, L is a characteristic

length, aR,lg is a reference specific interfacial area, DR,α is a reference dispersion coefficient,

and pR is a reference pressure. We assume that pR and vR can be chosen such that KpR
μl vR L = 1.

Also, Peclet number Peα and Damköhler number Daκ are defined by

Peα =
vRL
DR,α

, Daκ =
Dκ LaR,lg

dvR
. (34)

These definitions lead to the following dimensionless form of Eq. (16) through (28):

∂

∂t∗ (Sl X̄
w
l ) +∇∗ · (X̄w

l v∗l )−∇∗ ·
(

Dw∗
l

Pel
∇∗X̄w

l

)
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)
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)
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l
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(
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)
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g
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= Qw∗
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v∗lg = −K∗
lg∇∗a∗lg (42)

p∗c = p∗g − p∗l (43)

Sl + Sg = 1 (44)

X̄w
l + X̄a

l = 1 (45)

X̄w
g + X̄a

g = 1 (46)

a∗lg = a∗lg (Sl , p∗c ) . (47)

In order to investigate the importance of kinetics, we define Pe := Pel = Peg and Da := Daw =
Daa and vary Pe and Da independently over five orders of magnitude. Therefore, we consider
a numerical example where dry air is injected into a horizontal (two-dimensional) porous
medium of size 0.7 m × 0.5 m that is almost saturated with water (initial and boundary water
saturation of 0.9).
Fig. 5 shows a comparison of actual mass fractions X̄a

l and X̄w
g to solubility mass fractions Xa

l,s
and Xw

g,s for five different Damköhler numbers. Therefore, a cut through the domain is shown
and two different time steps are compared.
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It can be seen that the system is practically instantaneously in equilibrium with respect to the
mass fraction X̄w

g (water mass fraction in the gas phase) for the whole range of considered
Damköhler numbers (see the second and forth row of graphs). With respect to the mass
fraction X̄a

l (air mass fraction in the water phase), for low Damköhler numbers and early times,
the system is far from equilibrium (see the first and third row of graphs). With increasing
time and with increasing Damköhler number, the system approaches equilibrium. As for
high Damköhler numbers mass transfer is very fast, an ”overshoot“ occurs and the system
becomes oversaturated before it reaches equilibrium.
One might argue that the considered time steps are extremely small and not relevant for the
time scale relevant for the whole domain. However, what happens at this very early time has
a large influence on the state of the system at all subsequent times.
It turned out that for different Peclet numbers, there is no difference in results. That means
that kinetic interphase mass transfer is independent of Peclet number, at least within the four
orders of magnitude considered here.

4. Extension to heat transfer

The concept of describing mass transfer based on modeling the evolution of interfacial areas
using the thermodynamically-based approach of Hassanizadeh & Gray (1990; 1993b) can
be extended to describing interphase heat transfer as well. The main difference between
interphase mass and heat transfer is that, in addition to fluid–fluid interfaces, heat can also be
transferred across fluid–solid interfaces, see Fig. 6.
Similarly to mass transfer, classical two-phase flow models describe heat transfer on the
macro scale by either assuming local thermal equilibrium within an averaging volume or
by formulating empirical models to describe the transfer rates. The latter is necessary
as classically, both fluid–fluid and fluid–solid interfacial areas are unknown on the macro
scale. And similiarly to mass transfer, we can use the thermodynamically-based approach
of Hassanizadeh & Gray (1990; 1993b) which includes both fluid–fluid and fluid–solid
interfacial areas in order to describe mass transfer in a physically-based way. We can

non−wetting

wetting

(1)

mass transfer

non−wetting

wetting

(2)

heat transfer

Fig. 6. Mass transfer takes place across fluid–fluid interfaces (left hand side) and heat transfer
across fluid–fluid as well as fluid–solid interfaces (right hand side)
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v∗lg = −K∗
lg∇∗a∗lg (42)

p∗c = p∗g − p∗l (43)

Sl + Sg = 1 (44)

X̄w
l + X̄a

l = 1 (45)

X̄w
g + X̄a

g = 1 (46)

a∗lg = a∗lg (Sl , p∗c ) . (47)

In order to investigate the importance of kinetics, we define Pe := Pel = Peg and Da := Daw =
Daa and vary Pe and Da independently over five orders of magnitude. Therefore, we consider
a numerical example where dry air is injected into a horizontal (two-dimensional) porous
medium of size 0.7 m × 0.5 m that is almost saturated with water (initial and boundary water
saturation of 0.9).
Fig. 5 shows a comparison of actual mass fractions X̄a

l and X̄w
g to solubility mass fractions Xa

l,s
and Xw

g,s for five different Damköhler numbers. Therefore, a cut through the domain is shown
and two different time steps are compared.
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It can be seen that the system is practically instantaneously in equilibrium with respect to the
mass fraction X̄w

g (water mass fraction in the gas phase) for the whole range of considered
Damköhler numbers (see the second and forth row of graphs). With respect to the mass
fraction X̄a

l (air mass fraction in the water phase), for low Damköhler numbers and early times,
the system is far from equilibrium (see the first and third row of graphs). With increasing
time and with increasing Damköhler number, the system approaches equilibrium. As for
high Damköhler numbers mass transfer is very fast, an ”overshoot“ occurs and the system
becomes oversaturated before it reaches equilibrium.
One might argue that the considered time steps are extremely small and not relevant for the
time scale relevant for the whole domain. However, what happens at this very early time has
a large influence on the state of the system at all subsequent times.
It turned out that for different Peclet numbers, there is no difference in results. That means
that kinetic interphase mass transfer is independent of Peclet number, at least within the four
orders of magnitude considered here.

4. Extension to heat transfer

The concept of describing mass transfer based on modeling the evolution of interfacial areas
using the thermodynamically-based approach of Hassanizadeh & Gray (1990; 1993b) can
be extended to describing interphase heat transfer as well. The main difference between
interphase mass and heat transfer is that, in addition to fluid–fluid interfaces, heat can also be
transferred across fluid–solid interfaces, see Fig. 6.
Similarly to mass transfer, classical two-phase flow models describe heat transfer on the
macro scale by either assuming local thermal equilibrium within an averaging volume or
by formulating empirical models to describe the transfer rates. The latter is necessary
as classically, both fluid–fluid and fluid–solid interfacial areas are unknown on the macro
scale. And similiarly to mass transfer, we can use the thermodynamically-based approach
of Hassanizadeh & Gray (1990; 1993b) which includes both fluid–fluid and fluid–solid
interfacial areas in order to describe mass transfer in a physically-based way. We can
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also perform a dimensional analysis and derive dimensionless numbers that help to decide
whether kinetics of heat transfer needs to be accounted for or whether a local equilibrium
model is sufficiently accurate on the macro scale. For more details on these issues, we refer
to Niessner & Hassanizadeh (2009b).

5. Macro-scale example simulations

For the numerical solution of the system of Eq.s (16) through (28), we use a fully-coupled
vertex-centered finite element method (an in-house code) which not only conserves mass
locally, but is also applicable to unstructured grids. For time discretization, a fully implicit
Eulerian approach is used, see e.g. Bastian et al. (1997); Bastian & Helmig (1999). The nonlinear
system is linearized using a damped inexact Newton-Raphson solver, and the linear system
is subsequently solved using a Bi-Conjugate Gradient Stabilized method (known as BiCGStab
method). Full upwinding is applied to the flux terms of the bulk phase equations, but in the
interfacial area flux term, central weighting is used.

5.1 Evaporator
As a simulation example, we consider a setup which is relevant in many industrial processes
where a product needs to be concentrated (e.g. foods, chemicals, and salvage solvents) or
dried through evaporation of water. The aqueous solution containing the desired product is
fed into the evaporator mostly consisting of micro-channels and then passes a heat source.
Heat converts the water in the solution into vapor and the vapor is subsequently removed
from the solution. We model the heating and evaporation process through a setup as shown
in Fig. 7.
This means we consider a horizontal domain that is closed along the sides (top and bottom
in the figure) and that is subjected to a gradient in wetting phase pressure from left to
right in the undisturbed situation. This system is assumed to be at the following initial
conditions: a temperature of 293 K, gas phase at atmospheric pressure, water saturation of 0.9,
a corresponding capillary pressure based on the primary drainage curve, and mass fractions
that correspond to the local chemical equilibrium conditions as prescribed by Henry’s Law
and Raoult’s Law (Lüdecke & Lüdecke (2000)). The porous medium is heated with a rate of
Qs in a square-shaped part of the domain, causing the evaporation of water (see Fig. 7). Note
that the heat source heats up only the walls of the microchannels (the solid phase) and the
heat is then transferred from the solid phase to the water phase.
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Fig. 7. Setup of the numerical example: water passes a heat source and is evaporated.
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For comparison, the same setup is used for simulations using a classical two-phase flow
model, where—in the absence of interfacial areas as parameters—local chemical and thermal
equilibrium is assumed. This means that the heat source cannot be defined for the solid phase
only; instead, the applied heat will instantaneously lead to a heating of all three phases.
The distribution of water saturation and water–gas specific interfacial area are shown in Fig. 8
at the time of 17 seconds after the heat source is switched on. The saturation distribution given
by the interfacial area-based model is compared to that of the classical model. Obviously,
water saturation decreases in the heated region due to the evaporation of water. Downstream
of the heated zone, water saturation increases indicating that in the colder regions, water
condenses again. Due to the decrease in water saturation, gas–water interfacial areas are
created. The classical model predicts a much lower decrease in water saturation in the heated
region.
Fig. 9 shows the mass fraction of air dissolved in the liquid phase after 17 seconds. There,
also the equilibrium value (solubility limit) predicted by the interfacial area-based model
is shown. Clearly, chemical non-equilibrium effects occur, but the classical model predicts
approximately the same result as the equilibrium values in the interfacial area-based model.
This is due to the fact that the classical two-phase flow approach always assumes local
equilibrium and can only represent mass fractions corresponding to the equilibrium values.
The analogous comparison is shown in Fig. 10 with respect to the mass fractions of vapor in
the gas phase.
Here, the mass fractions in the interfacial area-based model are very close to the equilibrium
values, but larger differences to the classical model can be detected.
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Fig. 8. Water saturation and water–gas specific interfacial area after 17s.
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also perform a dimensional analysis and derive dimensionless numbers that help to decide
whether kinetics of heat transfer needs to be accounted for or whether a local equilibrium
model is sufficiently accurate on the macro scale. For more details on these issues, we refer
to Niessner & Hassanizadeh (2009b).

5. Macro-scale example simulations

For the numerical solution of the system of Eq.s (16) through (28), we use a fully-coupled
vertex-centered finite element method (an in-house code) which not only conserves mass
locally, but is also applicable to unstructured grids. For time discretization, a fully implicit
Eulerian approach is used, see e.g. Bastian et al. (1997); Bastian & Helmig (1999). The nonlinear
system is linearized using a damped inexact Newton-Raphson solver, and the linear system
is subsequently solved using a Bi-Conjugate Gradient Stabilized method (known as BiCGStab
method). Full upwinding is applied to the flux terms of the bulk phase equations, but in the
interfacial area flux term, central weighting is used.

5.1 Evaporator
As a simulation example, we consider a setup which is relevant in many industrial processes
where a product needs to be concentrated (e.g. foods, chemicals, and salvage solvents) or
dried through evaporation of water. The aqueous solution containing the desired product is
fed into the evaporator mostly consisting of micro-channels and then passes a heat source.
Heat converts the water in the solution into vapor and the vapor is subsequently removed
from the solution. We model the heating and evaporation process through a setup as shown
in Fig. 7.
This means we consider a horizontal domain that is closed along the sides (top and bottom
in the figure) and that is subjected to a gradient in wetting phase pressure from left to
right in the undisturbed situation. This system is assumed to be at the following initial
conditions: a temperature of 293 K, gas phase at atmospheric pressure, water saturation of 0.9,
a corresponding capillary pressure based on the primary drainage curve, and mass fractions
that correspond to the local chemical equilibrium conditions as prescribed by Henry’s Law
and Raoult’s Law (Lüdecke & Lüdecke (2000)). The porous medium is heated with a rate of
Qs in a square-shaped part of the domain, causing the evaporation of water (see Fig. 7). Note
that the heat source heats up only the walls of the microchannels (the solid phase) and the
heat is then transferred from the solid phase to the water phase.
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Fig. 7. Setup of the numerical example: water passes a heat source and is evaporated.
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For comparison, the same setup is used for simulations using a classical two-phase flow
model, where—in the absence of interfacial areas as parameters—local chemical and thermal
equilibrium is assumed. This means that the heat source cannot be defined for the solid phase
only; instead, the applied heat will instantaneously lead to a heating of all three phases.
The distribution of water saturation and water–gas specific interfacial area are shown in Fig. 8
at the time of 17 seconds after the heat source is switched on. The saturation distribution given
by the interfacial area-based model is compared to that of the classical model. Obviously,
water saturation decreases in the heated region due to the evaporation of water. Downstream
of the heated zone, water saturation increases indicating that in the colder regions, water
condenses again. Due to the decrease in water saturation, gas–water interfacial areas are
created. The classical model predicts a much lower decrease in water saturation in the heated
region.
Fig. 9 shows the mass fraction of air dissolved in the liquid phase after 17 seconds. There,
also the equilibrium value (solubility limit) predicted by the interfacial area-based model
is shown. Clearly, chemical non-equilibrium effects occur, but the classical model predicts
approximately the same result as the equilibrium values in the interfacial area-based model.
This is due to the fact that the classical two-phase flow approach always assumes local
equilibrium and can only represent mass fractions corresponding to the equilibrium values.
The analogous comparison is shown in Fig. 10 with respect to the mass fractions of vapor in
the gas phase.
Here, the mass fractions in the interfacial area-based model are very close to the equilibrium
values, but larger differences to the classical model can be detected.
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Fig. 11 shows the temperatures of the three phases (liquid l, gas g, solid s) after 17s using the
interfacial area-based model and the classical model. It can be seen that a lower temperature
rise is predicted by the classical model than by the interfacial area-based model.
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Fig. 11. Temperatures of the phases after 17s using the interfacial area-based model (three
pictures on left) and the classical model (right picture).

Fig. 12 shows the temperature differences between the phases using the interfacial area-based
model. We find that there are differences of up to 8 K between the phases. The classical
two-phase model assumes local thermal equilibrium, i.e. Tw = Tn = Ts. In reality, however,
the heat exchange between the phases is restricted by the respective interfacial areas and the
heat equalization does not take place instantaneously.
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Fig. 12. Temperatures differences between wetting and non-wetting phase (left hand side)
and between non-wetting and solid phase (right hand side) after 17s.

16 Mass Transfer in Multiphase Systems and its Applications Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 17

5.2 Drying of a porous medium
As a second example, we consider the drying of an initially almost water-saturated porous
medium through injection of hot dry air (50 ◦C). This process is relevant in the textile,
construction, and paper industries as well as in medical applications. The setup is shown
in Fig. 13. For comparison, this setup is also simulated using the classical model. Note that
in the classical model, due to the assumption of local chemical and thermal equilibrium,
it is impossible to apply a source of hot dry air. Instead, the air supplied to the system
instantaneously redistributes among the phases in order to yield equilibrium composition.
The temperature of the air source will instantaneously heat up all three phases.
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Fig. 13. Setup of the numerical example: drying of a porous medium through injection of
warm dry air.

Fig. 14 shows the water saturation and the specific gas–water interfacial area after 12 seconds.
The water saturation decreases due to the gas injection and interfaces are produced. The
saturation distribution is different if the classical model is used. This may be due to the
fact that the source term needs to be specified differently for the two models (see the above
comments on the problem description).
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Fig. 14. Water saturation (using both interfacial area-based and classical model) and specific
fluid–fluid interfacial area using the interfacial area-based model after 12s.

In Fig. 15, the mass fraction of air disolved in the water phase is shown after 12s. The
actual mass fraction distribution using the interfacial-area-based approach is shown in the
left picture. The mass fraction corresponding to local chemical equilibrium is shown in the
middle figure. For comparison, the mass fraction distribution resulting from the classical
model is shown in the right figure. Obviously, significant deviations from equilibrium can be
detected. This implies that chemical non-equilibrium is very important in this example. The
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Fig. 10. Mass fractions of vapor in the gas phase after 17s. Left: results using the interfacial
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Fig. 11 shows the temperatures of the three phases (liquid l, gas g, solid s) after 17s using the
interfacial area-based model and the classical model. It can be seen that a lower temperature
rise is predicted by the classical model than by the interfacial area-based model.
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pictures on left) and the classical model (right picture).

Fig. 12 shows the temperature differences between the phases using the interfacial area-based
model. We find that there are differences of up to 8 K between the phases. The classical
two-phase model assumes local thermal equilibrium, i.e. Tw = Tn = Ts. In reality, however,
the heat exchange between the phases is restricted by the respective interfacial areas and the
heat equalization does not take place instantaneously.
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5.2 Drying of a porous medium
As a second example, we consider the drying of an initially almost water-saturated porous
medium through injection of hot dry air (50 ◦C). This process is relevant in the textile,
construction, and paper industries as well as in medical applications. The setup is shown
in Fig. 13. For comparison, this setup is also simulated using the classical model. Note that
in the classical model, due to the assumption of local chemical and thermal equilibrium,
it is impossible to apply a source of hot dry air. Instead, the air supplied to the system
instantaneously redistributes among the phases in order to yield equilibrium composition.
The temperature of the air source will instantaneously heat up all three phases.
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Fig. 13. Setup of the numerical example: drying of a porous medium through injection of
warm dry air.

Fig. 14 shows the water saturation and the specific gas–water interfacial area after 12 seconds.
The water saturation decreases due to the gas injection and interfaces are produced. The
saturation distribution is different if the classical model is used. This may be due to the
fact that the source term needs to be specified differently for the two models (see the above
comments on the problem description).
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Fig. 14. Water saturation (using both interfacial area-based and classical model) and specific
fluid–fluid interfacial area using the interfacial area-based model after 12s.

In Fig. 15, the mass fraction of air disolved in the water phase is shown after 12s. The
actual mass fraction distribution using the interfacial-area-based approach is shown in the
left picture. The mass fraction corresponding to local chemical equilibrium is shown in the
middle figure. For comparison, the mass fraction distribution resulting from the classical
model is shown in the right figure. Obviously, significant deviations from equilibrium can be
detected. This implies that chemical non-equilibrium is very important in this example. The
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Fig. 15. Mass fractions of air in water. Left: interfacial-area-based model, actual mass
fractions; middle: equilibrium mass fractions. Right: classical model.

equilibrium mass fractions of the interfacial area-based model are also very different from that
predicted by the classical model, probably due to the differently specified source.
Fig. 16 shows the same for water vapor in the gas phase. Here, the deviation from chemical
equilibrium is also significant, but the equilibrium mass fractions using the interfacial
area-based model and the classical model are very similar.

XWG

0.0175
0.017
0.0165
0.016
0.0155
0.015

XWG

0.0175
0.017
0.0165
0.016
0.0155
0.015

X    from interfacial area model
w
g X     from interfacial area modelg,s

w
X    from classical modelg

w

gX  [−]
w

Fig. 16. Mass fractions of vapor in the gas phase. Left: interfacial-area-based model, actual
mass fractions; middle: equilibrium mass fractions. Right: classical model.

In Fig. 17, the temperatures of the three phases (liquid l, gas g, and solid phase s) resulting
from the interfacial area-based model are shown and compared to the temperature given
by the classical model. Unlike the mass fractions, the temperatures are not very far from
equilibrium (maximum difference in phase temperatures is approximately 0.17 K, see also
Fig. 18). An interesting aspect is that the temperature difference is lower in the middle of the
injection zone than in the surrounding area. This is due to the fact that specific interfacial area
is at a maximum in this middle part leading to higher heat transfer rates in this region and
phase temperature closer to each other and thus, closer to thermal equilibrium.

6. Summary and conclusions

In this chapter, the issue of interphase mass transfer during two-phase flow in a porous
medium has been discussed. Starting from pore-scale considerations, the classical approaches
for describing mass transfer have been presented which—due to the absence of interfacial area
as a parameter—either assume local equilibrium within an averaging volume or use empirical
approaches to describe the kinetics.
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Fig. 17. Temperatures of the phases using the interfacial area-based model (three pictures on
left hand side) and the classical model (right hand side picture).
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As an alternative, a thermodynamically-based model was presented which explicitly accounts
for the presence of interfaces and describes their evolution in space and time. Due to
the knowledge of interfacial area, kinetic interface mass transfer can be modeled in a
physically-based way. In order to decide whether kinetics of mass transfer needs to be
accounted for or whether an equilibrium model would give sufficiently good results, a
dimensional analysis was carried through. Also, the concept was extended to kinetic
interphase heat transfer where in addition to fluid–fluid interfaces, fluid–solid interfaces are
important. Two examples have illustrated the issues presented: in our results, we could
observe that in the drying example, chemical non-equilibrium is significant. In the evaporator
example, contrarily, thermal non-equilibrium is very pronounced.
In order to advance the description of real life systems, such as those described in Sec. 1.1, an
important future step would be to apply the presented model concept to practical applications
and to verify the results by comparison to experimental data.
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equilibrium mass fractions of the interfacial area-based model are also very different from that
predicted by the classical model, probably due to the differently specified source.
Fig. 16 shows the same for water vapor in the gas phase. Here, the deviation from chemical
equilibrium is also significant, but the equilibrium mass fractions using the interfacial
area-based model and the classical model are very similar.
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In Fig. 17, the temperatures of the three phases (liquid l, gas g, and solid phase s) resulting
from the interfacial area-based model are shown and compared to the temperature given
by the classical model. Unlike the mass fractions, the temperatures are not very far from
equilibrium (maximum difference in phase temperatures is approximately 0.17 K, see also
Fig. 18). An interesting aspect is that the temperature difference is lower in the middle of the
injection zone than in the surrounding area. This is due to the fact that specific interfacial area
is at a maximum in this middle part leading to higher heat transfer rates in this region and
phase temperature closer to each other and thus, closer to thermal equilibrium.

6. Summary and conclusions

In this chapter, the issue of interphase mass transfer during two-phase flow in a porous
medium has been discussed. Starting from pore-scale considerations, the classical approaches
for describing mass transfer have been presented which—due to the absence of interfacial area
as a parameter—either assume local equilibrium within an averaging volume or use empirical
approaches to describe the kinetics.
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As an alternative, a thermodynamically-based model was presented which explicitly accounts
for the presence of interfaces and describes their evolution in space and time. Due to
the knowledge of interfacial area, kinetic interface mass transfer can be modeled in a
physically-based way. In order to decide whether kinetics of mass transfer needs to be
accounted for or whether an equilibrium model would give sufficiently good results, a
dimensional analysis was carried through. Also, the concept was extended to kinetic
interphase heat transfer where in addition to fluid–fluid interfaces, fluid–solid interfaces are
important. Two examples have illustrated the issues presented: in our results, we could
observe that in the drying example, chemical non-equilibrium is significant. In the evaporator
example, contrarily, thermal non-equilibrium is very pronounced.
In order to advance the description of real life systems, such as those described in Sec. 1.1, an
important future step would be to apply the presented model concept to practical applications
and to verify the results by comparison to experimental data.
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Lüdecke, C. & Lüdecke, D. (2000). Thermodynamik, Springer, Berlin.
Marle, C.-M. (1981). From the pore scale to the macroscopic scale: Equations governing

multiphase fluid flow through porous media, Proceedings of Euromech 143, pp. 57–61.
Delft, Verruijt, A. and Barends, F. B. J. (eds.).

Mayer, A. & Hassanizadeh, S. (2005). Soil and Groundwater Contamination: Nonaqueous Phase
Liquids, American Geophysical Union.

Miller, C., Poirier-McNeill, M. & Mayer, A. (1990). Dissolution of trapped nonaqueous phase
liquids: Mass transfer characteristics, Water Resources Research 21(2): 77–120.

Niessner, J. & Hassanizadeh, S. (2008). A Model for Two-Phase Flow in Porous Media
Including Fluid–Fluid Interfacial Area, Water Resources Research . 44, W08439,
doi:10.1029/2007WR006721.

Niessner, J. & Hassanizadeh, S. (2009a). Modeling kinetic interphase mass transfer for
two-phase flow in porous media including fluid–fluid interfacial area, Transport in
Porous Media . doi:10.1007/s11242-009-9358-5.

Niessner, J. & Hassanizadeh, S. (2009b). Non-equilibrium interphase heat and mass transfer
during two-phase flow in porous media—theoretical considerations and modeling,
Advances in Water Resources 32: 1756–1766.

Porter, M., Schaap, M. & Wildenschild, D. (2009). Lattice-boltzmann simulations of the
capillary pressure-saturation-interfacial area relationship for porous media, Advances
in Water Resources 32(11): 1632–1640.

Powers, S., Abriola, L. & Weber, W. (1992). An experimental investigation of nonaqueous
phase liquid dissolution in saturated subsurface systems: steady state mass transfer
rates, Water Resources Research 28: 2691–2706.

Powers, S., Abriola, L. & Weber, W. (1994). An experimental investigation of nonaqueous
phase liquid dissolution in saturated subsurface systems: transient mass transfer
rates, Water Resources Research 30(2): 321–332.

Reeves, P. & Celia, M. (1996). A functional relationship between capillary pressure, saturation,
and interfacial area as revealed by a pore-scale network model, Water Resources
Research 32(8): 2345–2358.

Schaefer, C., DiCarlo, D. & Blunt, M. (2000). Experimental measurements of air–water
interfacial area during gravity drainage and secondary imbibition in porous media,
Water Resources Research 36: 885–890.

van Antwerp, D., Falta, R. & Gierke, J. (2008). Numerical Simulation of Field-Scale
Contaminant Mass Transfer during Air Sparging, Vadose Zone Journal 7: 294–304.

21Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling



20 Mass Transfer

Advances in Water Resources 23: 199–216.
Bowen, R. (1982). Compressible Porous Media Models by Use of the Theory of Mixtures,

International Journal of Engineering Science 20(6): 697–735.
Brusseau, M., Popovicova, J. & Silva, J. (1997). Characterizing gas–water interfacial

and bulk-water partitioning for gas phase transport of organic contaminants in
unsaturated porous media, Environmental Sciences Technology 31: 1645–1649.

Chen, D., Pyrak-Nolte, L., Griffin, J. & Giordano, N. (2007). Measurement of interfacial area
per volume for drainage and imbibition, Water Resources Research 43(12).

Chen, L. & Kibbey, T. (2006). Measurement of air–water interfacial area for multiple hysteretic
drainage curves in an unsaturated fine sand, Langmuir 22: 6674–6880.

Culligan, K., Wildenschild, D., Christensen, B., Gray, W., Rivers, M. & Tompson, A. (2004).
Interfacial area measurements for unsaturated flow through a porous medium, Water
Resources Research 40: 1–12.

Falta, R. W. (2000). Numerical modeling of kinetic interphase mass transfer during air
sparging using a dual-media approach, Water Resources Research 36(12): 3391–3400.

Falta, R. W. (2003). Modeling sub-grid-block-scale dense nonaqueous phase liquid (DNAPL)
pool dissolution using a dual-domain approach, Water Resources Research 39(12).

Gray, W. & Hassanizadeh, S. (1989). Averaging theorems and averaged equations for transport
of interface properties in multiphase systems, International Journal of Multi-Phase Flow
15: 81–95.

Gray, W. & Hassanizadeh, S. (1998). Macroscale continuum mechanics for multiphase
porous-media flow including phases, interfaces, common lines, and common points,
Advances in Water Resources 21: 261–281.

Gray, W. & Miller, C. (2005). Thermodynamically Constrained Averaging Theory Approach
for Modeling of Flow in Porous Media: 1. Motivation and Overview, Advances in
Water Resources 28(2): 161–180.

Hassanizadeh, S. M. & Gray, W. G. (1979). General Conservation Equations for Multi-Phase
Systems: 2. Mass, Momenta, Energy, and Entropy Equations, Advances in Water
Resources 2: 191–203.

Hassanizadeh, S. M. & Gray, W. G. (1980). General Conservation Equations for Multi-Phase
Systems: 3. Constitutive Theory for Porous Media Flow, Advances in Water Resources
3: 25–40.

Hassanizadeh, S. M. & Gray, W. G. (1990). Mechanics and Thermodynamics of Multiphase
Flow in Porous Media Including Interphase Boundaries, Advances in Water Resources
13(4): 169–186.

Hassanizadeh, S. M. & Gray, W. G. (1993a). Thermodynamic Basis of Capillary Pressure in
Porous Media, Water Resources Research 29(10): 3389 – 3405.

Hassanizadeh, S. M. & Gray, W. G. (1993b). Toward an improved description of the physics of
two-phase flow, Advances in Water Resources 16(1): 53–67.

Held, R. & Celia, M. (2001). Modeling support of functional relationships between capillary
pressure, saturation, interfacial area and common lines, Advances in Water Resources
24: 325–343.

Imhoff, P., Jaffe, P. & Pinder, G. (1994). An experimental study of complete dissolution
of a nonaqueous phase liquid in saturated porous media, Water Resources Research
30(2): 307–320.

IPCC (2005). Carbon Dioxide Capture and Storage. Special Report of the Intergovernmental Panel on
Climate Change, Cambridge University Press.

20 Mass Transfer in Multiphase Systems and its Applications Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 21

Jackson, A., Miller, C. & Gray, W. (2009). Thermodynamically constrained averaging theory
approach for modeling flow and transport phenomena in porous medium systems:
6. two-fluid-phase flow, Advances in Water Resources 32(6): 779–795.

Joekar-Niasar, V., Hassanizadeh, S. M. & Leijnse, A. (2008). Insights into the relationship
among capillary pressure, saturation, interfacial area and relative permeability using
pore-scale network modeling, Transport in Porous Media 74: 201–219.

Joekar-Niasar, V., Hassanizadeh, S. M., Pyrak-Nolte, L. J. & Berentsen, C. (2009).
Simulating drainage and imbibition experiments in a high-porosity micro-model
using an unstructured pore-network model, Water Resources Research 45(W02430,
doi:10.1029/2007WR006641).

Kalaydjian, F. (1987). A Macroscopic Description of Multiphase Flow in Porous Media
Involving Spacetime Evolution of Fluid/Fluid Interface, Transport in Porous Media
2: 537 – 552.
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1. Introduction

Transport phenomena in porous media describe the motion of fluids in media of porous
structure which may be accompanied by heat/mass transfer and/or chemical reactions.
While transport phenomena in fluid continua have been, to a large extent, very much
comprehended, the subject matters in porous media are still under careful investigation and
extensive research. Several reasons may be invoked to explain the difficulties associated with
the study of transport phenomena in porous media. Probably the most obvious one is the fact
that fluids move in porous media in complex, tortuous, and random passages that are even
unknown a priori. Consequently, the governing laws may not be solved in any sense for the
apparent difficulties in defining flow boundaries. Further complexities may be added should
there exists heat transfer mechanisms associated with the flow and the interactions of heat
transfer between the moving fluid and the solid matrix. Moreover, chemical reactions describe
essential feature of transport in porous media. It is hardly to find transport processes in porous
media without chemical reaction of some sort or another. Chemical reactions in porous media
can occur naturally as a result of the interactions between the moving fluid and the surface of
the solid matrix. These kinds of chemical reactions, which are usually slow, are pertinent
to groundwater geochemistry, or it can be made to occur by utilizing the porous media
surfaces to catalyze chemical reactions between reacting fluids. The study of these complex
processes in porous media necessitate complete information about the internal structure of
the porous media, which is far beyond the reach of our nowadays capacities. A fundamental
question, thus, arises, in what framework do we need to cast the study of transport in porous
media? In other words, do we really need to get such complete, comprehensive information
about a given porous medium in order to gain useful information that could help us in our
engineering applications? Do we really need to know the field variables distribution at each
single point in the porous medium in order to be able to predict the evolution of this system
with time, for example? Is it possible to make precise measurements within the porous media
for field variables? And, even if we might be able to gain such detailed information, are we
going to use them in their primitive forms for further analysis and development? The answer
to these kind of questions may be that, for the sake of engineering applications, we do not need
such a complete, comprehensive details, neither will we be able to obtain them nor will they

2



22 Mass Transfer

Wildenschild, D., Hopmans, J., Vaz, C., Rivers, M. & Rikard, D. (2002). Using X-ray computed
tomography in hydrology. Systems, resolutions, and limitations, Journal of Hydrology
267: 285–297.

Zhang, H. & Schwartz, F. (2000). Simulating the in situ oxidative treatment of chlorinated
compounds by potassium permanganate, Water Resources Research 36(10): 3031–3042.

22 Mass Transfer in Multiphase Systems and its Applications

0

Solute Transport With Chemical Reaction in Single-
and Multi-Phase Flow in Porous Media

M.F. El-Amin1,
Amgad Salama2 and Shuyu Sun1

1King Abdullah University of Science and Technology (KAUST)
2Konkuk University

1Kingdom of Saudi Arabia
2South Korea

1. Introduction

Transport phenomena in porous media describe the motion of fluids in media of porous
structure which may be accompanied by heat/mass transfer and/or chemical reactions.
While transport phenomena in fluid continua have been, to a large extent, very much
comprehended, the subject matters in porous media are still under careful investigation and
extensive research. Several reasons may be invoked to explain the difficulties associated with
the study of transport phenomena in porous media. Probably the most obvious one is the fact
that fluids move in porous media in complex, tortuous, and random passages that are even
unknown a priori. Consequently, the governing laws may not be solved in any sense for the
apparent difficulties in defining flow boundaries. Further complexities may be added should
there exists heat transfer mechanisms associated with the flow and the interactions of heat
transfer between the moving fluid and the solid matrix. Moreover, chemical reactions describe
essential feature of transport in porous media. It is hardly to find transport processes in porous
media without chemical reaction of some sort or another. Chemical reactions in porous media
can occur naturally as a result of the interactions between the moving fluid and the surface of
the solid matrix. These kinds of chemical reactions, which are usually slow, are pertinent
to groundwater geochemistry, or it can be made to occur by utilizing the porous media
surfaces to catalyze chemical reactions between reacting fluids. The study of these complex
processes in porous media necessitate complete information about the internal structure of
the porous media, which is far beyond the reach of our nowadays capacities. A fundamental
question, thus, arises, in what framework do we need to cast the study of transport in porous
media? In other words, do we really need to get such complete, comprehensive information
about a given porous medium in order to gain useful information that could help us in our
engineering applications? Do we really need to know the field variables distribution at each
single point in the porous medium in order to be able to predict the evolution of this system
with time, for example? Is it possible to make precise measurements within the porous media
for field variables? And, even if we might be able to gain such detailed information, are we
going to use them in their primitive forms for further analysis and development? The answer
to these kind of questions may be that, for the sake of engineering applications, we do not need
such a complete, comprehensive details, neither will we be able to obtain them nor will they

2



2 Mass Transfer

be useful in their primitive form. In other words, field variables distribution will be randomly
distributed and we would, in general, need to average them in order to gain statistically useful
integral information. These ideas, in fact, enriched researchers’ minds on their search for an
appropriate framework to study phenomena in porous media. That is, if we need to average
the pointwise field variables to get useful information, should not we might, as well, look for
doing such kind of averaging on our way to investigating porous media. That is, is it possible
to upscale our view to porous media such that we get smooth variables that represent integral
information about the behavior of field variables not at a single point but within a volume
of the porous medium surrounding this point? It turns out that researchers have appealed
to this strategy several times on their way to explore the behavior of systems composed of
innumerable building blocks. Thermodynamics, solid mechanics, fluid mechanics etc. are
examples of sciences that adopted this approach by assuming the medium as continuum.
Now, is it feasible to, also, treat phenomena occurring in porous media as continua? The
answer to this question turns out to be yes as will be explained in the next section.

2. Framework

Salama & van Geel (2008a) provided an interesting analogy that sheds light on the possibility
to adopt the continuum approach to phenomena occurring in porous media. They stated that
an observer closer to a given porous medium will be able to see details of the porous medium
(at least at the surface) that an observer from far distant would, generally, ignore. To the
distant observer, the medium looks smooth and homogeneous like a continuum, Fig.1. It is
exactly this point of view that we seek and it remains interesting to estimate that minimum
distance that our observer would have to stay to get the continuum feeling of the medium.
Of course moving beyond this distance would result in no significant improvement in the
continuum picture. However, moving too far without having established the continuum
feeling such that the extents of the domain enter the scene implies that it would not be possible
to establish the continuum picture. This analogy, in fact, gives us an idea on how to properly
define upscaling to porous media and hence establish continua. That is we need an upscaling
scale (volume) that is much larger than small scale heterogeneity (e.g., pore diameter) and
small enough such that it does not encompass the domain boundaries.
The mathematical machinery that provide such an upscaled description to phenomena
occurring in porous media includes theory of mixtures, the method of volume averaging,
method of homogenization, etc. In the framework of theory of mixtures, global balance
equations are written based on the assumption of the existence of macroscale field variables,
which are employed in the global balance equations. A localized version of these equations
may then be obtained through mathematical manipulations to get what is called the
macroscopic point equations. In the frame work of the method of volume averaging, on the
other hand, the microscale conservation laws adapted to fluid continua filling the interstitial
space are subjected to some integral operators over representative volume which size is
understood within certain set of length scale constraints. These length scale constraints
were introduced for proper upscaling based on the pioneering work of several researchers
including (Whitaker, Gray, Hassanizadeh, Bear, Bachmat, Quintard, Slattery, Cushman, Marle
and many others). Recently, (Salama & van Geel, 2008a) have postulated the conditions
required for proper upscaling such that one may get the correct set of equations subject to
the constraints pertinent to adhering to these conditions, as will be explained later. This set of
macroscopic point equations, in which macroscopic field variables are defined at yet a larger
scale than their microscopic counterpart, represents the governing conservation laws at the
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new macroscale. In this chapter we will be concerned mainly with the method of volume
averaging.

3. Requirements for proper averaging

The upscaling process implies a one to one mapping between two domains one of which
represents the actual porous medium and the second represents a fictitious continuous
domain. Any point in the actual porous medium domain may lay on either the solid phase
or the fluid phase and thus one can define a phase function which equals one if the point
is in the fluid phase and is zero if it lays elsewhere. Over the actual porous medium
domain, field variables are defined only over fluid phases (i.e., they only have values in
the corresponding fluid-phase and zero elsewhere). These variables and/or their derivatives
may not be continuous, particularly at the interfaces. The corresponding point over the
fictitious medium, on the other hand, lays over a continuum where it is immaterial to talk
about particular phase. Moreover, the macroscopic field variables defined over the fictitious
medium are continuous over the whole domain, except possibly at the external boundaries.
These macroscopic field variables represent the behavior of the fluid continuum contained
within a certain volume (called representative elementary volume, REV) and are assigned
to a single point in the fictitious domain. In order to succeed in establishing correctly this
mapping process, extensive amount of research work have been conducted since the second
half of the last century by several research groups including the pioneers mentioned earlier.
On reviewing this work, (?) and recently Salama & van Geel (2008a) proposed a set of
requirements such that proper upscaling may be achieved. They require that,

1. The smoothed macroscopic variables are free from pore-related heterogeneity.

2. The smoothed macroscopic variables do not depend on the size of the averaging volume.

Fig. 1. View of two different observers at different proximity from a given porous medium
domain.
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3. The extent of the domain under study is large enough compared with the size of the
averaging volume.

4. The amount of any conservative quantity (mass, momentum, energy, etc.) within any given
volume (of the size of the REV or larger) is the same if evaluated over the actual porous
medium domain or the corresponding fictitious domain. And, similarly, the flux of any
conservative quantity across any surface (of the size of REA or larger) is also the same in
both the actual and the fictitious domains.

These requirements necessitate the followings:

– An averaging volume exists for every macroscopic field variable.

– A common range of averaging volume may be found for all the field variables.

Adhering to the first three requirements, (Whitaker, 1967) indicated that if �β represents a
length scale pertinent to the internal microscopic structure of the porous medium (typical pore
or grain diameter) and if L represents a length scale associated with the extent of the domain
of interest, then the length scale of the averaging volume should be such that it satisfies the
following constraints

I. � >> �β

II. � << L

Adhering to the fourth requirement, on the other hand, Salama & van Geel (2008a) were
able to establish the proper averaging operator. They indicated that if we consider any
conservative, intensive quantity, ψβ, which may be scalar (e.g., mass of certain species per
unit volume, energy per unit mass, etc.), or vector (e.g., linear momentum per unit mass).
The total amount of ψβ should equal to that evaluated over the same volume in the fictitious
porous medium, Fig.2, which may be evaluated as:

ψtotal =
∫

REV
ρβ(r, t)ψβ(r, t)γβ(r)dv (1)

where ρβ is the density of the β-phase, ψβ is an intensive quantity, γβ is the phase function, and
r represents the position vector spanning the REV. The time, t, in the argument of the indicator
function, γβ represents the scenario of moving interfaces (e.g. immiscible multiphase system).
In our case, however, the time may be omitted due to the fact that for our solid-fluid
systems, the interface boundaries are assumed fixed in space. Refer to Fig.2 for a geometrical
illustration.
The total amount of ψβ should equal to that evaluated over the same volume in the fictitious
porous medium, Fig.3, which may be evaluated as:

ψtotal =
∫

REV

〈
ρβ

〉β
(r, t)

〈
ψβ

〉β
(r, t)�β(r)dv (2)

where
〈

ρβ

〉β
and

〈
ψβ

〉β
represent the intrinsic phase average of the β-phase density and

intensive quantity as described earlier in Eq. (2), and �β is the porosity function over the REV.
That is,

∫

REV
ρβ(r, t)ψβ(r, t)γβ(r, t)dv =

∫

REV

〈
ρβ

〉β
(r, t)

〈
ψβ

〉β
(r, t)�β(r)dv (3)

From the condition that the averaged quantities are assigned to the centroid of the averaging
volume, (Salama & van Geel, 2008a) postulated that,
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porosity at the centroid of the REV, respectively (Fig. 2).
This indicates that sampling the same volume (REV) in both the actual porous medium and
the fictitious one should yield the same conservative quantity. In fact this equation may be
taken as the definition for the averaging processes. That is,

〈
ψβ

〉β
(x, t) =

1〈
ρβ

〉β
�βv

∫

v
ρβ(r, t)ψβ(r, t)γβ(r)dv (4)

Fig. 3. An REV over the actual porous region and an equivalent volume over the fictitious
one.
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which was introduced by (Hassanizadeh & Gray, 1979b;a; 1980) and was called the mass

average of ψβ. In situations where β-phase is incompressible, we have
〈

ρβ

〉β
= ρβ and

the above equation reduces to Eq. (2) and also, if ψβ represents a per unit volume quantity,
for example the concentration of the β-phase, the density may be omitted. In other words
the above mentioned three postulates may be used to define the averaging operators.

Moreover, these postulates also suggest that:
〈〈

ψβ

〉〉β
=

〈
ψβ

〉
which will show to simplify

mathematical manipulation. Now for incompressible fluids Eq. (7) implies that the product〈
ψβ

〉β
(r, t)�β(r) changes linearly over the REV. (Salama & van Geel, 2008a) further indicated

that, there are at least three possibilities for the product
〈

ψβ

〉β
(r, t)�β(r) to change linearly

within the REV:

1. both 〈ψ〉β and �β remain constant within the REV.

2. 〈ψ〉β changes linearly and �β remains constant.

3. 〈ψ〉β remains constant and �β changes linearly.

These requirements are rather restrictive, that is, if we allow 〈ψ〉β and �β to vary within the
averaging volume such that their product, which is apparently nonlinear, they required that
the nonlinearity within the averaging volume is relatively small. They defined the criteria for
this case as: if �� represents the length scale over which significant variation in porosity occur
within the REV and �ψ represents that length scale over which significant deviation from the

straight line variation of the intrinsic phase average of the conservative quantity
〈

ψβ

〉β
may

occur, then they introduced their celebrated inequality

III. � << min(��,�ψ)

Now adhering to these length scale constraints, it may be possible, in principle, to establish
the continuum view to transport phenomena in porous media.

4. Consequences

As with our experience upon adopting the continuum hypothesis to the science of fluid
mechanics, rather than the primitive Newtonian mechanics at the molecular scale an
apparently different formulation needed to be adopted and several things arise. Probably
the most obvious one is the fact that the state variables are modified. That is velocity
vectors, for example, are, now, no longer associated with particles, rather they represent
an integral behavior of a collection of several many particles contained within an averaging
volume. The fluctuations of the actual particles velocity around continuum velocity suggest
that two different mechanisms for heat and momentum transfer be hypothesized. One is
associated with the transport of momentum and energy along with the continuum velocity
and the other associated with the fluctuating components that appear as a surface flux in
the continuum conservation laws, (Leal, 2007). We expect that these mechanisms become
even more pronounced when adopting the continuum hypothesis to porous media. As an
example, the dispersion of passive solute in pure liquids is very much influenced by the
diffusion coefficient which is a macroscopic property of the medium. In porous media, on
the other hand, dispersion becomes more pronounced and is no longer a property of the
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different fluids; it also depends on the internal geometrical structure of the porous medium. A
second consequence of the continuum hypothesis is an uncertainty in the boundary conditions
to be used in conjunction with the resulting macroscopic equations for motion and heat
and mass transfer (Salama & van Geel, 2008b). A third consequence is the fact that the
derived macroscopic point equations contain terms at the lower scale. These terms makes
the macroscopic equations unclosed. Therefore, they need to be represented in terms of
macroscopic field variables though parameters that me be identified and measured.

5. Single-phase flow modeling

5.1 Conservation laws
Following the constraints introduced earlier to properly upscale equations of motion of fluid
continuum to be adapted to the upscaled continuum of porous medium, researchers and
scientists were able to suggest the governing laws at the new continuum. They may be written
for incompressible fluids as:

Continuity

∇ ·
〈

vβ

〉
= 0 (5)

Momentum
ρβ

∂�vβ�
∂t + ρβ

〈
vβ

〉β · ∇
〈

vβ

〉β
= −∇

〈
pβ

〉β
+ ρβg+

μβ∇2
〈

vβ

〉β − μβ

K

〈
vβ

〉
− ρβ F�β√

K

∣∣∣
〈

vβ

〉∣∣∣
〈

vβ

〉 (6)

Energy

σ
∂
〈

Tβ

〉β

∂t
+

〈
vβ

〉
· ∇

〈
Tβ

〉β
= k∇2

〈
Tβ

〉β ± Q (7)

Solute transport

�
∂
〈

cβ

〉β

∂t
+

〈
vβ

〉
· ∇

〈
cβ

〉β
=∇ ·

(
D · ∇

〈
cβ

〉β
)
± S (8)

where
〈

vβ

〉β
and

〈
pβ

〉β
epresent the intrinsic average velocity and pressure, respectively and〈

vβ

〉
is the superficial average velocity, v =

√
u2 + v2, σ = (ρCp)M/(ρCp) f , k = (kM/(ρCp) f ,

is the thermal diffusivity. From now on we will drop the averaging operator, ��, to simplify
notations. The energy equation is written assuming thermal equilibrium between the solid
matrix and the moving fluid. The generic terms, Q and S, in the energy and solute equations
represent energy added or taken from the system per unit volume of the fluid per unit time
and the mass of solute added or depleted per unit volume of the fluid per unit time due to
some source (e.g., chemical reaction which depends on the chemistry, the surface properties
of the fluid/solid interfaces, etc.). Dissolution of the solid phase, for example, adds solute to
the fluid and hence S > 0, while precipitation depletes it, i.e., S < 0. Organic decomposition or
oxidation or reduction reactions may provide both sources and sinks. Chemical reactions in
porous media are usually complex that even in apparently simple processes (e.g., dissolution),
sequence of steps are usually involved. This implies that the time scale of the slowest step
essentially determines the time required to progress through the sequence of steps. Among
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notations. The energy equation is written assuming thermal equilibrium between the solid
matrix and the moving fluid. The generic terms, Q and S, in the energy and solute equations
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essentially determines the time required to progress through the sequence of steps. Among
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8 Mass Transfer

the different internal steps, it seems that the rate-limiting step is determined by reaction
kinetics. Therefore, the chemical reaction source term in the solute transport equation may
be represented in terms of rate constant, k, which lumps several factors multiplied by the
concentration, i.e.,

S = k f (s) (9)

where k has dimension time−1 and the form of the function f may be determined
experimentally, (e.g., in the form of a power law). Apparently, the above set of equations
is nonlinear and hence requires, generally, numerical techniques to provide solution (finite
difference, finite element, boundary element, etc.). However, in some simplified situations,
one may find similarity transformations to transform the governing set of partial differential
equations to a set of ordinary differential equations which greatly simplify solutions. As
an example, in the following subsection we show the results of using such similarity
transformations in investigating the problem of natural convection and double dispersion past
a vertical flat plate immersed in a homogeneous porous medium in connection with boundary
layer approximation.

5.2 Examble: Chemical reaction in natural convection
The present investigation describes the combined effect of chemical reaction, solutal, and
thermal dispersions on non-Darcian natural convection heat and mass transfer over a vertical
flat plate in a fluid saturated porous medium (El-Amin et al., 2008). It can be described as
follows: A fluid saturating a porous medium is induced to flow steadily by the action of
buoyancy forces originated by the combined effect of both heat and solute concentration on
the density of the saturating fluid. A heated, impermeable, semi-infinite vertical wall with
both temperature and concentration kept constant is immersed in the porous medium. As
heat and species disperse across the fluid, its density changes in space and time and the fluid
is induced to flow in the upward direction adjacent to the vertical plate. Steady state is reached
when both temperature and concentration profiles no longer change with time. In this study,
the inclusion of an n-order chemical reaction is considered in the solute transport equation. On
the other hand, the non-Darcy (Forchheimer) term is assumed in the flow equations. This term
accounts for the non-linear effect of pore resistance and was first introduced by Forchheimer.
It incorporates an additional empirical (dimensionless) constant, which is a property of the
solid matrix, (Herwig & Koch, 1991). Thermal and mass diffusivities are defined in terms
of the molecular thermal and solutal diffusivities, respectively. The Darcy and non-Darcy
flow, temperature and concentration fields in porous media are observed to be governed by
complex interactions among the diffusion and convection mechanisms as will be discussed
later. It is assumed that the medium is isotropic with neither radiative heat transfer nor
viscous dissipation effects. Moreover, thermal local equilibrium is also assumed. Physical
model and coordinate system is shown in Fig.4.
The x-axis is taken along the plate and the y-axis is normal to it. The wall is maintained at
constant temperature and concentration, Tw and Cw, respectively. The governing equations
for the steady state scenario [as given by (Mulolani & Rahman, 2000; El-Amin, 2004) may be
presented as:

Continuity:
∂u
∂x

+
∂v
∂y

= 0 (10)

30 Mass Transfer in Multiphase Systems and its Applications Solute Transport With Chemical Reaction in Single- and Multi-Phase Flow in Porous Media 9

Fig. 4. Physical model and coordinate system.
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(11)

v
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√

K
ν

v |v| = −K
μ

(
∂p
∂y
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(12)

Energy:

u
∂T
∂x

+ v
∂T
∂y

=
∂

∂x

(
αx

∂T
∂x

)
+

∂

∂y

(
αy

∂T
∂y

)
(13)

Solute transport:

u
∂C
∂x

+ v
∂C
∂y

=
∂

∂x

(
Dx

∂C
∂x

)
+

∂

∂y

(
Dy

∂C
∂y

)
− K0 (C − C∞)n (14)

Density
ρ = ρ∞ [1 − β∗(T − T∞)− β∗∗(C − C∞)] (15)

Along with the boundary conditions:

y = 0 : v = 0, Tw = const.,Cw = const.;
y → ∞ : u = 0, T → T∞,C → C∞

(16)

where β∗ is the thermal expansion coefficient β∗∗ is the solutal expansion coefficient. It should
be noted that u and v refers to components of the volume averaged (superficial) velocity of the
fluid. The chemical reaction effect is acted by the last term in the right hand side of Eq. (14),
where, the power n is the order of reaction and K0 is the chemical reaction constant. It is
assumed that the normal component of the velocity near the boundary is small compared
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with the other component of the velocity and the derivatives of any quantity in the normal
direction are large compared with derivatives of the quantity in direction of the wall. Under
these assumptions, Eq. (10) remains the same, while Eqs. (11)- (15) become:

u +
c
√

K
ν

u2 = −K
μ

(
∂p
∂x

+ ρg
)

(17)

∂p
∂y

= 0 (18)

u
∂T
∂x

+ v
∂T
∂y

=
∂

∂y

(
αy

∂T
∂y

)
(19)

u
∂C
∂x

+ v
∂C
∂y

=
∂

∂y

(
Dy

∂C
∂y

)
− K0 (C − C∞)n (20)

Following (Telles & V.Trevisan, 1993), the quantities of αy and Dy are variables defined as
αy = α + γd |v| and Dy = D + ζd |v| where, α and D are the molecular thermal and solutal
diffusivities, respectively, whereas γd |v| and ζd |v| represent dispersion thermal and solutal
diffusivities, respectively. This model for thermal dispersion has been used extensively (e.g.,
(Cheng, 1981; Plumb, 1983; Hong & Tien, 1987; Lai & Kulacki, 1989; Murthy & Singh, 1997)
in studies of non-Darcy convective heat transfer in porous media. Invoking the Boussinesq
approximations, and defining the velocity components u and v in terms of stream function ψ
as: u = ∂ψ/∂y and v = −∂ψ/∂x, the pressure term may be eliminated between Eqs. (17) and
(18) and one obtains:

∂2ψ

∂y2 +
c
√

K
ν

∂

∂y

(
∂ψ

∂y

)2
=

(
Kgβ∗

μ

∂T
∂y

+
Kgβ∗∗

μ

∂C
∂y

)
ρ∞ (21)

∂ψ
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∂x

− ∂ψ
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∂

∂y
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α + γd

∂ψ

∂y
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∂y

]
(22)

∂ψ
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− ∂ψ

∂x
∂C
∂y

=
∂

∂y
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D + ζd

∂ψ

∂y

)
∂C
∂y

]
− K0 (C − C∞)n (23)

Introducing the similarity variable and similarity profiles (El-Amin, 2004):

η = Ra1/2
x

y
x

, f (η) =
ψ

αRa1/2
x

,θ(η) =
T − T∞

Tw − T∞
,φ(η) =

C − C∞

Cw − C∞
(24)

The problem statement is reduced to:

f �� + 2F0Rad f � f �� = θ� + Nφ� (25)

θ�� + 1
2

f θ� + γRad
(

f �θ�� + f ��θ�
)
= 0 (26)

φ�� + 1
2

Le f φ� + ζLeRad
(

f �φ�� + f ��φ�)− Scλ
Gc
Re2

x
φn=0 (27)

As mentioned in (El-Amin, 2004), the parameter F0 = c
√

Kα/νd collects a set of parameters
that depend on the structure of the porous medium and the thermo physical properties of
the fluid saturating it, Rad = Kgβ∗(Tw − T∞)d/αν is the modified, pore-diameter-dependent
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Rayleigh number, and N = β∗∗(Cw − C∞)/β∗ν is the buoyancy ratio parameter. With
analogy to (Mulolani & Rahman, 2000; Aissa & Mohammadein, 2006), we define Gc to be the
modified Grashof number, Rex is local Reynolds number, Sc and λ are Schmidt number and
non-dimensional chemical reaction parameter defined as Gc = β∗∗g(Cw − C∞)2x3/ν2, Rex =
urx/ν, Sc = ν/D and λ = K0αd(Cw − C∞)n−3/Kgβ∗∗, where the diffusivity ratio Le (Lewis
number) is the ratio of Schmidt number and Prandtl number, and ur =

√
gβ∗d(Tw − T∞) is

the reference velocity as defined by (Elbashbeshy, 1997).
Eq. (27) can be rewritten in the following form:

φ�� + 1
2

Le f φ� + ζLeRad
(

f �φ�� + f ��φ�)− χφn = 0 (28)

With analogy to (Prasad et al., 2003; Aissa & Mohammadein, 2006), the non-dimensional
chemical reaction parameter χ is defined as χ = ScλGc/Re2

x. The boundary conditions then
become:

f (0) = 0,θ(0) = φ(0) = 1, f �(∞) = θ(∞) = φ(∞) = 0 (29)

It is noteworthy to state that F0 = 0 corresponds to the Darcian free convection regime, γ = 0
represents the case where the thermal dispersion effect is neglected and ζ = 0 represents
the case where the solutal dispersion effect is neglected. In Eq. (16), N > 0 indicates the
aiding buoyancy and N < 0 indicates the opposing buoyancy. On the other hand, from
the definition of the stream function, the velocity components become u = (αRax/x) f � and
v = −(αRa1/2

x /2x)[ f − η f �]. The local heat transfer rate which is one of the primary interest
of the study is given by qw = −ke(∂T/∂y)|y=0, where, ke = k + kd is the effective thermal
conductivity of the porous medium which is the sum of the molecular thermal conductivity
k and the dispersion thermal conductivity kd. The local Nusselt number Nux is defined as
Nux = qwx/(Tw − T∞)ke. Now the set of primary variables which describes the problem
may be replaced with another set of dimensionless variables. This include: a dimension
less variable that is related to the process of heat transfer in the given system which may
be expressed as Nux/

√
Rax = −[1 + γRadF�(0)]θ�(0). Also, the local mass flux at the vertical

wall that is given by jw = −Dy(∂C/∂y)|y=0 defines another dimensionless variable that is the
local Sherwood number is given by, Shx = jwx/(Cw − C∞)D. This, analogously, may also
define another dimensionless variable as Shx/

√
Rax = −[1 + ζRadF�(0)]φ�(0).

The details of the effects of all these parameters are presented in (El-Amin et al., 2008). We,
however, highlight the role of the chemical reaction on this system. The effect of chemical
reaction parameter χ on the concentration as a function of the boundary layer thickness η
and with respect to the following parameters: Le = 0.5, F0 = 0.3, Rad = 0.7, γ = ζ = 0.0,
N = −0.1 are plotted in Fig.5. This figure indicates that increasing the chemical reaction
parameter decreases the concentration distributions, for this particular system. That is,
chemical reaction in this system results in the consumption of the chemical of interest and
hence results in concentration profile to decrease. Moreover, this particular system also shows
the increase in chemical reaction parameter χ to enhance mass transfer rates (defined in
terms of Sherwood number) as shown in Fig.6. It is worth mentioning that the effects of
chemical reaction on velocity and temperature profiles as well as heat transfer rate may be
negligible. Figs. 7 and 8 illustrate, respectively, the effect of Lewis number Le on Nusselt
number and Sherwood number for various with the following parameters set as χ = 0.02,
Rad = 0.7, F0 = 0.3, N = −0.1, γ = 0.0. The parameter ζ seems to reduce the heat transfer
rates especially with higher Le number as shown in Fig. 7. In the case of mass transfer rates
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with the other component of the velocity and the derivatives of any quantity in the normal
direction are large compared with derivatives of the quantity in direction of the wall. Under
these assumptions, Eq. (10) remains the same, while Eqs. (11)- (15) become:

u +
c
√

K
ν

u2 = −K
μ

(
∂p
∂x

+ ρg
)

(17)

∂p
∂y

= 0 (18)

u
∂T
∂x

+ v
∂T
∂y

=
∂

∂y

(
αy

∂T
∂y

)
(19)

u
∂C
∂x

+ v
∂C
∂y

=
∂

∂y

(
Dy

∂C
∂y

)
− K0 (C − C∞)n (20)

Following (Telles & V.Trevisan, 1993), the quantities of αy and Dy are variables defined as
αy = α + γd |v| and Dy = D + ζd |v| where, α and D are the molecular thermal and solutal
diffusivities, respectively, whereas γd |v| and ζd |v| represent dispersion thermal and solutal
diffusivities, respectively. This model for thermal dispersion has been used extensively (e.g.,
(Cheng, 1981; Plumb, 1983; Hong & Tien, 1987; Lai & Kulacki, 1989; Murthy & Singh, 1997)
in studies of non-Darcy convective heat transfer in porous media. Invoking the Boussinesq
approximations, and defining the velocity components u and v in terms of stream function ψ
as: u = ∂ψ/∂y and v = −∂ψ/∂x, the pressure term may be eliminated between Eqs. (17) and
(18) and one obtains:

∂2ψ

∂y2 +
c
√

K
ν

∂

∂y

(
∂ψ

∂y

)2
=

(
Kgβ∗

μ

∂T
∂y

+
Kgβ∗∗

μ

∂C
∂y

)
ρ∞ (21)

∂ψ

∂y
∂T
∂x

− ∂ψ

∂x
∂T
∂y

=
∂

∂y

[(
α + γd

∂ψ

∂y

)
∂T
∂y

]
(22)

∂ψ

∂y
∂C
∂x

− ∂ψ

∂x
∂C
∂y

=
∂

∂y

[(
D + ζd

∂ψ

∂y

)
∂C
∂y

]
− K0 (C − C∞)n (23)

Introducing the similarity variable and similarity profiles (El-Amin, 2004):

η = Ra1/2
x

y
x

, f (η) =
ψ

αRa1/2
x

,θ(η) =
T − T∞

Tw − T∞
,φ(η) =

C − C∞

Cw − C∞
(24)

The problem statement is reduced to:

f �� + 2F0Rad f � f �� = θ� + Nφ� (25)

θ�� + 1
2

f θ� + γRad
(

f �θ�� + f ��θ�
)
= 0 (26)

φ�� + 1
2

Le f φ� + ζLeRad
(

f �φ�� + f ��φ�)− Scλ
Gc
Re2

x
φn=0 (27)

As mentioned in (El-Amin, 2004), the parameter F0 = c
√

Kα/νd collects a set of parameters
that depend on the structure of the porous medium and the thermo physical properties of
the fluid saturating it, Rad = Kgβ∗(Tw − T∞)d/αν is the modified, pore-diameter-dependent
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Rayleigh number, and N = β∗∗(Cw − C∞)/β∗ν is the buoyancy ratio parameter. With
analogy to (Mulolani & Rahman, 2000; Aissa & Mohammadein, 2006), we define Gc to be the
modified Grashof number, Rex is local Reynolds number, Sc and λ are Schmidt number and
non-dimensional chemical reaction parameter defined as Gc = β∗∗g(Cw − C∞)2x3/ν2, Rex =
urx/ν, Sc = ν/D and λ = K0αd(Cw − C∞)n−3/Kgβ∗∗, where the diffusivity ratio Le (Lewis
number) is the ratio of Schmidt number and Prandtl number, and ur =

√
gβ∗d(Tw − T∞) is

the reference velocity as defined by (Elbashbeshy, 1997).
Eq. (27) can be rewritten in the following form:

φ�� + 1
2

Le f φ� + ζLeRad
(

f �φ�� + f ��φ�)− χφn = 0 (28)

With analogy to (Prasad et al., 2003; Aissa & Mohammadein, 2006), the non-dimensional
chemical reaction parameter χ is defined as χ = ScλGc/Re2

x. The boundary conditions then
become:

f (0) = 0,θ(0) = φ(0) = 1, f �(∞) = θ(∞) = φ(∞) = 0 (29)

It is noteworthy to state that F0 = 0 corresponds to the Darcian free convection regime, γ = 0
represents the case where the thermal dispersion effect is neglected and ζ = 0 represents
the case where the solutal dispersion effect is neglected. In Eq. (16), N > 0 indicates the
aiding buoyancy and N < 0 indicates the opposing buoyancy. On the other hand, from
the definition of the stream function, the velocity components become u = (αRax/x) f � and
v = −(αRa1/2

x /2x)[ f − η f �]. The local heat transfer rate which is one of the primary interest
of the study is given by qw = −ke(∂T/∂y)|y=0, where, ke = k + kd is the effective thermal
conductivity of the porous medium which is the sum of the molecular thermal conductivity
k and the dispersion thermal conductivity kd. The local Nusselt number Nux is defined as
Nux = qwx/(Tw − T∞)ke. Now the set of primary variables which describes the problem
may be replaced with another set of dimensionless variables. This include: a dimension
less variable that is related to the process of heat transfer in the given system which may
be expressed as Nux/

√
Rax = −[1 + γRadF�(0)]θ�(0). Also, the local mass flux at the vertical

wall that is given by jw = −Dy(∂C/∂y)|y=0 defines another dimensionless variable that is the
local Sherwood number is given by, Shx = jwx/(Cw − C∞)D. This, analogously, may also
define another dimensionless variable as Shx/

√
Rax = −[1 + ζRadF�(0)]φ�(0).

The details of the effects of all these parameters are presented in (El-Amin et al., 2008). We,
however, highlight the role of the chemical reaction on this system. The effect of chemical
reaction parameter χ on the concentration as a function of the boundary layer thickness η
and with respect to the following parameters: Le = 0.5, F0 = 0.3, Rad = 0.7, γ = ζ = 0.0,
N = −0.1 are plotted in Fig.5. This figure indicates that increasing the chemical reaction
parameter decreases the concentration distributions, for this particular system. That is,
chemical reaction in this system results in the consumption of the chemical of interest and
hence results in concentration profile to decrease. Moreover, this particular system also shows
the increase in chemical reaction parameter χ to enhance mass transfer rates (defined in
terms of Sherwood number) as shown in Fig.6. It is worth mentioning that the effects of
chemical reaction on velocity and temperature profiles as well as heat transfer rate may be
negligible. Figs. 7 and 8 illustrate, respectively, the effect of Lewis number Le on Nusselt
number and Sherwood number for various with the following parameters set as χ = 0.02,
Rad = 0.7, F0 = 0.3, N = −0.1, γ = 0.0. The parameter ζ seems to reduce the heat transfer
rates especially with higher Le number as shown in Fig. 7. In the case of mass transfer rates
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Fig. 5. Variation of dimensionless concentration with similarity space variable η for different
χ (Le = 0.5, F0 = 0.3, Rad = 0.7, γ = ζ = 0.0, N = −0.1).

(defined in terms of Sherwood number), Fig. 8 illustrates that the parameter ζ enhances the
mass transfer rate with small values of Le<̃1.55 and the opposite is true for high values of
Le>̃1.55. This may be explained as follows: for small values of Le number, which indicates
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Fig. 6. Effect of Lewis number on Sherwood number for various χ (F0 = 0.3, Rad = 0.7,
γ = ζ = 0.0, N = −0.1).
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Fig. 7. Variation of Nusselt number with Lewis number for various ζ (χ = 0.02, F0 = 0.3,
Rad = 0.7, γ = 0.0, N = −0.1).

that mass dispersion outweighs heat dispersion, the increase in the parameter ζ causes mass
dispersion mechanism to be higher and since the concentration at the wall is kept constant
this increases concentration gradient near the wall and hence increases Sherwood number. As
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Fig. 8. Effect of Lewis number on Sherwood number for various ζ (χ = 0.02, F0 = 0.3,
Rad = 0.7, γ = 0.0, N = −0.1).
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Fig. 9. Variation of Nusselt number with Lewis number for various γ (χ = 0.02, F0 = 0.3,
Rad = 0.7, ζ = 0.0, N = −0.1).

Le increases (Le > 1), heat dispersion outweighs mass dispersion and with the increase in ζ
concentration gradient near the wall becomes smaller and this results in decreasing Sherwood
number. Fig. 9 indicates that the increase in thermal dispersion parameter enhances the heat
transfer rates.

6. Multi-phase flow modeling

Multi-phase systems in porous media are ubiquitous either naturally in connection with,
for example, vadose zone hydrology, which involves the complex interaction between three
phases (air, groundwater and soil) and also in many industrial applications such as enhanced
oil recovery (e.g., chemical flooding and CO2 injection), Nuclear waste disposal, transport of
groundwater contaminated with hydrocarbon (NAPL, DNAPL), etc. Modeling of Multi-phase
flows in porous media is, obviously, more difficult than in single-phase systems. Here we
have to account for the complex interfacial interactions between phases as well as the time
dependent deformation they undergo. Modeling of compositional flows in porous media is,
therefore, necessary to understand a number of problems related to the environment (e.g.,
CO2 sequestration) and industry (e.g., enhanced oil recovery). For example, CO2 injection
in hydrocarbon reservoirs has a double benefit, on the one side it is a profitable method
due to issues related to global warming, and on the other hand it represents an effective
mechanism in hydrocarbon recovery. Modeling of these processes is difficult because the
several mechanisms involved. For example, this injection methodology associates, in addition
to species transfer between phases, some substantial changes in density and viscosity of the
phases. The number of phases and compositions of each phase depend on the thermodynamic
conditions and the concentration of each species. Also, multi-phase compositional flows
have varies applications in different areas such as nuclear reactor safety analysis (Dhir, 1994),
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high-level radioactive waste repositories (Doughty & Pruess, 1988), drying of porous solids
and soils (Whitaker, 1977), porous heat pipes (Udell, 1985), geothermal energy production
(Cheng, 1978), etc. The mathematical formulation of the transport phenomena are governed
by conservation principles for each phase separately and by appropriate interfacial conditions
between various phases. Firstly we give the general governing equations of multi-phase,
multicomponent transport in porous media. Then, we provide them in details with analysis
for two- and three-phase flows. The incompressible multi-phase compositional flow of
immiscible fluids are described by the mass conservation in a phase (continuity equation),
momentum conservation in a phase (generalized Darcy’s equation) and mass conservation
of component in phase (spices transport equation). The transport of N-components of
multi-phase flow in porous media are described by the molar balance equations. Mass
conservation in phase α :

∂(φραSα)

∂t
= −∇ · (ραuα) + qα (30)

Momentum conservation in phase α:

uα = −Kkrα

μα
(∇pα + ραg∇z) (31)

Energy conservation in phase α:

∂

∂t
(�ραSαhα) +∇ · (ραuαhα) =∇ · (�Sαkα∇T) + q̄α (32)

Mass conservation of component i in phase α:

∂(φczi)

∂t
+∇ · ∑

α
cαxαiuα =∇ ·

(
φDi

α∇(czi)
)
+ Fi, i = 1, · · · , N (33)

where the index α denotes to the phase. S, p,q,u,kr,ρ and μ are the phase saturation, pressure,
mass flow rate, Darcy velocity, relative permeability, density and viscosity, respectively. c is
the overall molar density; zi is the total mole fraction of ith component; cα is the phase molar
densities; xαi is the phase molar fractions; and Fi is the source/sink term of the ith component
which can be considered as the phase change at the interface between the phase α and other
phases; and/or the rate of interface transfer of the component i caused by chemical reaction
(chemical non-equilibrium). Di

α is a macroscopic second-order tensor incorporating diffusive
and dispersive effects. The local thermal equilibrium among phases has been assumed,
(Tα = T,∀α), and kα and q̄α represent the effective thermal conductivity of the phase α and
the interphase heat transfer rate associated with phase α, respectively. Hence, ∑α q̄α = q, q is
an external volumetric heat source/sink (Starikovicius, 2003). The phase enthalpy kα is related
to the temperature T by, hα =

∫ T
0 cpαdT + h0

α. The saturation Sα of the phases are constrained
by, cpα and h0

α are the specific heat and the reference enthalpy oh phase α, respectively.

∑
α

Sα = 1 (34)

One may defined the phase saturation as the fraction of the void volume of a porous medium
filled by this fluid phase. The mass flow rate qα, describe sources or sinks and can be defined
by the following relation (Chen, 2007),
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Le increases (Le > 1), heat dispersion outweighs mass dispersion and with the increase in ζ
concentration gradient near the wall becomes smaller and this results in decreasing Sherwood
number. Fig. 9 indicates that the increase in thermal dispersion parameter enhances the heat
transfer rates.

6. Multi-phase flow modeling

Multi-phase systems in porous media are ubiquitous either naturally in connection with,
for example, vadose zone hydrology, which involves the complex interaction between three
phases (air, groundwater and soil) and also in many industrial applications such as enhanced
oil recovery (e.g., chemical flooding and CO2 injection), Nuclear waste disposal, transport of
groundwater contaminated with hydrocarbon (NAPL, DNAPL), etc. Modeling of Multi-phase
flows in porous media is, obviously, more difficult than in single-phase systems. Here we
have to account for the complex interfacial interactions between phases as well as the time
dependent deformation they undergo. Modeling of compositional flows in porous media is,
therefore, necessary to understand a number of problems related to the environment (e.g.,
CO2 sequestration) and industry (e.g., enhanced oil recovery). For example, CO2 injection
in hydrocarbon reservoirs has a double benefit, on the one side it is a profitable method
due to issues related to global warming, and on the other hand it represents an effective
mechanism in hydrocarbon recovery. Modeling of these processes is difficult because the
several mechanisms involved. For example, this injection methodology associates, in addition
to species transfer between phases, some substantial changes in density and viscosity of the
phases. The number of phases and compositions of each phase depend on the thermodynamic
conditions and the concentration of each species. Also, multi-phase compositional flows
have varies applications in different areas such as nuclear reactor safety analysis (Dhir, 1994),
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high-level radioactive waste repositories (Doughty & Pruess, 1988), drying of porous solids
and soils (Whitaker, 1977), porous heat pipes (Udell, 1985), geothermal energy production
(Cheng, 1978), etc. The mathematical formulation of the transport phenomena are governed
by conservation principles for each phase separately and by appropriate interfacial conditions
between various phases. Firstly we give the general governing equations of multi-phase,
multicomponent transport in porous media. Then, we provide them in details with analysis
for two- and three-phase flows. The incompressible multi-phase compositional flow of
immiscible fluids are described by the mass conservation in a phase (continuity equation),
momentum conservation in a phase (generalized Darcy’s equation) and mass conservation
of component in phase (spices transport equation). The transport of N-components of
multi-phase flow in porous media are described by the molar balance equations. Mass
conservation in phase α :

∂(φραSα)

∂t
= −∇ · (ραuα) + qα (30)

Momentum conservation in phase α:

uα = −Kkrα

μα
(∇pα + ραg∇z) (31)

Energy conservation in phase α:

∂

∂t
(�ραSαhα) +∇ · (ραuαhα) =∇ · (�Sαkα∇T) + q̄α (32)

Mass conservation of component i in phase α:

∂(φczi)

∂t
+∇ · ∑

α
cαxαiuα =∇ ·

(
φDi

α∇(czi)
)
+ Fi, i = 1, · · · , N (33)

where the index α denotes to the phase. S, p,q,u,kr,ρ and μ are the phase saturation, pressure,
mass flow rate, Darcy velocity, relative permeability, density and viscosity, respectively. c is
the overall molar density; zi is the total mole fraction of ith component; cα is the phase molar
densities; xαi is the phase molar fractions; and Fi is the source/sink term of the ith component
which can be considered as the phase change at the interface between the phase α and other
phases; and/or the rate of interface transfer of the component i caused by chemical reaction
(chemical non-equilibrium). Di

α is a macroscopic second-order tensor incorporating diffusive
and dispersive effects. The local thermal equilibrium among phases has been assumed,
(Tα = T,∀α), and kα and q̄α represent the effective thermal conductivity of the phase α and
the interphase heat transfer rate associated with phase α, respectively. Hence, ∑α q̄α = q, q is
an external volumetric heat source/sink (Starikovicius, 2003). The phase enthalpy kα is related
to the temperature T by, hα =

∫ T
0 cpαdT + h0

α. The saturation Sα of the phases are constrained
by, cpα and h0

α are the specific heat and the reference enthalpy oh phase α, respectively.

∑
α

Sα = 1 (34)

One may defined the phase saturation as the fraction of the void volume of a porous medium
filled by this fluid phase. The mass flow rate qα, describe sources or sinks and can be defined
by the following relation (Chen, 2007),
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q = ∑
j

ρjqjδ(x − xj) (35)

q = −∑
j

ρjqjδ(x − xj) (36)

The index j represents the points of sources or sinks. Eq. (35) represents sources and qj

represents volume of the fluid (with density ρj) injected per unit time at the points locations
xj, while, Eq. (36) represents sinks and qj represents volume of the fluid produced per unit
time at xj.
On the other hand, the molar density of wetting and nonwetting phases is given by,

cα =
N

∑
i=1

cαi (37)

where cαi is the molar densities of the component i in the phase α. Therefore, the mole fraction
of the component i in the respective phase is given as,

xαi =
cαi
cα

, i = 1, · · · , N (38)

The mole fraction balance implies that,

N

∑
i=1

xαi = 1 (39)

Also, for the total mole fraction of ith component,

N

∑
i=1

zi = 1 (40)

Alternatively, Eq. (32) can be rewritten in the following form,

∂

∂t

(
φ∑

α
cαxαiSα

)
+∇ · ∑

α
cαxαiuα =∇ ·

(
φcαSαDi

α∇xαi

)
+ Fi, i = 1, · · · , N (41)

Fi may be written as,

Fi = ∑
α

xαiqα, i = 1, · · · , N (42)

where qα is the phase flow rate given by Eqs. (35), (36). From Eqs. (32) and (41), one may
deduce,

czi = ∑
α

cαxαiSα = ∑
α

cαiSα, i = 1, · · · , N (43)

If one uses the total mass variable X of the system (Nolen 1973; Young and Stephenson 1983),

X = ∑
α

cαSα (44)

Therefore,
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1 = ∑
α

cαSα

X
= ∑

α
Cα (45)

where Cα is the mass fraction phase α, respectively.
The quantity,

kα = Kkrα (46)

is known as effective permeability of the phase α. The relative permeability of a phase is a
dimensionless measure of the effective permeability of that phase. It is the ratio of the effective
permeability of that phase to the absolute permeability. Also, it is interesting to define the
quantities mα which is known as mobility ratios of phases α, respectively are given by,

mα =
kα

μα
(47)

The capillary pressure is the the difference between the pressures for two adjacent phases α1
and α2, given as,

pcα1α2 = pα1 − pα2 (48)

The capillary pressure function is dependent on the pore geometry, fluid physical properties
and phase saturations. The two phase capillary pressure can be expressed by Leverett
dimensionless function J(S), which is a function of the normalized saturation S,

pc = γ

(
φ

K

) 1
2

J(S) (49)

The J(S) function typically lies between two limiting (drainage and imbibition) curves which
can be obtained experimentally.

6.1 Two-phase compositional flow
The governing equations of two-phase compositional flow of immiscible fluids are given by,
Mass conservation in phase α:

∂(φραSα)

∂t
= −∇ · (ραuα) + qα α = w,n (50)

Momentum conservation in phase α:

uα = −Kkrα

μα
(∇pα + ραg∇z) α = w,n (51)

Mass conservation of component i in phase α:

∂(φczi)

∂t
+∇ · (cwxwiuw + cnxniun) = Fi, i = 1, · · · , N (52)

where the index α denotes to the wetting (w) and non-wetting (n), respectively. S, p,q,u,kr,ρ
and μ are the phase saturation, pressure, mass flow rate, Darcy velocity, relative permeability,
density and viscosity, respectively. c is the overall molar density; zi is the total mole fraction
of ith component; cw, cn are the wetting- and nonwetting-phase molar densities; xwi, xni are
the wetting- and nonwetting-phase molar fractions; and Fi is the source/sink term of the ith

component. The saturation Sα of the phases are constrained by,

39Solute Transport With Chemical Reaction in Singleand Multi-Phase Flow in Porous Media



16 Mass Transfer

q = ∑
j

ρjqjδ(x − xj) (35)
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j

ρjqjδ(x − xj) (36)
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(a) Corey approximation (b) LET approximation

Fig. 10. Relative permeabilities.

Sw + Sn = 1 (53)

The normalized wetting phase saturation S is given by,

S =
Sw − S0w

1 − Snr − S0w
0 ≤ S ≤ 1 (54)

where S0w is the irreducible (minimal) wetting phase saturation and Snr is the residual
(minimal) non-wetting phase saturation. The expression of relation between the relative
permeabilities and the normalized wetting phase saturation S, given as,

krw = k0
rwSa (55)

krn = k0
rn(1 − S)b (56)

The empirical parameters a and b can be obtained from measured data either by optimizing
to analytical interpretation of measured data, or by optimizing using a core flow numerical
simulator to match the experiment. k0

rw = krw(S = 1) is the endpoint relative permeability to
water, and k0

rn = krn(S = 0) is the endpoint relative permeability to the non-wetting phase.
For example, for the Corey power-law correlation, a = b = 2, k0

rn = 1, k0
rw = 0.6, for water-oil

system see Fig.10a. Another example of relative permeabilities correlations is LET model
which is more accurate than Corey model. The LET-type approximation is described by three
empirical parameters L,E and T. The relative permeability correlation for water-oil system has
the form,

krw =
k0

rwSLw

SLw + Ew(1 − S)Tw
(57)

and

krn =
(1 − S)Ln

(1 − S)Ln + EnSTn
(58)

The parameter E describes the position of the slope (or the elevation) of the curve. Fig. 10b
shows LET relative permeabilities with L = E = T = 2 and k0

rw = 0.6 for water-oil system.
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Fig. 11. Capillary pressure as a function of normalized wetting phase saturation.

Also, there are Corey- and LET-correlations for gas-water and gas-oil systems similar to
the oil-water system. Correlation of the imbibition capillary pressure data depends on the
type of application. For example, for water-oil system, see for example, (Pooladi-Darvish &
Firoozabadi, 2000), the capillary pressure and the normalized wetting phase saturation are
correlated as,

pc = −B lnS (59)

where B is the capillary pressure parameter, which is equivalent to γ
(

φ
K

) 1
2 , in the general

form of the capillary pressure, Eq. (49), thus, B ≡ −γ
(

φ
K

) 1
2 and J(S) ≡ lnS. Note that J(S) is

a scalar non-negative function. Capillary pressure as a function of normalized wetting phase
(e.g. water) saturation is shown in Fig. 11. Also, the well known (van Genuchten, 1980; Brooks
& Corey, 1964) capillary pressure formulae which can be written as,

pc = p0(S−1/m − 1)1−m, 0 < m < 1 (60)

pc = pdS−1/λ, 0.2 < λ < 3 (61)

where p0 is characteristic capillary pressure and pd is called entry pressure.
The capillary pressure pc is defined as a difference between the non-wetting and wetting phase
pressures,

pc = pn − pw (62)

the total velocity defined as,
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Fig. 11. Capillary pressure as a function of normalized wetting phase saturation.
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where p0 is characteristic capillary pressure and pd is called entry pressure.
The capillary pressure pc is defined as a difference between the non-wetting and wetting phase
pressures,

pc = pn − pw (62)

the total velocity defined as,
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u = uw + un (63)

the total mobility is given by,

m(S) = mw(S) + mn(S) (64)

the fractional flow functions are,

fw(S) =
mw(S)
m(S)

, fn(S) =
mn(S)
m(S)

(65)

and the density difference is,

Δρ = ρn − ρw (66)

On the other hand, the molar density of wetting and nonwetting phases is given by,

cw =
N

∑
i=1

cwi, cn =
N

∑
i=1

cni (67)

where cwi and cni are the molar densities of component i in the wetting phase and nonwetting
phase phases, respectively. Therefore, the mole fraction of component i in the respective phase
is given as,

xwi =
cwi
cw

, xni =
cni
cn

, i = 1, · · · , N (68)

The mole fraction balance implies that,

N

∑
i=1

xwi = 1,
N

∑
i=1

xni = 1 (69)

Also, for the total mole fraction of ith component,

N

∑
i=1

zi = 1 (70)

Alternatively, Eq. (52) can be rewritten in the following form,

∂

∂t
[φ (cwxwiSw + cnxniSn)] +∇ · (cwxwiuw + cnxniun) = Fi, i = 1, · · · , N (71)

Fi may be written as,

Fi = xwiqw + xniqn, i = 1, · · · , N (72)

where qw and qn are wetting phase and nonwetting phase phase flow rate, respectively. From
Eqs. (32) and (72), one may deduce,

czi = cwxwiSw + cnxniSn = cwiSw + cniSn, i = 1, · · · , N (73)

If one uses the total mass variable X of the system (Nolen, 1973; Young & Stephenson, 1983),

X = cwSw + cnSn (74)
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Therefore,

1 =
cwSw

X
+

cwSn

X
= Cw + Cn (75)

where Cw and Cn are mass fractions of wetting- and nonwetting-phase of the system,
respectively. It is noted that,

Cw = 1 − Cn (76)

The total mole fraction of ith component, zi, in terms of one phase (wetting phase) mass
fraction and the wetting- and nonwetting-phase molar fractions, is given by,

zi = Cwxwi + (1 − Cw)xni, i = 1, · · · , N (77)

The pressure equation can be obtained, using the concept of volume-balance, as follows,

φCf
∂p
∂t

+
N

∑
i=1

V̄i∇ · (cwxwiuw + cnxniun) =
N

∑
i=1

V̄iFi, i = 1, · · · , N (78)

where Cf is the total fluid compressibility and Vi is the total partial molar volume of the ith

component. The distribution of the each component inside the two phases is restricted to
the stable thermodynamic equilibrium in terms of phases’ fugacities, fwi and fni of the ith

component. The stable thermodynamic equilibrium is given by minimizing the Gibbs free
energy of the system Bear (1972); Chen (2007),

fwi(pw, xw1, xw2, · · · , xwN) = fni(pn, xn1, xn2, · · · , xnN), i = 1, · · · , N (79)

The fugacity of the ith component is defined by,

fαi = pαxoiφαi, α = w,n, i = 1, · · · , N (80)

φαi,α = w,n is the fugacity coefficient of the ith component which will be defined below. The
phase and volumetric behaviors, including the calculations of the fugacities, are modeled
using the Peng-Robinson equation of state (Peng & Robinson, 1976). Introducing the pressure
of the phase, p/alpha, which is given by Peng-Robinson two-parameter equation of state as,

pα =
RT

Vα − bα
− aα(T)

Vα(Vα + bα) + bα(Vα − bα)
, α = w,n (81)

aα =
N

∑
i=1

N

∑
j=1

xiαxjα(1 − κij)
√

aiaj, bα =
N

∑
j=1

xiαbi, α = w,n (82)

where R is the universal gas of constant, T is the temperature, Vα is the molar volume of the
phase α, κij is a binary interaction parameter between the components i and j, ai and ai are
empirical factor for the pure component i given by,

ai = Πiaαi
R2T2

ic
pic

, bi = Πib
RTic
pic

, i = 1, · · · , N (83)

Tic and pic are the critical temperature and pressure,
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Πia = 0.45724, Πib = 0.077796, αi =
(

1 − λi

[
1 −

√
T
Tic

])2
,

λi = 0.37464 + 1.5432ωi − 0.26992ω2
i , i = 1, · · · , N

(84)

Eq. (72) can be rewritten in the following cubic form,

Z3
α − (1 − Bα)Z2

α + (Aα − 2Bα − 3B2
α)Zα − (AαBα − B2

α − B2
α) = 0, α = w,n (85)

where Zα is the compressibility factor given by,

Zα =
bαVα

RT
, α = w,n (86)

(Chen, 2007) explained how to solve the cubic algebraic equation, Eq. (64). The fugacity
coefficient φαi of the ith component is defined in terms of the compressibility factor Zα as,

lnφαi =
bi
bα
(Zα − 1)− ln(Zα − Bα)− Aα

2
√

2Bα

(
2
aα

∑N
j=1 xjα(1 − κij)

√aiaj − bi
bα

)

· ln
(

Zα+(1+
√

2)Bα

Zα−(1−√
2)Bα

) (87)

Deriving of this equation can be found in details in (Chen, 2007).
Using Eqs. (51)- (53) and (62)- (65) with some mathematical manipulation one can find,

∂(φρwSw)

∂t
= −∇ · ρw fw(S)

{
Kmn(S)

(
dpc

dSw
∇Sw − Δρg∇z

)
+ u

}
+ qw (88)

Alternatively, in terms of pressure the flow equations may be rewritten in the form,

∂(φρwSw)

dpc

(
∂pn

∂t
− ∂pw

∂t

)
=∇ · ρw

{
Kkrw

μw
(∇pw − ρwg∇z)

}
+ qw (89)

∂(φρn(1 − Sw))

dpc

(
∂pn

∂t
− ∂pw

∂t

)
=∇ · ρn

{
Kkrn

μn
(∇pn − ρng∇z)

}
+ qn (90)

Both models, Eq. (88) and Eqs. (89)- (90) are used intensively especially in the field of oil
reservoir simulations.

6.2 Three-phase compositional flow
In three-phase compositional flow the governing equations will not has a big difference from
the two-phase case. In this section we introduce the main points which distinguish the
three-phase flow. On the other hand, we consider the black oil model as an example of the
three-phase compositional flow instead of considering the general case to investigate such
kind of complex flow. The black oil model is water-oil-gas system such that water represents
the aqueous phase and oil represents oleic phase. The hydrocarbon in a reservoir is almost
consists of oil and gas. Water is being naturally in the reservoir or injected in the secondary
stage of oil recovery. Also, gas may be found naturally or/and injected as CO2 injection for
the enhanced oil recovery stage. The governing equations may be extended to the three-phase
flow. The generalized Darcy’s law with mass transfer equations will remain the same as
in Eqs. (30) and (31) with considering α = w,o, g, thus each phase is represented by two
equations, continuity and momentum. The index α denotes to the water (w), oil (o) and gas (g),
respectively. The solute transport equations is modified to suite the three-phase compositional
flow as follow,
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∂(φczi)

∂t
+∇ ·

(
cwxwiuw + coxoiuo + cgxgiug

)
= Fi, i = 1, · · · , N (91)

or

∂
∂t

[
φ
(

cwxwiSw + coxoiSo + cgxgiSg

)]
+∇ ·

(
cwxwiuw + coxoiuo + cgxgiug

)
=

xwiqw + xoiqo + xgiqg, i = 1, · · · , N
(92)

Following (Stone, 1970; 1973) we assume that the water-oil and oil-gas relative permeabilities
are given as the two-phase case,

krw(Sw) = k0
rw

(
Sw − Swc

1 − Swc − Sorw

)nw

(93)

krg(Sg) = k0
rg

(
Sg − Sgr

1 − Swc − Sorg − Sgr

)ng

(94)

where Swc is the connate water saturation, Sorg is the residual oil saturation to gas, Sorw is the
residual oil saturation to water, Sgr is the residual gas saturation to water. Sw = 1 − Sorw. The
intermediate-wetting phase (oil phase) relative permeabilities are given by,
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The intermediate-wetting phase relative permeability is given by,

kro(Sw,Sg) =
krowkrog

knorm
(97)

knorm may be setting as one or given by another formula as in the literature which will not
mention here for breif.

6.3 Numerical methods for multi-phase flow
Much progress in the last three decades in numerical simulation of multi-phase flow with
compositional and chemical effect. Both first-order finite difference and finite volume
methods are used. First-order finite difference schemes has numerical dispersion issue, while
the first-order finite volume has powerful features when used for two-phase flow simulation
(Leveque, 2002). However, the later one has some limitations when applied to fractured
media (Monteagudo & Firoozabadi, 2007). Also, higher-order methods have less numerical
dispersion and more accurate flow field calculations than the first-order methods. The
combined mixed-hybrid finite element (MHFE) and discontinuous Galerkin (DG) methods
have been used to simulate two-phase flow by (Hoteit & Firoozabadi, 2005; 2006; Mikyska
& Firoozabadi, 2010). In the combined MHFE-DG methods, MHFE is used to solve the
pressure equation with total velocity, and DG method is used to solve explicitly the species
transport equations. Therefore, the parts are coupled using scheme such as the iterative
IMplicit Pressure and Explicit Concentration (IMPEC) scheme. Also, (Sun et al., 2002) have
used combined MHFE-DG methods to miscible displacement problems in porous media.
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Πia = 0.45724, Πib = 0.077796, αi =
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Eq. (72) can be rewritten in the following cubic form,
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where Zα is the compressibility factor given by,
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(Chen, 2007) explained how to solve the cubic algebraic equation, Eq. (64). The fugacity
coefficient φαi of the ith component is defined in terms of the compressibility factor Zα as,
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Deriving of this equation can be found in details in (Chen, 2007).
Using Eqs. (51)- (53) and (62)- (65) with some mathematical manipulation one can find,
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Alternatively, in terms of pressure the flow equations may be rewritten in the form,
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Both models, Eq. (88) and Eqs. (89)- (90) are used intensively especially in the field of oil
reservoir simulations.

6.2 Three-phase compositional flow
In three-phase compositional flow the governing equations will not has a big difference from
the two-phase case. In this section we introduce the main points which distinguish the
three-phase flow. On the other hand, we consider the black oil model as an example of the
three-phase compositional flow instead of considering the general case to investigate such
kind of complex flow. The black oil model is water-oil-gas system such that water represents
the aqueous phase and oil represents oleic phase. The hydrocarbon in a reservoir is almost
consists of oil and gas. Water is being naturally in the reservoir or injected in the secondary
stage of oil recovery. Also, gas may be found naturally or/and injected as CO2 injection for
the enhanced oil recovery stage. The governing equations may be extended to the three-phase
flow. The generalized Darcy’s law with mass transfer equations will remain the same as
in Eqs. (30) and (31) with considering α = w,o, g, thus each phase is represented by two
equations, continuity and momentum. The index α denotes to the water (w), oil (o) and gas (g),
respectively. The solute transport equations is modified to suite the three-phase compositional
flow as follow,
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The DG method (Wheeler, 1987; Sun & Wheeler, 2005a;b; 2006) is derived from variational
principles by integration over local cells, thus it is locally mass conservative by construction.
In addition, the DG method has low numerical diffusion because higher-order approximations
are used within cells and the cells interfaces are weakly enforced through the bilinear form.
DG method is efficiently implementable on unstructured and nonconforming meshes.
The MHFE methods are based on a variational principle expressing an equilibrium or saddle
point condition that can be satisfied locally on each element (Brezzi & Fortin, 1991). It has
an indefinite linear system of equations for pressure (scalar) and the total velocity (vector)
but they definitized by appending as extra degrees of freedom the average pressures at the
element edges.
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1. Introduction

The reliable prediction of thermomechanical behaviour of early-age silicate composites is
a complicated multiphysical and multiscale problem, containing a lot of open questions.
However, silicate mixtures, namely fresh concrete, are the most commonly used materials
in building constructions throughout the world, thus such prediction is of great practical
significance. The most important modelling outputs are the macroscopic effective strain,
stress, temperature, moisture etc. time evolutions, driven by chemical reactions of particular
clinker minerals with water. Every realistic model is then expected to include thermo-, chemo-
and hygromechanical processes and phase changes, involving all available microstructural
information related to the real porous medium.
The deformation of a material sample or a building construction made from silicate
composites has to be analyzed at least as the superposition of

– reversible elastic deformation,

– viscous material flow,

– volume changes, unlike remaing contributions independent of external loads.

The crucial external and internal influences are:

– internal hydration heat, generated by the hydration hydraulic processes,

– ambient temperature variation, connected with ambient humidity variation (natural or
artificial ones),

– external mechanical loads.

The significant physical (and chemical) processes are:

a) thermal deformation,

b) autogenous shrinkage,

c) carbonation,

d) elastic and creep deformation,

e) additional thermal deformation,

f) drying shrinkage and swelling.
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In the first period of intense hydration a), accompanied by b), is dominant. In the later
period the role of a) decreases, but the effect of c) has to be taken into account. The external
mechanical loads cause d) (creep especially in the earliest age), the external temperature
changes simultaneously force e), modified by f).
The traditional approach to the modelling of such complex physical and technical problems
is the phenomenological one, as discussed in (Bažant, 2001): the effect of changes of density,
porosity, permeability, compressive strength, etc. on material behaviour is lumped together to
some model parameters, which must be identified by long-lasting tests in the whole range of
model applicability. On the contrary, the so-called CCBM (“Computational Cement-Based
Material”) approach, suggested in (Maruyama et al., 2001), develops the original idea of
(Tomosawa, 1997): the slight generalization of its (seemingly simple) form

�̇ = Φ(�,�∗) , �̇∗ = Ψ(�,�∗)

where � is the radius of an unhydrated cement particle, �∗ its total radius including hydrate,
dot symbols refer (everywhere in this chapter) to derivatives with respect to the time t ≥ 0
and Φ, Ψ are (in general rather complicated) material characteristics with hidden �,�∗ (but
not with their time derivatives) again. The analysis of (Maruyama et al., 2001) assumes ideal
spherical particles, hydration products adherent to such particles (whose size distribution is
approximated by a special Rosin-Ramler function), water diffusing through the hydrate layer
and chemically reacting with cement, up to interparticle contact effects; the amount of water is
controlled by the pore structure, modified by hydration reactions of cement constituents and
corresponding heat generation. Particular cement constituents, namely alite (C3S, typically 65
% of the total mass in the Portland cement), belite (C2S, 15 %), aluminate phase (C3A, 7 %),
ferrite phase (C4AF, 8 %), etc., have their own densities and hydration reactions, generating
hydration heat.
For various types of cement we have different hydration degree Γ, introduced as

Γ :=
μh

μh
∞

where μh denotes the (usually increasing) mass of skeleton (and corresponding sink of liquid
water mass) ans μh

∞ the final mass of hydrated (chemically combined) water in a volume unit;
alternatively (cf. (Gawin et al., 2006a), p. 309)

Γ :=
Qh

Qh
∞

in terms of the heat Qh released during hydration and of its final value Qh
∞. However, it

is difficult to guarantee above sketched model assumption in building practice, applying
also (not single-sized) additional aggregate; thus Γ is usually quantified from macroscopic
experiments (as adiabatic calorimetric or isothermal strength evolution tests) not from such
microstructural considerations. Consequently Γ can be evaluated by (Gawin et al., 2006a),
p. 309, from an auxiliary evolution problem of type

Γ̇ = A(Γ,φ, T)

with an a priori known real function A.
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During the same hydration process the non-negligible vapour mass source μe, caused by the
liquid water evaporation or desorption, occurs, too. Unfortunately, unlike μh, no reasonable
constitutive relation is available for the direct evaluation of μe.
Clearly, the reliable prediction of material behaviour applicable to real building objects during
hydration needs some multiscale analysis. The mechanistic approach (Pichler et al., 2007)
makes it possible to consider above sketched effects explicitly because they appear directly in
the model equations, distinguishing between 4 length scales, characterized as

I) anhydrous-cement scale (typical length of a representative volume element from 10-8 to
10-6 m), in more details decomposed into 3 subscales, where the qualitative estimate of
activity of four main clinker phases, water and air requires the detailed micromechanical
evaluation of corresponding chemical reactions,

II) cement-paste scale (from 10−6 to 10−4 m),

III) mortar scale (about 10−2 m),

IV) macroscale (about 10−1 m).

The analysis of capillary depression at scale I) (considering membrane forces on solid/liquid,
solid/gas and liquid/gas interfaces), of ettringite formation at scale II), of autogenous
deformation at scales II) and III), referring to the Hill homogenization lemma (see (Dormieux
et al., 2006), p. 105), must be completed by the interpretation of such multiscale results at
scale IV). However, different physical and chemical processes studied at particular scales do
not admit proper and physically transparent mathematical analysis of two- and more-scale
convergence, as discussed in (Cioranescu & Donato, 1999), (Vala, 2006) or (Efendiev et
al., 2009), including its non-periodic (formally complicated) generalization, introduced in
(Nguentseng, 2003-4).
The approach (Gawin et al., 2006a) applies certain mechanistic-type method to obtain the
governing equations only, using the averaging hybrid mixture theory: the developments starts
at the micro-scale and balance equations for particular phases and interfaces are introduced
at this level and then averaged for obtaining macroscopic balance equations. Four phases are
distinguished: solid skeleton, liquid water, vapour and dry air, whose densities are considered
(under the passive air assumption) as constants; the whole hygro-thermo-chemo-mechanical
process is then studied as the time evolution of capillary pressure, gas pressure, temperature
and displacement of points related to the reference (initial) configuration, driven by balance
equations of classical thermodynamics and conditioned by corresponding constitutive laws.
The detailed geometrical analysis (Sanavia et al., 2002) (without phase changes) offers the
possibility to extend such considerations beyond the assumption of small deformations and
involve some elements of fracture mechanics.
The development, laboratory testing and computational simulations of new materials, namely
those for the application of advanced engineering structures, belong to the research priorities
of the Faculty of Civil Engineering of Brno University of Technology. Moreover, these
activities should be intensified thanks to the proposed complex research institution AdMaS
(“Advanced Materials and Structures”) in the near future. The long-time behaviour of
massive structures, especially its bearing value, durability and user properties, is typically
conditioned by the early-age heat, moisture, etc. treatment, modified by foundations,
subgrades, reinforcement and connecting members; thus the aim is to design the whole
building process to minimize the development of significant tensile stresses to avoid the
the danger of cracking, or even to force volume changes and corresponding final stresses
appropriate for the future use of a structure. The deeper understanding of decissive
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4 Mass Transfer

processes in early-age materials that effects volume changes is therefore needed, although
no closed physical and mathematical models are available and all simplified calculations
contain empirical parameters and functions, whose identification, supported by laboratory
measurements or in situ observations, generates separate non-trivial problems, not discussed
in details here. However, we shall demonstrate how the thermomechanical analysis of balance
of mass, (linear and angular) momentum and energy for computational HAM (“heat, air and
moisture”) models in civil engineering is able to be extended to a complex computational
model, including the mass source or solid skeleton related to the hydration process (and
corresponding sink of liquid water mass), as well as the vapour mass source caused by the
liquid water evaporation or desorption, using some micromechanical arguments from the
theory of porous media.

2. Mixture components

To analyze the phase changes in an early-age silicate composite, we shall consider four
material phases:

– solid material, identified by an index s,

– liquid water, identified by an index w,

– water vapour, identified by an index v,

– dry air, identified by an index a.

In addition to partial derivatives of scalar quantities ψ with respect to time, i. e.

ψ̇ := ∂ψ/∂t ,

we shall introduce also the partial derivatives of such quantities with respect to xi, i ∈ {1,2,3},
x = (x1, x2, x3) being a Cartesian coordinate system in the three-dimensional Euclidean space
R3,

ψ,i := ∂ψ/∂xj .

In the case of real vector variables with values in R3 we shall write ψ briefly instead of
(ψ1,ψ2,ψ3). Even in the case of matrix variables in the with values in R3×3, the space of real
matrices of the third order, we shall write ψ only instead of ψij, i, j ∈ {1,2,3}. Consequently,
due to the preceding notation, unlike the matrix elements ψij from ψ ∈R3×3 with i, j ∈ {1,2,3},
we have e. g. for ψ ∈ R3

ψi,j := ∂ψi/∂xj .

We shall assume that the scale bridging between particular scales (if relevant scale material
data are available) can be done by means of the averaging of model variables. The basic
(averaged) variables in our model, related to a representative volume element, are:

– 4 intrinsic phase densities R = (ρs,ρw,ρv,ρa),

– 12 components of phase velocities V = (vs
i ,vw

i ,vv
i ,va

i ) with i ∈ {1,2,3},

– 3 fluid pressures P = (pw, pv, pa),

– 1 (absolute) temperature ϑ.
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Intrinsic phase densities evidently do not reflect the amount of particular phases in a volume
unit; thus it is useful to define (real) phase densities

ρε := ηερε

formally for any phase index ε ∈ {s,w,v, a} where

ηs = (1 − n) ,

ηw = ns ,

ηv = n(1 − s) ,

ηa = n(1 − s)(1 − φ) .

Unfortunately it is not easy to evaluate the porosity n, the saturation degree s and the relative
humidity (the volume fraction occupied by water vapour in the total gaseous phase) φ.
Nevertheless, similarly to ρε, ε ∈ {s,v,w, a}, being motivated by the Dalton law by (Bermúdez
de Castro, 2005), p. 111, we can also introduce pressures

pε := ηε pε .

We can evaluate also the “macroscopic” mixture density

ρ := ρs + ρw + ρv + ρa .

Let us also remark that, from he point of view of solid phase, fluid pressures P are
accompanied by a (partial) Cauchy stress tensor compound from components τij with i, j ∈
{1,2,3}, whose (indirect) relation to V will be discussed later.
The porosity can be evaluated from the finite strain analysis by (Sanavia et al., 2002), p. 139.
The multiphase medium at the macroscopic level can be described as the superposition of all
phases ε, whose material point with coordinates xε0

i in the reference configuration Ω in R3

occupies a point with coordinates xε
i (t); zero indices are related to the reference configuration,

here in the initial time t = 0. In the Lagrangian description of the motion the position of each
material point can be expressed as

xε
i (t) = xε0

i + uε
i (xε0

i , t)

where uε
i (xε0

i , t) denotes the displacement at chosen time and zero indices are related to a
reference configuration, here in time t = 0. Thus

Fε
ij(xε0, t) :=

∂xε
i (xε0)

∂xε0
j

= δij +
∂uε

i (xε0, t)
∂xε0

j

can be taken as a deformation characteristic, δ being a Kronecker symbol, consequently

n = 1 − (1 − n0) (det Fs)−1

where n0(xs0) denotes the porosity in the reference configuration. In the linearized geometry
this access in not available: e. g. (Gawin et al., 2006a), p. 310 presents an empirical
(nearly linear) function n(Γ), justified by the correlation analysis, exploiting the experimental
database of (De Schutter, 2002) where hardening cement pastes with 5 different values of
water/cement ratio are studied.
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The saturation degree s comes from the microporomechanical considerations (cf. (Dormieux
et al., 2006), p. 247); their usual result (verified by laboratory measurements) is the so-called
sorption isotherm, a real function s(pc) where pc is the capillary pressure, determined (in
general) as

pc = Ξ(pw, pv, pa)

for certain real function Ξ. For temperatures normally encountered in building structures
and for capillary saturation range (Gawin et al., 2006a), pp. 305 and 311, recommends the
simplified relation

pc = pv + pa − pw ,

justified by an exploitation of the entropy inequality by means of the Coleman-Noll method;
for more details and substantial generalizations see (Gray, 2000), p. 482.
To formulate the basic balance laws of classical thermodynamics, consequently the announced
system of partial differential or integral equations of evolution, let us introduce the simple
notation of (Vala, 2006), p. 33, applied to particular phases identified by indices ε ∈ {s,w,v, a}.
If ωε is a source corresponding to a scalar quantity ψε then the conservation of a scalar quantity
ψε reads

ψ̇ε + (ψεvε
i ),i = ωε ; (1)

this will be exploited in the following three sections.

3. Mass balance

For an arbitrary ε ∈ {s,w,v, a} let us insert a scalar quantity

ψε = ρε

and a corresponding source term ωε into (1) where

ωs = −μ̇h ,

ωw = μ̇h − μ̇e ,

ωv = μ̇e ,

ωa = 0.

To simplify our notations, we shall apply the Einstein summation convention for indices
from the set {1,2,3} without additional explanations, e. g. in the following equation the sum
over j ∈ {1,2,3} is omitted formally. The resulting system of partial differential equations of
evolution is

ρ̇s + (ρsvs
j ),j = −μ̇h ,

ρ̇w + (ρwvw
j ),j = μ̇h − μ̇e , (2)

ρ̇v + (ρvvv
j ),j = μ̇e ,

ρ̇a + (ρava
j ),j = 0.

Let us notice (here and similarly for other balance laws, too, without explicit comments) that
the system (2) contains the standard left-hand-side additive terms, well-known e. g. from
(Bermúdez de Castro, 2005), p. 4 (for one phase), and from (Dormieux et al., 2006), p. 9 (for
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more phases), supplied by the additional right-hand-side additive terms, containing variables
μh, determined from the hydration degree Γ, and μe, a priori unknown.
For the effective numerical calculations, finite element techniques (cf. (Efendiev et al., 2009),
p. 47) or finite volume ones (cf. (Efendiev et al., 2009), p. 52) should be applied. Therefore we
need to rewrite (2) (and analogous equations in the following sections) into the integral form,
able to include boundary conditions in a simple way. Let ∂Ω be the boundary of a domain Ω
in R3. Let us introduce the additional notation

(ς,ψ) :=
∫

Ω
ς(x)ψ(x)dx ,

�ς,ψ� :=
∫

∂Ω
ς(x)ψ(x)ds(x)

for any functions ς and ψ (integrable in the needed sense) where dx refers to the standard
Lebesgue measure and ds(x) to the surface Hausdorff measure. The integration by parts
(based on the Green-Ostrogradskii theorem) then gives

(ς, ρ̇s) + �ς,ρsvs
j νj� − (ς,j,ρsvs

j ) = −(ς, μ̇h) ,

(ς, ρ̇w) + �ς,ρwvw
j νj� − (ς,j,ρwvw

j ) = (ς, μ̇h − μ̇e) , (3)

(ς, ρ̇v) + �ς,ρvvv
j νj� − (ς,j,ρvvv

j ) = (ς, μ̇e) ,

(ς, ρ̇a) + �ς,ρava
j νj� − (ς,j,ρava

j ) = 0

for any test function ς (more precisely: sufficiently smooth, otherwise only in sense of
distributions, from an appropriate function space which may be problem-specific);

ν(x) = (ν1(x),ν2(x),ν3(x))

means the local unit outward normal vector on (sufficiently smooth) ∂Ω.

4. Momentum balance

The momentum balance includes the linear balance and the angular balance. Since we
consider a non-polar continuum, the second one forces only the symmetry of any Cauchy
stress tensor τ. It remains to apply the first one. For an arbitrary ε ∈ {s,w,v, a} and
(step-by-step) for particular i ∈ {1,2,3} let us insert a scalar quantity

ψε = ρεvε
i

and a corresponding source term

ωε = σε
ij,j + ρε(gi − aε

i + θε
i )

into (1) where
σs

ij = τij

for the solid phase and
σε

ij = −δij pε

for all other phases with ε ∈ {w,v, a}, the acceleration g = (g1, g2, g3) generates ρεg, the volume
density of a gravitational force, the acceleration aε = (aε

1, aε
2, aε

3), corresponding to the velocity
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from the set {1,2,3} without additional explanations, e. g. in the following equation the sum
over j ∈ {1,2,3} is omitted formally. The resulting system of partial differential equations of
evolution is

ρ̇s + (ρsvs
j ),j = −μ̇h ,

ρ̇w + (ρwvw
j ),j = μ̇h − μ̇e , (2)

ρ̇v + (ρvvv
j ),j = μ̇e ,

ρ̇a + (ρava
j ),j = 0.

Let us notice (here and similarly for other balance laws, too, without explicit comments) that
the system (2) contains the standard left-hand-side additive terms, well-known e. g. from
(Bermúdez de Castro, 2005), p. 4 (for one phase), and from (Dormieux et al., 2006), p. 9 (for
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more phases), supplied by the additional right-hand-side additive terms, containing variables
μh, determined from the hydration degree Γ, and μe, a priori unknown.
For the effective numerical calculations, finite element techniques (cf. (Efendiev et al., 2009),
p. 47) or finite volume ones (cf. (Efendiev et al., 2009), p. 52) should be applied. Therefore we
need to rewrite (2) (and analogous equations in the following sections) into the integral form,
able to include boundary conditions in a simple way. Let ∂Ω be the boundary of a domain Ω
in R3. Let us introduce the additional notation

(ς,ψ) :=
∫

Ω
ς(x)ψ(x)dx ,

�ς,ψ� :=
∫

∂Ω
ς(x)ψ(x)ds(x)

for any functions ς and ψ (integrable in the needed sense) where dx refers to the standard
Lebesgue measure and ds(x) to the surface Hausdorff measure. The integration by parts
(based on the Green-Ostrogradskii theorem) then gives

(ς, ρ̇s) + �ς,ρsvs
j νj� − (ς,j,ρsvs

j ) = −(ς, μ̇h) ,

(ς, ρ̇w) + �ς,ρwvw
j νj� − (ς,j,ρwvw

j ) = (ς, μ̇h − μ̇e) , (3)

(ς, ρ̇v) + �ς,ρvvv
j νj� − (ς,j,ρvvv

j ) = (ς, μ̇e) ,

(ς, ρ̇a) + �ς,ρava
j νj� − (ς,j,ρava

j ) = 0

for any test function ς (more precisely: sufficiently smooth, otherwise only in sense of
distributions, from an appropriate function space which may be problem-specific);

ν(x) = (ν1(x),ν2(x),ν3(x))

means the local unit outward normal vector on (sufficiently smooth) ∂Ω.

4. Momentum balance

The momentum balance includes the linear balance and the angular balance. Since we
consider a non-polar continuum, the second one forces only the symmetry of any Cauchy
stress tensor τ. It remains to apply the first one. For an arbitrary ε ∈ {s,w,v, a} and
(step-by-step) for particular i ∈ {1,2,3} let us insert a scalar quantity

ψε = ρεvε
i

and a corresponding source term

ωε = σε
ij,j + ρε(gi − aε

i + θε
i )

into (1) where
σs

ij = τij

for the solid phase and
σε

ij = −δij pε

for all other phases with ε ∈ {w,v, a}, the acceleration g = (g1, g2, g3) generates ρεg, the volume
density of a gravitational force, the acceleration aε = (aε

1, aε
2, aε

3), corresponding to the velocity
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vε = (vε
1,vε

2,vε
3), generates the volume density of an inertia force, and the acceleration θε

i =
(θε

1,θε
2,θε

3) generates the volume density due to mechanical interaction with other phases. The
total Cauchy stress, introduced (unlike the partial Cauchy stress τ) as

σ := σs + σw + σv + σa ,

then has the components
σij = τij − δij(pw + pv + pa) .

The Clapeyron law (see (Gawin et al., 2006a), p. 305) enables us to evaluate both gas pressures
pv and pa (consequently pv and pa, too) as certain functions pv(ρv,ϑv) and pa(ρa,ϑa).
Unfortunately, for the remaining pressure pw (or pw) we do not know such constitutive
relation.
In the linear momentum balance equations we need to calculate all velocities vε and
accelerations aε from corresponding displacements uε, ε ∈ {s,w,v, a}. By the chain rule we
have

vε
i (xε0, t) = u̇ε

i (xε0, t) + uε
i,j(xε0, t)vε

j (xε0, t) ,

aε
i (xε0, t) = v̇ε

i (xε0, t) + vε
i,j(xε0, t)vε

j (xε0, t) .

The terms uε
i,jv

ε
j and vε

i,jv
ε
j , can be understood in the sense of scalar products graduε · vε,

gradvε · vε by (Sanavia, 2001), p. 139 (though the construction of such general grad-operator
is not quite trivial). More precisely, the geometry of structured continua is described
using fiber bundles and Riemanian manifold in (Yavari & Marsden, 2009), p. 8. Another
approach, explained in (Bermúdez de Castro, 2005), p. 195, results in the ALE (“Arbitrary
Lagrangian-Eulerian”) formulations by (Bermúdez de Castro, 2005), p. 195. Nevertheless,
both such generalizations lead to complicated, reader-unfriendly expressions.
The classical constitutive relation for the solid phase between τ, us, vs, etc., considers
a linearized sufficiently small strain tensor and its additive decomposition into several
parts, typically to the linear elastic and the power-law viscoelastic (creep) ones, containing
facultative corrections due to microcracking, as in (Gawin et al., 2006a), p. 343, and (in more
details) in (Gawin et al., 2006b), p. 519, with help of special mechanical and chemical damage
parameters. The finite deformation theory needs some multiplicative decomposition of Fs in
the form

Fs = Fs1Fs2 . . . FsM

into a finite number M > 1 of matrix components; the constitutive relation is then
characterized by a function

τ(Fs1, . . . , FsM, Ḟs1, . . . , ḞsM, . . .) .

Especially in the case M = 2 (Sanavia et al., 2002), p. 143 combines the first standard reversible
elastic component with the second irreversible one from the Drucker-Prager plasticity model
with linear isotropic hardening, Neff (2008) combines elasticity with nonlocal linear kinematic
hardening due to dislocation interaction, etc. Recently Majorana (2010) suggests even M = 9,
taking into account i) elastic deformation, ii) plastic deformation, iii) damage, iv) cracking, v)
creep, vi) shrinkage, vii) lits, viii) thermal strain, ix) autogenous strain, covering most items
a)-e) from Introduction. However, for all simulation of real processes the theoretical extent of
such decomposition must be supported by the competence in the laboratory identification
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of needed material characteristics and in the estimate of their uncertainty, imported into
constitutive relations.
The evaluation of θs

i , θw
i , θv

i and θa
i for all i ∈ {1,2,3} comes from the Darcy law, whose general

(nonlinear) form, following (Dormieux et al., 2006), p. 50, based on the knowledge of certain
material functions F1, F2 and F3, valid for each ε ∈ {w,v, a}, is

vε
i − vs

i = Fε
i (θ

ε
1,θε

2,θε
3, pε,ηε) .

The special (linear) form of these relations, suggested in (Sanavia, 2001), p. 9 (this part of
(Sanavia, 2001) contains much more technical details than its later revision (Sanavia et al.,
2002)), is

Kε
ij(ρεθε

j − pε
,j) + κεηε(vε

i − vs
i ) = 0

where, for a fixed ε ∈ {w,v, a}, Kε
ij are components of a symmetric permeability matrix and

κε is a (positive) dynamic viscosity. Such constitutive relations have to be supplied by the
constraint by (Sanavia, 2001), p. 8,

θs
i + θw

i + θv
i + θa

i = 0.

The resulting system of partial differential equations of evolution, unified (for brevity) for all
ε ∈ {w,v, a} and i ∈ {1,2,3} is

(ρεvε
i )̇ + (ρεvε

i vε
j ),j = −pε

,i + ρε(gi − aε
i + θε

i ) . (4)

For the solid phase we receive similarly for all i ∈ {1,2,3}
(ρsvs

i )̇ + (ρsvs
i vs

j ),j = τij,j + ρs(gi − as
i + θw

i + θv
i + θa

i ) . (5)

We can see that for negligible values of all components of vs and θs (5) this result degenerates
to classical Cauchy equilibrium conditions, well-know in building statics (with zero as) and
dynamics (with nonzero as),

ρsas
i + τij,j = −ρsgi .

Let us repeat the approach with a test function ς from the previous section and apply it to (4)
and (5). For any i ∈ {1,2,3} the integration by parts with ε ∈ {w,v, a} gives

(ς, (ρεvε
i )̇) + �ς,ρεvε

i vε
j νj� − (ς,j,ρεvε

i vε
j ) (6)

= −�ς, pενi�+ (ς,i, pε) + (ς,ρε(gi − aε
i + θε

i )) ,

whereas for the solid phase the analogous result is

(ς, (ρsvs
i )̇) + �ς,ρsvs

i vs
j νj� − (ς,j,ρsvs

i vs
j ) (7)

= �ς,τijνj� − (ς,j,τij) + (ς,ρs(gi − as
i − θw

i − θv
i − θa

i ))

for any test function ς.
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3), generates the volume density of an inertia force, and the acceleration θε
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3) generates the volume density due to mechanical interaction with other phases. The
total Cauchy stress, introduced (unlike the partial Cauchy stress τ) as

σ := σs + σw + σv + σa ,

then has the components
σij = τij − δij(pw + pv + pa) .

The Clapeyron law (see (Gawin et al., 2006a), p. 305) enables us to evaluate both gas pressures
pv and pa (consequently pv and pa, too) as certain functions pv(ρv,ϑv) and pa(ρa,ϑa).
Unfortunately, for the remaining pressure pw (or pw) we do not know such constitutive
relation.
In the linear momentum balance equations we need to calculate all velocities vε and
accelerations aε from corresponding displacements uε, ε ∈ {s,w,v, a}. By the chain rule we
have

vε
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j , can be understood in the sense of scalar products graduε · vε,

gradvε · vε by (Sanavia, 2001), p. 139 (though the construction of such general grad-operator
is not quite trivial). More precisely, the geometry of structured continua is described
using fiber bundles and Riemanian manifold in (Yavari & Marsden, 2009), p. 8. Another
approach, explained in (Bermúdez de Castro, 2005), p. 195, results in the ALE (“Arbitrary
Lagrangian-Eulerian”) formulations by (Bermúdez de Castro, 2005), p. 195. Nevertheless,
both such generalizations lead to complicated, reader-unfriendly expressions.
The classical constitutive relation for the solid phase between τ, us, vs, etc., considers
a linearized sufficiently small strain tensor and its additive decomposition into several
parts, typically to the linear elastic and the power-law viscoelastic (creep) ones, containing
facultative corrections due to microcracking, as in (Gawin et al., 2006a), p. 343, and (in more
details) in (Gawin et al., 2006b), p. 519, with help of special mechanical and chemical damage
parameters. The finite deformation theory needs some multiplicative decomposition of Fs in
the form

Fs = Fs1Fs2 . . . FsM

into a finite number M > 1 of matrix components; the constitutive relation is then
characterized by a function

τ(Fs1, . . . , FsM, Ḟs1, . . . , ḞsM, . . .) .

Especially in the case M = 2 (Sanavia et al., 2002), p. 143 combines the first standard reversible
elastic component with the second irreversible one from the Drucker-Prager plasticity model
with linear isotropic hardening, Neff (2008) combines elasticity with nonlocal linear kinematic
hardening due to dislocation interaction, etc. Recently Majorana (2010) suggests even M = 9,
taking into account i) elastic deformation, ii) plastic deformation, iii) damage, iv) cracking, v)
creep, vi) shrinkage, vii) lits, viii) thermal strain, ix) autogenous strain, covering most items
a)-e) from Introduction. However, for all simulation of real processes the theoretical extent of
such decomposition must be supported by the competence in the laboratory identification
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of needed material characteristics and in the estimate of their uncertainty, imported into
constitutive relations.
The evaluation of θs

i , θw
i , θv

i and θa
i for all i ∈ {1,2,3} comes from the Darcy law, whose general

(nonlinear) form, following (Dormieux et al., 2006), p. 50, based on the knowledge of certain
material functions F1, F2 and F3, valid for each ε ∈ {w,v, a}, is

vε
i − vs

i = Fε
i (θ

ε
1,θε

2,θε
3, pε,ηε) .

The special (linear) form of these relations, suggested in (Sanavia, 2001), p. 9 (this part of
(Sanavia, 2001) contains much more technical details than its later revision (Sanavia et al.,
2002)), is

Kε
ij(ρεθε

j − pε
,j) + κεηε(vε

i − vs
i ) = 0

where, for a fixed ε ∈ {w,v, a}, Kε
ij are components of a symmetric permeability matrix and

κε is a (positive) dynamic viscosity. Such constitutive relations have to be supplied by the
constraint by (Sanavia, 2001), p. 8,

θs
i + θw

i + θv
i + θa

i = 0.

The resulting system of partial differential equations of evolution, unified (for brevity) for all
ε ∈ {w,v, a} and i ∈ {1,2,3} is

(ρεvε
i )̇ + (ρεvε

i vε
j ),j = −pε

,i + ρε(gi − aε
i + θε

i ) . (4)

For the solid phase we receive similarly for all i ∈ {1,2,3}
(ρsvs

i )̇ + (ρsvs
i vs

j ),j = τij,j + ρs(gi − as
i + θw

i + θv
i + θa

i ) . (5)

We can see that for negligible values of all components of vs and θs (5) this result degenerates
to classical Cauchy equilibrium conditions, well-know in building statics (with zero as) and
dynamics (with nonzero as),

ρsas
i + τij,j = −ρsgi .

Let us repeat the approach with a test function ς from the previous section and apply it to (4)
and (5). For any i ∈ {1,2,3} the integration by parts with ε ∈ {w,v, a} gives

(ς, (ρεvε
i )̇) + �ς,ρεvε

i vε
j νj� − (ς,j,ρεvε

i vε
j ) (6)

= −�ς, pενi�+ (ς,i, pε) + (ς,ρε(gi − aε
i + θε

i )) ,

whereas for the solid phase the analogous result is

(ς, (ρsvs
i )̇) + �ς,ρsvs

i vs
j νj� − (ς,j,ρsvs

i vs
j ) (7)

= �ς,τijνj� − (ς,j,τij) + (ς,ρs(gi − as
i − θw

i − θv
i − θa

i ))

for any test function ς.
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5. Energy balance

Let us introduce four (in general temperature-variable) heat capacities cε(ϑ) as prescribed
material characteristics and four heat fluxes qε = (qε

1,qε
2,qε

3) as additional variables. Similarly
to the mass balance, for an arbitrary ε ∈ {s,w,v, a}, let us insert a scalar quantity

ψε =
1
2

ρε(vε
i )

2 + ρεcεϑ

and a corresponding source term

ωε = (σε
ij,j + qε

i ),i + (ρε(gi − aε
i + θε

i )),i + �ε

into (1) where the exchange of energy between phases is accounted using the additive terms

�s = −μ̇hξh ,

�w = μ̇hξh − μ̇eξe ,

�v = μ̇eξe ,

�a = 0

with specific enthalpies ξh and ξe (introduced in (Bermúdez de Castro, 2005), p. 110): ξh that
of hydration (related to the mass unit of chemically bound water) and ξe that of evaporation,
following (Gawin et al., 2006a), p. 303. The resulting system of partial differential equations of
evolution is

(ρsvs
i vs

i + 2ρscsϑ)̇ + ((ρsvs
i vs

i + 2ρscsϑ)vs
j ),j

= 2τij,ij − 2qs
i,i + 2(ρs(gi − as

i − θw
i − θv

i − θa
i )),i − 2μ̇hξh ,

(ρwvw
i vw

i + 2ρwcwϑ)̇ + ((ρwvw
i vw

i + 2ρwcwϑ)vw
j ),j

= −2pw
i,i − 2qw

i,i + 2(ρw(gi − aw
i + θw

i )),i + 2μ̇hξh − 2μ̇eξe , (8)

(ρvvv
i vv

i + 2ρvcvϑ)̇ + ((ρvvv
i vv

i + 2ρscwϑ)vv
j ),j

= −2pv
i,i − 2qv

i,i + 2(ρv(gi − av
i + θv

i )),i + 2μ̇eξe ,

(ρava
i va

i + 2ρscsϑ)̇ + ((ρava
i va

i + 2ρscsϑ)va
j ),j

= −2pa
i,i − 2qa

i,i + 2(ρv(gi − aa
i + θa

i )),i .

All heat fluxes can be computed using the Fourier law by (Bermúdez de Castro, 2005), p. 42:
in general we have

qε
i + λε

ijϑ,j = 0

for every ε ∈ {s,w,v, a} and i ∈ {1,2,3} and prescribed material characteristics

λε
ij(ϑ,ϑ,1,ϑ,2,ϑ,3) .

Supposing that all these characteristics are independent of derivatives of ϑ, in the linearized
case the elements λij generate certain symmetrical matrix of real factors, allowed to be
functions of ϑ. Under the assumption of isotropy material we obtain moreover λij = λ∗δij
for some real factor λε∗(ϑ); this is just the crucial simplification of (Gawin et al., 2006a), p. 313,

qε
i = −λε∗ϑ,i .
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Repeating the approach with some test function ς again and applying it to (8), from the
integration by parts we obtain

(ς, (ρsvs
i vs

i + 2ρscsϑ)̇)

+ �ς, (ρsvs
i vs

i + 2ρscsϑ)vs
j νj� − (ς,j, (ρsvs

i vs
i + 2ρscsϑ)vs

j )

= 2�ς, (τij,j − 2qs
i )νi� − 2(ς,i,τij,j − 2qs

i )

+ 2�ς,ρs(gi − as
i − θw

i − θv
i − θa

i )νi� − 2(ς,i,ρs(gi − as
i − θw

i − θv
i − θa

i ))− 2(ς, μ̇hξh) ,

(ς, (ρwvw
i vw

i + 2ρwcwϑ)̇)

+ �ς, (ρwvw
i viws + 2ρwcwϑ)vw

j nuj� − (ς,j, (ρwvw
i vw

i + 2ρwcwϑ)vw
j )

= −2�ς, (pw
i + qw

i )νi�+ 2(ς,i, pw
i + qw

i )

+ 2�ς, (ρw(gi − aw
i + θw

i ))νi� − 2(ς,i,ρw(gi − aw
i + θw

i )) + 2(ς, μ̇hξh − μ̇eξe) , (9)

(ς, (ρvvv
i vv

i + 2ρvcvϑ)̇)

+ �ς, (ρvvv
i vv

i + 2ρvcvϑ)vv
j νj� − (ς,j,ρvvv

i vv
i + 2ρvcvϑ)vv

j )

= −2�ς, (pv
i + qv

i )νi�+ 2(ς,i, pv
i + qv

i )

+ 2�ς,ρv(gi − av
i + θv

i )νi� − 2(ς,i,ρv(gi − av
i + θv

i )) + 2(ς, μ̇eξe) ,

(ς, (ρava
i va

i + 2ρacaϑ)̇)

+ �ς, (ρava
i va

i + 2ρacaϑ)va
j )νj� − (ς,j,ρava

i va
i + 2ρacaϑ)va

j )

= −2�ς, (pa
i + qa

i )νi�+ 2(ς,i, pa
i + qa

i )

+ 2�ς,ρa(gi − aa
i + θa

i )νi� − 2(ς,i,ρa(gi − aa
i + θa

i )) .

for any test function ς.

6. Initial and boundary conditions

Since the class of admissible problems (moreover, not defined properly yet) is rather large, we
shall not try to create a list of all physically reasonable types boundary conditions. However,
the following considerations demonstrate the methods of implementation of boundary
conditions into above derived systems of evolution.
Let us remind the boundary integrals occurring in the integral forms of evolution equations.
Those from (3) contain functions

ρsvs
j νj , ρwvw

j νj , ρvvv
j νj , ρava

j νj ,

those from (6) and (7), in addition to functions

ρsvs
i vs

j νj , ρwvw
i vw

j νj , ρvvv
i vv

j νj , ρava
i va

j νj

also functions
τijνj , pwνi , pvνi , paνi ,

finally those from (9) functions in addition to functions

ρsvs
i vs

i vs
j νj , ρsvw

i vw
i vw

j νj , ρsvv
i vv

i vv
j νj , ρsva

i va
i va

j νj
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Repeating the approach with some test function ς again and applying it to (8), from the
integration by parts we obtain
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for any test function ς.

6. Initial and boundary conditions

Since the class of admissible problems (moreover, not defined properly yet) is rather large, we
shall not try to create a list of all physically reasonable types boundary conditions. However,
the following considerations demonstrate the methods of implementation of boundary
conditions into above derived systems of evolution.
Let us remind the boundary integrals occurring in the integral forms of evolution equations.
Those from (3) contain functions

ρsvs
j νj , ρwvw

j νj , ρvvv
j νj , ρava

j νj ,

those from (6) and (7), in addition to functions
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j νj , ρava
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still other functions

ρscsϑvs
j νj , ρwcwϑvw

j νj , ρvcvϑvv
j νj , ρacaϑva

j νj ,

τij,jνi , pw
i νi , pv

i νi , pa
i νi ,

qs
i νi , qw

i νi , qv
i νi , qa

i νi ,

ρsgiνi , ρwgiνi , ρvgiνi , ρagiνi ,

ρsas
i νi , ρwaw

i νi , ρvav
i νi , ρaaa

i νi ,

(ρw − ρs)θ
w
i νi , (ρv − ρs)θ

v
i νi , (ρa − ρs)θ

a
i νi .

Solutions of the resulting system of equations (3), (6), (7) and (9), supplied by needed
constitutive equations, should be included in certain spaces of abstract functions, mapping
each time t ≥ 0 to some Sobolev, Lebesgue, etc. function space S . Initial values of all
independent variables (whose appropriate choice will be discussed later) are supposed to be
prescribed in time t = 0. Boundary conditions on ∂Ω or its part for the resulting system of
equations (3), (6), (7) and (9), supplied by needed constitutive equations, can be then divided
into three groups:

a) conditions built in the definition of spaces V, usually prescribed values of abstract
functions from V on ∂Ω (in sense of traces) at any admissible time,

b) conditions exploiting the knowledge of above listed functions or their linear combinations,

c) other conditions.

All subsequent examples work with any x from ∂Ω or its certain part and with arbitrary time
t ≥ 0. The typical example of a) is

ϑ = ϑ∗
for the a priori known temperature ϑ∗(x, t). Another (technically more complicated, but
homogeneous) example of a) can be

ρviνi = 0

with the carefully defined “effective” velocity

vi := (ρsvs
i + ρwvw

i νi + ρava
i νi)/ρ .

The classical example of b), known even from elementary statics, is

σijνj = fi

with i ∈ {1,2,3} for the prescribed surface load

f (x, t) = ( f1(x, t), f2(x, t), f3(x, t)) .

Indirectly this is a boundary condition for u (or v, etc.), due to stress-strain constitutive
relations. Its analogy for heat transfer

qiνi = q∗
works with the total heat flux vector

q := ρsqs + ρwqw + ρvqv + ρaqa

for the prescribed heat flux q∗(x, t).
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One could expect a similar result for the total diffusive flux vector

r := ρw(vw
i − vs

i ) + ρv(vv
i − vs

i ) + ρa(va
i − vs

i ) ,

as applied in (Gawin et al., 2006a), p. 316, but this is limited by the facultative nonlinearity of
the Darcy law. If the form of Fε

i with i ∈ {1,2,3} and ε ∈ {w,v, a}. does not admit the explicit
evaluation of all corresponding vectors θε as linear combinations of vε − vs, we must refer
to c). In general, to satisfy such boundary conditions properly, additional techniques, as the
application of Lagrange multipliers, Kuhn-Tucker conditions, etc., are necessary.

7. Exact solutions and iterative algorithms

The mathematical solvability of engineering problems, whose formulation comes from
physically reasonable and transparent considerations, depends critically on the choice:

a) of the set of primary variables,

b) of the choice spaces S of functions, abstract functions, etc.,

c) of the proper formulation of boundary and initial conditions.

Nevertheless, our problem of early-age time-dependent behaviour of silicate composites
is rather complicated, thus most authors bring new versions of a), applying different
mathematical, physical and technical simplifications. From the most simple algebraic
relations, avoiding differential and integral calculus completely, referring to empirical
relations and selected statistical techniques, as presented in (Moon et al., 2005) or in (Bentz,
2008), through one evolution equation, usually of heat conduction, supplied by a lot of
empirical dependencies, justified by extensive experimental works, it is possible to trace
the development to such advanced physical and mathematical models, as to the system of
10 differential equations of evolution with 10 primary variables and numerous constitutive
relations in (Gawin et al., 2006b), p. 519.
To reduce the number of empirical relations, typically motivated by some micromechanical
considerations, but not fully compatible with quantitative lower-scale computations, we are
ready to work with 20 primary variables. In Mixture components we have introduced 20
variables R, V , P and ϑ. Only 2 of these variables, pv and pa, can be evaluated outside the
system of (differential or integral) equations of evolution. On the other hand, regardless of
the fact that the proper evaluation of Γ forces solution of an additional ordinary differential
equation, no constitutive relations are available just to μe and ϕ. This motivates us to reorder
our set of variables slightly, introducing

T = (θ, pw,μe, ϕ) .

Therefore we can take R, V and T as primary variables; finally we have 20 primary
variables and 20 equations in evolution: (2), (4) with (5) and (8), or (3), (6) with (7) and
(9), alternatively. We have noticed that the second version is much more frequently used
for numerical computations.
Because of the complexity of the problem, the mathematical verification of existence,
uniquiness, regularity etc. of solutions of initial and boundary problems, corresponding in the
case of weak solutions to (3), (6) with (7) and (9), or in the case of strong (classical) solutions to
(2), (4) with (5) and (8), due to admissible classes of initial and boundary conditions, contains
a lot of open questions. The crucial problem seems to be just in b), i. e. in the definition of
some spaces of (generalized) functions with the good properties, expected for the solutions.
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Indirectly this is a boundary condition for u (or v, etc.), due to stress-strain constitutive
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works with the total heat flux vector
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2008), through one evolution equation, usually of heat conduction, supplied by a lot of
empirical dependencies, justified by extensive experimental works, it is possible to trace
the development to such advanced physical and mathematical models, as to the system of
10 differential equations of evolution with 10 primary variables and numerous constitutive
relations in (Gawin et al., 2006b), p. 519.
To reduce the number of empirical relations, typically motivated by some micromechanical
considerations, but not fully compatible with quantitative lower-scale computations, we are
ready to work with 20 primary variables. In Mixture components we have introduced 20
variables R, V , P and ϑ. Only 2 of these variables, pv and pa, can be evaluated outside the
system of (differential or integral) equations of evolution. On the other hand, regardless of
the fact that the proper evaluation of Γ forces solution of an additional ordinary differential
equation, no constitutive relations are available just to μe and ϕ. This motivates us to reorder
our set of variables slightly, introducing

T = (θ, pw,μe, ϕ) .

Therefore we can take R, V and T as primary variables; finally we have 20 primary
variables and 20 equations in evolution: (2), (4) with (5) and (8), or (3), (6) with (7) and
(9), alternatively. We have noticed that the second version is much more frequently used
for numerical computations.
Because of the complexity of the problem, the mathematical verification of existence,
uniquiness, regularity etc. of solutions of initial and boundary problems, corresponding in the
case of weak solutions to (3), (6) with (7) and (9), or in the case of strong (classical) solutions to
(2), (4) with (5) and (8), due to admissible classes of initial and boundary conditions, contains
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Even a very special case with a liquid phase only, whose some important additive terms are
neglected, derived directly from (2), (4) and (8), namely

ρ̇w + (ρwvw
j ),j = 0,

(ρwvw
1 )̇ + (ρwvw

1 vw
j ),j = −pw

,1 + ρw(g1 − aw
1 ) ,

(ρwvw
2 )̇ + (ρwvw

2 vw
j ),j = −pw

,2 + ρw(g2 − aw
2 ) ,

(ρwvw
3 )̇ + (ρwvw

3 vw
j ),j = −pw

,3 + ρw(g3 − aw
3 ) ,

(ρwvw
i vw

i )̇ + ((ρwvw
i vw

i )v
w
j ),j = −2pw

i,i + 2(ρw(gi − aw
i )),i ,

generates (with standard constitutive relations) the so-called Navier-Stokes existence and
smoothness problem, one of the Millenium Prize Problems, formulated by the Clay Mathematics
Institute; for its complete definition see www.claymath.org/millennium/Navier-Stokes Equations/
Official Problem Description.pdf.
Although the formal solvability of Navier-Stokes equations is not clear, various methods have
been developed successfully to analyze their approximate solutions. This can motivated
us to the design of an iterative algorithm for numerical simulation of our much more
complex physical (and chemical) process, clearly with expected difficulties in any convergence
analysis. The precise form of such iterative algorithm, constructing, step-by-step in time, a
finite-dimensional approximation of solution of (3), (6) with (7) and (9), depends substantially
on c), discussed briefly in the previous section. However, the main idea, coming from some
finite element or finite volume technique and from the Rothe method of discretization in time,
at least at a finite time interval, can be:

1. set R, V and T by the initial conditions at t = 0,

2. add a time step length to t, preserving R, V and T ,

3. solve R from some linearized version of (3), evaluate the correction εR of R,

4. solve V from the linearized version of (6 and 7), evaluate the correction εV of V ,

5. solve T from the linearized version of (9), evaluate the correction εT of T ,

6. if εR, εV and εT are sufficiently small, return to 3,

7. if the final time is reached, stop the computation, otherwise return to 2.

Evidently, preconditioning, mesh adaptivity, stabilization techniques and other technical
manipulations are useful to be implemented into such algorithm to force its robustness and
effectivity.

8. Computational simulations

Most non-trivial physical and technical studies of the problems of early-age behaviour of
silicate composites, or (in particular) of concrete, of mortar pastes, etc., include or refer
to some numerical experiment, modelling or simulation, applying finite element or finite
(control) volume (rarely finite difference or meshless) techniques together with methods for
time discretization, as that of lines, of characteristics or of discretization in time, including
some microstructural data. However, no specialized commercial or research software code
concentrated to such problems is available; one could expect that the complete development
of such a code (in such languages for scientific computing as Fortran or C++) would be
expensive and time-consuming and would require a team of specialists in many fields of
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knowledge, including those outside information technologies. This results in the following
rough classification of typically applied software packages:

– commercial software for HAM analysis as WUFI (Fraunhofer Institut Holzkirchen) or
DELPHIN (Technische Universität Dresden),

– large commercial software systems as ANSYS, ABAQUS, etc. (not very flexible, offering
only weak support for specific properties of silicate composites)

– specialized software for computations in civil engineering, namely ATHENA (Červenka
Consulting Prague) for calculations of strain and stress distributions in concrete structures
at various stages of their existence, including the concrete/reinforcement cooperation, the
prediction of fracture and the behaviour under extreme loads, or CESAR-LCPC (Ram
Caddsys Chennai, India) for mechanical, structural and geotechnical calculations involving
even certain analysis of phenomena associated with young hardening concrete,

– user-friendly environment MATLAB/COMSOL for the support of development of original
software.

(a) (b)

Fig. 1. Distribution of: (a) ϑ(x1, x2) for fixed x3 at t = 24s, (b) ϑ(x1, x2) for fixed x3 at t = 96s.

The attempts to predict long-time properties of concrete and other silicate mixtures from the
proper analysis of physical and chemical processes during their hardening at the Faculty of
Civil Engineering of Brno University of Technology have its own history, involving all above
sketched approaches. The original software is in progress, being still far from covering all
above discussed micro- and macrostructural aspects. For illustration see (Vala et al., 2009) with
numerical simulation of the time-variable thermomechanical behaviour of a massive concrete
bridge structure in the Czech Republic (2.5 m thick slab has been formed in 5 layers in 5 time
periods) during first 45 hours of its existence; the thermochemical evaluation of hydration
heats corresponds to 9 dominant minerals included in the Portland cement.
Another practical example (not published yet) refers to a massive concrete foundation,
prepared for the vibrational compactor. Fig. 1-3 document the temperature development
in time, using the isotherms for t ∈ {24,96,144,312,408}s (where their redistribution seems to
be most interesting) in one half of a typical cut through such structure, built in successive time
steps.
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4. solve V from the linearized version of (6 and 7), evaluate the correction εV of V ,
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heats corresponds to 9 dominant minerals included in the Portland cement.
Another practical example (not published yet) refers to a massive concrete foundation,
prepared for the vibrational compactor. Fig. 1-3 document the temperature development
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(a) (b)

Fig. 2. Distribution of: (a) ϑ(x1, x2) for fixed x3 at t = 144s, (b) ϑ(x1, x2) for fixed x3 at
t = 312s.

9. Conclusion

We have derived a rather general (but physically transparent) model of thermomechanical
behaviour of early-age silicate composites, including four phases, their interactions and phase
changes. The related software experiments, motivated from building practice, exploit, up to
now, only a minor part of this model.
We have mentioned some mathematical and numerical difficulties, reflected in the intricacy
of software codes. From the practical point of view, even more unpleasant complication are
connected with the (often unstable and ill-conditioned) inverse problems of identification
of material characteristics, typically as nonlinear functions of several variables, in their
reliability and correlation with (often only qualitative) microstructural information – cf. (Aly
& Sanjayan, 2009) and Chap. 15 of (Kosmatka et al., 2002), called Volume Changes of Concrete.
Simultaneously still other generalization, not built in our theory explicitly, are needed in
practically motivated technical calculation, as thermal radiation of buildings, discussed in
(Šťastnı́k, 2007), or nonlocal modelling of micro- and macrocracking and damage by (Kozák
& Vlček, 2005). Continued research seems to require more expensive both laboratory
equipments and computer hardware and software, thus its extent depends on the grant
support of some complex research project, as that mentioned in Introduction, in the near future.
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Fig. 3. Distribution of ϑ(x1, x2) for fixed x3 at t = 408s
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Fig. 2. Distribution of: (a) ϑ(x1, x2) for fixed x3 at t = 144s, (b) ϑ(x1, x2) for fixed x3 at
t = 312s.

9. Conclusion

We have derived a rather general (but physically transparent) model of thermomechanical
behaviour of early-age silicate composites, including four phases, their interactions and phase
changes. The related software experiments, motivated from building practice, exploit, up to
now, only a minor part of this model.
We have mentioned some mathematical and numerical difficulties, reflected in the intricacy
of software codes. From the practical point of view, even more unpleasant complication are
connected with the (often unstable and ill-conditioned) inverse problems of identification
of material characteristics, typically as nonlinear functions of several variables, in their
reliability and correlation with (often only qualitative) microstructural information – cf. (Aly
& Sanjayan, 2009) and Chap. 15 of (Kosmatka et al., 2002), called Volume Changes of Concrete.
Simultaneously still other generalization, not built in our theory explicitly, are needed in
practically motivated technical calculation, as thermal radiation of buildings, discussed in
(Šťastnı́k, 2007), or nonlocal modelling of micro- and macrocracking and damage by (Kozák
& Vlček, 2005). Continued research seems to require more expensive both laboratory
equipments and computer hardware and software, thus its extent depends on the grant
support of some complex research project, as that mentioned in Introduction, in the near future.
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1. Introduction 
To day, investigation of mass transfer between a drop and a surrounding medium is one of 
the most promising and at the same time the most complicated fields of research. The 
relevance of these investigations should be attributed to the fact that drops participate in 
many technological processes including extraction, mixing, dissolution, etc. The complexity 
of studies is caused by small dimensions and spherical shape of the drops which severely 
restricts the possibilities of experimental investigation (Henschke & Pfennig , 1999; Agble & 
Mendes-Tatsis, 2000; Kosvintsev & Reshetnikov, 2001; Amar et al., 2005; Waheed et al, 2002). 
As a result the majority of studies into the process of mass transfer between a drop and an 
ambient fluid cover theoretical aspects of the problem and are based on different 
simplifications and assumptions on the character and the level of interaction between mass 
transfer mechanisms (Myshkis. et al, 1987; Subramanian et al., 2001; Bratukhin et al., 2001). 
Therefore the results of these studies require experimental verification especially in the case 
of surfactant diffusion, which can locally change the surface tension at the interface and 
initiate the solutocapillary motion even in initially homogeneous solutions (Wegener et al., 
2007, 2009a, 2009b; Burghoff & Kenig, 2006). 
The character of interaction between buoyancy and capillary convections generally strongly 
depends on the gravity level. At most times it is suggested that the buoyancy plays the main 
role under normal gravity and that the capillary forces dominate in microgravity conditions. 
However at normal gravity conditions the free convection motion provides conditions for 
recovering the percentage composition of the liquid mixtures near the interface. With 
reduction in the gravity level the outflow of both the diffusing component and depleted 
mixture decreases. Lowering of the concentration gradient normal to the interface reduces 
the probability of formation of the concentration inhomogeneities along this boundary. 
Therefore the possibility for the occurrence of solutocapillary motion during mass transfer 
processes under microgravity conditions is still an open question. 
In the autumn of 2007 the space experiment "Diffusion of a surfactant from a drop" was 
carried out during the orbital flight of the spacecraft Foton-M3 (Kostarev et al., 2010). The 
performed experiment was aimed at studying the development of the capillary convection 
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the most promising and at the same time the most complicated fields of research. The 
relevance of these investigations should be attributed to the fact that drops participate in 
many technological processes including extraction, mixing, dissolution, etc. The complexity 
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restricts the possibilities of experimental investigation (Henschke & Pfennig , 1999; Agble & 
Mendes-Tatsis, 2000; Kosvintsev & Reshetnikov, 2001; Amar et al., 2005; Waheed et al, 2002). 
As a result the majority of studies into the process of mass transfer between a drop and an 
ambient fluid cover theoretical aspects of the problem and are based on different 
simplifications and assumptions on the character and the level of interaction between mass 
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Therefore the results of these studies require experimental verification especially in the case 
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depends on the gravity level. At most times it is suggested that the buoyancy plays the main 
role under normal gravity and that the capillary forces dominate in microgravity conditions. 
However at normal gravity conditions the free convection motion provides conditions for 
recovering the percentage composition of the liquid mixtures near the interface. With 
reduction in the gravity level the outflow of both the diffusing component and depleted 
mixture decreases. Lowering of the concentration gradient normal to the interface reduces 
the probability of formation of the concentration inhomogeneities along this boundary. 
Therefore the possibility for the occurrence of solutocapillary motion during mass transfer 
processes under microgravity conditions is still an open question. 
In the autumn of 2007 the space experiment "Diffusion of a surfactant from a drop" was 
carried out during the orbital flight of the spacecraft Foton-M3 (Kostarev et al., 2010). The 
performed experiment was aimed at studying the development of the capillary convection 
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during surfactant diffusion. In the framework of terrestrial simulation of the next space 
experiment we carried out a series of laboratory tests to provide insight into the nature of 
surfactant transfer from the liquid to the drop in a thin horizontal layer. The main results of 
our space and terrestrial investigations of mass transfer between a drop and a surrounding 
medium are presented below. 

2. Experimental apparatus and technique 
In terrestrial simulation of microgravity conditions the use of the horizontal liquid layer of 
small thickness gave us twofold benefits. First, it allowed a maximum reduction of intensity 
of the gravitational flow and second it allowed us to use a specific experimental technique – 
generation of a drop in the form of a short and wide vertical cylinder. The drop is bounded 
at the top and the bottom by the solid surfaces and has a free lateral surface which offers 
new possibilities for visualization of the surfactant distribution inside and outside the drop 
by means of optical methods. During laboratory experiments we investigated diffusion of 
isopropyl alcohol (used as a surfactant) from the drop of its mixture with chlorobenzene to 
the surrounding water (section 3, dissolving drop) or contrariwise from its ambient aqueous 
solution to the drop of chlorobenzene (section 5, absorbing drop). The isopropyl alcohol is 
lighter than water, which, in turn, has a lower density than chlorobenzene. All fluids and 
their solutions used in tests were transparent. The isopropyl alcohol is well soluble both in 
water and chlorobenzene, although the magnitudes of its solubility in these fluids differ 
essentially. In particular, an equilibrium distribution of alcohol between the solution and the 
drop is reached when its concentration in water С0 and chlorobenzene Cd is 10% and 1.2%, 
respectively (Fig. 1). The limiting solubility of pure chlorobenzene in water is as low as 
0.05% at 30ºC and that of water in chlorobenzene is even lower. However, the reciprocal 
solubility of these two fluids increases with a growth of alcohol concentration in both fluids. 
Therefore, at low surfactant concentrations the absorbing drop during mass transfer adds 
only one component of the mixture – alcohol, whereas at high concentrations we might 
expect generation of appreciable counter-flows of the base fluids.  
Visualization of the surfactant distribution was made with the help of the Fizeau 
interferometer (Gustafson et al., 1968; Kostarev & Pshenichnikov, 2004). In accordance with 
the goals of experiment the interferometer was subjected to modernization, which consisted 
in creation of an additional unit including mirror 9 tilted at an angle of 45о to the laser beam 
axis, cuvette with a horizontal fluid layer 6 and video camera 8 to record the transmitted-
light image of the drop (Fig. 2). The axis of rotation of the unit coincided with the optical 
axis of the parallel beam formed by collimator 5 of the interferometer. The center of the 
mirror and the beam axis also coincided in such a way that the laser beam was 
perpendicular to the plane layer containing the drop at any orientation of the cuvette with 
respect to the vector of the gravitational force. The selected scheme of the experimental 
setup enabled us to control the intensity of the gravitational action by way of changing the 
angle of inclination of the plane layer. However it also required an additional adjustment for 
horizontal positioning of the layer achieved with the error of less than 30′′.  
The interferometer cell in the form of rectangular parallelepiped 1.2 mm thick, 90 mm length 
and 50 mm width was used to create an element of an infinite thin horizontal layer. The 
surfactant distribution in the liquid layer inside the cell was visualized on its wide side. In 
the isothermal case the results of visualization of the concentration inhomogeneities in the 
fluid solutions were obtained as a system of interference bands, representing isolines of 
equal optical path length. In case of the mixture composition varies only across the 
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transmitted light beam the interference bands could be identified with certain values of the 
surfactant concentration. Thus, for the layer 1.2 mm thick a transition from one band to 
another corresponded to a variation in the alcohol content in water from 0.27% at С0 = 5% to 
0.81% at С0 = 45% (Zuev & Kostarev, 2006). For the chlorobenzene mixture a similar 
transition occurred due to a change in the alcohol concentration by 0.10%. The initial 
diameter D0 of the cylindrical drops injected into the liquid layer with a medical syringe 
varied from 3 to 9 mm. The ambient temperature of experiments was (23±1)°С. 
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Fig. 1. Equilibrium concentration of isopropyl alcohol in the drop versus its concentration in 
the surrounding solution 
 

 
Fig. 2. Schematics of the experimental setup: 1 — laser; 2 — rotating mirror; 3 — micro-lens; 
4 — semi-transparent mirror; 5 — lens-collimator; 6 — plane layer with a drop; 7 and 8 — 
video cameras, 9 — tilting mirror 

3. Surfactant diffusion from drop (terrestrial simulation) 
For investigation of surfactant dissolution process we used the chlorobenzene drops with he 
initial mass concentration of the isopropyl alcohol Cd ranged from 1% to 20%. A typical 
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series of interferograms of the concentration field generated around a dissolving drop of the 
mixture containing surfactant is shown in Fig. 3. It is seen that the process of surfactant 
diffusion begins concurrently with the formation of the drop (Fig. 3,a) and even earlier and 
has three-dimensional character despite a small thickness of the layer and its horizontal 
position. The alcohol, escaping from the drop, did not have time to mix with water due to a 
low diffusion and therefore it floated up forming a thin layer along the upper boundary of 
the cell. A similar situation could be observed inside the drop — chlorobenzene, which had 
already got rid of the alcohol, sank along the lateral walls of the drop and moved along the 
bottom towards its center. As a result, vertical gradients of the surfactant concentration were 
formed both in the drop and in the layer. Capillary convection occurred practically 
immediately after formation of the drop. It developed in the form of three-dimensional 
nonstationary cells symmetrically formed at both sides of the interface. In a short time the 
size of the cells became comparable with the drop radius, which provided conditions for a 
rapid decrease of the surfactant concentration due to a continuing transfer of the mixture 
from the central region of the drop to the interface. Note that the capillary flow had a rather 
weak effect on the gravitational flow responsible for the propagation of the concentration 
front in a direction away from the drop boundary (such level of the interaction manifests 
itself in a dramatic distinction between two types of the convective motion shown in 
Fig. 3,b). At the same time, the boundary of the concentration front had still the traces of the 
originating cell flow (Figs. 3,b–3,d).  
A decrease of the surfactant content in the drop smoothed down the concentration 
differences at the interface and the capillary flow decayed. After this the evolution of the 
concentration field was governed solely by the buoyancy force, which essentially simplified 
its structure (Fig. 3,c). As long as the amount of surfactant in the drop remained rather high, 
regeneration of the vertical solutal stratification at the interface led again to the development 
of the intensive capillary convection (Fig. 3,d). However, the arising cell motion continued 
for no more than a few seconds and was followed by the gravitational flow with essentially 
lower characteristic velocities. Depending on the initial surfactant concentration the number 
of such "outbursts" of the capillary convection could vary in the range from one or two at 
Сd = 5% to eight at Сd = 20% (it is to be noted that the number of outbursts markedly varied 
from test to test at the same value of Сd). The period of the alternation of different 
convective flow patterns was rather short (it lasted approximately two minutes at Сd = 20% 
for a drop with D0 = 5.6 mm). Completion of the surfactant dissolution from the drop 
proceeded under conditions of quasi-diffusion. Depending on the values of Сd and D0 the 
time of full dissolution varied from 7 to 10 minutes, which was tens times shorter than the 
characteristic times of diffusion.  
At described series of interferograms the transmitted beam passed through the optical 
medium, whose properties were changing along direction of the light propagation. This 
rendered the interpretation of the current interference pattern impossible (because in the 
considered situation it was the main source of information concerning the two unknown 
quantities — the amount and extent of the concentration inhomogeneity). On the other 
hand, the visualized distribution of the isolines of equal optical path length was formed by 
the field of surfactant concentration which enabled us to watch its propagation throughout 
the cell volume, to estimate the intensity of its variation using the rate of change of the 
interference bands at the selected points (e.g. in drop center) and also to define the 
characteristic times of the main stages of the dissolution process (Kostarev et al., 2007).  
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c) f) 

Fig. 3. Distribution of concentration during dissolution of the alcohol from the drop. 
D0 = 4.7 mm with Сd = 15% in a horizontal layer 1.2 mm thick. t, sec: 1 (а), 7 (b), 13 (c), 15 (d), 
49 (e), 580 (f) 

In view of the fact that on the interferogram a transition from one interference band to 
another cannot be correlated with a certain variation of the concentration value, the 
relationships describing evolution of the concentration field will be presented without 
revaluation, i.e. as time variation of the number of interference bands N at the selected 
points. However we propose to retain the term "distribution of concentration" for discussion 
of the visualization results bearing yet in mind that the field structure is three-dimensional. 
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series of interferograms of the concentration field generated around a dissolving drop of the 
mixture containing surfactant is shown in Fig. 3. It is seen that the process of surfactant 
diffusion begins concurrently with the formation of the drop (Fig. 3,a) and even earlier and 
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low diffusion and therefore it floated up forming a thin layer along the upper boundary of 
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already got rid of the alcohol, sank along the lateral walls of the drop and moved along the 
bottom towards its center. As a result, vertical gradients of the surfactant concentration were 
formed both in the drop and in the layer. Capillary convection occurred practically 
immediately after formation of the drop. It developed in the form of three-dimensional 
nonstationary cells symmetrically formed at both sides of the interface. In a short time the 
size of the cells became comparable with the drop radius, which provided conditions for a 
rapid decrease of the surfactant concentration due to a continuing transfer of the mixture 
from the central region of the drop to the interface. Note that the capillary flow had a rather 
weak effect on the gravitational flow responsible for the propagation of the concentration 
front in a direction away from the drop boundary (such level of the interaction manifests 
itself in a dramatic distinction between two types of the convective motion shown in 
Fig. 3,b). At the same time, the boundary of the concentration front had still the traces of the 
originating cell flow (Figs. 3,b–3,d).  
A decrease of the surfactant content in the drop smoothed down the concentration 
differences at the interface and the capillary flow decayed. After this the evolution of the 
concentration field was governed solely by the buoyancy force, which essentially simplified 
its structure (Fig. 3,c). As long as the amount of surfactant in the drop remained rather high, 
regeneration of the vertical solutal stratification at the interface led again to the development 
of the intensive capillary convection (Fig. 3,d). However, the arising cell motion continued 
for no more than a few seconds and was followed by the gravitational flow with essentially 
lower characteristic velocities. Depending on the initial surfactant concentration the number 
of such "outbursts" of the capillary convection could vary in the range from one or two at 
Сd = 5% to eight at Сd = 20% (it is to be noted that the number of outbursts markedly varied 
from test to test at the same value of Сd). The period of the alternation of different 
convective flow patterns was rather short (it lasted approximately two minutes at Сd = 20% 
for a drop with D0 = 5.6 mm). Completion of the surfactant dissolution from the drop 
proceeded under conditions of quasi-diffusion. Depending on the values of Сd and D0 the 
time of full dissolution varied from 7 to 10 minutes, which was tens times shorter than the 
characteristic times of diffusion.  
At described series of interferograms the transmitted beam passed through the optical 
medium, whose properties were changing along direction of the light propagation. This 
rendered the interpretation of the current interference pattern impossible (because in the 
considered situation it was the main source of information concerning the two unknown 
quantities — the amount and extent of the concentration inhomogeneity). On the other 
hand, the visualized distribution of the isolines of equal optical path length was formed by 
the field of surfactant concentration which enabled us to watch its propagation throughout 
the cell volume, to estimate the intensity of its variation using the rate of change of the 
interference bands at the selected points (e.g. in drop center) and also to define the 
characteristic times of the main stages of the dissolution process (Kostarev et al., 2007).  

Surfactant Transfer in Multiphase Liquid Systems  
under Conditions of Weak Gravitational Convection 

 

71 

 

a) d) 

 
    

b) e) 

 
    

c) f) 

Fig. 3. Distribution of concentration during dissolution of the alcohol from the drop. 
D0 = 4.7 mm with Сd = 15% in a horizontal layer 1.2 mm thick. t, sec: 1 (а), 7 (b), 13 (c), 15 (d), 
49 (e), 580 (f) 

In view of the fact that on the interferogram a transition from one interference band to 
another cannot be correlated with a certain variation of the concentration value, the 
relationships describing evolution of the concentration field will be presented without 
revaluation, i.e. as time variation of the number of interference bands N at the selected 
points. However we propose to retain the term "distribution of concentration" for discussion 
of the visualization results bearing yet in mind that the field structure is three-dimensional. 
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Fig. 4. Time variation of surfactant concentration in center of a drops with diameter of 
D0 = 5.0 mm at different initial surfactant concentrations: Сd, %: 10 (1); 15 (2); 20 (3) 
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Fig. 5. Time variation of concentration of surfactant for drops at Сd = 15% with different 
initial diameters D0, mm: 4.2 (1); 6.2 (2); 8.8 (3) 

As it is evident from the presented interferograms, the process of surfactant dissolution 
from the drop proceeds in a quite symmetrical manner, suggesting that at the center of the 
drop concentration of the surfactant is kept maximal. Fig. 4 shows its variation with time for 
drops having close diameters but different initial surfactant concentration. It is readily seen 
that over the selected range of Сd the obtained curves coincide. Since observation of the drop 
has been made up to the moment of complete surfactant dissolution, such behavior of the 
curves means that by the time of first measurements, coinciding with the time of cessation of 
the intensive Marangoni convection (see Fig. 3,c), the content of the surfactant at the center 
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of the drops with different Сd reaches the same value. From this observation follows the 
conclusion that a reduction of the difference in the initial surfactant content between 
different drops (even by two times) occurs at the stage of their formation and development 
of intensive capillary motion, i.e. during the first 10–12 seconds elapsed after the start of 
surfactant dissolution. 
As we know now, in a horizontal layer, over a rather wide range of Сd variation of 
surfactant concentration in the drops is described by the same relationship, no matter how 
many "outbursts" of capillary convection interrupting the gravitational mode of dissolution 
have occurred. Therefore it is of interest to us to investigate variation of surfactant 
concentration at the center for drops with different initial diameters (Fig. 5). As might be 
expected the time of complete withdrawal of the surfactant increases with the size of the 
drop.  
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Fig. 6. Time variation of concentration front position for drops with different initial 
surfactant concentrations: C0, %: 1 (1), 3 (2), 5 (3), 10 (4), 15 (5), 20 (6), 30 (7) 

The experiments made have revealed also some specific features of the dissolution process 
for drops with a low content of the surfactant. Among these is the non-linear dependence of 
the diffusion front velocity on the surfactant concentration (curves 2 and 3 in Fig. 6). It has 
been found that intensification of the dissolution is caused by the oscillations of the free 
surface of a quiescent drop, which occurs due to a periodic onset of the local capillary 
convection at low alcohol concentrations (Сd ~ 3-5%). Further increase in the initial 
surfactant concentration results in cessation of the surface oscillations (by this time the 
Marangoni convection spreads over the whole surface of the drop), which reduces the rate 
of dissolution (at Сd from 7 to 11%, curve 4). It should be noted that similar periodic 
ejections of the surfactant from the interface at small values of Сd can be observed in the case 
of free (spherical) drops of a binary mixture which dissolves in hydroweightlessness 
conditions (Plateau technique). They occur as weak vertical oscillations of the drop or as 
periodic up-and-down motions of the emulsion over the drop surface (at Сd ~1%) (Kostarev, 
2005). 
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of the drops with different Сd reaches the same value. From this observation follows the 
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different drops (even by two times) occurs at the stage of their formation and development 
of intensive capillary motion, i.e. during the first 10–12 seconds elapsed after the start of 
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As we know now, in a horizontal layer, over a rather wide range of Сd variation of 
surfactant concentration in the drops is described by the same relationship, no matter how 
many "outbursts" of capillary convection interrupting the gravitational mode of dissolution 
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concentration at the center for drops with different initial diameters (Fig. 5). As might be 
expected the time of complete withdrawal of the surfactant increases with the size of the 
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The experiments made have revealed also some specific features of the dissolution process 
for drops with a low content of the surfactant. Among these is the non-linear dependence of 
the diffusion front velocity on the surfactant concentration (curves 2 and 3 in Fig. 6). It has 
been found that intensification of the dissolution is caused by the oscillations of the free 
surface of a quiescent drop, which occurs due to a periodic onset of the local capillary 
convection at low alcohol concentrations (Сd ~ 3-5%). Further increase in the initial 
surfactant concentration results in cessation of the surface oscillations (by this time the 
Marangoni convection spreads over the whole surface of the drop), which reduces the rate 
of dissolution (at Сd from 7 to 11%, curve 4). It should be noted that similar periodic 
ejections of the surfactant from the interface at small values of Сd can be observed in the case 
of free (spherical) drops of a binary mixture which dissolves in hydroweightlessness 
conditions (Plateau technique). They occur as weak vertical oscillations of the drop or as 
periodic up-and-down motions of the emulsion over the drop surface (at Сd ~1%) (Kostarev, 
2005). 
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c) f) 

Fig. 7. Distribution of concentration during dissolution of the alcohol from the drop  
D0 = 5.1 mm with Сd = 10% in the inclined layer, 1.2mm thick. Angle of inclination α = 9°.  
 t, sec: 1 (а), 4 (b), 15 (c), 35 (d), 62 (e), 111 (f) 

Since our interest in dissolution of a drop in a thin horizontal layer is primarily dictated by 
the prospects for simulation of the diffusion processes in liquid systems with non-uniform 
distribution of surfactants in microgravity, it seems reasonable to give special attention to a 
change in the structure of the concentration field in a slightly inclined layer. Shown in Fig. 7 
are the series of interferograms of the concentration field generated during surfactant 
dissolution from the drop in the layer inclined at an angle α = 9°. 
As in the case of a horizontal layer, the diffusion of the surfactant began already in the 
course of drop formation (Figs. 7,a–7,b) and the alcohol escaping from the drop spread 
chiefly in the direction of layer rising (Fig. 7,c). The concentration field inside the drop also 
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underwent rearrangement — the zone of maximum surfactant concentration shifted and 
ceased to coincide with the geometrical center of the drop (Fig. 7,d). Although the capillary 
convection is formally independent of the direction and the magnitude of gravitational 
force, nonetheless the latter has indirect effect on the process. An "outburst" of the 
Marangoni convection began at the upper part of the drop, accumulating alcohol, which had 
already permeated through the drop surface but had not left it yet (Fig. 7,e). Thereafter the 
wave of the capillary motion began to spread downward along the interface. As in the 
previous case, the process of dissolution ceased in a quasi-diffusion mode, during which the 
center of the concentration field remained shifted relative the drop center (Fig 7,f). 
The tests demonstrated that despite the rearrangement of the concentration field the 
intensity of mass transfer from the drop does not change with increasing α (at least up to α ~ 
12°). Evidently this is because the change in the concentration field is nothing but its 
displacement as a whole with respect to the drop center at a distance proportional to the 
angle of inclination (Fig. 8). In this case, a decrease in the total flux of the surfactant from the 
lower part of the drop into the surrounding medium is compensated by an increase of the 
flux from the upper part.  
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Fig. 8. Displacement of the concentration field center in the drop relative its center during 
surfactant dissolution in the inclined layer. D0 ~ 5.0 mm; Сd = 10% 

4. Surfactant diffusion from drop (space experiment) 
4.1 Experimental setup 
To obtain the drop in microgravity conditions we used a mixture containing 85% (by mass) 
of chlorobenzene and 15% of isopropyl alcohol. The distilled water was used as a fluid 
surrounding the drop. To prevent air bubble formation during long-time storage in 
microgravity conditions the water and the binary mixture before pouring into the cuvette 
were degassed by heating them for a long time up to the boiling point. For our experiment 
we designed and manufactured a small-scale Fizeau interferometer (Fig. 9) (Kostarev et al., 
2007). 
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Fig. 9. Scheme of the setup for studying heat/mass transfer processes in microgravity 
conditions: 1 — laser; 2 —micro-lens; 3 — semi-transparent mirror; 4 — lens-collimator; 
5—Hele-Show cell with a drop; 6 and 7 — video cameras, 8 – device for drop formation 
The collimator block of the interferometer consisting of microlens 2, semitransparent mirror 
3, and lens-collimator 4 generated a plane-parallel coherent light beam of diameter 38 mm, 
emerging from a semiconductor laser 1. The interferometer was equipped with two analog 
video cameras 6 and 7, operating respectively with the reflected beam and the beam 
transmitted through the cuvette 5. Camera 6 registered the interferograms of the 
temperature and concentration fields in the whole volume of the cuvette and camera 7 was 
intended to make more detailed records of the process evolution in the central part of the 
cuvette. The frequency of both cameras was 25 frames a second and the resolving power 
was 540×720 lines. 
For experimental cuvette we chose the Hele-Shaw cell, which was a thin gap 1.2 mm thick 
between two plane-parallel glass plates l with semitransparent mirror coating (Fig. 10). The 
cell was encased in a metal frame 2 and formed a working cell of the interferometer adjusted 
to a band of the infinite width. The insert 3 placed in the gap had a hollow, which was used 
as a cuvette working cavity 35 mm in diameter. The cavity was filled with a base fluid 
through the opening 4 which was then used to locate a thermal expansion compensator 5. A 
drop of a binary mixture was formed with the help of a needle of medical syringe which 
was placed along the cavity diameter. The needle was connected to the binary mixture 
supply system, which included a bellows for a liquid mixture, multi-step engine with a cam 
gear, and a device for needle decompression. The backbone of this device is a movable bar 
connected by means of inextensible thread to a cam mechanism. Prior to experiment the bar 
was inserted in the needle and the gap between them was sealed. After voltage was applied 
to the engine the cam began to rotate and first removed the bar from the needle and then 
bore against the wall of the bellows. As a result, the channel of the needle turned to be open 
to a flow of the binary mixture from the bellows to the cuvette cavity, where it wetted the 
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side glass walls and formed a cylindrical drop of prescribed volume at the center of the 
cuvette. After this the engine was automatically stopped. 
 

 
Fig. 10. Scheme of Hele-Show cell for studying mass transfer processes: 
1 — interferometric glasses, 2 — metal frame, 3 — plastic insert, 4 — opening, 5 — thermal 
expansion compensator, 6 — tube for drop formation 

To determine the flow structure formed during experiment we used the ability of the 
composed liquid system to form a non-transparent emulsion of water in chlorobenzene and 
emulsion of chlorobenzene in water while the alcohol diffused through the interface. 
Focusing the camera 7 (see Fig. 9) on the mid-plane of the cuvette turned the drops of 
emulsion into analogues of small light – scattering particles which provided flow 
visualization inside and outside the drop on the background of interferogram of the 
concentration field. 
The total time of the test was 52 minutes. The experiment was carried out at ambient 
temperature (20±1)°С. 

4.2 Results 
The analysis of video records showed perfect consistency between the performed 
experiment and its cyclogram. As the experimental program envisaged during first five 
minutes records of the interefernce patterns were made by video camera shooting the 
central part of the cuvette. The absence of the alcohol distribution near the end of the 
syringe needle suggested that its hermetic sealing was kept up to the beginning of the 
experiment. There were no air bubbles on the video records made by the camera, and 
neither there were the intereference bands on the periphery of the images which could be 
indicative of non-uniform heating of the cuvette. 
After switching on the multi-step engine the needle is unsealed so that the binary mixture 
can be readily supplied to water filling the cuvette. It is to be noted that at first a rather large 
volume of aqueous solution of the alcohol (up to 6.5 μl ) is ejected from the needle (Fig. 11,a) 
and only after this the needle forms a drop of a binary mixture with a clear-cut interphase 
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boundary (Fig. 11,b). The maximal concentration of the alcohol in this drop is about 5.5%. 
The reason for appearance of the aqueous solution of the alcohol in the needle is penetration 
of water from the cavity into the channel of the needle after removal of the sealing bar.  
 

a) d) 

 
    

b) e) 

 
    

c) f) 

 
Fig. 11. Evolution of the concentration field and flow structure during the drop formation. 
External diameter of needle is 1.0 mm. Time from the test outset t, sec: 4.5 (a), 4.9 (b), 5.1 (c), 
8.2 (d), 8.6 (e), 10.2 (f) 

Since ejection of the drop is precede by appearance of the alcohol solution the drop during 
first seconds of its existence is in a quiescent state being surrounded by a similar media. 
Then as the drop grows it comes into contact with pure water which leads to initiation of 
intensive solutocapillary motion of the drop surface due to generation of the surface tension 
difference. As a result, the drop executes several oscillatory motions with large amplitude 
(Fig. 11,c) like a drop in the known Lewis and Pratt experiment (Lewis & Pratt, 1953). The 
oscillations of the drop extend the boundaries of the region containing liquid enriched with 
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the alcohol. This leads to a decrease of the concentration gradient at the interface and the 
growing drop again quiets down. Approximately at the same time the drop reaches the 
lateral boundaries of the cavity gradually changing its shape from a spherical to a 
cylindrical. As the drop turns into a cylindrical drop its internal structure becomes more and 
more observable. 
Further increase of the drop size is accompanied by formation of several internal solutal 
zones in the vicinity of its boundary. In these zones transfer of the surfactant occurs with 
quasi- diffusional velocities (the flow of the mixture caused by injection of the solution into 
the drop is concentrated in its central part, Fig. 11,d). A jump-wise increase of the feeding 
velocity by 2 times (at t = 8.3 sec) causes an abrupt intensification of the motion inside the 
drop, which breaks down the established concentration field. Again the vortex flow spreads 
over the whole drop while pure water reaches the surface of the drop in the zone of its 
contact with needle. This leads to a repeated outburst of capillary convection (Fig. 11,e) 
Development of the Marangoni convection is accompanied by deformation of the drop itself 
and the surrounding front of surfactant concentration, which gains a quasi-periodic 
structure. Then, as in the first case, a flow of the diffused surfactant into the zone, where 
pure water comes into contact with the solution of the drop, causes retardation of the 
capillary motion, which coincides in time with cessation of mixture supply to the drop 
(Fig. 11,f). At this moment the maximal diameter d0 of drop reaches 6.2 mm. 
When the forced motion in the drop ceases, the water emulsion, captured during surfactant 
diffusion at the time of intensive convection and kept near the drop surface, begins to 
penetrate deep into the drop. The penetrating emulsion forms a clearly delineated layer 
(Fig. 12,a). In the gap between this layer and the drop surface one can watch the formation 
of a light layer of the mixture, which has lost most of the surfactant due to diffusion (a 
decrease in the surfactant concentration leads to an abrupt change in the index of light 
refraction, Fig. 12,b). Propagation of emulsion with velocities of about 0.2 mm/sec is 
supported by a slow large-scale motion of the mixture in the drop caused by capillary 
eddies formed near the needle (Fig. 12,c). 
The source of eddy formation is the alcohol, which diffuses from the needle after cessation 
of mixture supply. It creates a surfactant concentration difference at the free surfaces of the 
air bubbles, generated near the needle due to a decrease of air solubility in the fluid of the 
drop, in which alcohol concentration decreases. Most of the bubbles are formed at the drop 
boundary and then migrate deeper and deeper into the drop under the action of capillary 
forces. The average diameter of the bubble is of order 0.1 mm, and the maximum diameter is 
~ 0.3 mm. Apart from the eddy flow there is a slow capillary motion of the mixture over the 
drop surface toward its far pole (opposite to the tip of the needle). This flow also contributes 
to the emulsion motion.  
The motion of emulsion is accompanied by coalescence of part of its droplets, which settle 
down on the walls of the cavity. (The arising droplets can be seen due to a trace of emulsion 
kept in the stagnation zone behind them, Fig. 12,d). As the emulsion layer moves away from 
the boundary, one can observe development of a small-cell motion near the bubbles, which 
are in the diffusion gradient of the surfactant at the drop boundary. What is interesting, 
detachment of these bubbles from the drop interface as well as the local displacement of the 
drop boundary due to reduction of its area during diffusion of the surfactant causes a 
specific stochastic fluttering of the drop surface. 
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boundary (Fig. 11,b). The maximal concentration of the alcohol in this drop is about 5.5%. 
The reason for appearance of the aqueous solution of the alcohol in the needle is penetration 
of water from the cavity into the channel of the needle after removal of the sealing bar.  
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Fig. 11. Evolution of the concentration field and flow structure during the drop formation. 
External diameter of needle is 1.0 mm. Time from the test outset t, sec: 4.5 (a), 4.9 (b), 5.1 (c), 
8.2 (d), 8.6 (e), 10.2 (f) 

Since ejection of the drop is precede by appearance of the alcohol solution the drop during 
first seconds of its existence is in a quiescent state being surrounded by a similar media. 
Then as the drop grows it comes into contact with pure water which leads to initiation of 
intensive solutocapillary motion of the drop surface due to generation of the surface tension 
difference. As a result, the drop executes several oscillatory motions with large amplitude 
(Fig. 11,c) like a drop in the known Lewis and Pratt experiment (Lewis & Pratt, 1953). The 
oscillations of the drop extend the boundaries of the region containing liquid enriched with 
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the alcohol. This leads to a decrease of the concentration gradient at the interface and the 
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refraction, Fig. 12,b). Propagation of emulsion with velocities of about 0.2 mm/sec is 
supported by a slow large-scale motion of the mixture in the drop caused by capillary 
eddies formed near the needle (Fig. 12,c). 
The source of eddy formation is the alcohol, which diffuses from the needle after cessation 
of mixture supply. It creates a surfactant concentration difference at the free surfaces of the 
air bubbles, generated near the needle due to a decrease of air solubility in the fluid of the 
drop, in which alcohol concentration decreases. Most of the bubbles are formed at the drop 
boundary and then migrate deeper and deeper into the drop under the action of capillary 
forces. The average diameter of the bubble is of order 0.1 mm, and the maximum diameter is 
~ 0.3 mm. Apart from the eddy flow there is a slow capillary motion of the mixture over the 
drop surface toward its far pole (opposite to the tip of the needle). This flow also contributes 
to the emulsion motion.  
The motion of emulsion is accompanied by coalescence of part of its droplets, which settle 
down on the walls of the cavity. (The arising droplets can be seen due to a trace of emulsion 
kept in the stagnation zone behind them, Fig. 12,d). As the emulsion layer moves away from 
the boundary, one can observe development of a small-cell motion near the bubbles, which 
are in the diffusion gradient of the surfactant at the drop boundary. What is interesting, 
detachment of these bubbles from the drop interface as well as the local displacement of the 
drop boundary due to reduction of its area during diffusion of the surfactant causes a 
specific stochastic fluttering of the drop surface. 
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Fig. 12. Evolution of the concentration field and flow structure during surfactant dissolution 
process. Time from the test outset t, sec: 15.5 (a), 38.7 (b,) 88.4 (c), 163 (d), 251 (e), 273 (f) 

The cell motion reaches maximum intensity at the drop pole opposite to the tip of the needle 
(evidently due to the absence of flows generated earlier in this region). The air bubbles 
formed in the immediate neighborhood, accelerates the motion of mixture from the center of 
the drop and also favors the development of the cell motion. The arising flow is of three-
dimensional pattern and as the times goes it occupies an increasingly growing space and 
even deforms the solutal front, which moves away from the drop (Fig. 12,e). Simultaneously 
there occurs another interesting phenomenon – settling of gas bubbles at the cavity walls. 
During sedimentation the bubbles take the form of irregular semi-spheres. This effect can be 
observed at the time when the bubbles are in the emulsion cloud.  
After five minutes from the beginning of drop formation the velocity of the fluid flow in the 
drop decreases practically to zero (Fig. 12,f) and the volume of the drop reduces to 0.9 of its 
maximum (Fig. 13). 
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Fig. 13. Variation of the relative volume of dissolving drop with time 

Fig. 14 shows a series of interferograms of the concentration field in the vicinity and inside 
the drop at different moments of time. As it is seen from the figure, in the following, after 
first five minutes, the only observable events are gradual dissolution of the emulsion and 
variation of the surfactant concentration gradient in the radial direction. Apart from this a 
decrease of the alcohol concentration in the region near the drop boundary leads to a growth 
of the surface tension and, as a result, to local jump-wise displacement of the drop boundary 
while the area of the latter decreases.  
Hence, based on the analysis of the obtained video records we can draw a conclusion that 
during diffusion of the surfactant from the drop at least three times there were favorable 
conditions for the development of the intensive Marangoni convection. However, all the 
observed capillary flows rapidly decayed. In the first two cases – during drop formation and 
a change in the mixture feeding regime – the Marangoni convection decay was provoked by 
a flow of a surrounding fluid with higher surfactant concentration into the zone of the 
capillary motion, which eliminates the concentration difference along the interface. On the 
other hand, generation of such surfactant distribution in the vicinity of the drop was made 
possible only in the absence of the Archimedean force with the result that molecular 
diffusion became a governing factor in the process of mass transfer outside the drop. In the 
third case, when the Marangoni convection was initiated near the gas bubbles inside the 
drop, the reason of its decay was a decrease of surfactant percentage in the mixture filling 
the needle channel and rapid recovery of the surfactant distribution homogeneity in the 
region near the bubbles due to convective mixing. 
Video recording of the central part of the cuvette has made it possible to trace the evolution 
of initiated flows, whereas records of the general view of the drop (Fig. 15,a) allow us to 
investigate propagation of the concentration front from the dissolving drop of the binary 
mixture and to establish the relationship between the position of its boundary and time 
(Fig. 15,b). It is readily seen that propagation of the concentration front is described fairly 
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Fig. 13. Variation of the relative volume of dissolving drop with time 
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of the surface tension and, as a result, to local jump-wise displacement of the drop boundary 
while the area of the latter decreases.  
Hence, based on the analysis of the obtained video records we can draw a conclusion that 
during diffusion of the surfactant from the drop at least three times there were favorable 
conditions for the development of the intensive Marangoni convection. However, all the 
observed capillary flows rapidly decayed. In the first two cases – during drop formation and 
a change in the mixture feeding regime – the Marangoni convection decay was provoked by 
a flow of a surrounding fluid with higher surfactant concentration into the zone of the 
capillary motion, which eliminates the concentration difference along the interface. On the 
other hand, generation of such surfactant distribution in the vicinity of the drop was made 
possible only in the absence of the Archimedean force with the result that molecular 
diffusion became a governing factor in the process of mass transfer outside the drop. In the 
third case, when the Marangoni convection was initiated near the gas bubbles inside the 
drop, the reason of its decay was a decrease of surfactant percentage in the mixture filling 
the needle channel and rapid recovery of the surfactant distribution homogeneity in the 
region near the bubbles due to convective mixing. 
Video recording of the central part of the cuvette has made it possible to trace the evolution 
of initiated flows, whereas records of the general view of the drop (Fig. 15,a) allow us to 
investigate propagation of the concentration front from the dissolving drop of the binary 
mixture and to establish the relationship between the position of its boundary and time 
(Fig. 15,b). It is readily seen that propagation of the concentration front is described fairly 
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well by the power law with the exponent 1/3. Over the whole period of the experiment 
position of the concentration front changed by 5 mm suggesting that propagation of the 
surfactant occurred with diffusion velocities. According to measurements made in the 
second half of the experiment, the concentration filed has no preferential direction of 
propagation, which allows us to suppose that the value of the residual accelerations on the 
satellite "Foton-M 3" during the experiment was no higher than 10-4 go. 
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c) 

Fig. 14. Evolution of the concentration field and flow structure during surfactant dissolution 
process. Time from the test outset t, min: 15.2 (a), 19.3 (b), 28.8 (c) 

Surfactant Transfer in Multiphase Liquid Systems  
under Conditions of Weak Gravitational Convection 

 

83 

 

a) 

 

b) 
 

R
, m

m
 

0

3

6

0 1000 2000 3000

t, sec 

Fig. 15. View of distribution of surfactant concentration around drop (a) and variation of the 
boundary position (b) of concentration field with time 

A detailed structure of the concentration field generated by surfactant diffusion (Fig. 16) 
was defined by making use of the computer–aided overlapping of images obtained from 
both video cameras (such an approach was used to solve the problem with relatively low 
value of their resolving power). Since only one video recorder was used for recording, we 
chose for overlapping the images shot by different camera with the shortest time span 
between them. It should be emphasized that distribution of the surfactant concentration 
outside the drop was obtained by way of direct measurements, which were made based on 
the interferograms starting from the field (front) boundary. It was impossible to apply this 
approach inside the drop because of the unknown value of the surfactant concentration at 
the drop boundary. This value remained unknown due its jump-wise change provoked by a 
difference in the chemical potentials. We determined it from the curves, which were plotted 
based on the coefficient of the equilibrium distribution of the isopropyl alcohol in the 
chlorobenze-water system under the assumption that the dissolution process was quasi-
equilibrium due to predominance of diffusion. For the selected system of fluids the value of 
this coefficient was 0.12 in 15% water solution of the alcohol and as the alcohol 
concentration decreased, this coefficient also decreased to 0.10. 
As it follows from Fig. 17, alcohol concentration at the drop surface at the time when the 
motion of the mixture in the drop ceases, is ~ 14%, which actually coincides with the initial 
concentration of the alcohol in the binary mixture of the drop. Note that at the end of the test 
the surfactant concentration at the drop boundary decreased approximately by two times. 
This reduction can be approximated with the least error by the exponential relationship. For 
the sake of comparison, on the Earth under conditions of maximum suppression of the 
gravitational convection the drop of the same volume completely lost the alcohol in a matter 
of ten minutes. 
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this coefficient was 0.12 in 15% water solution of the alcohol and as the alcohol 
concentration decreased, this coefficient also decreased to 0.10. 
As it follows from Fig. 17, alcohol concentration at the drop surface at the time when the 
motion of the mixture in the drop ceases, is ~ 14%, which actually coincides with the initial 
concentration of the alcohol in the binary mixture of the drop. Note that at the end of the test 
the surfactant concentration at the drop boundary decreased approximately by two times. 
This reduction can be approximated with the least error by the exponential relationship. For 
the sake of comparison, on the Earth under conditions of maximum suppression of the 
gravitational convection the drop of the same volume completely lost the alcohol in a matter 
of ten minutes. 
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Fig. 16. Radial distributions of surfactant concentration in the vicinity and inside the drop 
at various time moments. t, min: 4.9 (1), 21.3 (2), 31.0 (3), 42.5 (4), 50.7 (5)  
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Fig. 17. Variation of surfactant concentration in water near the drop surface with time 

5. Drop saturation by surfactant from homogeneous solution  
In this series of test the initial mass concentration С0 of the alcohol in the solution ranged 
from 1% to 50%. Fig. 18 shows two series of the interferograms reflecting the evolution of 
the alcohol distribution in the drop at different initial concentrations of alcohol in the 
solution. It is seen that at С0 ≤ 10% absorption of alcohol occurs without the development of 
the capillary convection in spite of the interference of the gravity force, which generates the 
vertical concentration gradient and, accordingly, the gradient of the surface tension. The 
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latter seemed to be not large enough to produce shear stresses capable of deforming the 
adsorbed layer, which was formed at the interface from the impurities found in water 
(Birikh et al., 2009). In the absence of the Marangoni convection, alcohol was slowly 
accumulated at the upper part of the drop. As soon as an increasingly growing thickness of 
the alcohol layer caused an additional optical beam path difference of half of the light wave 
length, the color of the drop on the interferogram changed (Figs. 18,b-18,c). 

 

a) d) 

 
    

b) e) 

    

c) f) 

Fig. 18. Saturation of the chlorobenzene drop with isopropyl alcohol from its solution filling 
a horizontal Hele-Shaw cell. С0 = 10%, D0 = 5.2 mm; t, min: 0.5 (a), 7.0 (b), 10.0 (с);  
С0 = 20%, D0 = 5.4 mm; t, min: 0.1 (d), 1.0 (e), 6.0 (f) 

At С0 ~ 20% the gradients of surfactant concentration become higher than the threshold 
values which results in the development of a fine-cell capillary motion at the drop surface. 
With the growth of surfactant concentration the velocity of the surfactant flow into the drop 
increases and the gravitational force has not managed to smooth the layer of alcohol along 
the drop diameter. Due to the fact that the layer is formed from alcohol, rising along the 
lateral surface of the drop, its thickness is found to be larger at the layer edges. On the 
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At С0 ~ 20% the gradients of surfactant concentration become higher than the threshold 
values which results in the development of a fine-cell capillary motion at the drop surface. 
With the growth of surfactant concentration the velocity of the surfactant flow into the drop 
increases and the gravitational force has not managed to smooth the layer of alcohol along 
the drop diameter. Due to the fact that the layer is formed from alcohol, rising along the 
lateral surface of the drop, its thickness is found to be larger at the layer edges. On the 
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interferograms the radial variation in the layer thickness is represented by a system of 
concentric isolines, which merge with the passage of time at the center of the drop 
(Figs. 18,d -18,e). On the drop periphery one can readily see a thin layer of rising alcohol, 
which has diffused through the interface (Fig. 18,f).  
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Fig. 19. The relative number of isolines inside the drop as a function of time for different 
concentrations of solution С0, %: 10 (1), 20 (2), 30 (3). The initial drop area S0 ∼ 35 mm2 

In Fig. 19, a relative number of the interference bands vanishing at the center of the drop is 
plotted versus the time elapsed from the moment of drop formation for solutions of 
different concentrations (for normalization we used the maximum number of the bands 
obtained in each cases). The analysis of the curve behavior shows that duration of the phase, 
in which a convective mass transfer dominates over a pure diffusion transfer, rapidly 
increases with the growth of surfactant concentration in the solution.  
Absorption of alcohol from its solution should cause a growth of the drop volume, which in 
the case of the cylindrical drop with the fixed thickness is manifested as an increase of its 
area. Indeed, saturation of the drop with alcohol was accompanied by a change of its area. 
However, this variation was of a complicated nature, which was specified by the initial 
concentration of the surfactant in the solution (Fig. 20). Such a behavior of the absorbing 
drop can be explained by an increase in the reciprocal solubility of water and chlorobenzene 
with a growth of concentration of their common solvent, viz., the content of alcohol in their 
solutions. The maximum increase (~20%) in the drop area was observed at the initial stage 
of its saturation at С0 = 40% (curve 3 in Fig. 20). Then the drop began to dissolve due to 
increasing diffusion of chlorobenzene in the surrounding solution. A delay in dissolution 
was caused by the insufficient content of the surfactant inside the drop. The desired 
concentration was achieved only some time after injection of the drop into the solution. In 
the solution containing 45% of alcohol (curve 4 in Fig. 20) concentration of the absorbed 
surfactant at the drop boundary immediately reached the value, at which chlorobenzene 
began to dissolve in the surrounding solution. The process of the surfactant extraction 
turned into the reverse – dissolution of the extragent. 
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Fig. 20. The relative area of the chlorobenzene drop as a function of time for isopropyl 
solutions of various concentrations. The initial drop area S0 ∼ 35 mm2. С0, %: 10 (1), 30 (2), 
40 (3), 45 (4) 

Dissolution of chlorobenzene gave rise to an intensive gravitational flow in the surrounding 
solution. This process every so often was accompanied by generation of both the vertical 
and longitudinal (lying in the layer plane) difference of the surfactant concentration at the 
drop surface provoking the development of a large-scale capillary flow. 
In our case, such a flow occurred in the form of two quasi-stationary vortices lying in the 
horizontal plane (Fig. 21). Note that the flow was sustained by a small difference (~3%) in 
the surfactant concentration between the "western" and "eastern" poles of the drop. The 
initial solution entrained by the flow reached the drop surface in the form of the 
concentration "tongue", which then split into the streams flowing round the drop. As they 
spread along the drop surface they lost part of alcohol due to its diffusion. After that they 
again merged into a single flux, which drifted away from the drop carrying part of alcohol– 
chlorobenzene mixture.  
In turn, alcohol penetrated into the drop and formed two fluxes, which first moved along 
the interface and then after collision at the western pole of the drop spread deep into the 
drop generating a two-vortex flow. The flows initiated inside and near the drop closely 
resemble in structure the convective flow near the drop absorbing the surfactant from its 
stratified solution in the vertical Hele-Shaw cell (Kostarev et al., 2007). However, under 
conditions of maximum suppression of gravitational convection the considered flow 
remains quasi-stationary – in contrast to the flow in a vertical cell, which at the similar 
surfactant concentration differences is of the pronounced oscillatory nature. At С0 = 50% the 
phase boundary between the drop and the solution disappears leading to the formation of a 
three-component liquid mixture. Phase separation of the fluid system vanishes within the 
first two minutes after placing the drop into the surfactant solution.  
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Fig. 20. The relative area of the chlorobenzene drop as a function of time for isopropyl 
solutions of various concentrations. The initial drop area S0 ∼ 35 mm2. С0, %: 10 (1), 30 (2), 
40 (3), 45 (4) 

Dissolution of chlorobenzene gave rise to an intensive gravitational flow in the surrounding 
solution. This process every so often was accompanied by generation of both the vertical 
and longitudinal (lying in the layer plane) difference of the surfactant concentration at the 
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Fig. 21. Distribution of concentration of isopropyl alcohol during its absorption by the drop 
of chlorobenzene from the solution with initial concentration С0 = 45%. D0 = 6.5 mm. t, min: 
0 (а); 40 (b); 190 (c, general view of the cell flow with the drop in center) 
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a) 

b) 

c) 

Fig. 22. Dissolution of a drop of chlorobenzene in 50% solution of alcohol. t, min: 1.25 (а);  
9.0 (b); 11.2 (c) 
Fig. 22 illustrates the main stages of drop dissolution in the surrounding solution at С0 = 
50%. Absorption of alcohol at the moment of drop formation diminishes the interface 
surface tension to an extent that it turns to be impossible to form a cylindrical drop even in 
one-millimeter clearance. Nevertheless, the original drop has an interface with sufficient 
curvature, owing to which the probing light beam scatters. As a result the drop interface is 
seen on the interferogram as a grey spot (Fig. 22,a). Then the drop surface increases because 
the drop spreads out over the cavity bottom as the surface tension continuously decreases. 
Further dissolution is accompanied by deformation of both the drop interface and the 
boundary between the drop and a solid substrate. Disappearance of the interface in the fluid 
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system makes the mixture optically transparent because the jumps of the refraction 
coefficient have vanished. Fig. 22,b presents the interferogram of the optical inhomogeneity 
caused by inhomogeneous concentration of chlorobenzene at the place of the former drop. It 
is seen that a transition zone between the solution and the mixture with higher content of 
chlorobenzene has a well-defined relief, which is similar to the relief of the free surface of 
the drop. In Fig. 22,с we can see part of the concentration inhomogeneity picture with 
typical distribution of chlorobenzene in alcohol in the form of "fingers", whose origination 
can be attributed to a flow of chlorobenzene down the spatial inhomogeneities of the 
transition zone. 
The period of spatial perturbations of the drop-solution interface, repeated further by the 
relief of the transition zone of the concentration inhomogeneity, is defined by the physico-
chemical properties of the interacting fluids. As for the solution, these properties are 
strongly dependent on surfactant concentration. Indeed, according to the results of 
measurement the angular distance between the "fingers" increases with a growth of the 
surfactant solution concentration (Fig. 23). 
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Fig. 23. Variation of the angle between "fingers" with the growth of initial concentration of 
the surfactant solution 

6. Conclusion 
As seen from a comparison of space and terrestrial experiments, the data obtained in 
microgravity differ markedly from the results of the laboratory study of surfactant diffusion 
in a thin horizontal layer. In the later case a small coefficient of surfactant diffusion 
facilitated generation of the density difference in the originally homogeneous surrounding 
fluid. This difference was large enough for development of the gravitational motion inside 
and outside the drop. Nevertheless a relative contribution of the Marangoni convection to 
the process considerably increased — the action of the capillary forces mainly determined 
the rate of mass transfer at the beginning of surfactant diffusion. Only a decrease in the 
surfactant concentration below some critical value led to regeneration of the gravitational-
diffusion mechanism of mass transfer, yet its action was repeatedly interrupted by the 
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"outbursts" of intensive capillary convection. Because of a three-dimensional structure of the 
flows in the laboratory conditions, the application of the interference method posed many 
difficulties; only the qualitative characteristics were used for description of the evolution of 
concentration fields. However, the laboratory experiments allowed us to make an optimal 
choice of the parameters for the space experiment and to prepare its preliminary cyclogram.  
The space experiment "Diffusion of the surfactant from a drop" was successful. The 
sensitivity of the new setup proved to be an order of magnitude higher than that of the 
shadow device "Pion-M" used on the "Mir" space station. The weight of the setup was 
reduced by more than an order of magnitude, and its external dimensions were also down 
sized. The interferometer can operate in the automatic regime allowing performance of 
experiments onboard the unmanned space vehicles. The obtained data supported the view 
that in microgravity conditions the mass transfer processes involving surfactant diffusion 
through the interface can proceed without excitation of intensive capillary convection.  
Because of diffusion in the absence of capillary convection, the surfactant concentration 
reaches rather high values at both sides of the drop surface. This leads to much greater 
extent of mutual dissolution of the base fluids compared to the terrestrial conditions. 
Therefore, the interface failure in such a system can occur at much lower concentration of 
the surfactant which plays the role of a common solvent for both the base fluids. On the one 
hand, this allowed a more exact computation of the value of this concentration, which is an 
essential prerequisite for development of the theoretical grounds of phase transitions in 
three-component liquid systems. On the other hand, reduction of the limiting concentration 
opens the way to intensive experimental studies of the hydrodynamic effects involving the 
interface failure.  
At the same time, based on terrestrial simulation data, we can expect the development of a 
large-scale Marangoni flow around the drop absorbing the surfactant from the 
homogeneous surfactant solution in microgravity conditions. Such a different evolution of 
mass transfer processes in the surfactant solution emphasizes again the importance of 
experimental investigations in real microgravity conditions.  
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1. Introduction    
In this chapter, the results of the experimental studies concerning the volumetric mass 
transfer coefficient kLa obtained for mechanically agitated gas – liquid and gas – solid – 
liquid systems are discussed.  
Mechanically agitated gas – liquid and gas –solid – liquid systems are widely used in many 
processes, for example oxidation, fermentation or wastewater treatment. In such cases, 
oxygen mass transfer between gas and liquid phases in the presence of solid particles can be 
described and analyzed by means of the volumetric mass transfer coefficient kLa. In the gas – 
liquid and gas – solid – liquid systems, the kLa coefficient value is affected by many factors 
such as geometrical parameters of the vessel, type of the impeller, operating parameters of 
the process (impeller speed, aeration rate), properties of the continuous phase (density, 
viscosity, surface tension, etc.) and also by the type, size and loading of solid particles.  
To improve the efficiency of the processes conducted in gas – liquid and gas – solid – liquid 
three – phase systems  two or more impellers on the common shaft are often used 
(Kiełbus—Rąpała & Karcz, 2009). Multiple – impeller stirred vessels due to the advantages 
such as increased gas hold – up, higher residence time of gas bubbles, superior liquid flow 
characteristics and lower power consumption per impeller are becoming more important 
comparing with single – impeller systems (Gogate et al., 2000). As the number of energy 
dissipation points increased with an increase in the impellers number on the same shaft, 
there is likely to be an enhancement in the gas hold – up due to gas redistribution, which 
results into higher values of volumetric gas – liquid mass transfer coefficient (Gogate et al., 
2000).  
Correct design of the vessel equipped with several agitators, therefore, the choice of the 
adequate configuration of the impellers for a given process depends on many parameters. 
That, which of the parameters will be the most important depends on the kind of process, 
which will be realized in the system. For the less oxygen demanding processes the designer 
attention is focused on the mixing intensity much more than on the volumetric mass transfer 
coefficient. When the most important thing is to achieve high mass transfer efficiency of the 
process, the agitated vessel should be such designed that the configuration of the agitators 
used ensure to get high both mixing intensity and the mass transfer coefficient values 
(Kiełbus-Rąpała & Karcz, 2010). 
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1.1 Survey of the results for gas-liquid system 
Good mass transfer performance requires large interface area between gas and liquid and a 
high mass transfer coefficient  The obtaining the good dispersion of the gas bubbles in the 
liquid agitated depends on the respectively high agitator speed, therefore the characteristics 
of the gas-liquid flow are intensively studied (Paul et al., 2004); Harnby et al., 1997). 
In literature, there are a large number of correlations for the prediction of volumetric mass 
transfer coefficients kLa in mechanically stirred gas-liquid systems (Linek et al., 1982, 1987; 
Nocentini et al., 1993; Gogate & Pandit, 1999; Vasconcelos et al., 2000; Markopoulos et al., 
2007). Markopoulos et al. (2007) compared the results which were obtained by other authors 
for agitated Newtonian and non-Newtonian aerated liquids. The comparative analysis 
carried out by Markopoulos et al. (2007) shows that significant disagreement is observed 
taking into account the form of the correlations for kLa. Therefore, no single equation exists 
representing all of the mass transfer data given in literature. The differences can mainly be 
ascribed to the differences in the geometry of the system, the range of operational 
conditions, capability to gas bubbles coalescence and the measurement method used. For a 
given geometry of the agitated vessel and liquid properties, volumetric mass transfer 
coefficient kLa for gas-liquid system is often described in literature by means of the following 
dependences 

 kLa = f(P/VL, wog) (1) 

or 

 kLa = f(n, wog) (2) 

where: P/VL - specific power consumption, wog – superficial gas velocity, n – agitator speed. 
Most often, empirical correlations have the form of the following equations 

 kLa = C1(PG-L/VL)a1(wog)a2 (1a) 

or 

 kLa = C2(n)a3(wog)a4 (2a) 

Detailed values of the exponents a1 and a2 in Eq. (1a) obtained by different authors are 
given in paper by Markopoulos et al. (2007). 
Recently, Pinelli (2007) has studied the role of small bubbles in gas-liquid mass transfer in 
agitated vessels and analyzed two-fraction model for non-coalescent or moderately viscous 
liquids. Martin et al. (2008) analyzed the effect of the micromixing and macromixing on the 
kLa values. This study shows that each mixing scale has a particular effect on the mass 
transfer rate.  
It is worth to notice that values of the kLa coefficient can be depended on the measurement 
method used (Kiełbus-Rąpała & Karcz, 2009). Although a number of techniques were 
developed to measure the kLa values, the unsteady-state gassing-out dynamic methods 
(Van’t Riet, 1979; Linek et al., 1982; Linek et al., 1987; Linek et al., 1996; Ozkan et al., 2000; Lu 
et al, 2002, Garcia-Ochoa & Gomez, 2009) are preferably used as they are fast, 
experimentally simple and applicable in various systems. These methods are used in many 
variants. For example, Machon et al. (1988) used a variation of the dynamic method in 
which the gas from liquid was firstly removed by vacuum and the system was then aerated 
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for some time. When aeration was stopped and the bubbles escaped from the liquid, the 
steady state concentration of dissolved oxygen was measured. 
Apart from experimental studies, new methods are recently used to prediction the values of 
the volumetric mass transfer coefficient. Lemoine & Morsi (2005) applied artificial neural 
network to analyze mass transfer process in a gas-liquid system. Using CFD technique, 
Moilanen et al. (2008) modeled mass transfer in an aerated vessel of working volume 0.2 m3 
which was equipped with Rushton, Phasejet or Combijet impeller. 

1.2 Survey of the results for gas-solid-liquid system 
The critical impeller speed for the solid suspension in liquid can be defined as the impeller 
speed at which no particles resting on the bottom of the vessel longer then 1- 3s (Zwietering, 
1958). In multiple –impeller system introduction of gas into solid – liquid system implicate 
an increase in the impeller speed required for particles suspension just like in a single – 
impeller system. For solid suspension multiple impeller systems would prove to be 
disadvantageous if the distance between impellers is greater than the diameter of the 
impeller as there is an increase in the critical impeller speed for solid suspension (Gogate et 
al., 2000).  
The data on the multiple – impeller systems working in the three – phase gas – solid – liquid 
systems are limited (Kiełbus-Rąpała & Karcz, 2009). Various aspects of the three – phase 
system stirring in the vessel equipped with more than one impeller on the common shaft 
were the aim of the studies in papers (Dutta & Pangarkar, 1995; Dohi et al., 1999, 2004; 
Roman & Tudose, 1997; Majirowa et al, 2002; Jahoda et al., 2000; Jin & Lant, 2004). The 
impellers used were usually Rushton turbines or pitched blade turbine. Dutta & Pangarkar 
(1995) and Dohi et al. (1999) analyzed experimentally the critical impeller speed needed to 
gas dispersion simultaneously with solid suspension in the systems, with four and three 
impellers, respectively. Critical impeller speed in multiple – impeller system can be 
modified easily by choosing optimal impeller combination. Power consumption in multiple 
– impeller systems was studied by Dohi et al., 1999, 2004; Majirowa et al., 2002; Roman & 
Tudose, 1997. Investigations in such systems concerned also gas hold – up (Dutta & 
Pangarkar, 1995; Dohi et al., 1999, 2004; Majirowa et al., 2002; Jahoda et al., 2000) and mixing 
time (Dutta & Pangarkar, 1995; Dohi et al., 1999; Jahoda et al., 2000). Hydrodynamics 
problems in the system stirred by means of triple impellers were analysed by Jin & Lant 
(2004). Authors compared hydrodynamic conditions in the stirred vessel with the air – lift 
and bubble column.  
Although kLa coefficients were widely studied in the two – phase gas – liquid multiple – 
impeller systems (Arjunwadkar et. al, 1998; Fujasowa et al., 2007; Puthli et al., 2005; Moucha 
et al., 2003; Linek et al., 1996; Wu, 1995; Yoshida et al., 1996; Yawalkar et al., 2002) and many 
papers (Alper et al., 1980; Brehm et al., 1985; Lu et al., 1993; Kralj & Sinic, 1984; Chapman et 
al., 1983; Ruthiya et al., 2003) regard kLa measurements in the three – phase system stirred in 
the vessel equipped with single – impeller, the information in literature on this parameter in 
multi impeller gas – solid – liquid system is substantial.  
On the basis of the literature data, the effect of solid particles on gas – liquid oxygen mass 
transfer rate in single – impeller systems at low solid concentrations analyzed Kiełbus—
Rąpała & Karcz (2009) and Karcz & Kiełbus—Rąpała (2006). This effect was  investigated by 
many authors (Alper et al., 1980; Brehm et al., 1985; Oguz et al., 1987; Lu et al., 1993; Kralj & 
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1.1 Survey of the results for gas-liquid system 
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gas dispersion simultaneously with solid suspension in the systems, with four and three 
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On the basis of the literature data, the effect of solid particles on gas – liquid oxygen mass 
transfer rate in single – impeller systems at low solid concentrations analyzed Kiełbus—
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No Ref. Type of solids Size of 
particles 

Solids 
concentration

kLa coefficient 
Value 

1. Chandrasekaran 
& Sharma, 1977 

activated carbon 
0–2 mass % <100 μm 

0–0.2 mass %     

0.2–2 mass % 

increases 1.5 times  
 

Constant 

2. Joosten et al.,  
1977 

Polypropylene, 
sugar, 
glass beads, 
0–40% vol. 

53-105, 250 μm
74-105 μm 
53 μm, 88 μm 

 0–20% vol. 
 

20–40% vol. 

Constant   

rapidly decreases 

3. Alper et al.,  
1980 

activated carbon, 
quartz sand 
0–2 mass % 

< 5 μm 
< 5 μm 

0–0.2 mass % 
 

0.2–2 mass % 

increases 1.5 times  
 

constant  

4. Lee et al.,  
1982 

glass beads 
0–50 mass % 56 μm 

0–30 mass % 
 

30–50 mass % 

decreases rapidly  
 

decreases slowly  

5. Chapmann  
et al., 1983 

glass ballotini 
3 and 20 mass %   0–3 mass %  

3–20 mass % 
slightly decreases 
 

significantly decreases 

6. Kralj & Sincic, 
1984 

activated carbon 
0.25 and 0.5 mass %  the whole range Constant 

7. Brehm et al., 
1985 

Al2O3  
0–10% vol. 50 μm, 300 μm 

 0–5% vol. 
 

5–10% vol. 

increases 1.5 times 
  

Decreases 

8. Greaves & Loh,  
1985 

ion exchange resin 
0–40 mass % 
glass ballotini 
0–50 mass % 

 
780 ± 70 μm 
 

665 μm, 1.300 
μm 

0–15 mass % 
 

15–50 mass % 

constant  
 

decreases rapidly  

9. Bartos & 
Satterfield, 1986 

glass beads 
0–30% vol. 60 μm the whole range

decreases with solid 
concentration 
increasing 

10. Mills et al.,  
1987 

glass beads 
0–40% vol. 66 μm the whole range

decreases with solid 
concentration 
increasing 

11. 
Lu & Liang,  
1990; cit. in Lu et 
al., 1993 

kaolin 
0–4 mass % 5.7 μm the whole range

decreases with solid 
concentration 
increasing 

12. Lu et al.,  
1993 

kaolin powder 
0–4.5% vol. 
yeast 
0–8% vol. 

5.5 μm 
 
3.7 μm 

the whole range
increases to maximum 
(c.a. 2%) and then 
decreases 

13. Özbek & Gayik, 
2001 

SchotchbriteTM pads 
pieces (biomass):  
5–25% vol. 

0.1625 cm3,  
0.65 cm3,  
1.4625 cm3 

the whole range
decreases with solid 
concentration 
increasing 

14.  Kiełbus & Karcz, 
2006 

Sea sand 
0.5–5 mass % 335 μm 

0.5 mass % 
  

2.5–5mass % 

Increases 
 

Decreases 

15.  Littlejohns & 
Daugulis, 2007 

nylon 6.6,  
glass beads; 
Silicone rubber, 
styrene-butadiene 
copolymer 

2.59 mm 
6 mm 
2.5 mm 
3.59 mm 

167g/l 
Increases up to 268% 
 
Reducing by up to 63% 

 

Table 1. The effect of presence and concentration of solid particles on kLa values determined 
by different authors 
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Sinic, 1984; Chapman et al., 1983, Ozkan et al., 2000; Kordac & Linek, 2010). The results of 
their studies were not always similar. The effect of presence and concentration of solid 
particles on volumetric mass transfer coefficient kLa determined by different authors is 
compared in Table 1. 
Volumetric mass transfer coefficient value increased (Alper et al., 1980; Brehm et al., 1985; 
Lu et al., 1993), was constant (Kralj & Sinic, 1984) or slightly decreased (Chapman et al., 
1983) with adding the particles in the system. Such differences can suggest that very 
important are properties of the particles, containing particle size (Ozbek & Gayik, 2001), 
density, hydrophobicity, oxygen diffusivity (Zhang et al., 2006; Littlejohns et al., 2007) and 
concentration. Various mechanisms were proposed for describing an enhancement of kLa 
caused by the particles. Shuttling effect, where absorptive particles enter the liquid 
boundary layer, absorbing dissolved gas and then desorbing this gas when back in the bulk 
phase. This effect is used especially for small particles with a size equal or smaller than the 
gas – liquid boundary layer (Ruthiya et al., 2003). For inert particles, without absorptive 
properties, the possible mechanisms which explain an enhancement of kla include boundary 
layer mixing and gas – liquid interface changing. Boundary layer mixing, involving an 
increase in kL due to turbulence at gas – liquid interface (Ruthiya et al., 2003; Kluytmants et 
al., 2003; Zhang et al., 2006), which causes a larger refreshment rate of liquid boundary layer 
by mixing with the bulk fluid. Changes in the gas – liquid interfacial area can be result of the 
particles presence at the gas – liquid interface, which can collide and interact with the gas – 
liquid interface or may induce turbulence near or at it, leading to a smaller effective 
diffusion layer or causing coalescence inhibition and an increase in a interfacial area 
(Ruthiya et al., 2003). However, a simple mechanism describing all cases does not exist. 
Comparing the data shown in Table 1 for a high concentration of the particles in the agitated 
three phase system it is worth to notice that values of the kLa coefficient rather decrease 
when the solid concentration increases (for example data given by Joosten et al., 1977; Lee et 
al., 1982; Brehm et al., 1985). 
The results of the volumetric mass transfer coefficient kLa for the agitated three phase gas-
solid-liquid system are usually correlated by different authors in the form of the following 
dependence 

 kLa = f(P/VL, wog, …) (3) 

Some correlations presented in literature are shown in Table 2. 
Galaction et al. (2004) conducted the kLa coefficient measurements in the three – phase 
system containing various type of microorganisms. Authors studied the effect of 
concentration and morphology of biomass, specific power input and superficial air velocity 
on volumetric gas – liquid mass transfer coefficient value in the stirred vessel equipped with 
two turbine stirrers. They proposed the following mathematical correlation 

 kLa = aXα(PG-L-S/VL)βwog
γ (4)  

describing the influence of considered factors on kLa. The values of the parameters a, 
α, β and γ in Eq. (4) are given in Table 3. On the basis of the measurements authors have 
found that, in the bioreactor, the value of kLa depends not only on operating and 
geometrical parameters but also on the type and morphology of the microorganisms in 
the system. 
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concentration
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1983) with adding the particles in the system. Such differences can suggest that very 
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concentration. Various mechanisms were proposed for describing an enhancement of kLa 
caused by the particles. Shuttling effect, where absorptive particles enter the liquid 
boundary layer, absorbing dissolved gas and then desorbing this gas when back in the bulk 
phase. This effect is used especially for small particles with a size equal or smaller than the 
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liquid interface or may induce turbulence near or at it, leading to a smaller effective 
diffusion layer or causing coalescence inhibition and an increase in a interfacial area 
(Ruthiya et al., 2003). However, a simple mechanism describing all cases does not exist. 
Comparing the data shown in Table 1 for a high concentration of the particles in the agitated 
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The results of the volumetric mass transfer coefficient kLa for the agitated three phase gas-
solid-liquid system are usually correlated by different authors in the form of the following 
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Author Equation System Impeller D 
[m]

Operating 
parameters Comments 

Kralj & 
Sincic 
1984 

0.213
0.340.109 G L S

L og
L

Pk a w
V
− −⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 
Aqueous 
solution of 
NaOH – air 
– active 
carbon 

Rushton 
turbine; 
 
d/D = 0.33 

0.1 

n = 12.5-50 1/s; 
 

wog = 10-3-10-2 
m/s; 
 

X = 0.25, 0.5 
mass%  

required the 
presence of the 
antifoams  
(0.03-0.1% 
mass.) 

 Brehm 
et al.  
1985 

0.65 0.47
0.40.5612 G L S m

L og
L

Pk a w
V

η
η

− −⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠

water or 
aqueous 
solution of  
polyetylen
glycol – 
air – 
different 
solid 
particles 

Turbine 
with 4 
flat 
blades;  
 

d/D = 0.5  

0.145

n = 8.33-13.33 
1/s; 
  

Vg = 0.139-
2.78 x10-4  
m3/s ;  
 

X ≤ 10 % obj. 

solids: Al2O3, 
Fe2O3  
kiselguhr, glass 
beads 
(dp = 50-300 
μm); sand (dp = 
300 μm 
and powder); 
 

185 exp. points; 
Δ±11.5% 

Brehm  
 & 
Oguz  
1988 

0.75
0.5 0.5

3
0.34 33.07 10

G L S
og L

L
L

m L

P w D
V

k a

α

η σ

− −

−

⎛ ⎞
⎜ ⎟
⎝ ⎠= ⋅

water (or 
various 
organic 
liquids) – 
air –  
various 
solid 
particles  

Turbine 
with 4 
flat 
blades; 
 

d/D = 0.5  

0.145

ηm  =1.3-40.7 
x103 Pas; 
 

PG-L-S/VL = 0.75-
6.3 kW/m3;  
 

wog = 0.84-4.2 
m/s;  
 

σL = 24.3-71.8 
x10-3 N/m; 
 

DL = 0.68-2.41 
m2/s; 

Particles: 
CaCO3, Fe2O3, 
BaSO4, 
 
n [1/s] = const 
= 10.83; 
 
α = (σwater/σL)1/2 

 
Δ±11% 

 

Table 2. The correlations of the volumetric mass transfer coefficient kLa for the agitated gas-
solid-liquid systems and the applicability of the equations 

 

Type of biomass A α β γ ±Δ, % 

Propionibacterium 
 shermanii 6.586 -0.282 -0.0286 0.429 7.8 

Saccharomyces 
 cerevisiae 52.44 -0.702 -0.0762 0.514 6.8 

Penicillium chrysogenum 
(aggregates) 0.193 -0.269 0.0288 0.257 8.4 

Penicillium chrysogenum 
(free structure) 33.59 -1.012 -0.0463 0.94 7.6 

 

Table 3. The values of the coefficient and exponents in Eq. (4) 
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2. Experimental 
In this part of the chapter, our experimental results of the mass transfer coefficient kLa 
obtained for the gas – liquid or gas – solid – liquid systems agitated in a baffled vessel 
equipped with single high-speed impeller or the system of the two impellers are presented.  
Experimental studies were conducted in cylindrical transparent vessel of the inner diameter 
D = 0.288 m. Geometrical parameters of the vessel used are shown in Fig. 1. The vessel, 
equipped with a flat bottom and four baffles of the width B = 0.1D, was filled with liquid up 
to the height H = D (Fig. 1a) and H = 2D (Fig. 1b). The working liquid volumes were VL = 
0.02 m3 and VL = 0.04 m3, respectively. In the vessel with single impeller the impeller was 
placed at a hight h = 0.33D. In the tall vessel two high-speed impellers were located on the 
common shaft. The distance of the impeller from the bottom of the vessel was h1 = 0.167H 
for the lower and h2 = 0.67H for the upper impeller, respectively. All impellers have 
diameter d = 0.33D. Gas was introduced into liquid through a ring shaped sparger, of the 
diameter dd = 0.7d. The sparger with 44 symmetrically drilled holes of 2 mm in diameter was 
located at the distance e = 0.5h1 from the bottom of the vessel. To avoid surface aeration of 
the liquid which could disturb the measurements, the vessel was covered at the top with a 
transparent lid. 
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Fig. 1. Geometrical parameters of the stirred vessel; D = 0.288m; d = 0.33D; a) H = D; b) H = 2D 

Four types of high-speed agitators (Fig. 2) differing in generated fluid pumping mode were 
tested: Rushton and Smith turbines (radial flow impellers), A 315 (mixed flow) and HE 3 
(axial flow impeller). As a single agitator were used: RT, CD 6 and A 315. 
The measurements were carried out for gas-liquid and gas-solid liquid systems. Distilled 
water were used as a continuous phase, whilst air as gas phase. The second dispersed phase 
in a three-phase system was fraction of sea sand particles with mean diameter dp = 335 μm 
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Author Equation System Impeller D 
[m]

Operating 
parameters Comments 

Kralj & 
Sincic 
1984 

0.213
0.340.109 G L S

L og
L

Pk a w
V
− −⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 
Aqueous 
solution of 
NaOH – air 
– active 
carbon 

Rushton 
turbine; 
 
d/D = 0.33 

0.1 

n = 12.5-50 1/s; 
 

wog = 10-3-10-2 
m/s; 
 

X = 0.25, 0.5 
mass%  

required the 
presence of the 
antifoams  
(0.03-0.1% 
mass.) 

 Brehm 
et al.  
1985 

0.65 0.47
0.40.5612 G L S m

L og
L

Pk a w
V

η
η

− −⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠

water or 
aqueous 
solution of  
polyetylen
glycol – 
air – 
different 
solid 
particles 

Turbine 
with 4 
flat 
blades;  
 

d/D = 0.5  

0.145

n = 8.33-13.33 
1/s; 
  

Vg = 0.139-
2.78 x10-4  
m3/s ;  
 

X ≤ 10 % obj. 

solids: Al2O3, 
Fe2O3  
kiselguhr, glass 
beads 
(dp = 50-300 
μm); sand (dp = 
300 μm 
and powder); 
 

185 exp. points; 
Δ±11.5% 

Brehm  
 & 
Oguz  
1988 

0.75
0.5 0.5

3
0.34 33.07 10

G L S
og L

L
L

m L

P w D
V

k a

α

η σ

− −

−

⎛ ⎞
⎜ ⎟
⎝ ⎠= ⋅

water (or 
various 
organic 
liquids) – 
air –  
various 
solid 
particles  

Turbine 
with 4 
flat 
blades; 
 

d/D = 0.5  

0.145

ηm  =1.3-40.7 
x103 Pas; 
 

PG-L-S/VL = 0.75-
6.3 kW/m3;  
 

wog = 0.84-4.2 
m/s;  
 

σL = 24.3-71.8 
x10-3 N/m; 
 

DL = 0.68-2.41 
m2/s; 

Particles: 
CaCO3, Fe2O3, 
BaSO4, 
 
n [1/s] = const 
= 10.83; 
 
α = (σwater/σL)1/2 

 
Δ±11% 

 

Table 2. The correlations of the volumetric mass transfer coefficient kLa for the agitated gas-
solid-liquid systems and the applicability of the equations 

 

Type of biomass A α β γ ±Δ, % 

Propionibacterium 
 shermanii 6.586 -0.282 -0.0286 0.429 7.8 

Saccharomyces 
 cerevisiae 52.44 -0.702 -0.0762 0.514 6.8 

Penicillium chrysogenum 
(aggregates) 0.193 -0.269 0.0288 0.257 8.4 

Penicillium chrysogenum 
(free structure) 33.59 -1.012 -0.0463 0.94 7.6 
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In this part of the chapter, our experimental results of the mass transfer coefficient kLa 
obtained for the gas – liquid or gas – solid – liquid systems agitated in a baffled vessel 
equipped with single high-speed impeller or the system of the two impellers are presented.  
Experimental studies were conducted in cylindrical transparent vessel of the inner diameter 
D = 0.288 m. Geometrical parameters of the vessel used are shown in Fig. 1. The vessel, 
equipped with a flat bottom and four baffles of the width B = 0.1D, was filled with liquid up 
to the height H = D (Fig. 1a) and H = 2D (Fig. 1b). The working liquid volumes were VL = 
0.02 m3 and VL = 0.04 m3, respectively. In the vessel with single impeller the impeller was 
placed at a hight h = 0.33D. In the tall vessel two high-speed impellers were located on the 
common shaft. The distance of the impeller from the bottom of the vessel was h1 = 0.167H 
for the lower and h2 = 0.67H for the upper impeller, respectively. All impellers have 
diameter d = 0.33D. Gas was introduced into liquid through a ring shaped sparger, of the 
diameter dd = 0.7d. The sparger with 44 symmetrically drilled holes of 2 mm in diameter was 
located at the distance e = 0.5h1 from the bottom of the vessel. To avoid surface aeration of 
the liquid which could disturb the measurements, the vessel was covered at the top with a 
transparent lid. 
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Fig. 1. Geometrical parameters of the stirred vessel; D = 0.288m; d = 0.33D; a) H = D; b) H = 2D 

Four types of high-speed agitators (Fig. 2) differing in generated fluid pumping mode were 
tested: Rushton and Smith turbines (radial flow impellers), A 315 (mixed flow) and HE 3 
(axial flow impeller). As a single agitator were used: RT, CD 6 and A 315. 
The measurements were carried out for gas-liquid and gas-solid liquid systems. Distilled 
water were used as a continuous phase, whilst air as gas phase. The second dispersed phase 
in a three-phase system was fraction of sea sand particles with mean diameter dp = 335 μm 
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and density ρp = 2600 kg/m3. The measurements were conducted under various aeration 
rates, impeller speeds, and solid particles concentration. The measurements were performed 
for three different solid concentrations, X = 0.5, 2.5 and 5 mass %. The experiments were 
conducted at five different values of gas flow rate from the following range: Vg (m3/s) ∈ 〈0; 
5.56 × 10-3〉 (superficial gas velocity wog (m/s) ∈ 〈0; 8.53 × 10-3〉). Power consumption was 
measured using the strain gauge method. 
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Fig. 2. Agitators used in the study; a)  Rushton disc turbine (RT), b) Smith disc turbine (CD 6), 
c) A 315, d) HE 3 
All measurements were carried out within the turbulent regime of the fluid flow in the 
agitated vessel. During the measurements conducted in the gas-solid-liquid system, 
impeller speeds higher than the critical impeller speeds nJSG for the three-phase system were 
maintained. Critical agitator speeds in the gas–solid–liquid system were evaluated on basis 
of the Zwietering criterion (Zwietering, 1958). 
To determine the volumetric gas–liquid mass transfer coefficients kLa the unsteady-state 
gassing-out dynamic method (Van’t Riet, 1979; Ozkan et al., 2000; Lu et al., 2002) was used. 
The dynamic methods are used in many variants. In this study, the variant in which, at 
constant values of the impeller speed and gas flow rates, the kind of gas introduced into the 
vessel is changed was used. The gases were air and nitrogen. At the beginning of the 
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experiment, in order to remove oxygen, nitrogen was passed through the system. When the 
value of dissolved oxygen was lowered, air replaced nitrogen. After interchanging N2 → air, 
absorption of oxygen followed. The change of the oxygen concentration dissolved in liquid 
was measured by means of fast oxygen probe (galvanic type) coupled with an oxygen meter 
(CO-551, ELMETRON). The time delay of the measuring probe was ca. 3 s. This sensor was 
immersed in the liquid and placed at half distance between the baffles.  
In calculation of kLa, the response time of the probe should be taken into account (Kiełbus-
Rąpała & Karcz, 2009). Response time is defined as the time required by the probe used in 
the study to measure 63 % of the overall value of the oxygen concentration change (Van’t 
Riet, 1979) and it is related to the oxygen diffusion through the membrane of the probe. 
According to this fact, the measured values are sufficiently reliable (error below 6 %) only 
for the response time of the probe shorter or equal to (1/kLa). Therefore, in the experiments, 
evaluation of the oxygen probe response time was made by measuring the oxygen 
concentration changes after moving the probe from a liquid saturated by nitrogen to a 
saturated oxygen solution. The results indicate that using this probe, the kLa values of less 
than 0.1 s-1 are reliable. All values obtained in the measurements were lower than 0.1 s-1, so 
the error resulting from the response time τ could be neglected. 
The kLa coefficient values were determined from the slope of the plot ln[(C*-C0)/(C*-C)] = f(t). 
In this dependence, t denotes time whilst C*, C0, and C describe saturation concentration of 
gas in liquid, and concentrations of the gas at time t = 0 and t, respectively. The calculation 
was performed using the least-squares method.  

3. The results 
3.1 The results for gas-liquid system 
Experimental investigations of the mass transfer process in the two-phase gas–liquid 
systems enable to determine the changes of the volumetric mass transfer coefficient values 
with operating parameters (impeller speed n and superficial gas velocity wog). The results 
for the vessel with single impeller are represented by the data obtained for CD 6 impeller 
(Fig. 3). In this fig. the dependencies of kLa = f(n) for various values of wog are compared. It 
follows from the results that for all agitator tested the kLa coefficient value significantly 
increased with the increase both impeller speed and superficial gas velocity. 
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Fig. 3. The dependence of kLa = f(n) for single Smith turbine (CD 6) working in a gas–liquid 
system; varied values of wog ×103 m/s: ( ◊ ) 1.71;  ( ■ ) 3.41; (x) 5.12; ( • ) 6.82; ( ∆ ) 8.53  
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and density ρp = 2600 kg/m3. The measurements were conducted under various aeration 
rates, impeller speeds, and solid particles concentration. The measurements were performed 
for three different solid concentrations, X = 0.5, 2.5 and 5 mass %. The experiments were 
conducted at five different values of gas flow rate from the following range: Vg (m3/s) ∈ 〈0; 
5.56 × 10-3〉 (superficial gas velocity wog (m/s) ∈ 〈0; 8.53 × 10-3〉). Power consumption was 
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All measurements were carried out within the turbulent regime of the fluid flow in the 
agitated vessel. During the measurements conducted in the gas-solid-liquid system, 
impeller speeds higher than the critical impeller speeds nJSG for the three-phase system were 
maintained. Critical agitator speeds in the gas–solid–liquid system were evaluated on basis 
of the Zwietering criterion (Zwietering, 1958). 
To determine the volumetric gas–liquid mass transfer coefficients kLa the unsteady-state 
gassing-out dynamic method (Van’t Riet, 1979; Ozkan et al., 2000; Lu et al., 2002) was used. 
The dynamic methods are used in many variants. In this study, the variant in which, at 
constant values of the impeller speed and gas flow rates, the kind of gas introduced into the 
vessel is changed was used. The gases were air and nitrogen. At the beginning of the 
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experiment, in order to remove oxygen, nitrogen was passed through the system. When the 
value of dissolved oxygen was lowered, air replaced nitrogen. After interchanging N2 → air, 
absorption of oxygen followed. The change of the oxygen concentration dissolved in liquid 
was measured by means of fast oxygen probe (galvanic type) coupled with an oxygen meter 
(CO-551, ELMETRON). The time delay of the measuring probe was ca. 3 s. This sensor was 
immersed in the liquid and placed at half distance between the baffles.  
In calculation of kLa, the response time of the probe should be taken into account (Kiełbus-
Rąpała & Karcz, 2009). Response time is defined as the time required by the probe used in 
the study to measure 63 % of the overall value of the oxygen concentration change (Van’t 
Riet, 1979) and it is related to the oxygen diffusion through the membrane of the probe. 
According to this fact, the measured values are sufficiently reliable (error below 6 %) only 
for the response time of the probe shorter or equal to (1/kLa). Therefore, in the experiments, 
evaluation of the oxygen probe response time was made by measuring the oxygen 
concentration changes after moving the probe from a liquid saturated by nitrogen to a 
saturated oxygen solution. The results indicate that using this probe, the kLa values of less 
than 0.1 s-1 are reliable. All values obtained in the measurements were lower than 0.1 s-1, so 
the error resulting from the response time τ could be neglected. 
The kLa coefficient values were determined from the slope of the plot ln[(C*-C0)/(C*-C)] = f(t). 
In this dependence, t denotes time whilst C*, C0, and C describe saturation concentration of 
gas in liquid, and concentrations of the gas at time t = 0 and t, respectively. The calculation 
was performed using the least-squares method.  

3. The results 
3.1 The results for gas-liquid system 
Experimental investigations of the mass transfer process in the two-phase gas–liquid 
systems enable to determine the changes of the volumetric mass transfer coefficient values 
with operating parameters (impeller speed n and superficial gas velocity wog). The results 
for the vessel with single impeller are represented by the data obtained for CD 6 impeller 
(Fig. 3). In this fig. the dependencies of kLa = f(n) for various values of wog are compared. It 
follows from the results that for all agitator tested the kLa coefficient value significantly 
increased with the increase both impeller speed and superficial gas velocity. 
 

0

2

4

6

8

8 10 12 14 16 18
n , 1/s

k
La

 x
 1

02 ,  
1/

s

 
Fig. 3. The dependence of kLa = f(n) for single Smith turbine (CD 6) working in a gas–liquid 
system; varied values of wog ×103 m/s: ( ◊ ) 1.71;  ( ■ ) 3.41; (x) 5.12; ( • ) 6.82; ( ∆ ) 8.53  
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The data, concerning double impeller systems, obtained for various values of superficial gas 
velocity wog, are presented in Fig. 4a for the vessel with A 315 – Rushton turbine system and 
in Fig. 4b for the vessel with Smith turbine–Rushton turbine system. It can be observed that 
similarly to the vessel with single impeller, volumetric mass transfer coefficient is strongly 
affected by both impeller speed and superficial gas velocity. The differences in the kLa values 
between particular values of superficial gas velocity wog are greater in the case of Smith 
turbine – Rushton turbine configuration.    
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Fig. 4. The dependence of kLa = f(n) for two configurations of the agitators: a) A 315 (lower)– 
RT (upper), b) CD 6 (lower) –RT (upper); gas–liquid system; varied values of wog ×103 m/s:  
(◊) 1.71;  ( ■ ) 2.56; ( ∆ ) 3.41; ( • ) 5.12; ( □ ) 6.82 
According to the literature data our results confirmed that in a gas–liquid system the 
volumetric mass transfer coefficient is strongly affected by the type of the agitator used for 
mixing of the system. The comparison of the kLa coefficient values obtained for three single 
agitators: RT, CD 6 and A 315 are presented in Fig. 5. In the vessel with radial flow both 
Rushton and Smith turbines the values of kLa coefficient were significantly higher compared 
to the values characterized the vessel equipped with mixed flow A 315 impeller. This 
tendency was observed in the whole range of the measurements.  
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Fig. 5. The effect of a single impeller type on the kLa coefficient value in a gas-liquid system; 
n = const = 11.67 1/s; ( ∆ ) A 315; ( ○ ) CD 6; ( □ ) RT 
The effect of the impeller configuration on the volumetric mass transfer coefficient kLa value 
is presented in Figs. 6 and 7. The results concerning mass transfer processes conducting in 
the vessel equipped with two agitators on a common shaft showed that the type of both 
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lower and upper impeller strongly affects kLa coefficient values. In Fig. 6 the dependencies 
kLa = f(n) for different impeller configurations working in a gas-liquid system were 
compared. Fig. 6a presents the effect of the type of an upper agitator, whilst Fig. 6b the effect 
of the type of a lower agitator.  
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Fig. 6. The effect of the configuration of agitators on the kLa coefficient value; a) the effect of  
an upper agitator; empty points: RT–A 315 (upper), filled points: RT–HE 3 (upper); b) the 
effect of lower agitator; empty points: A 315 (lower)–RT; filled points: CD 6 (lower)–RT 
(upper); gas–liquid system; varied values of wog ×103 m/s: ( ◊♦ ) 1.71;  ( ∆▲) 3.41; ( □■ ) 6.82 
In the two-phase distilled water–air system significantly higher values of the volumetric 
mass transfer coefficient were obtained using the set of the impellers with A 315 as an upper 
one. Comparison of the kLa coefficient values for three chosen values of superficial gas 
velocity wog and both configurations differ in an upper impeller is presented in Fig. 6a, 7a. 
The A 315 impeller (data represent by empty points in Fig. 6a), which generates radial-axial 
fluid flow in the vessel, let to ensure more advantageous conditions for conducting of mass 
transfer process, comparing with generating typical axial liquid circulation HE 3 impeller 
(data represent by filled points in Fig. 6a). At the constant values of agitator speeds, the 
differences in kLa coefficient values increase with the increase of quantity of gas phase 
introduced into the liquid volume. At the gas velocity wog = 6,28×10-3 m/s, kLa values in the 
system agitated by RT–A 315 configuration were over 20 % higher, than those obtained 
analogously using RT–HE 3 set of agitators.  
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Fig. 7. Dependence kLa = f(wog) for different impeller configuration; a) various upper 
impeller: filled points: RT-HE 3, empty points: RT-A 315, n = 12.5 1/s (triangles), n = 15.83 
1/s (circles); b) various lower impellers: ( ∆ ) A 315-RT, ( □ ) CD 6-RT; n = 13.33 1/s; 
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The data, concerning double impeller systems, obtained for various values of superficial gas 
velocity wog, are presented in Fig. 4a for the vessel with A 315 – Rushton turbine system and 
in Fig. 4b for the vessel with Smith turbine–Rushton turbine system. It can be observed that 
similarly to the vessel with single impeller, volumetric mass transfer coefficient is strongly 
affected by both impeller speed and superficial gas velocity. The differences in the kLa values 
between particular values of superficial gas velocity wog are greater in the case of Smith 
turbine – Rushton turbine configuration.    
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Fig. 4. The dependence of kLa = f(n) for two configurations of the agitators: a) A 315 (lower)– 
RT (upper), b) CD 6 (lower) –RT (upper); gas–liquid system; varied values of wog ×103 m/s:  
(◊) 1.71;  ( ■ ) 2.56; ( ∆ ) 3.41; ( • ) 5.12; ( □ ) 6.82 
According to the literature data our results confirmed that in a gas–liquid system the 
volumetric mass transfer coefficient is strongly affected by the type of the agitator used for 
mixing of the system. The comparison of the kLa coefficient values obtained for three single 
agitators: RT, CD 6 and A 315 are presented in Fig. 5. In the vessel with radial flow both 
Rushton and Smith turbines the values of kLa coefficient were significantly higher compared 
to the values characterized the vessel equipped with mixed flow A 315 impeller. This 
tendency was observed in the whole range of the measurements.  
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Fig. 5. The effect of a single impeller type on the kLa coefficient value in a gas-liquid system; 
n = const = 11.67 1/s; ( ∆ ) A 315; ( ○ ) CD 6; ( □ ) RT 
The effect of the impeller configuration on the volumetric mass transfer coefficient kLa value 
is presented in Figs. 6 and 7. The results concerning mass transfer processes conducting in 
the vessel equipped with two agitators on a common shaft showed that the type of both 
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lower and upper impeller strongly affects kLa coefficient values. In Fig. 6 the dependencies 
kLa = f(n) for different impeller configurations working in a gas-liquid system were 
compared. Fig. 6a presents the effect of the type of an upper agitator, whilst Fig. 6b the effect 
of the type of a lower agitator.  
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Fig. 6. The effect of the configuration of agitators on the kLa coefficient value; a) the effect of  
an upper agitator; empty points: RT–A 315 (upper), filled points: RT–HE 3 (upper); b) the 
effect of lower agitator; empty points: A 315 (lower)–RT; filled points: CD 6 (lower)–RT 
(upper); gas–liquid system; varied values of wog ×103 m/s: ( ◊♦ ) 1.71;  ( ∆▲) 3.41; ( □■ ) 6.82 
In the two-phase distilled water–air system significantly higher values of the volumetric 
mass transfer coefficient were obtained using the set of the impellers with A 315 as an upper 
one. Comparison of the kLa coefficient values for three chosen values of superficial gas 
velocity wog and both configurations differ in an upper impeller is presented in Fig. 6a, 7a. 
The A 315 impeller (data represent by empty points in Fig. 6a), which generates radial-axial 
fluid flow in the vessel, let to ensure more advantageous conditions for conducting of mass 
transfer process, comparing with generating typical axial liquid circulation HE 3 impeller 
(data represent by filled points in Fig. 6a). At the constant values of agitator speeds, the 
differences in kLa coefficient values increase with the increase of quantity of gas phase 
introduced into the liquid volume. At the gas velocity wog = 6,28×10-3 m/s, kLa values in the 
system agitated by RT–A 315 configuration were over 20 % higher, than those obtained 
analogously using RT–HE 3 set of agitators.  
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Fig. 7. Dependence kLa = f(wog) for different impeller configuration; a) various upper 
impeller: filled points: RT-HE 3, empty points: RT-A 315, n = 12.5 1/s (triangles), n = 15.83 
1/s (circles); b) various lower impellers: ( ∆ ) A 315-RT, ( □ ) CD 6-RT; n = 13.33 1/s; 
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Comparison of the results obtained for double-impeller system differ in a lower impeller 
(Fig. 6b) shows, that at constant value of the impeller speed, the highest values of the kLa 
coefficient were obtained using Smith turbine–Rushton turbine configuration (data 
represent by filled points in Fig. 6b). At higher values of superficial gas velocity the 
differences between volumetric mass transfer coefficient values adequate to each 
configuration increased. The A 315 impeller, which differs in the generated profile of the 
fluid circulation from the turbine, is less effective as a lower impeller for the mass transfer 
processes in the agitated vessel comparing with CD 6 impeller (Fig. 7b). 
The results of the studies of the volumetric mass transfer coefficient in the gas-liquid system 
were described mathematically, by means of the dependency, which connect kLa coefficient 
with unit power consumption (PG-L/VL, W/m3) and superficial gas velocity (wog, m/s): 
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The values of the coefficient A and exponents B, C in this Eq. are collected in Table 4 for 
single impeller system and in Table 5 for all tested configurations of double impeller.  In 
these tables mean relative errors ±Δ for each set of agitators is also presented. For the vessel 
equipped with single impeller Eq. (5) is applicable within following range of the 
measurements: PG-L/VL ∈ <160; 5560 W/m3>; wog ∈ <1.71×10-3; 8.53×10-3 m/s>. The range of 
an application of this equation for the double impeller systems is as follows: 
Re ∈ <7.9×104; 16.3×104>; PG-L/VL ∈ <540; 4500 W/m3>; wog ∈ <1.71×10-3; 6.82×10-3 m/s>. 
 

No. Impeller A B C ±Δ, %

1. Rushton Turbine 0.029 0.44 0.534 3.7 
2. CD 6 0.028 0.374 0.622 3.3 
3. A 315 0.122 0.432 0.79 5.2 

Table 4. The values of the coefficient A and exponents B, C in Eq. (5) for single impeller 
systems (Kiełbus-Rąpała et al., 2010) 
 

Configuration of impellers No. 
lower upper 

A B C ±Δ, % 

1. Rushton Turbine A 315 0.098 0.404 0.689 7 
2. Rushton Turbine HE 3 0.081 0.374 0.636 6.5 
3. A 315 Rushton Turbine 0.027 0.466 0.575 3 
4. CD 6 Rushton Turbine 0.092 0.334 0.6 2.6 

Table 5. The values of the coefficient A and exponents B, C in Eq. (5) for double impeller 
systems (Kiełbus-Rapała & Karcz, 2010) 

3.2 The results for gas-solid-liquid system 
On the basis of the experimental studies performed within turbulent regime of the liquid 
flow the volumetric mass transfer coefficient values for gas-solid-liquid systems agitated by 
single or double impellers were determined. The results obtained confirm that in the system 
with solid particles the kLa coefficient value is strongly affected by operating parameters, 
and also the presence and concentration of solid phase in the agitated systems. 
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The results of the measurements of volumetric mass transfer coefficients kLa in two phase 
gas–liquid and three phase gas–solid–liquid system agitated by single CD 6 impeller are 
compared in Fig. 8 (Karcz & Kiełbus–Rąpała, 2006). In this Fig. empty points are ascribed to 
the two–phase system whilst filled points correspond to the three–phase system with the 
concentration of the solid particles 0.5 (Fig. 8a) and 2.5 mass% (Fig. 8b), respectively.  
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Fig. 8. Dependence kLa = f(n) for a single impeller CD 6; filled points: X = 0 mass %; empty 
points: a) X = 0.5 mass %, b) X = 2.5 mass %; various wog ×103 m/s: ( ◊♦ ) 1.71; ( □■ ) 3.41;  
(+ ×) 5.12; ( ○• ) 6.82; ( ∆▲ ) 8.53 (Karcz & Kiełbus–Rąpała, 2006) 

Analyzing the data in this Fig it could be concluded that in gas-solid-liquid system both 
superficial gas velocity and impeller speed influenced kLa coefficient value.  Similarly to the 
two-phase system kLa coefficient value depends on the impeller speeds linearly and kLa 
increases with the increase of n. Also the increase in aeration rate of three-phase system 
(described by superficial gas velocity wog) causes the increase of the volumetric mass 
transfer coefficient.  
It follows from the results that introducing solids to the system affects volumetric mass 
transfer coefficient kLa. In the system with 0.5% of solid particles inside, the values of the kLa 
are significantly higher than in the two–phase system (Fig. 8a). In coalescing system, it can 
be explained that solids in a small quantity during their movement in the system hit the gas 
bubbles, which are breaking into the smaller ones and in consequence, the interfacial area 
increases. However, adding more particles – 2.5 mass %, causes the decrease of kLa values. 
For lower values of superficial velocity wog, the volumetric mass transfer coefficient values 
are even lower than those obtained in the gas – liquid system (Fig. 8b).  
Results of the kLa coefficient measurements for two double-impeller configurations working 
in gas-liquid, and gas-solid-liquid systems are compared in next Figs (Kiełbus-Rapała & 
Karcz, 2009). The data for A 315 (lower)–RT (upper) impeller configuration are presented in 
Fig. 9, whilst those agitated by CD 6 (lower)–RT (upper) can be found in Fig. 10. In these 
figures, similarly to the data in Fig. 8 filled points are related to the two-phase system whilst 
empty points correspond to the three-phase system with the concentration of solid particles 
0.5 mass % (Figs 9a, 10a) and 2.5 mass % (Figs 9b, 10b), respectively. 
The results for the system agitated by two impellers on a common shaft show the same 
dependency of the volumetric mass transfer coefficient as was observed in the vessel 
equipped with single impeller. In the system with 0.5 mass % of solid particles, the values of 
kLa are significantly higher compared to the data for two-phase system for both 
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The results of the measurements of volumetric mass transfer coefficients kLa in two phase 
gas–liquid and three phase gas–solid–liquid system agitated by single CD 6 impeller are 
compared in Fig. 8 (Karcz & Kiełbus–Rąpała, 2006). In this Fig. empty points are ascribed to 
the two–phase system whilst filled points correspond to the three–phase system with the 
concentration of the solid particles 0.5 (Fig. 8a) and 2.5 mass% (Fig. 8b), respectively.  
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Fig. 8. Dependence kLa = f(n) for a single impeller CD 6; filled points: X = 0 mass %; empty 
points: a) X = 0.5 mass %, b) X = 2.5 mass %; various wog ×103 m/s: ( ◊♦ ) 1.71; ( □■ ) 3.41;  
(+ ×) 5.12; ( ○• ) 6.82; ( ∆▲ ) 8.53 (Karcz & Kiełbus–Rąpała, 2006) 

Analyzing the data in this Fig it could be concluded that in gas-solid-liquid system both 
superficial gas velocity and impeller speed influenced kLa coefficient value.  Similarly to the 
two-phase system kLa coefficient value depends on the impeller speeds linearly and kLa 
increases with the increase of n. Also the increase in aeration rate of three-phase system 
(described by superficial gas velocity wog) causes the increase of the volumetric mass 
transfer coefficient.  
It follows from the results that introducing solids to the system affects volumetric mass 
transfer coefficient kLa. In the system with 0.5% of solid particles inside, the values of the kLa 
are significantly higher than in the two–phase system (Fig. 8a). In coalescing system, it can 
be explained that solids in a small quantity during their movement in the system hit the gas 
bubbles, which are breaking into the smaller ones and in consequence, the interfacial area 
increases. However, adding more particles – 2.5 mass %, causes the decrease of kLa values. 
For lower values of superficial velocity wog, the volumetric mass transfer coefficient values 
are even lower than those obtained in the gas – liquid system (Fig. 8b).  
Results of the kLa coefficient measurements for two double-impeller configurations working 
in gas-liquid, and gas-solid-liquid systems are compared in next Figs (Kiełbus-Rapała & 
Karcz, 2009). The data for A 315 (lower)–RT (upper) impeller configuration are presented in 
Fig. 9, whilst those agitated by CD 6 (lower)–RT (upper) can be found in Fig. 10. In these 
figures, similarly to the data in Fig. 8 filled points are related to the two-phase system whilst 
empty points correspond to the three-phase system with the concentration of solid particles 
0.5 mass % (Figs 9a, 10a) and 2.5 mass % (Figs 9b, 10b), respectively. 
The results for the system agitated by two impellers on a common shaft show the same 
dependency of the volumetric mass transfer coefficient as was observed in the vessel 
equipped with single impeller. In the system with 0.5 mass % of solid particles, the values of 
kLa are significantly higher compared to the data for two-phase system for both 
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configurations of the impellers (Figs. 9a, 10a). It is worth to notice that the differences 
between the kLa values for the system with or without particles are greater for the A 315–RT 
configuration (Fig. 9). In the three-phase system stirred by CD 6–RT impellers, volumetric 
mass transfer coefficients for the lowest values of superficial gas velocity were even lower 
than those for gas-liquid system. These observations are also confirmed by the literature 
results concerning single-impeller (Alper et al., 1980; Özbek & Gayik, 2001) or double-
impeller (Galaction et al., 2004) systems. For low concentration of solids, the increase of kLa 
values can be explained by the interaction of particles with gas bubbles. The particles 
present in the liquid cause an increase in the turbulence on the film surrounding the gas 
bubbles, promoting thus the bubbles surface renewal and breaking, or leading to a smaller 
effective diffusion layer (Galaction et al., 2004; Alper et al., 1980; Kluytmans et al., 2003). 
Solids in low concentration and of small particle size can, during their movement in the 
system, collide and interact with the gas–liquid interface and, in consequence, the gas 
bubbles break into smaller ones causing an increase in interfacial area (Kiełbus-Rapała & 
Karcz, 2009). 
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Fig. 9. Dependence kLa = f(n) for configuration A 315 (lower)–Rushton turbine (upper); filled 
points: X = 0 mass %; empty points: a) X = 0.5 mass %, b) X = 2.5 mass %; various wog ×103 
m/s: ( ◊♦ ) 1.71; ( ∆▲ ) 3.41; ( □■ ) 6.82 (Kiełbus–Rąpała & Karcz, 2009) 
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Fig. 10. Dependence kLa = f(n) for the stirrers design CD 6 (lower)–Rushton turbine (upper); 
filled points: X = 0 mass %; empty points: a) X = 0.5 mass %, b) X = 2.5 mass %; various  
wog ×103 m/s:  ( ◊♦ ) 1.71; ( ∆▲ ) 3.41; ( ○• ) 5.12; ( □■ ) 6.82 (Kiełbus–Rąpała & Karcz, 2009) 
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The investigations of mass transfer process in the system agitated by double-impellers 
confirm that the volumetric mass transfer coefficient increases, compared to the system 
without solids, only below a certain level of particles concentration. 
Introducing more particles, X = 2.5 mass % into the system causes a decrease of kLa in 
A 315–RT (Fig. 9b) as well as in CD 6–RT (Fig. 10b) configuration. This tendency (reduction 
of kLa with increasing solid concentrations) was observed also in literature (Özbek & Gayik, 
2001). It was proposed that increasing solid concentration causes an increase of slurry 
viscosity, resulting in an increase of coalescence processes and, in consequence, decrease of 
kLa coefficients. 
The effect of solids on kLa could be probably associated with the differences in flow patterns 
generated in the agitated vessel as seen by the significant differences in the kLa values 
obtained using different impeller designs. Özbek and Gayik (2001) stated that the 
concentration at which kLa began to decline depended on solids type and size of the 
particles. 
The results obtained for the solid concentration X = 2.5 mass % (Kiełbus-Rapała & Karcz, 
2009) differ from those of a single-impeller system (Fig. 8) so the effect of particles with this 
concentration for the double – impeller system was not the same. Although in both cases, 
the values of kLa were lower compared to the system with X = 0.5 mass %, kLa coefficients 
were significantly lower compared to a gas–liquid system at all wog values (Figs 9, 10), 
whilst in a single-impeller system (Fig. 8b), the volumetric mass transfer coefficient values 
were lower only for lower values of superficial gas velocity wog (Karcz & Kiełbus-Rapała, 
2006). 
The effect of the solid phase concentration on the volumetric mass transfer coefficient value 
for both impeller configurations differ in lower impeller is presented in Fig. 11 (Kiełbus–
Rąpała & Karcz, 2009). The values of kLa coefficient, obtained at a constant value of 
superficial gas velocity for the system with different solid concentration agitated by A 315-
RT configuration (Fig. 11a) and CD 6-RT (Fig. 11b) are compared. In this Fig. triangles 
described data for gas-liquid system, squares – X = 0.5 mass%, circles – X = 2.5 mass%.  
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Fig. 11. Effect of the solid concentration on kLa value for double impeller configuration; a) A 
315 (lower)–Rushton turbine (upper), b) CD 6 (lower)–Rushton turbine (upper); wog = const 
= 3.41 × 10-3 m/s, X = 0 mass % (triangles); X = 0.5 mass % (squares); X = 2.5 mass % (circles) 
(Kiełbus–Rąpała & Karcz, 2009) 
In the three-phase system agitated by both impeller configurations differ in an upper 
impeller type significantly lower kLa coefficient value were obtained in the system with solid 
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configurations of the impellers (Figs. 9a, 10a). It is worth to notice that the differences 
between the kLa values for the system with or without particles are greater for the A 315–RT 
configuration (Fig. 9). In the three-phase system stirred by CD 6–RT impellers, volumetric 
mass transfer coefficients for the lowest values of superficial gas velocity were even lower 
than those for gas-liquid system. These observations are also confirmed by the literature 
results concerning single-impeller (Alper et al., 1980; Özbek & Gayik, 2001) or double-
impeller (Galaction et al., 2004) systems. For low concentration of solids, the increase of kLa 
values can be explained by the interaction of particles with gas bubbles. The particles 
present in the liquid cause an increase in the turbulence on the film surrounding the gas 
bubbles, promoting thus the bubbles surface renewal and breaking, or leading to a smaller 
effective diffusion layer (Galaction et al., 2004; Alper et al., 1980; Kluytmans et al., 2003). 
Solids in low concentration and of small particle size can, during their movement in the 
system, collide and interact with the gas–liquid interface and, in consequence, the gas 
bubbles break into smaller ones causing an increase in interfacial area (Kiełbus-Rapała & 
Karcz, 2009). 
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Fig. 9. Dependence kLa = f(n) for configuration A 315 (lower)–Rushton turbine (upper); filled 
points: X = 0 mass %; empty points: a) X = 0.5 mass %, b) X = 2.5 mass %; various wog ×103 
m/s: ( ◊♦ ) 1.71; ( ∆▲ ) 3.41; ( □■ ) 6.82 (Kiełbus–Rąpała & Karcz, 2009) 
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Fig. 10. Dependence kLa = f(n) for the stirrers design CD 6 (lower)–Rushton turbine (upper); 
filled points: X = 0 mass %; empty points: a) X = 0.5 mass %, b) X = 2.5 mass %; various  
wog ×103 m/s:  ( ◊♦ ) 1.71; ( ∆▲ ) 3.41; ( ○• ) 5.12; ( □■ ) 6.82 (Kiełbus–Rąpała & Karcz, 2009) 
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The investigations of mass transfer process in the system agitated by double-impellers 
confirm that the volumetric mass transfer coefficient increases, compared to the system 
without solids, only below a certain level of particles concentration. 
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2009) differ from those of a single-impeller system (Fig. 8) so the effect of particles with this 
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were significantly lower compared to a gas–liquid system at all wog values (Figs 9, 10), 
whilst in a single-impeller system (Fig. 8b), the volumetric mass transfer coefficient values 
were lower only for lower values of superficial gas velocity wog (Karcz & Kiełbus-Rapała, 
2006). 
The effect of the solid phase concentration on the volumetric mass transfer coefficient value 
for both impeller configurations differ in lower impeller is presented in Fig. 11 (Kiełbus–
Rąpała & Karcz, 2009). The values of kLa coefficient, obtained at a constant value of 
superficial gas velocity for the system with different solid concentration agitated by A 315-
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Fig. 11. Effect of the solid concentration on kLa value for double impeller configuration; a) A 
315 (lower)–Rushton turbine (upper), b) CD 6 (lower)–Rushton turbine (upper); wog = const 
= 3.41 × 10-3 m/s, X = 0 mass % (triangles); X = 0.5 mass % (squares); X = 2.5 mass % (circles) 
(Kiełbus–Rąpała & Karcz, 2009) 
In the three-phase system agitated by both impeller configurations differ in an upper 
impeller type significantly lower kLa coefficient value were obtained in the system with solid 
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concentration X = 2.5 mass %. The data for RT-A 315 and RT-HE 3 agitator design are 
compared in Fig. 12 in which squares concerned system with X = 0.5 mass% whilst  triangles 
: X = 2.5 mass %. 
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Fig. 12. The dependence of kLa = f(n) for two configurations of the agitator working in gas–
solid–liquid system; empty points: RT (lower)–A 315 (upper), filled points: RT (lower)– 
HE 3 (upper); various values of X: ( □■ ) 0.5 mass %; ( ∆▲ ) 2.5 mass % 

The effect of the single agitator type on the volumetric mass transfer coefficient kLa is 
presented in Fig. 13. Comparing the results obtained for each impeller it can be stated that, 
in general, the highest values of the kLa coefficient are characterized for Rushton turbine. 
However, at higher values of the superficial gas velocity wog the better results of the 
volumetric mass transfer coefficient correspond to CD 6 impeller. The A 315 impeller, which 
differs in the generated profile of the liquid circulation from the turbines, is less effective for 
the mass transfer processes in the agitated vessel (Karcz & Kiełbus-Rąpała, 2006). 
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Fig. 13. Comparison of the kLa = f(wog) for different single impellers working in the three-
phase system with solid concentration X = 2.5 mass %; ( □ ) RT, n = 13.33 1/s; ( ○ ) CD 6,  
n = 13.33 1/s; ( ∆ ) A 315, n = 12.50 1/s 
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The effect of upper agitator type on the volumetric mass transfer coefficient value in the 
gas–solid–liquid system is presented in Fig. 14.  
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Fig. 14. Comparison of values of kLa coefficient for two impeller configurations, working in  
gas–solid–liquid systems; X ≠ const; n = 15 1/s; various values of superficial gas velocity wog 
×10-3 m/s 

In the three–phase system that, which agitator ensure better conditions to conduct the 
process of gas ingredient transfer between gas and liquid phase, depends significantly on 
the quantity of gas introduced into the vessel. Comparison of values of kLa coefficient for 
two impeller configurations, working in gas–solid–liquid systems with two different solid 
concentrations is presented in Fig. 14. At lower value of superficial gas velocity (wog = 1.71 
×10-3 m/s) both in the system with lower solid particles concentration X = 0.5 mass % and 
with greater one: X = 2.5 mass %, higher of about 20 % values of volumetric mass transfer 
coefficient were obtained in the system agitated by means of the configuration with HE 3 
impeller. With the increase of gas velocity wog the differences in the values of kLa coefficient 
achieved for two tested impellers configuration significantly decreased. Moreover, in the 
system with lower solid concentration at the velocity wog = 3.41×10-3 m/s, in the whole 
range of impeller speeds, kLa values for both sets of impellers were equal.  
Completely different results were obtained when much higher quantity of gas phase were 
introduced in the vessel. For high value of wog for both system including 0.5 and 2.5 mass % 
of solid particles, more favourable was configuration Rushton turbine – A 315. Using this set 
of agitators about 20 % higher values of the volumetric mass transfer coefficient were 
obtained, comparing with the data characterized the vessel with HE 3 impeller as an upper 
one (Fig. 12). 
The data obtained for three–phase systems were also described mathematically. On the 
strength of 150 experimental points Equation (2) was formulated: 
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concentration X = 2.5 mass %. The data for RT-A 315 and RT-HE 3 agitator design are 
compared in Fig. 12 in which squares concerned system with X = 0.5 mass% whilst  triangles 
: X = 2.5 mass %. 
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Fig. 12. The dependence of kLa = f(n) for two configurations of the agitator working in gas–
solid–liquid system; empty points: RT (lower)–A 315 (upper), filled points: RT (lower)– 
HE 3 (upper); various values of X: ( □■ ) 0.5 mass %; ( ∆▲ ) 2.5 mass % 

The effect of the single agitator type on the volumetric mass transfer coefficient kLa is 
presented in Fig. 13. Comparing the results obtained for each impeller it can be stated that, 
in general, the highest values of the kLa coefficient are characterized for Rushton turbine. 
However, at higher values of the superficial gas velocity wog the better results of the 
volumetric mass transfer coefficient correspond to CD 6 impeller. The A 315 impeller, which 
differs in the generated profile of the liquid circulation from the turbines, is less effective for 
the mass transfer processes in the agitated vessel (Karcz & Kiełbus-Rąpała, 2006). 
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Fig. 13. Comparison of the kLa = f(wog) for different single impellers working in the three-
phase system with solid concentration X = 2.5 mass %; ( □ ) RT, n = 13.33 1/s; ( ○ ) CD 6,  
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The effect of upper agitator type on the volumetric mass transfer coefficient value in the 
gas–solid–liquid system is presented in Fig. 14.  
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gas–solid–liquid systems; X ≠ const; n = 15 1/s; various values of superficial gas velocity wog 
×10-3 m/s 

In the three–phase system that, which agitator ensure better conditions to conduct the 
process of gas ingredient transfer between gas and liquid phase, depends significantly on 
the quantity of gas introduced into the vessel. Comparison of values of kLa coefficient for 
two impeller configurations, working in gas–solid–liquid systems with two different solid 
concentrations is presented in Fig. 14. At lower value of superficial gas velocity (wog = 1.71 
×10-3 m/s) both in the system with lower solid particles concentration X = 0.5 mass % and 
with greater one: X = 2.5 mass %, higher of about 20 % values of volumetric mass transfer 
coefficient were obtained in the system agitated by means of the configuration with HE 3 
impeller. With the increase of gas velocity wog the differences in the values of kLa coefficient 
achieved for two tested impellers configuration significantly decreased. Moreover, in the 
system with lower solid concentration at the velocity wog = 3.41×10-3 m/s, in the whole 
range of impeller speeds, kLa values for both sets of impellers were equal.  
Completely different results were obtained when much higher quantity of gas phase were 
introduced in the vessel. For high value of wog for both system including 0.5 and 2.5 mass % 
of solid particles, more favourable was configuration Rushton turbine – A 315. Using this set 
of agitators about 20 % higher values of the volumetric mass transfer coefficient were 
obtained, comparing with the data characterized the vessel with HE 3 impeller as an upper 
one (Fig. 12). 
The data obtained for three–phase systems were also described mathematically. On the 
strength of 150 experimental points Equation (2) was formulated: 
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The values of the coefficient A, m1, m2, and exponents B, C in this Eq. are collected in Table 6 
for single impeller system and in Table 7 for the configurations of double impeller differ in a 
lower one.  In these tables mean relative error ±Δ is also presented. For the vessel equipped 
with single impeller Eq. (6) is applicable within following range of the measurements: PG-L-

S/VL  ∈ <118; 5700 W/m3 >; wog ∈ <1.71×10-3; 8.53×10-3 m/s>; X ∈ <0.5; 5 mass %>. The range 
of an application of this equation for the double impeller systems is as follows: PG-L-S/VL  ∈ 
<540; 5960 W/m3 >; wog ∈ <1.71×10-3; 6.82×10-3 m/s>; X ∈ <0.5; 5 mass %>. 
 

No. Impeller A b c m1 m2 ±Δ, % Exp. 
point 

1. Rushton turbine (RT) 0.031 0.43 0.515 -186,67 11.921 6.8 100 
2. Smith turbine (CD 6) 0.038 0.563 0.67 -388.62 23.469 6.6 98 
3. A 315 0.062 0.522 0.774 209.86 -11.038 10.3 108 

Table 6. The values of the coefficient A, m1, m2 and exponents b, c in Eq. (6) for single 
impeller systems (Kiełbus-Rąpała et al., 2010) 

 

Configuration of impellersNo. 
lower upper 

A b c m1 m2 ±Δ, % 

1. CD 6 RT 0.164 0.318 0.665 0.361 8.81 3 
2. A 315 RT 0.031 0.423 0.510 -0.526 -8.31 4 

Table 7. The values of the coefficient A, m1, m2 and exponents b, c  in Eq. (6) for double 
impeller systems (Kiełbus-Rąpała & Karcz, 2009) 

The results of the kLa coefficient measurements for the vessel equipped with double impeller 
configurations differ in an upper impeller were described by Eq. 7.  
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The values of the coefficient A, m, and exponents B, C in this Eq. for both impeller designs 
are collected in Table 8.  The range of application of Eq. 2 is as follows: Re ∈ <9.7; 16.8×104>; 
PG-L-S/VL ∈ <1100; 4950 W/m3>; wog ∈ <1.71×10-3; 6.82×10-3 m/s>; X ∈ <0; 0.025>. 
 

Configuration of impellers
No. 

lower upper 
A B C m ±Δ, % 

1. Rushton Turbine A 315 0.103 0.409 0.695 4.10 4.8 
2. Rushton Turbine HE 3 0.031 0.423 0.510 6.17 6.4 

Table 8. The values of the coefficient A and exponents B, C in Eq. (7) (Kiełbus-Rąpała & 
Karcz 2010) 
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4. Conclusions 
In the multi – phase systems the kLa coefficient value is affected by many factors, such as 
geometrical parameters of the vessel, type of the impeller, operating parameters in which 
process is conducted (impeller speed, aeration rate), properties of liquid phase (density, 
viscosity, surface tension etc.) and additionally by the type, size and loading  (%) of the solid 
particles. 
The results of the experimental analyze of the multiphase systems agitated by single 
impeller and different configuration of two impellers on the common shaft show that within 
the range of the performed measurements: 
1. Single radial flow turbines enable to obtain better results compared to mixed flow A 315 

impeller. 
2. Geometry of lower as well as upper impeller has strong influence on the volumetric 

mass transfer coefficient values. From the configurations used in the study for gas-
liquid system higher values of kLa characterized Smith turbine (lower)–Rushton turbine 
and Rushton turbine–A 315 (upper) configurations. 

3. In the vessel equipped with both single and double impellers the presence of the solids 
in the gas–liquid system significantly affects the volumetric mass transfer coefficient 
kLa. Within the range of the low values of the superficial gas velocity wog, high agitator 
speeds n and low mean concentration X of the solids in the liquid, the value of the 
coefficient kLa increases even about 20 % (for single impeller) comparing to the data 
obtained for gas–liquid system. However, this trend decreases with the increase of both 
wog and X values. For example, the increase of the kLa coefficient is equal to only 10 % 
for the superficial gas velocity wog = 5.12 x10-3 m/s. Moreover, within the highest range 
of the agitator speeds n value of the kLa is even lower than that obtained for gas–liquid 
system agitated by means of a single impeller.  
In the case of using to agitation two impellers on the common shaft kLa coefficient 
values were lower compared to a gas–liquid system at all superficial gas velocity 
values.  

4. The volumetric mass transfer coefficient increases, compared to the system without 
solids, only below a certain level of particles concentration. Introducing more particles, 
X = 2.5 mass % into the system causes a decrease of kLa in the system agitated by both 
single and double impeller systems. 

5. In the gas–solid–liquid system the choice of the configuration (upper impeller) strongly 
depends on the gas phase participation in the liquid volume: 

 -The highest values of volumetric mass transfer coefficient in the system with small 
value of gas phase init were obtained in the vessel with HE 3 upper stirrer; 

 -In the three-phase system, at large values of superficial gas velocity better 
conditions to mass transfer process performance enable RT–A 315 configuration.  

Symbols 
a length of the blade     m 
B width of the baffle     m               
b width of the blade     m 
C concentration      g/dm3 

D inner diameter of the agitated vessel    m 
d impeller diameter       m  
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lower one.  In these tables mean relative error ±Δ is also presented. For the vessel equipped 
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4. Conclusions 
In the multi – phase systems the kLa coefficient value is affected by many factors, such as 
geometrical parameters of the vessel, type of the impeller, operating parameters in which 
process is conducted (impeller speed, aeration rate), properties of liquid phase (density, 
viscosity, surface tension etc.) and additionally by the type, size and loading  (%) of the solid 
particles. 
The results of the experimental analyze of the multiphase systems agitated by single 
impeller and different configuration of two impellers on the common shaft show that within 
the range of the performed measurements: 
1. Single radial flow turbines enable to obtain better results compared to mixed flow A 315 

impeller. 
2. Geometry of lower as well as upper impeller has strong influence on the volumetric 

mass transfer coefficient values. From the configurations used in the study for gas-
liquid system higher values of kLa characterized Smith turbine (lower)–Rushton turbine 
and Rushton turbine–A 315 (upper) configurations. 

3. In the vessel equipped with both single and double impellers the presence of the solids 
in the gas–liquid system significantly affects the volumetric mass transfer coefficient 
kLa. Within the range of the low values of the superficial gas velocity wog, high agitator 
speeds n and low mean concentration X of the solids in the liquid, the value of the 
coefficient kLa increases even about 20 % (for single impeller) comparing to the data 
obtained for gas–liquid system. However, this trend decreases with the increase of both 
wog and X values. For example, the increase of the kLa coefficient is equal to only 10 % 
for the superficial gas velocity wog = 5.12 x10-3 m/s. Moreover, within the highest range 
of the agitator speeds n value of the kLa is even lower than that obtained for gas–liquid 
system agitated by means of a single impeller.  
In the case of using to agitation two impellers on the common shaft kLa coefficient 
values were lower compared to a gas–liquid system at all superficial gas velocity 
values.  

4. The volumetric mass transfer coefficient increases, compared to the system without 
solids, only below a certain level of particles concentration. Introducing more particles, 
X = 2.5 mass % into the system causes a decrease of kLa in the system agitated by both 
single and double impeller systems. 

5. In the gas–solid–liquid system the choice of the configuration (upper impeller) strongly 
depends on the gas phase participation in the liquid volume: 

 -The highest values of volumetric mass transfer coefficient in the system with small 
value of gas phase init were obtained in the vessel with HE 3 upper stirrer; 

 -In the three-phase system, at large values of superficial gas velocity better 
conditions to mass transfer process performance enable RT–A 315 configuration.  
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C concentration      g/dm3 
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dd diameter of the gas sparger    m 
dp particles diameter     m 
e distance between gas sparger and bottom of the vessel m 
H liquid height in the agitated vessel    m 
h1 off – bottom clearance of lower agitator   m 
h2 off – bottom clearance of upper agitator    m 
i number of the agitators  
J number of baffles 
kLa volumetric mass transfer coefficient   s-1 
n agitator speed      s-1 
nJSG critical impeller speed for gas – solid – liquid system  s-1  
P power consumption     W 
R curvature radius of the blade    m 
t time       s 
VL liquid volume      m3 
Vg gas flow rate      m3s-1 
wog superficial gas velocity (= 4 Vg /πD2)·   m s-1 
X mass fraction of the particles    % w/w 
Z number of blades 
Greek Letters 

β pitch of the impeller blade     deg 
ρp density of solid particles     kgm-3  
Subscripts 
G-L        refers to gas – liquid system 
G-S-L    refers to gas – solid – liquid system 
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1. Introduction 
Gas-sparged vessels agitated by mechanically rotating impellers are apparatuses widely 
used mainly to enhance the gas-liquid mass transfer in industrial chemical process 
productions.  For gas-liquid contacting operations handling liquids of low viscosity, baffled 
vessels with unidirectionally rotating, relatively small sized turbine type impellers are 
generally adopted and the impeller is rotated at higher rates.  In such a conventional 
agitation vessel, there are problems which must be considered (Bruijn et al., 1974; Tanaka 
and Ueda, 1975; Warmoeskerken and Smith, 1985; Nienow, 1990; Takahashi, 1994): 1) 
occurrence of a zone of insufficient mixing behind the baffles and possible adhesion of a 
scale to the baffles and the need to clean them periodically; 2) formation of large gas-filled 
cavities behind the impeller blades, producing a considerable decrease of the impeller 
power consumption closely related to characteristics on gas-liquid contact, i.e., mass 
transfer; 3) restriction in the range of gassing rate in order to avoid phenomena such as 
flooding of the impeller by gas bubbles, etc.  Neglecting these problems may result in a 
reduced performance of conventional agitation vessels.  Review of the literatures for the 
conventional agitation vessel reveals that a considerable amount of work was carried out to 
improve existing type apparatuses.  However, a gas-liquid agitation vessel which is almost 
free of the above-mentioned problems seems not to have hitherto been available.  Therefore, 
there is a need to develop a new type apparatus, namely, an unbaffled vessel which 
provides better gas-liquid contact and which may be used over a wide range of gassing 
rates.   
As mentioned above, in conventional agitation vessels, baffles are generally attached to the 
vessel wall to avoid the formation of a purely rotational liquid flow, resulting in an 
undeveloped vertical liquid flow.  In contrast, if a rotation of an impeller and a flow 
produced by the impeller are allowed to alternate periodically its direction, a sufficient 
mixing of liquid phase would be expected in an unbaffled vessel without having anxiety 
about the problems encountered with conventional agitation vessels.  We developed an 
agitator of a forward-reverse rotating shaft whose unsteady rotation proceeds while 
alternating periodically its direction at a constant angle (Yoshida et al., 1996).  Additionally, 
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we designed an impeller with four blades as are longer and narrower and are of triangular 
sections.  The impellers were attached on the agitator shaft to be multiply arranged in an 
unbaffled vessel with a liquid height-to-diameter ratio of 2:1.  This unbaffled vessel agitated 
by the forward-reverse rotating impellers was applied to an air-water system and then its 
performance as a gas-liquid contactor was experimentally assessed, with resolutions for the 
above-mentioned problems being provided (Yoshida et al., 1996; Yoshida et al., 2002; 
Yoshida et al., 2005).   
Liquid phases treated in most chemical processes are mixtures of various substances.  
Presence of inorganic electrolytes is known to decrease the rate for gas bubbles to coalesce 
because of the electrical effect at the gas-liquid interface (Marrucci and Nicodemo, 1967; 
Zieminski and Whittemore, 1971).  In many cases, the electrical effect creates different gas-
liquid dispersion characteristics, such as decreased size of gas bubbles dispersed in liquid 
phase without practical changes in their density, viscosity and surface tension (Linek et al., 
1970; Robinson and Wilke, 1973; Robinson and Wilke, 1974; Van’t Riet, 1979; Hassan and 
Robinson, 1980; Linek et al., 1987). The present work assesses the mass transfer 
characteristics in aerated electrolyte solutions, following assessment of those in the air-water 
system, for the forward-reverse agitation vessel. In conjunction with the volumetric 
coefficient of mass transfer as viewed from change in power input, which is a typical 
performance characteristic of gas-liquid contactors, the dependences of mass transfer 
parameters such as the mean bubble diameter, gas hold-up and liquid-phase mass transfer 
coefficient were examined.  Such investigations including correlation of the mass transfer 
parameter could quantify enhancement of the gas-liquid mass transfer and predict 
reasonably the values of volumetric coefficient.   

2. Experimental 
2.1 Experimental apparatus 
A schematic diagram of the experimental set-up is shown in Fig. 1.  The vessel was a 
combination of a cylindrical column (0.25 m inner diameter, Dt, 0.60 m height) made of 
transparent acrylic resin and a dish-shaped stainless-steel bottom (0.25 m inner diameter 
and 0.075 m height).  The liquid depth, H, was maintained at 0.50 m, which was twice Dt.  
An impeller is one with four blades whose section is triangular (0.20 m diameter, Di, Fig. 2), 
and was used in a multiple manner where the triangle apex of the blade faces downward.  
Different experiments employed 2-8 impellers; the number is represented as ni.  The 
impellers were set equidistantly on the shaft in its section between the lower end of the 
column and the liquid surface.  Additionally, the angular difference of position between the 
blades of one impeller and those of upper and lower adjacent impellers was 45 degree.  In 
the mechanism for transmitting motion used here (Yoshida et al., 2001), when the crank is 
rotated one revolution, the shaft on which the impellers were attached first rotates up to 
one-quarter of a revolution in one direction, stops rotating at that position and rotates one-
quarter of a revolution in the reverse direction.  That is, the angular amplitude of forward-
reverse rotation, θo, is π/4.  When such a rotation with sinusoidal angular displacement is 
expressed in the form of a cosine function, the angular velocity of impeller, ωi, is given by 
the sine function as 

 ωi=2πθoNfrsin(2πNfrt) (1) 
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Fig. 1. Schematic flow diagram of experimental apparatus.  Dimensions in mm. 
 

 
Fig. 2.  Structure and dimensions (in mm) of the impeller used. 

where Nfr is the frequency of forward-reverse rotation and was varied from 1.67 to 6.67 Hz 
as an agitation rate.  A ring sparger with 24 holes of 1.2 mm diameter (the circle passing 
through the holes’ centers is 0.16 m diameter) was used for aeration. The gassing rate ranged 
from 0.4×10-2 to 1.7×10-2 m/s in the superficial gas velocity, Vs.  Comparative experiments in 
the unidirectional rotation mode of impeller were undertaken using a conventional impeller, 
a disk turbine impeller with six flat blades (DT, 0.12 m Di).  DTs were set in a dual 
configuration on the shaft and a nozzle sparger with a single hole of 7 mm diameter was 
equipped for the fully baffled vessel. Geometrical conditions such as Dt and H were 
common to the forward-reverse and unidirectional agitation modes. Sodium chloride 
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solutions of different concentrations (up to 2.0 wt%) were used at 298 K as the liquid phase 
containing electrolyte.  Physical properties of these liquids such as density, ρ, viscosity, μ, 
and diffusivity, DL, were approximated by those for water.   

2.2 Measuring system for power consumption of impeller 
A system measuring unsteady torque of the shaft due to unsteady rotation of the impeller 
consisted of the fluid force transducing part, impeller displacement transducing part and 
signal processing part. In the fluid force transducing part, the strain generated during 
operation in a copper alloy coupling having four strain gauges is recorded continuously. In 
the impeller displacement transducing part, a switching circuit composed of a light emitting 
diode and a phototransistor, etc. pulses the rest point in cycles of forward-reverse rotation of 
impeller, thereby adjusting the frequency of forward-reverse rotation and defining the 
trigger point of measurements as the rest point.  In the signal processing part, the analog 
signals of voltage from the fluid force and impeller displacement transducers are input into 
a computer after being digitized to permit calculations of the torque of the forward-reverse 
rotating shaft.  The fluid force transducer detects the strains caused by different forces such 
as fluid forces acting on the impeller and shaft and inertia forces due to the acceleration of 
the motions of the impeller and shaft.  The fluid force acting on the shaft was found to be 
negligibly small in analysis, compared with that acting on the impeller.  Hence, the moment 
of the fluid force acting on the impeller, i.e., the agitation torque, can be obtained by 
subtracting the value measured in air from that in liquid, with the impellers attached.   
The time-course curve of instantaneous power consumption, Pm, was obtained by 
multiplying the instantaneous torque, Tm, measured over one cyclic time of forward-reverse 
rotation of impeller by the angular velocity of impeller at the corresponding time [Eq. (1)].  
The time-averaged power consumption, Pmav, that is based on the total energy transmitted in 
one cycle was graphically determined from the time-course curve of Pm.   

 Pmav=∮Pmdt/(1/Nfr)=ΣPmΔt/(1/Nfr) (2) 

The following equation was used to calculate the power consumption for aeration, Pa:   

 Pa=ρgVsVo (3) 

where g is the acceleration due to gravity and Vo is the liquid volume above the sparger.   

2.3 Measuring system for mass transfer parameters 
For mass transfer experiments, the physical absorption of oxygen in air by water was used.  
The volumetric coefficient of oxygen transfer was determined by the gassing-out method 
with purging nitrogen. The time-dependent dissolved oxygen concentration (DO), CL, after 
starting aeration under a given agitation was measured at the midway point of the liquid 
depth, i.e., the distance 0.25 m above the vessel bottom, using a DO electrode.  When there 
was assumed to be little difference of oxygen concentration between the inlet air and outlet 
gas, the overall volumetric coefficient based on the liquid volume, KLaL, was obtained from 
the following relation:   

 ln[(CL*-CL)/(CL*-CLo)]=-KLaLt (4) 

where CLo is the initial concentration, CL* is the saturated concentration and t is the time.  
The error in the value of volumetric coefficient due to the response lag of the DO electrode 
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was corrected based on the first-order model using the time constant obtained in response 
experiments.  KLaL determined in this way was regarded as the liquid-side volumetric 
coefficient, kLaL, because in this system, the resistance to mass transfer on the gas side was 
negligible compared with that on the liquid side.   
In analyzing the time-course of oxygen concentration, a model was used assuming well-
mixed liquid phase and gas phase without depletion.  Previous researchers including one 
(Calderbank, 1959) referred for comparison have resolved the difficulty to analyze changes 
in gas phase by ignoring the depletion of solute, so that gas bubbles are assumed to have the 
same composition between the inlet and outlet gas streams at all time.  It has been 
demonstrated that the errors inherent in such assumptions are significant and that their 
effect on evaluation of the volumetric coefficient is considerable (Chapman et al., 1982; Linek 
et al., 1987), which may underestimate the values of volumetric coefficient.  Justification for 
the assumptions lies in the fact that agreement between the observed values and calculated 
ones from earlier empirical equations (Van’t Riet, 1979; Nocentini et al., 1993) was 
satisfactory and that the analytical result still preserves the relative order of difference 
between the agitation modes, making them practical comparison.  Therefore, it is to be 
noted that the values of volumetric coefficient evaluated in this work are confined to the 
control for comparison and would be required for the reliability to be improved.   
Photographs of gas bubbles were taken at the midway point of the liquid depth, i.e., the 
distance 0.25 m above the vessel bottom.  A square column was set around the vessel section 
where the photographs were taken.  The space between the square column and vessel was 
also filled with water to reduce optical distortion.  A point immediately inside the vessel 
wall was focused on.  When a lamp light was collimated through slits to illuminate the 
vertical plane including that point, bodies within 25 mm inside the vessel wall could be 
almost in focus.  The average value of readings of a scale placed in that space was employed 
as a measure for comparison.  A spheroid could approximate the bubble shape observed on 
the photographs.  By measuring the major and minor axes for at least 100 bubbles 
photographed, the volume-surface mean diameter, dvs, was calculated.  The overall gas hold-
up, φgD, based on the gassed liquid volume was determined using the manometric technique 
(Robinson and Wilke, 1974).  The manometer reading was corrected for the difference of 
dynamic pressure, namely, that of the reading measured in ungassed liquid.  When the 
dispersion is assumed to comprise spherical gas bubbles of size dvs, the gas-liquid interfacial 
area per unit volume of gassed liquid, aD, is calculated from the following equation:   

 aD=6φgD/dvs (5) 

The liquid-phase mass (oxygen) transfer coefficient, kL, was separated from the volumetric 
coefficient based on the liquid volume, kLaL, using aD and φgD.   

 kL=(kLaD)/aD=(kLaL)(1-φgD)/aD (6) 

3. Power characteristics of forward-reverse agitation vessel 
3.1 Viscous and inertial drag coefficients 
The following expression is assumed for the torque of the forward-reverse rotating shaft on 
which the impellers were attached, i.e., the agitation torque, Tm:   

 Tm=CdρDi5ωi⏐ωi⏐+CmρDi5(dωi/dt) (7) 
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where Di is the diameter of impeller, ωi is the angular velocity of impeller, ρ is the density of 
fluid around impeller and t is the time.  Cd is the viscous drag coefficient relating to the 
moment of viscous drag on impeller and Cm is the inertial drag coefficient relating to the 
moment of inertia force due to the acceleration of fluid motion caused by impeller forward-
reverse rotation.  These coefficients are expressed in a form of average over one cyclic time 
of forward-reverse rotation of impeller as follows, respectively, using the coefficients of the 
fundamental frequency components of sine and cosine obtained by expanding Eq. (7), into 
which the time-dependence of ωi [Eq. (1)] was substituted, in Fourier series:   

 Cd=(3π/8)[(1/π)∮(Tm/ρDi5θo2ωfr2)sin(ωfrt)d(ωfrt)] (8) 

 Cm=θo[(1/π)∮(Tm/ρDi5θo2ωfr2)cos(ωfrt)d(ωfrt)] (9) 

where ωfr is the angular frequency of the sinusoidal time-course of ωi and is equal to 2πNfr.  
Moreover, Eq. (7) for the time-course of Tm is rewritten as follows:   

 Tm=(ρDi5θo2ωfr2)[(8Cd/3π)sin(ωfrt)+(Cm/θo)cos(ωfrt)] (10) 
 

The data of agitation torque, Tm, measured in electrolyte solutions of different 
concentrations when the gassing rate, the agitation rate and the number of impellers were 
varied were analyzed based on Eq. (10).  An example of ungassed and gassed analytical 
results is shown in Fig. 3.  The thin solid line in the figure is for the values calculated from 
Eq. (10) with the viscous and inertial drag coefficients, Cd and Cm, determined 
experimentally using Eqs (8) and (9).  Good agreements were found between the observed 
and calculated values, regardless of the conditions with and without aeration. For the 
difference due to aeration, it was found that the values of gassed Tm were on the whole 
small compared those of ungassed Tm.  Both the resultant Cd and Cm exhibited the low values 
under the gassed condition in comparison with the ungassed one.   
For all systems when the agitation conditions such as the agitation rate, Nfr, and the number 
of impellers, ni, were varied in electrolyte solutions of different concentrations, Ce, the drag 
coefficients decreased with increase of the superficial gas velocity, Vs. The dependences of 
the ratios of gassed coefficients to ungassed ones, Cdg/Cdo and Cmg/Cmo, characterizing the 
decrease of the resistance of fluid for the impeller rotation due to aeration, on the agitation 
conditions were examined.  Cdg/Cdo and Cmg/Cmo decreased with increase of Nfr, whereas the 
coefficient ratios were almost independent of ni and Ce.  The drag coefficients with variation 
of the aeration and agitation condition in the electrolyte solutions were correlated in the 
following form:   

 Cd=(0.0024ni0.89)exp[-(2.3×0.52)Vs0.69Nfr0.69] (11) 

 Cm=(0.00032Nfr-0.06ni1.00)exp[-(2.3×0.31)Vs1.07Nfr1.07] (12) 

The correlation results are shown in Figs 4 and 5 as the relation between Cdg/Cdo and 
0.52Vs0.69Nfr0.69 and that between Cmg/Cmo and 0.31Vs1.07Nfr1.07, respectively. As can be seen 
from the figures, the observed values of respective drag coefficients were satisfactorily 
reproduced by Eqs (11) and (12).   
 

Gas-Liquid Mass Transfer in an Unbaffled Vessel Agitated  
by Unsteadily Forward-Reverse Rotating Multiple Impellers   

 

123 

 
Fig. 3. Time-course of agitation torque, Tm. 

 

 
Fig. 4. Relationship between drag coefficient Cdg/Cdo and operating conditions. 

 
 

 
Fig. 5. Relationship between drag coefficient Cmg/Cmo and operating conditions. 
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3.2 Power consumption of impeller 
The instantaneous power consumption, i.e., the agitation power, Pm, in the cycle of forward-
reverse rotation of impeller could be expressed by the following equation as the product of 
the agitation torque, Tm, [Eq.(10)] and the angular velocity of impeller, ωi, [Eq.(1)]:   

 Pm=(ρDi5θo3ωfr3)sin(ωfrt)[(8Cd/3π)sin(ωfrt)+(Cm/θo)cos(ωfrt)] (13) 

Using Eq. (13), the time-averaged power consumption, Pmav, that is based on the total energy 
transmitted in one cycle of forward-reverse rotation of impeller is related to the viscous drag 
coefficient, Cd, as follows:   

 Pmav=∮Pmdt/(2π/ωfr)=(4/3π)(ρDi5θo3ωfr3)Cd (14) 

Figure 6 shows an example of the changes in Pm with time. The thin solid line in the figure is 
for the values calculated from Eq. (13) with the drag coefficients, Cd and Cm, determined 
experimentally.  Agreements between the observed and calculated values were found to be 
good.  According to Eq. (2), the value of Pmav was determined by integrating graphically Pm 
with the time.  On the other hand, combined use of Eq. (14) with Eq. (11) enables to calculate 
Pmav as a function of the aeration and agitation conditions such as Vs, Nfr and ni.  Figure 7  
 

 
Fig. 6. Time-course of agitation power, Pm. 

 
Fig. 7. Comparison of average agitation power, Pmav, values observed with those calculated. 
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compares the Pmav values determined experimentally with those calculated from Eq. (14) 
used with Eq. (11). These equations reproduced the experimental Pmav values with an 
accuracy of ±20 % and was demonstrated to be useful for prediction of the values of the 
power consumption of the forward-reverse rotating impeller.   
Equations (11) and (12) indicate that the power consumption of the forward-reverse rotating 
impeller in liquid phase where gas bubbles are dispersed is independent of the electrolyte 
concentration. That is, the power characteristics are perceived to be independent of the 
dispersing gas bubble size which changes depending on the electrolyte concentration in 
liquid phase. This result, which is observed also for unidirectionally rotating impellers 
(Bruijn et al., 1974), would be caused by difficulty for the cavities formed behind the blades 
of impeller to be affected by small sized gas bubbles dispersed in liquid phase.   

4. Mass transfer characteristics of forward-reverse agitation vessel 
The differences of the volumetric coefficient of mass transfer when the aeration and 
agitation conditions were varied were investigated in terms of the power input. A total 
power input was employed as the sum of the aeration and agitation power inputs. The 
aeration power input defined as the power of isothermal expansion of gas bubbles to their 
surrounding liquid was calculated from Eq. (3).  For the agitation power input, the average 
power consumption of impeller calculated from Eqs (14) and (11) was used.  Figure 8 shows 
a typical result of the volumetric coefficient, kLaL, plotted against the total power input per 
unit mass of liquid, Ptw, with the electrolyte concentration, Ce, and the superficial gas 
velocity, Vs, as parameters.  For any system, kLaL tended to increase almost linearly with Ptw.  
The rate of increase in kLaL with Ptw was practically independent of Vs but differed 
depending on the conditions with and without electrolyte in liquid phase.   
The results for the baffled vessel agitated by the unidirectionally rotating multiple DT 
impellers examined as a control and those reported by Van’t Riet (1979) and Nocentini et al. 
(1993) are also shown in Fig. 8.  Although the tendency that the dependence of kLaL on Ptw 
becomes larger in existence of electrolyte in liquid phase was common to the forward-
reverse and unidirectional agitation modes, the dependence for the former mode was larger 
than that for the latter one.  As a result, favorably comparable kLaL values were obtained in 
the unbaffled vessel agitated by the forward-reverse rotating impellers.   
Presence of electrolytes in liquid phase is known to decrease the rate for gas bubbles to 
coalesce (Marrucci and Nicodemo, 1967; Zieminski and Whittemore, 1971) and to decrease 
the size of gas bubbles dispersed in liquid phase (Linek et al., 1970; Robinson and Wilke, 
1973; Robinson and Wilke, 1974; Van’t Riet, 1979; Hassan and Robinson, 1980; Linek et al., 
1987).  Decreased size of gas bubbles in liquid phase containing electrolyte causes increase of 
the gas-liquid interfacial area, aL, which is further enhanced by the tendency for the gas 
hold-up to increase with decrease of the bubble size.  On the other hand, decrease of the 
bubble size causes decrease of the liquid-phase mass transfer coefficient, kL, and then kL is 
often considered to be a function of the bubble size (Robinson and Wilke, 1974; Hassan and 
Robinson, 1980).  That is, the volumetric coefficient that is the product of aL and kL suffers 
the two counter influences.  In the following sections, the mass transfer parameters such as 
aL and kL are addressed for enhancement of the gas-liquid mass transfer in the forward-
reverse agitation vessel to be assessed.   
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3.2 Power consumption of impeller 
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with the time.  On the other hand, combined use of Eq. (14) with Eq. (11) enables to calculate 
Pmav as a function of the aeration and agitation conditions such as Vs, Nfr and ni.  Figure 7  
 

 
Fig. 6. Time-course of agitation power, Pm. 

 
Fig. 7. Comparison of average agitation power, Pmav, values observed with those calculated. 
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compares the Pmav values determined experimentally with those calculated from Eq. (14) 
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Fig. 8. Comparison of volumetric coefficient, kLaL, as viewed from change in specific total 
power input, Ptw. 

5. Hydrodynamics of forward-reverse agitation vessel 
5.1 Mean bubble diameter 
The dependence of the size of gas bubbles on aeration and agitation conditions was 
investigated in terms of the power input.  Figure 9 shows a typical relationship between the 
mean bubble diameter, dvs, and the total power input per unit mass of liquid, Ptw, with the 
electrolyte concentration, Ce, and the superficial gas velocity, Vs, as parameters.  For any 
system, dvs tended to decrease with Ptw. The values of dvs at the same level of Ptw were almost 
independent of Vs but differed depending on Ce.   
The mean bubble diameter, dvs, was then analyzed with the aeration and agitation 
conditions.  Based on the results shown in Fig. 9, the following functional form was 
assumed for the empirical equation of dvs with the specific total power input, Ptw.   

 dvs=APtwa (15) 

The exponent, a, of Ptw was obtained from the slope of the straight lines as drawn in Fig. 9.  
Its value was independent of the electrolyte concentration, Ce. The coefficient, A, changed 
depending on Ce and its dependence was expressed for the experimental material of this 
work as follows: 

 A=-1.49Ce0.096+2.95 (16) 
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Fig. 9. Relationship between mean bubble diameter, dvs, and specific total power input, Ptw. 
As a result, the empirical equation of dvs is  

 dvs=(-1.49Ce0.096+2.95)Ptw-0.12 (17) 

Figure 10 presents a comparison between dvs values observed and those calculated from Eq. 
(17).  As shown in the figure, dvs could be correlated within approximately 20 %.   
 

 
Fig. 10. Comparison of dvs values observed with those calculated. 

5.2 Gas hold-up 
The dependence of gas hold-up was investigated in relation to the total power input, similarly 
to that of bubble size.  Figure 11 shows a typical relationship between the gas hold-up, φgD, and 
the total power input per unit mass of liquid, Ptw.  Although φgD increased with Ptw, its values 
differed depending on the electrolyte concentration, Ce, and the superficial gas velocity, Vs.   
The gas hold-up, φgD, was then analyzed with the aeration and agitation conditions.  Based 
on the results shown in Fig. 11, the following functional form was inferred for the empirical 
equation of φgD.   
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 φgD=BPtwb1Vsb2 (18) 

The exponent, b1, of the specific total power input, Ptw, was obtained from the slope of the 
straight lines as drawn in Fig. 11.  The exponent, b2, of the superficial gas velocity, Vs, was 
determined from the slope of the cross plots.  The coefficient, B, was expressed as a function 
of the electrolyte concentration, Ce, as follows: 

 B=0.629Ce0.27+1.32 (19) 

 

 
Fig. 11. Relationship between gas hold-up, φgD, and specific total power input, Ptw. 

Figure 12 shows that φgD could be correlated by the following equation within 
approximately 30 %.   

 φgD=(0.629Ce0.27+1.32)Ptw0.46Vs0.70 (20) 

 

 
Fig. 12. Comparison of φgD values observed with those calculated. 
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5.3 Gas-liquid interfacial area 
For electrolyte solutions aerated at the velocities ranged in this work, no significant 
difference in the mean bubble diameter and the gas hold-up determining the magnitude of 
gas-liquid interfacial area was observed between forward-reverse and conventional 
agitation vessel.  From this, somewhat larger values of volumetric coefficient as illustrated 
in Fig. 8 in the former vessel may be a reflection of the contribution of forward-reverse 
rotation of the impeller to increase of the liquid-phase mass transfer coefficient with 
occurrence of an intensified liquid turbulence in the vicinity of the gas-liquid interface.   

6. Mass transfer consideration 
6.1 Analysis of mass transfer coefficient 
Calderbank and Moo-Young (1961) first examined the liquid-phase mass transfer coefficient, 
kL, as a function of the size of particles dispersed in a conventional baffled vessel agitated by 
a unidirectionally rotating impeller.  Subsequently, they elucidated the mechanism of mass 
transfer by comparing the results with two typical theoretical predictions for single particle.  
They recommended applications of Froessling’s laminar boundary layer theory (Froessling, 
1938) and Higbie’s penetration theory (Higbie, 1935) to elucidate the respective mechanisms 
of gas-liquid mass transfer for small (diameter, db<0.5 mm) and large (db>2.5 mm) gas 
bubbles.  These two theories express the mass transfer characteristics in relation to the rising 
velocity of gas bubble, Vb, as follows.   
Froessling equation: 

 kL=(2DL/db)+0.55ρ1/6μ-1/6Vb1/2db-1/2DL2/3 (21) 

Higbie equation: 

 kL=(2/π1/2)[DL/(db/Vb)]1/2 (22) 

In these equations, ρ is the liquid density, μ is the liquid viscosity, and DL is the liquid-phase 
diffusivity.   
The relationship between the liquid-phase mass transfer coefficient, kL, and the gas bubble 
size was investigated for the unbaffled vessel agitated by the forward-reverse rotating 
impellers.  Figure 13 shows the plot of kL against the volume-surface mean bubble diameter, 
dvs, which is a parameter that characterizes the size of a swarm of gas bubbles.  The kL values 
for the baffled vessel agitated by the unidirectionally rotating multiple DT impellers 
(conventional agitation vessel) examined as a control and those reported by Calderbank and 
Moo-Young (1961) are also shown. The dotted lines for comparison indicate the two 
theoretical predictions for single bubble with the diameter db.  Here, the values of Vb that are 
necessary for calculations from Eqs (21) and (22) were estimated using the equation 
presented by Tadaki and Maeda (1961).  The values of dvs observed in the forward-reverse 
agitation vessel ranged from 1 to 4 mm.  Regarding the difference of kL caused by the bubble 
size, the two regions with the boundary of 2.5 mm diameter was common to the forward-
reverse and conventional agitation vessel. As can be seen from the figure, kL values for 
forward-reverse agitation vessel were noticeably different from those for conventional one.  
That is, kL came to exhibit higher values than those by Calderbank and Moo-Young, with the 
maximum difference being about three times, when the agitation rate, Nfr, was increased.  
For such a peculiar difference of kL with Nfr for bubbles of similar sizes, consideration is 
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necessary in terms of hydrodynamic parameters, taking into account not only the mean 
bubble diameter but also other important variables such as the rising velocity of a swarm of 
gas bubbles that changes depending on the gas hold-up. Specifically, examination is 
required of the mass transfer characteristics as viewed from change in the Reynolds number, 
which is a parameter characterizing the liquid flow around gas bubble.   
 

 
Fig. 13. Relationship between mass transfer coefficient, kL, and gas bubble size. 

 

 
Fig. 14. Relationship between Sh and Re. 
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6.2 Correlation of Sherwood number 
Mass transfer characteristics from bodies in a steadily flowing fluid or from bodies moving 
steadily in a fluid at rest are expressible using dimensionless terms that characterize 
transport phenomena involving the size and velocity of the body and the physical 
properties of the fluid.  This has led many researchers to determine the functional form in 
the following correlation form with dimensionless terms and to evaluate the mass transfer 
characteristics, i.e., the mechanism of mass transfer, of the intended gas-liquid contactors by 
comparing results obtained experimentally with the theoretical predictions.   

 Sh=func. (Re, Sc) (23) 

where Sh is the Sherwood number, Re is the Reynolds number and Sc is the Schmidt 
number.  These dimensionless terms can be given in the following forms, respectively, when 
the overall mass transfer coefficient for the single bubble with diameter, db, and rising 
velocity, Vb, is approximated by the liquid-phase mass transfer coefficient, kL.   

 Sh=kLdb/DL (24) 

 Re=ρVbdb/μ (25) 

 Sc=μ/ρDL (26) 

The Froessling and Higbie equations mentioned above are expressed in the forms of Eq. 
(23), respectively, as  
Froessling equation: 

 Sh=2+0.55Re1/2Sc1/3 (27) 

Higbie equation: 

 Sh=(2/π1/2)Re1/2Sc1/2 (28) 

To examine the relationship between the non-dimensionalized kL, Sh, and Re for the 
unbaffled vessel agitated by the forward-reverse rotating impellers, db in the dimensionless 
terms was replaced by the mean diameter of a swarm of gas bubbles, dvs, and dvs was 
regarded as a characteristic length.  The mean rising velocity of a swarm of gas bubbles, Vbs, 
as calculated from the following equation when the distribution of gas hold-up was 
assumed to be uniform on any horizontal section within the vessel, was used for Vb 
necessary to calculate Re: 

 Vbs=Vs/φgD (29) 

where Vs is the superficial gas velocity.  φgD is the gas hold-up and the values determined as 
the average within the vessel were used for calculation from Eq. (29).   
Figure 14 shows the relationship between Sh and Re for the forward-reverse agitation vessel.  
The Sh values for the conventional agitation vessel as a control and those by Calderbank and 
Moo-Young (1961) are also shown in comparison with the theoretical predictions for single 
bubble. For the mean bubble diameter, dvs, larger than 2.5 mm, the Sh values for the 
conventional agitation vessel more closely resembled the values calculated from the Higbie 
equation than those calculated from the Froessling equation.  For dvs smaller than 2.5 mm, 
decrease of Sh with decrease of Re was remarkable, with Sh exhibiting the values that are 
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intermediary between those from the Higbie and Froessling equations.  This fact suggests 
that the contribution of liquid flow to the mass transfer is reduced considerably if the 
internal circulation within gas bubble is prevented from becoming fully developed through 
decreased rising velocity of gas bubble that is attributable to its decreased size, namely, 
smaller inertial force of rising motion of gas bubble (Tadaki and Maeda, 1963; Sideman et al., 
1966).  The relationship between Sh and Re for the forward-reverse agitation vessel under 
the condition of lower agitation rates exhibited the same tendency as that for the 
conventional agitation vessel, as shown in the figure. That is, Sh under such conditions 
increased approximately in proportion to Re0.5, according to the Higbie equation, for dvs 
larger than 2.5 mm, and in proportion to Re for dvs smaller than 2.5 mm.  When the agitation 
rate, Nfr, is increased, an increased gas hold-up and a decreased mean bubble diameter cause 
Re, as defined by Eq. (25), to have lower values.  Under the conditions as Re decreased or Nfr 
increased, Sh for the forward-reverse agitation vessel tended to exhibit higher values than 
those for the conventional agitation vessel.  For the forward-reverse agitation vessel, i.e., 
unsteady bulk flow type contactor, the dependence of Sh on Re, characteristically different 
from that for the conventional agitation vessel, i.e., steady bulk flow type contactor, suggests 
an effect of unsteady oscillating flow produced by forward-reverse rotation of the impeller 
on enhancement of the mass transfer.  For quantifying Sh in this gas-liquid agitation system, 
further consideration is necessary taking into account a parameter characterizing the 
unsteady oscillating flow, in addition to Re as a measure of the liquid flow around gas 
bubble.   
Many theoretical and experimental studies on the mass transfer between gas bubble and its 
surrounding liquid in a steady state have given the relation in the form of Eq. (23) as an 
equation that expresses gas-liquid mass transfer characteristics.  The dimensionless terms in 
Eq. (23) are obtained by non-dimensionalizing the equation of motion determining the 
liquid flow around gas bubble, the diffusion equation determining the mass transfer 
between gas bubble and its surrounding liquid and the mass balance equation, respectively, 
under a condition of steady liquid flow.  On the other hand, the time-dependent term in the 
equation of motion should be considered for analysis of the liquid flow around gas bubble 
when gas bubble rises in liquid with unsteady oscillating flow produced by forward-reverse 
rotation of the impeller.  The dimensionless terms, the Sherwood number (Sh), the Reynolds 
number (Re), the Strouhal number (St), and the Schmidt number (Sc), which are necessary to 
express the unsteady mass transfer phenomena, are all derived based on the equation of 
motion that is non-dimensionalized under a condition of unsteady liquid flow, the 
dimensionless diffusion equation and the dimensionless mass balance equation.  Therefore, 
Sh in this gas-liquid agitation system is given as a function of Re, St and Sc.   

 Sh=func. (Re, St, Sc) (30) 

Definitions of Sh, Re and Sc are mentioned above; St is defined for single gas bubble as  

 St=fdb/Vb (31) 

The diameter, db, and the velocity, Vb, for St were identical to those for Re.  The frequency of 
forward-reverse rotation of impeller, Nfr, was taken as a characteristic frequency, f.   
The experimental results shown in Fig. 14 suggest that the two coexisting liquid flows affect 
Sh in a form of their superposition.  Then, the degree of effect would be determined by the 
relative magnitude of Re characterizing the steady slip flow of surrounding liquid with the 
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rising motion of gas bubble and St characterizing the unsteadily oscillating flow of liquid 
around gas bubble by forward-reverse rotation of the impeller.  Furthermore, a value of 1/2, 
which many researchers (Calderbank, 1959; Yagi and Yoshida, 1975; Nishikawa et al., 1981; 
Panja and Phaneswara Rao, 1993; Zeybek et al., 1995; Linek et al., 2005) have used for a 
swarm of gas bubbles in a relatively large size range, is assumed to be adoptable as an 
exponent indexing the dependence of Sh on Sc.  Consequently, Eq. (30) can be concretized in 
the following functional form: 

 Sh=[func. (Re)+CStc]Sc1/2 (32) 

Therein, func. (Re) is based on the relation by Calderbank and Moo-Young (1961), which 
differs depending on the range of mean bubble diameter, as illustrated in Fig. 14, and is 
given by the following equations.   
dvs<2.5 mm: 

 func. (Re)=0.0544Re0.90 (33) 

dvs>2.5 mm: 

 func. (Re)=(2/π1/2)Re1/2 (34) 

The term in the bracket on the right side of Eq. (32) is expected to express the combined 
effect of the two liquid flows, namely, the relative influence of the steady slip flow and the 
unsteady oscillating flow, on the gas-liquid mass transfer.   
On the basis of Eq. (32), the relationship between Sh/Sc1/2-func. (Re) and St was examined.  
From the slope of the line and the intercept on the axis in the logarithmic plot, the empirical 
constants, c and C, were determined for the respective ranges with dvs=2.5 mm as a 
boundary, and then the following correlation equations were obtained.   
dvs<2.5 mm: 

 Sh=[0.0544Re0.90+10.0St0.10]Sc1/2 (35) 

dvs>2.5 mm: 

 Sh=[(2/π1/2)Re1/2+180St0.79]Sc1/2 (36) 

The result of correlation of Sh is shown in Fig. 15. As shown in the figure, Sh was correlated 
with Re and St with an accuracy of ±40 %.  A positive dependence of Sh on St is considered 
to indicate that the time-dependence in the flow of liquid around gas bubble, namely, the 
inertial force caused by the local acceleration produced by forward-reverse rotation of the 
impeller, contributes to enhancement of the gas-liquid mass transfer. This contribution 
could be significant when the velocity gradients in the flow of the surrounding liquid, 
namely, the inertial force caused by the convective acceleration produced by the rising 
motion of gas bubble, is smaller.  Equations (35) and (36) are applicable when Re is 100-2300, 
that is, the flow of liquid around gas bubble is practically turbulent, for St of up to 0.20.  

6.3 Correlation of volumetric coefficient 
Correlation of the volumetric coefficient of gas-liquid mass transfer was then made based on 
the experimental results mentioned above. The volumetric coefficient, kLaD, based on the 
gassed liquid volume was intended for correlation.  kLaD is the product of the liquid-phase 
mass transfer coefficient, kL, and the gas-liquid interfacial area, aD. 
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intermediary between those from the Higbie and Froessling equations.  This fact suggests 
that the contribution of liquid flow to the mass transfer is reduced considerably if the 
internal circulation within gas bubble is prevented from becoming fully developed through 
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Definitions of Sh, Re and Sc are mentioned above; St is defined for single gas bubble as  

 St=fdb/Vb (31) 

The diameter, db, and the velocity, Vb, for St were identical to those for Re.  The frequency of 
forward-reverse rotation of impeller, Nfr, was taken as a characteristic frequency, f.   
The experimental results shown in Fig. 14 suggest that the two coexisting liquid flows affect 
Sh in a form of their superposition.  Then, the degree of effect would be determined by the 
relative magnitude of Re characterizing the steady slip flow of surrounding liquid with the 

Gas-Liquid Mass Transfer in an Unbaffled Vessel Agitated  
by Unsteadily Forward-Reverse Rotating Multiple Impellers   

 

133 

rising motion of gas bubble and St characterizing the unsteadily oscillating flow of liquid 
around gas bubble by forward-reverse rotation of the impeller.  Furthermore, a value of 1/2, 
which many researchers (Calderbank, 1959; Yagi and Yoshida, 1975; Nishikawa et al., 1981; 
Panja and Phaneswara Rao, 1993; Zeybek et al., 1995; Linek et al., 2005) have used for a 
swarm of gas bubbles in a relatively large size range, is assumed to be adoptable as an 
exponent indexing the dependence of Sh on Sc.  Consequently, Eq. (30) can be concretized in 
the following functional form: 

 Sh=[func. (Re)+CStc]Sc1/2 (32) 

Therein, func. (Re) is based on the relation by Calderbank and Moo-Young (1961), which 
differs depending on the range of mean bubble diameter, as illustrated in Fig. 14, and is 
given by the following equations.   
dvs<2.5 mm: 

 func. (Re)=0.0544Re0.90 (33) 

dvs>2.5 mm: 

 func. (Re)=(2/π1/2)Re1/2 (34) 

The term in the bracket on the right side of Eq. (32) is expected to express the combined 
effect of the two liquid flows, namely, the relative influence of the steady slip flow and the 
unsteady oscillating flow, on the gas-liquid mass transfer.   
On the basis of Eq. (32), the relationship between Sh/Sc1/2-func. (Re) and St was examined.  
From the slope of the line and the intercept on the axis in the logarithmic plot, the empirical 
constants, c and C, were determined for the respective ranges with dvs=2.5 mm as a 
boundary, and then the following correlation equations were obtained.   
dvs<2.5 mm: 

 Sh=[0.0544Re0.90+10.0St0.10]Sc1/2 (35) 

dvs>2.5 mm: 

 Sh=[(2/π1/2)Re1/2+180St0.79]Sc1/2 (36) 

The result of correlation of Sh is shown in Fig. 15. As shown in the figure, Sh was correlated 
with Re and St with an accuracy of ±40 %.  A positive dependence of Sh on St is considered 
to indicate that the time-dependence in the flow of liquid around gas bubble, namely, the 
inertial force caused by the local acceleration produced by forward-reverse rotation of the 
impeller, contributes to enhancement of the gas-liquid mass transfer. This contribution 
could be significant when the velocity gradients in the flow of the surrounding liquid, 
namely, the inertial force caused by the convective acceleration produced by the rising 
motion of gas bubble, is smaller.  Equations (35) and (36) are applicable when Re is 100-2300, 
that is, the flow of liquid around gas bubble is practically turbulent, for St of up to 0.20.  

6.3 Correlation of volumetric coefficient 
Correlation of the volumetric coefficient of gas-liquid mass transfer was then made based on 
the experimental results mentioned above. The volumetric coefficient, kLaD, based on the 
gassed liquid volume was intended for correlation.  kLaD is the product of the liquid-phase 
mass transfer coefficient, kL, and the gas-liquid interfacial area, aD. 



 Mass Transfer in Multiphase Systems and its Applications 

 

134 

 
Fig. 15. Comparison of Sh values observed with those calculated. 

 kLaD=(kL)(aD) (37) 

It is noteworthy that aD depends on the volume-surface mean bubble diameter, dvs, and the 
gas hold-up, φgD, according to Eq. (5).  Substituting Eq. (5) into Eq. (37) yields the following 
equation, which gives the relation between kLaD and the mass transfer parameters.   

 kLaD=6φgDkL/dvs (38) 

The empirical equations for dvs and φgD are given respectively as Eqs (17) and (20).  In 
addition, the values of kL are predicted by combined use of Eq. (35) or (36) and Eqs (17) and 
(20). Figure 16 shows the observed kLaD values along with those obtained by substituting the 
calculated values of the mass transfer parameters into Eq. (38). As shown in the figure, kLaD 
could be correlated with an accuracy of ±35 %. Moreover, Eqs (17) and (20) are relations in 
terms of the specific power input and Eqs (35) and (36) are a dimensionless relation. As 
demonstrated by some researchers (Van’t Riet, 1979), the relations based on such correlation 
forms are expected to be useful for operational design, i.e., scale-up, of the apparatus.   
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7. Conclusion 
For a gas-sparged, unbaffled vessel agitated by the forward-reverse rotating multiple 
impellers, the volumetric coefficient of oxygen transfer in air-electrolyte solution systems 
was correlated in relation to mass transfer parameters such as the mean bubble diameter, 
gas hold-up and liquid-phase mass transfer coefficient.  The effects of gassing rate, agitation 
rate and the number of impellers on the bubble diameter and hold-up were examined.  The 
empirical equations were obtained to predict their values as a function of the specific total 
power input, superficial gas velocity and electrolyte concentration in liquid phase.  The 
difference of liquid-phase mass transfer coefficient, non-dimensionalized in a form of the 
Sherwood number, was related to changes of the Reynolds number and Strouhal number 
characterizing the mass transfer between gas bubble and its surrounding liquid in the 
unsteadily oscillating flow.   

8. References 
Bruijn, W., Van’t Riet, K. and Smith, J. M. (1974). Power consumption with aerated Rushton 

turbines. Trans. Inst. Chem. Engrs, Vol. 52, pp. 88-104 
Calderbank, P. H. (1959). Physical rate processes in industrial fermentation, Mass transfer 

coefficient in gas-liquid contacting with mechanical agitation. Trans. Inst. Chem. 
Engrs, Vol. 37, pp. 173-185 

Calderbank, P. H. and Moo-Young, M. B. (1961). The continuous phase heat and mass-
transfer properties of dispersions. Chem. Eng. Sci., Vol. 16, pp. 39-54 

Chapman, C. M., Gibilaro, L. G. and Nienow, A. W. (1982). A dynamic response technique 
for the estimation of gas-liquid mass transfer coefficients in a stirred vessel. Chem. 
Eng. Sci., Vol. 37, pp. 891-896 

Froessling, N. (1938). On the vaporization of a falling drop. Gerlands Beitr Geophys, Vol. 52, 
pp. 170-216 

Hassan, I. T. M. and Robinson, C. W. (1980). Mass transfer coefficient in mechanically 
agitated gas-aqueous electrolyte dispersions. Can. J. Chem. Eng., Vol. 58, pp. 198-205 

Higbie, R. (1935). The rate of absorption of a pure gas into a still liquid during short periods 
of exposure. Trans. Am. Inst. Chem. Engrs, Vol. 31, pp. 365-388 

Linek, V., Mayrhoferova, J. and Mosnerova, J. (1970). The influence of diffusivity on liquid 
phase mass transfer in solutions of electrolytes. Chem. Eng. Sci., Vol. 25, pp. 1033-
1045 

Linek, V., Vacek, V. and Benes, P. (1987). A critical review and experimental verification of 
the correct use of the dynamic method for the determination of oxygen transfer in 
aerated agitated vessels to water, electrolyte solutions and viscous liquids. Chem. 
Eng. J., Vol. 34, pp. 11-34 

Linek, V., Kordac, M. and Moucha, T. (2005). Mechanism of mass transfer from bubbles in 
dispersions, mass transfer coefficients in stirred gas-liquid reactor and bubble 
column. Chem. Eng. Processing, Vol. 44, pp. 121-130 

Marrucci, G. and Nicodemo, L. (1967). Coalescence of gas bubbles in aqueous solutions of 
inorganic electrolytes. Chem. Eng. Sci., Vol. 22, pp. 1257-1265 

Nienow, A. W. (1990). Gas dispersion performance in fermenter operation. Chem. Eng. Prog., 
No. 2, pp. 61-71 

Nishikawa, M., Nakamura, M. and Hashimoto, K. (1981). Gas absorption in aerated mixing 
vessels with non-Newtonian liquid. J. Chem. Eng. Japan, Vol. 14, pp. 227-232 



 Mass Transfer in Multiphase Systems and its Applications 

 

134 

 
Fig. 15. Comparison of Sh values observed with those calculated. 

 kLaD=(kL)(aD) (37) 

It is noteworthy that aD depends on the volume-surface mean bubble diameter, dvs, and the 
gas hold-up, φgD, according to Eq. (5).  Substituting Eq. (5) into Eq. (37) yields the following 
equation, which gives the relation between kLaD and the mass transfer parameters.   

 kLaD=6φgDkL/dvs (38) 

The empirical equations for dvs and φgD are given respectively as Eqs (17) and (20).  In 
addition, the values of kL are predicted by combined use of Eq. (35) or (36) and Eqs (17) and 
(20). Figure 16 shows the observed kLaD values along with those obtained by substituting the 
calculated values of the mass transfer parameters into Eq. (38). As shown in the figure, kLaD 
could be correlated with an accuracy of ±35 %. Moreover, Eqs (17) and (20) are relations in 
terms of the specific power input and Eqs (35) and (36) are a dimensionless relation. As 
demonstrated by some researchers (Van’t Riet, 1979), the relations based on such correlation 
forms are expected to be useful for operational design, i.e., scale-up, of the apparatus.   
 

 
Fig. 16. Comparison of kLaD values observed with those calculated. 

Gas-Liquid Mass Transfer in an Unbaffled Vessel Agitated  
by Unsteadily Forward-Reverse Rotating Multiple Impellers   

 

135 

7. Conclusion 
For a gas-sparged, unbaffled vessel agitated by the forward-reverse rotating multiple 
impellers, the volumetric coefficient of oxygen transfer in air-electrolyte solution systems 
was correlated in relation to mass transfer parameters such as the mean bubble diameter, 
gas hold-up and liquid-phase mass transfer coefficient.  The effects of gassing rate, agitation 
rate and the number of impellers on the bubble diameter and hold-up were examined.  The 
empirical equations were obtained to predict their values as a function of the specific total 
power input, superficial gas velocity and electrolyte concentration in liquid phase.  The 
difference of liquid-phase mass transfer coefficient, non-dimensionalized in a form of the 
Sherwood number, was related to changes of the Reynolds number and Strouhal number 
characterizing the mass transfer between gas bubble and its surrounding liquid in the 
unsteadily oscillating flow.   

8. References 
Bruijn, W., Van’t Riet, K. and Smith, J. M. (1974). Power consumption with aerated Rushton 

turbines. Trans. Inst. Chem. Engrs, Vol. 52, pp. 88-104 
Calderbank, P. H. (1959). Physical rate processes in industrial fermentation, Mass transfer 

coefficient in gas-liquid contacting with mechanical agitation. Trans. Inst. Chem. 
Engrs, Vol. 37, pp. 173-185 

Calderbank, P. H. and Moo-Young, M. B. (1961). The continuous phase heat and mass-
transfer properties of dispersions. Chem. Eng. Sci., Vol. 16, pp. 39-54 

Chapman, C. M., Gibilaro, L. G. and Nienow, A. W. (1982). A dynamic response technique 
for the estimation of gas-liquid mass transfer coefficients in a stirred vessel. Chem. 
Eng. Sci., Vol. 37, pp. 891-896 

Froessling, N. (1938). On the vaporization of a falling drop. Gerlands Beitr Geophys, Vol. 52, 
pp. 170-216 

Hassan, I. T. M. and Robinson, C. W. (1980). Mass transfer coefficient in mechanically 
agitated gas-aqueous electrolyte dispersions. Can. J. Chem. Eng., Vol. 58, pp. 198-205 

Higbie, R. (1935). The rate of absorption of a pure gas into a still liquid during short periods 
of exposure. Trans. Am. Inst. Chem. Engrs, Vol. 31, pp. 365-388 

Linek, V., Mayrhoferova, J. and Mosnerova, J. (1970). The influence of diffusivity on liquid 
phase mass transfer in solutions of electrolytes. Chem. Eng. Sci., Vol. 25, pp. 1033-
1045 

Linek, V., Vacek, V. and Benes, P. (1987). A critical review and experimental verification of 
the correct use of the dynamic method for the determination of oxygen transfer in 
aerated agitated vessels to water, electrolyte solutions and viscous liquids. Chem. 
Eng. J., Vol. 34, pp. 11-34 

Linek, V., Kordac, M. and Moucha, T. (2005). Mechanism of mass transfer from bubbles in 
dispersions, mass transfer coefficients in stirred gas-liquid reactor and bubble 
column. Chem. Eng. Processing, Vol. 44, pp. 121-130 

Marrucci, G. and Nicodemo, L. (1967). Coalescence of gas bubbles in aqueous solutions of 
inorganic electrolytes. Chem. Eng. Sci., Vol. 22, pp. 1257-1265 

Nienow, A. W. (1990). Gas dispersion performance in fermenter operation. Chem. Eng. Prog., 
No. 2, pp. 61-71 

Nishikawa, M., Nakamura, M. and Hashimoto, K. (1981). Gas absorption in aerated mixing 
vessels with non-Newtonian liquid. J. Chem. Eng. Japan, Vol. 14, pp. 227-232 



 Mass Transfer in Multiphase Systems and its Applications 

 

136 

Nocentini, M., Fajner, D., Pasquali, G. and Magelli, F. (1993). Gas-liquid mass transfer and 
holdup in vessels stirred with multiple Rushton turbines: Water and water-glycerol 
solutions. Ind. Eng. Chem. Res., Vol. 32, pp. 19-26 

Panja, N. C. and Phaneswara Rao, D. (1993). Measurement of gas-liquid parameters in a 
mechanically agitated contactor. Chem. Eng. J., Vol. 52, pp. 121-129 

Robinson, C. W. and Wilke, C. R. (1973). Oxygen absorption in stirred tanks, A correlation 
for ionic strength effects. Biotechnol. Bioeng., Vol. 15, pp. 755-782 

Robinson, C. W. and Wilke, C. R. (1974). Simultaneous measurement of interfacial area and 
mass transfer coefficients for a well-mixed gas dispersion in aqueous electrolyte 
solutions. AIChE J., Vol. 20, pp. 285-294 

Sideman, S., Hortacsu, O. and Fulton, J. W. (1966). Mass transfer in gas-liquid contacting 
systems. Ind. Eng. Chem., Vol. 58, pp. 32-47 

Tadaki, T. and Maeda, S. (1961). On the shape and velocity of single air bubbles rising in 
various liquids. Kagaku Kogaku, Vol. 25, pp. 254-264 

Tadaki, T. and Maeda, S. (1963). On the CO2 desorption in the gas bubble column. Kagaku 
Kogaku, Vol. 27, pp. 808-814 

Takahashi, K. (1994). Fluid Mixing Techniques for New Materials, p. 143, IPC Publications Co., 
Ltd., Tokyo 

Tanaka, H. and Ueda, K. (1975). Design of a jar fermentor for filamentous microorganisms. J. 
Ferment. Technol., Vol. 53, pp. 143-150 

Van’t Riet, K. (1979). Review of measuring methods and results in nonviscous gas-liquid 
mass transfer in stirred vessels. Ind. Eng. Chem. Process Des. Dev., Vol. 18, pp. 357-
364 

Warmoeskerken, M. M. C. G. and Smith, J. M. (1985). Flooding of disc turbines in gas-liquid 
dispersions, A new description of the phenomenon. Chem. Eng. Sci., Vol. 40, pp. 
2063-2071 

Yagi, H. and Yoshida, F. (1975). Gas absorption by Newtonian and non-Newtonian fluids in 
sparged agitated vessels. Ind. Eng. Chem. Process Des. Dev., Vol. 14, pp. 488-493 

Yoshida, M., Kitamura, A., Yamagiwa, K. and Ohkawa, A. (1996). Gas hold-up and 
volumetric oxygen transfer coefficient in an aerated agitated vessel without baffles 
having forward-reverse rotating impellers. Can. J. Chem. Eng., Vol. 74, pp. 31-39 

Yoshida, M., Ito, A., Yamagiwa, K., Ohkawa, A., Abe, M., Tezura, S. and Shimazaki, M. 
(2001). Power characteristics of unsteadily forward-reverse rotating impellers in an 
unbaffled aerated agitated vessel. J. Chem. Technol. Biotechnol., Vol. 76, pp. 383-392 

Yoshida, M., Watanabe, M., Yamagiwa, K., Ohkawa, A. Abe, M., Tezura, S. and Shimazaki, 
M. (2002). Behaviour of gas-liquid mixtures in an unbaffled reactor with unsteadily 
forward-reverse rotating impellers. J. Chem. Technol. Biotechnol., Vol. 77, pp. 678-684 

Yoshida, M., Akiho, M., Nonaka, K., Yamagiwa, K., Ohkawa, A. and Tezura, S. (2005). 
Mixing and mass transfer characteristics of an unbaffled aerated agitation vessel 
with unsteadily forward-reverse rotating multiple impellers. Lat. Amer. Appl. 
Research, Vol. 35, pp. 37-42 

Zeybek, Z., Oguz, H. and Berber, R. (1995). Gas/liquid mass transfer in concentrated 
polymer solutions. Chem. Eng. Res. Des., Vol. 73, pp. 622-626 

Zieminski, S. A. and Whittemore, R. C. (1971). Behavior of gas bubbles in aqueous 
electrolyte solutions. Chem. Eng. Sci., Vol. 26, pp. 509-520 

7 

Toward a Multiphase Local Approach in the 
 Modeling of Flotation and Mass Transfer 

 in Gas-Liquid Contacting Systems 
Jamel Chahed and Kamel M’Rabet 

National Engineering School of Tunis, BP N37, Le Belvédère, 1002, Tunis 
Tunisia 

1. Introduction 
This chapter comprises two major parts: The first part is devoted to the development of a 
kinetic model of flotation based on the theory of mass transfer in gas - liquid bubbly flows. 
The second part presents some requirements in order to go forward in implementing 
multiphase local approach in the modeling of flotation and mass transfer in gas-liquid 
contacting systems. 
The common kinetic models applied to the flotation process are first order and they are 
validated on the basis of experimental analysis. Classical kinetics model of flotation cannot 
represent the bubble carrying capacity because their solution supposes that for long contact 
time, the concentration of the slurry have to vanish whatever the rate of the superficial 
bubbles loading may be.  
The bubble carrying capacity, which can be interpreted as a superficial saturation of the 
bubbles, cannot be represented by simple first order models. However, saturation 
phenomena have been observed in some flotation devises. For example the experiments of 
the flotation column of Bensley et al., (1985) show that, for a given flux of bubbles, the 
recovery of particles in the slurry may still be constant at a relatively low value whatever the 
height of the flotation column may be. This is similar to what it happens in common gas-
liquid mass transfer devices. 
Gas-liquid mass transfer theory indicates that the flux of mass through the gas-liquid 
interface is proportional to the gas-liquid contact area.  It indicates also that the resistance to 
the interfacial transfer of low solubility gases may be described by a first order kinetics law 
where the main variable is the difference between the local concentration of the gas in the 
liquid and the concentration at saturation in the same thermodynamic conditions. For long 
contact time, this difference vanishes: the mass transfer is stopped up when the 
concentration of saturation in the liquid is reached. A kinetic model inspired from the theory 
of mass transfer in gas - liquid medium is presented. This model, developed to describe 
flotation in a bubble column, is interpreted with regard to the effect of the superficial 
saturation of the bubbles on the kinetics of flotation. 
The second part of the chapter is devoted to local analysis and modeling of gas-liquid 
turbulent flows. The local description of gas-liquid contacting systems (average velocity, 
turbulence, void fraction etc.) represents an important scientific challenge and creates a 
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1. Introduction 
This chapter comprises two major parts: The first part is devoted to the development of a 
kinetic model of flotation based on the theory of mass transfer in gas - liquid bubbly flows. 
The second part presents some requirements in order to go forward in implementing 
multiphase local approach in the modeling of flotation and mass transfer in gas-liquid 
contacting systems. 
The common kinetic models applied to the flotation process are first order and they are 
validated on the basis of experimental analysis. Classical kinetics model of flotation cannot 
represent the bubble carrying capacity because their solution supposes that for long contact 
time, the concentration of the slurry have to vanish whatever the rate of the superficial 
bubbles loading may be.  
The bubble carrying capacity, which can be interpreted as a superficial saturation of the 
bubbles, cannot be represented by simple first order models. However, saturation 
phenomena have been observed in some flotation devises. For example the experiments of 
the flotation column of Bensley et al., (1985) show that, for a given flux of bubbles, the 
recovery of particles in the slurry may still be constant at a relatively low value whatever the 
height of the flotation column may be. This is similar to what it happens in common gas-
liquid mass transfer devices. 
Gas-liquid mass transfer theory indicates that the flux of mass through the gas-liquid 
interface is proportional to the gas-liquid contact area.  It indicates also that the resistance to 
the interfacial transfer of low solubility gases may be described by a first order kinetics law 
where the main variable is the difference between the local concentration of the gas in the 
liquid and the concentration at saturation in the same thermodynamic conditions. For long 
contact time, this difference vanishes: the mass transfer is stopped up when the 
concentration of saturation in the liquid is reached. A kinetic model inspired from the theory 
of mass transfer in gas - liquid medium is presented. This model, developed to describe 
flotation in a bubble column, is interpreted with regard to the effect of the superficial 
saturation of the bubbles on the kinetics of flotation. 
The second part of the chapter is devoted to local analysis and modeling of gas-liquid 
turbulent flows. The local description of gas-liquid contacting systems (average velocity, 
turbulence, void fraction etc.) represents an important scientific challenge and creates a 
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major interest in many industrial applications especially when transfer phenomena are in 
concern. Many experimental results in gas-liquid bubbly flows indicate the important effect 
of the interfacial interactions on the turbulence of the liquid phase, Lance &Bataille (1991). 
The eulerian-eulerien model of Chahed et al. (2003) insists on two aspects of the interaction 
between phases : first the turbulent correlations associated with the added mass force are 
taken into account in the expression of the force exerted by the liquid on the bubbles and 
second the Reynolds stress tensor of the continuous phase is separated into two parts: a 
turbulent part produced by the gradient of mean velocity and a pseudo-turbulent part 
induced by bubbles displacements, each part is predetermined by a transport equation. This 
two-fluid model allows the prediction of the turbulence and of the void fraction in basic 
bubbly flows with moderate void fractions. We present the most prominent results, which 
are commented in order to specify the basic requirements in the elaboration of CFD codes 
applied to gas-liquid reactors. 

2. Mass transfer approach applied to the modeling of flotation  
2.1 First order kinetic model of flotation 
In flotation in a bubble column, air bubbles are injected in an aqueous phase (slurry) 
containing a suspension of non-wettable (hydrophobic) and wettable (hydrophilic) particles. 
As the bubbles move through the slurry, they collect the hydrophobic particles and carry 
them to the surface, where they form a stable froth. The froth is removed and the floated 
particles recovered.  
As for the description of the kinetics of chemical transformations, the kinetics of flotation is 
essentially described by first order models. First order models express that the rate of 
appearance/disappearance of specie in a process of transformation is proportional to its 
concentration. Applied to flotation, this model, describes the reduction of the concentration 
in the liquid during the process of flotation in the form: 

 dC kC
dt

= −  (1) 

where C is the liquid concentration (mass of particles per unit volume of the liquid) and k 
the kinetic coefficient (frequency) assumed to be constant. Broadly speaking, for column 
flotation where we only consider the collection that occurs in the collection zone, the kinetic 
models are established in order to represent the number of particles that succeed to have a 
collision with a bubble and to be effectively attached to the gas liquid interface. The kinetic 
coefficient of the flotation process is thus formulated as the product of three factors 
representing the frequencies of collision ( Pc), of attachment (Pa) and of non-detachment (Pd):  

 c a dk P P P=  (2) 

Many models have been developed in order to determine the factors involved in the 
modeling of flotation kinetics and excellent reviews have been produced establishing the 
state of the art in the domain, (Tuetja et al., 1994; Zongfu et al., 2000). These studies show 
that there is a variety of kinetic models used for flotation; but when confronted to the 
experiments, the disparity of their results may indicate that the mechanisms involved in 
flotation phenomena are too complex to be described by relatively simple formulations. 
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Generally speaking, this kind of model may be validated on the basis of experimental 
analysis provided that the first order behavior is supported by the experimental data, as in 
the work of Ahmed and Jameson (1985) for example. Nevertheless, it is reported that the 
phenomenon of flotation may be limited by bubble carrying capacity, (Finch & Dobby, 1990; 
Yoon et al, 1993), or by the ability of the bubbles to transport large size particles (Nguyen, 
2003).    
Similar phenomenon of saturation occurs in gas-liquid mass transfer with this difference 
that the saturation concerns, in this case, the concentration of the liquid where the gas is 
dissolved. Indeed gas-liquid mass transfer theories indicates that the resistance to the 
interfacial transfer of low solubility gases may be described by a first order kinetics law 
where the main variable is the difference between the local concentration of the gas in the 
liquid and the concentration at saturation in the same thermodynamic conditions. For long 
contact time, this difference vanishes: the mass transfer is stopped up when the 
concentration of saturation in the liquid is reached. 
Flotation can be seen as interfacial liquid-gas transfer and one may expect that we can draw 
on mass transfer theory in gas-liquid flows in order to build kinetic models for flotation 
which would be capable of reproducing the phenomenon of saturation. The application of 
mass transfer theory to flotation process has been previously suggested by Jameson et al. 
(1977) and Ityokumbul (1992).The later proposed, for the collection zone of a flotation 
column, a kinetic model based on a mass balance at the gas-liquid interfaces where the rate 
of particle attachment to the bubbles is assumed to be proportional to the particle 
concentration in the liquid and to the presence of non-saturated bubble surface. Chahed & 
Mrabet (2008) have built on this model and have proposed a more complete formulation. 
They also tried to comment some reductions of this formulation in comparison with the 
common first order model of flotation and with the model proposed by Ityokumbul (1992). 
In the following, we briefly present some aspects of gas-liquid mass transfer theory than we 
present the results obtained in the formulation of kinetics of flotation in bubble columns 
based on mass transfer theory. 

2.2 Interfacial mass transfer in gas-liquid flow 
To focus on the physical significance of the mass transfer phenomena let us analyze the 
relatively simple two-film model, figure (1). In the two-film model, the rate of mass transfer 
due to the diffusion of a gas through a gas-liquid interface can be expressed in two ways 
according as we consider the liquid side film (thickness L) or that on the gas side (thickness 

G). In the gas side film, the transfer is based on the partial pressure diving force *
AA PP −   

while in the liquid one it is based on the concentration driving force. 

 * *( ) ( )G A A L A A
dC K a P P K a C C
dt

= − = −  (3) 

where AP    is the partial pressure of the gas and AC  is the concentration of the dissolved gas 
in the liquid, *

AC  , is the concentration of the gas in the liquid that will be in equilibrium 
with AP   and  *

AP    is the partial pressure of the gas that will be in equilibrium with AC ; GK  
and LK  are respectively the mass transfer coefficients based on the gas and liquid phases ; 
and a is the interfacial area which represents the interfacial surface per unit volume of the 
liquid. 
The appropriate equilibrium values *

AA   or *
AC   may be given by Henry's law: 

139
Toward a Multiphase Local Approach in the
Modeling of Flotation and Mass Transfer in Gas-Liquid Contacting Systems



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

138 

major interest in many industrial applications especially when transfer phenomena are in 
concern. Many experimental results in gas-liquid bubbly flows indicate the important effect 
of the interfacial interactions on the turbulence of the liquid phase, Lance &Bataille (1991). 
The eulerian-eulerien model of Chahed et al. (2003) insists on two aspects of the interaction 
between phases : first the turbulent correlations associated with the added mass force are 
taken into account in the expression of the force exerted by the liquid on the bubbles and 
second the Reynolds stress tensor of the continuous phase is separated into two parts: a 
turbulent part produced by the gradient of mean velocity and a pseudo-turbulent part 
induced by bubbles displacements, each part is predetermined by a transport equation. This 
two-fluid model allows the prediction of the turbulence and of the void fraction in basic 
bubbly flows with moderate void fractions. We present the most prominent results, which 
are commented in order to specify the basic requirements in the elaboration of CFD codes 
applied to gas-liquid reactors. 

2. Mass transfer approach applied to the modeling of flotation  
2.1 First order kinetic model of flotation 
In flotation in a bubble column, air bubbles are injected in an aqueous phase (slurry) 
containing a suspension of non-wettable (hydrophobic) and wettable (hydrophilic) particles. 
As the bubbles move through the slurry, they collect the hydrophobic particles and carry 
them to the surface, where they form a stable froth. The froth is removed and the floated 
particles recovered.  
As for the description of the kinetics of chemical transformations, the kinetics of flotation is 
essentially described by first order models. First order models express that the rate of 
appearance/disappearance of specie in a process of transformation is proportional to its 
concentration. Applied to flotation, this model, describes the reduction of the concentration 
in the liquid during the process of flotation in the form: 

 dC kC
dt

= −  (1) 

where C is the liquid concentration (mass of particles per unit volume of the liquid) and k 
the kinetic coefficient (frequency) assumed to be constant. Broadly speaking, for column 
flotation where we only consider the collection that occurs in the collection zone, the kinetic 
models are established in order to represent the number of particles that succeed to have a 
collision with a bubble and to be effectively attached to the gas liquid interface. The kinetic 
coefficient of the flotation process is thus formulated as the product of three factors 
representing the frequencies of collision ( Pc), of attachment (Pa) and of non-detachment (Pd):  

 c a dk P P P=  (2) 

Many models have been developed in order to determine the factors involved in the 
modeling of flotation kinetics and excellent reviews have been produced establishing the 
state of the art in the domain, (Tuetja et al., 1994; Zongfu et al., 2000). These studies show 
that there is a variety of kinetic models used for flotation; but when confronted to the 
experiments, the disparity of their results may indicate that the mechanisms involved in 
flotation phenomena are too complex to be described by relatively simple formulations. 

138 Mass Transfer in Multiphase Systems and its Applications
Toward a Multiphase Local Approach in the Modeling  
of Flotation and Mass Transfer in Gas-Liquid Contacting Systems  

 

139 

Generally speaking, this kind of model may be validated on the basis of experimental 
analysis provided that the first order behavior is supported by the experimental data, as in 
the work of Ahmed and Jameson (1985) for example. Nevertheless, it is reported that the 
phenomenon of flotation may be limited by bubble carrying capacity, (Finch & Dobby, 1990; 
Yoon et al, 1993), or by the ability of the bubbles to transport large size particles (Nguyen, 
2003).    
Similar phenomenon of saturation occurs in gas-liquid mass transfer with this difference 
that the saturation concerns, in this case, the concentration of the liquid where the gas is 
dissolved. Indeed gas-liquid mass transfer theories indicates that the resistance to the 
interfacial transfer of low solubility gases may be described by a first order kinetics law 
where the main variable is the difference between the local concentration of the gas in the 
liquid and the concentration at saturation in the same thermodynamic conditions. For long 
contact time, this difference vanishes: the mass transfer is stopped up when the 
concentration of saturation in the liquid is reached. 
Flotation can be seen as interfacial liquid-gas transfer and one may expect that we can draw 
on mass transfer theory in gas-liquid flows in order to build kinetic models for flotation 
which would be capable of reproducing the phenomenon of saturation. The application of 
mass transfer theory to flotation process has been previously suggested by Jameson et al. 
(1977) and Ityokumbul (1992).The later proposed, for the collection zone of a flotation 
column, a kinetic model based on a mass balance at the gas-liquid interfaces where the rate 
of particle attachment to the bubbles is assumed to be proportional to the particle 
concentration in the liquid and to the presence of non-saturated bubble surface. Chahed & 
Mrabet (2008) have built on this model and have proposed a more complete formulation. 
They also tried to comment some reductions of this formulation in comparison with the 
common first order model of flotation and with the model proposed by Ityokumbul (1992). 
In the following, we briefly present some aspects of gas-liquid mass transfer theory than we 
present the results obtained in the formulation of kinetics of flotation in bubble columns 
based on mass transfer theory. 

2.2 Interfacial mass transfer in gas-liquid flow 
To focus on the physical significance of the mass transfer phenomena let us analyze the 
relatively simple two-film model, figure (1). In the two-film model, the rate of mass transfer 
due to the diffusion of a gas through a gas-liquid interface can be expressed in two ways 
according as we consider the liquid side film (thickness L) or that on the gas side (thickness 

G). In the gas side film, the transfer is based on the partial pressure diving force *
AA PP −   

while in the liquid one it is based on the concentration driving force. 

 * *( ) ( )G A A L A A
dC K a P P K a C C
dt

= − = −  (3) 

where AP    is the partial pressure of the gas and AC  is the concentration of the dissolved gas 
in the liquid, *

AC  , is the concentration of the gas in the liquid that will be in equilibrium 
with AP   and  *

AP    is the partial pressure of the gas that will be in equilibrium with AC ; GK  
and LK  are respectively the mass transfer coefficients based on the gas and liquid phases ; 
and a is the interfacial area which represents the interfacial surface per unit volume of the 
liquid. 
The appropriate equilibrium values *

AA   or *
AC   may be given by Henry's law: 

139
Toward a Multiphase Local Approach in the
Modeling of Flotation and Mass Transfer in Gas-Liquid Contacting Systems



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

140 

 *
A AP HC=   and  * 1

A AC P
H

=  (4) 

Where H is the Henry’s constant 
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Fig. 1. Schematic representation of double-film mass transfer model 

2.3 Mass balance at gas-liquid interfaces in flotation device 
The kinetic model of Ityokumbul (1992) is based on a mass balance at the gas-liquid 
interfaces where the rate of particle attachment to the bubbles is assumed to be proportional 
to the concentration in the liquid C and to the presence of non-saturated bubble surface. The 
model considers alos a  rate of detachment proportional to the surface load of the bubbles 

bC  (mass per unit surface). This mass balance is written in the form: 

 ( )b
a mb b d b

dC k C C C k C
dt

= − −  (5) 

Where mbC  represents the maximum surface load of the bubbles that corresponds to the 
mass of the maximum of particles that bubbles can theoretically carry per surface unit. The 
model of Ityokumbul introduces two kinetic coefficients: a detachment coefficient dk  which 
has the dimension of the inverse of time and an attachment coefficient  ak  defined so that 
the product ak C  has the dimension of the inverse of time.  
The model has the great advantage of connecting the kinetics of flotation to the presence of 
interfaces. Indeed, the mass transfer from the liquor is the amount accumulated on the 
interfaces, so that we can write: 

 ( )b
a mb b d b

dCdC a k a C C C k aC
dt dt

= − = − − +  (6) 

Where a is the interfacial area.  
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In reference to experimental data, Ityokumbul (1992) considers that in ordinary flotation 
systems, the surface load of the bubbles of the bubbles bC  is still generally small in 
comparison with the maximum surface load of the bubbles mbC . He deduced that bC  could 
be neglected and the model (6) degenerates in the form: 

 a mb
dC k aC C
dt

= −  (7) 

Which is identical to first order models generally used to describe the kinetics of flotation.  
Commenting the model of Ityokumbul (1992), Chahed & Mrabet (2008) assume the 
hypothesis considering that the surface load bC  is generally small as compared to the 
maximum surface load mbC , allows to neglect bC  in the first term in the rhs of equation (6), 
but certainly does not allow, in the general case, to neglect the last term. This term 
represents the rate of detachment of the particles and when neglected, the model 
degenerates so much so that it becomes impossible to represent the effect of the surface load 
of bubble on its potential carrying capacity. In order to avoid this loss of generality, Chahed 
& Mrabet (2008) proposed to keep the term of detachment but they neglected bC  in the first 
term of the second member of the mass balance (6) against mbC . In these conditions, the 
model (6) reduces to: 

 
b

a mb d b
dC k C C k C
dt

= −
   and    

( )a mb R
dC k aC C C
dt

= −
 

(8)
 

Where d b
R

a mb

k CC
k C

=  is a minimum concentration that we can reach under a given operating 

condition. This model has a similar formulation than the models used in gas-liquid mass 
transfer. It shows explicitly that the interfacial transfer is proportional to the interfacial area. 
This outcome is in concordance with the experimental works of Gorain et al. (1997).  
The irreducible concentration CR depends on the superficial loading condition of the bubble 
interface. By analogy, CR represents for flotation what the concentration C* (concentration of 
the gas in the liquid that is in equilibrium with the partial pressure of the gas) represents for 
gas-liquid mass transfer. Both determine a certain condition of gas-liquid interface 
equilibrium. So, we have to build a phenomenological model similar to the Henry’s law 
used in gas-liquid mass transfer in order to derive constitutive relations for the irreducible 
concentration CR. The expression of CR suggests that, for a given operative conditions, CR 
depends on the loading condition of the bubble surface in comparison to the maximum load 
that the bubble can potentially carry per unit of surface area. It is also expected that 
irreducible concentration will depend on the local conditions (slurry concentration, 
turbulence, superficial tension, contaminants, etc.) 
The model proposed by Ityokumbul (1992) corresponds to a reduction of the model (8) in 
which the detachment is neglected, equation (7). In this case CR is zero and there is no limit 
to the minimum slurry concentration. This corresponds to situations where the bubbles are 
very lightly loaded ( 0bC → ). If we consider, in first approximation, that the number of 
particles accumulated by unit of bubbles surface is proportional to 2

Pd−  ( Pd  is the diameter 
of the particle), the maximum load mbC is thus proportional to P pdρ  ( Pρ  is the density of 
the particle). This result is concordance with the correlation proposed by Finch and 
Dobby(1990). On the other hand, for spherical bubbles, the interfacial area is given by: 
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b
a

d
α= .

 
(9)

 
where α  is the void fraction that represents the rate of the gas volume and db is the bubble 
diameter. Equation (7) writes: 

 p

b

ddC h C
dt d

α= −  (10) 

 

Where h is a constant coefficient. For a given void fraction, equation (10) corresponds to the 
conceptual first collision model published by Sutherland in a famous paper that introduced 
the notion of flotation kinetics, Sutherland (1948). 

2.4 Modeling of flotation in a bubble column 
The kinetic model based on gas-liquid mass transfer theory presented above has been 
applied to two cases of literature experimental data, Chahed & Mrabet (2008). The first set of 
experiments is due to Bensley et al. (1985) and concerns the flotation of fine coal particles in 
a bubble column. The experimental data represent the variation of the flotation recovery as a 
function of the height of the collection zone in the flotation column. These experiments show 
that, for the reason that coal particles are very hydrophobic, the most important part of the 
flotation process takes place in the zone where occurs the first contact between the slurry 
and the fresh bubbles injected at the bottom of the column. It appears that the bubbles are 
rapidly saturated and the recovery of the bubble column remained less than 80 % whatever 
the bubble column height may be. Obviously, the classical first order models with a constant 
coefficient are inadequate for reproducing the flotation kinetics observed in these 
experiments. 
The second experiment concerns the flotation of less hydrophobic particles (flourite), 
(Yachausti et al., 1988). The authors reported also experimental data representing the 
variation of the flotation recovery as a function of the height of the collection zone. In this 
experiment, we remark that the recovery of flourite is improved as the height of the flotation 
column is increased. It seems that the flotation process is not terminated by a saturation 
effect, at least in the range of flotation column heights employed in the experiments; 
correspondingly, the irreducible concentration is not reached in the experiments. 
Nevertheless, a trend to a limitation of the flotation can be observed for the highest columns. 
In both experiments, classical first order models are insufficient and the simulations 
produced by Chahed & Mrabet (2008) showed how it is pertinent to use mass transfer 
approach to describe the flotation kinetics in bubble columns. The simulation of the first set 
of experiments shows that, when the irreducible concentration is suitably adjusted from the 
experiments, the kinetics of flotation can be adjusted and the model reproduces correctly the 
experimental results, with an irreducible concentration *

Rχ  greater than 20% , figure (2). 
Note that the collection zone has a height L and the liquid moves through the column with 

an uniform velocity denoted pu , 
*

*

0
R

C
C

χ =  represents the concentration of the liquid at the 

outlet of the column normed by the concentration of the slurry at the inlet. 
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The application of the model to the second set of experiments, with an irreducible 
concentration of order of * 2.5%Rχ =  allows quite good reproduction of the experimental 
results when the kinetic coefficient is suitably adjusted, figure (3).  
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3. Local modeling of transfers in gas-liquid bubbly flows   
3.1 Mass transfer in gas-liquid flow 
There are number of formulations of mass transfer in gas-liquid flow but all of them come 
down to a general formulation of the general mass flux, including flotation, in the general 
form: 

 *( )c LS k a C C= −  (11) 

Where Lk  is the transfer coefficient which has dimension of velocity, *C  is the 
concentration of gas in the liquid at saturation, a  is the interfacial area, which is the surface 
of the interfaces per unit volume, and LC the concentration far away from the interfaces. In 
mono-disperse bubbly flows with spherical bubbles, the volumetric interfacial area is 

proportional to the void fraction and inversely proportional to the bubble diameter ( 6a
d
α= ) 

which indicates the important role of the bubble diameter and of its distribution in the 
computation of the local mass transfer.  
The experimental and numerical work carried out in recent decades has made significant 
advances in local modeling of gas-liquid systems, (Lain et al. 1999; Cockx et al., 2001; 
Buscaglia et al., 2002; Ayed et al., 2007). These studies show the relevance of the approach 
and open new perspectives of development. Three important questions are prerequisites for 
the development of general numerical codes for the modeling of transfers in gas-liquid 
systems bubbly systems. The first question is related to the modeling of the transfer 
coefficient, the second issue concerns the turbulence modeling in two-phase gas-liquid flows 
and the third relates to the prediction of the local distribution of the interfaces, this includes 
the prediction of the local void fraction and of the bubbles size  distributions. 

a) Gas-liquid mass transfer coefficients 
The formulation of gas-liquid mass transfer coefficients involves local time scales in relation 
with the mechanisms that control the interfacial transfer. The earliest models still commonly 
used were proposed by Dankwerts (1951) and Hygbie (1935). For instance the Hygbie model 
involves time scale related to the bubble displacement. If the formulation of the transfer 
coefficient is theoretically acceptable for simple two-phase flow situations (spherical bubbles 
in free ascent in a liquid at rest), the effects of turbulence, the deformation of bubbles and 
the effects of the contaminants are far to be completely controlled.  
A significant progress in the study and modeling of the gas-liquid flows has been achieved 
and many experimental studies have been carried out during the last decades. The 
experimental data are used in order to provide suitable correlations of the transfer rate (Aisa 
et al., 1981; Wanninkhof & Gills, 1999). On the other hand basic experiments had established 
a local description of the interfacial mass transfer at the gaz-liquid horizontal interface in 
homogeneous turbulence generated by micro-jets, (George et al., 1994) or by oscillating grid, 
(Reidel et al., 2004). The characteristic scales of transfers in turbulent gas-liquid systems 
depend on the scales of turbulence in general, but also depend on the specific scales that 
characterize the bubble and its movement. The problem is more complex considering that 
the average and fluctuating fields of gas and of the liquid phases are disturbed by the 
interfacial exchange. 
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b) Turbulence in gas-liquid bubbly flows 
The available experimental results in gas liquid bubbly flows indicate the important effect of 
the interfacial interactions between phases on the turbulence structure of the liquid phase. 
The presence of the dispersed phase in the flow alters considerably the liquid turbulence 
structure by affecting the whole of the turbulence mechanisms e.g. diffusion, production, 
dissipation, redistribution (Lance & Bataille, 1991). 
In particular, the experiments of homogeneous turbulence with a constant shear (Lance et 
al., 1991) show that the bubbles, in their random movements, induce a supplementary 
stretching of the turbulent eddies that leads to a more isotropy of the turbulent fluctuations 
with a reduction of the turbulent shear. With regard to turbulence modeling, this 
experimental result is of great consequence: it suggests that we have to go up to turbulence 
closure level so that we may take into account the effect of the bubbles on the redistribution 
mechanism. In order to attain this objective, second order turbulence modeling is required 
and in several recent two-fluid models, the turbulence closures are effectively modeled 
using second order closure modeling (Lance et al. 1991; Chahed et al., 2003; Zhou, 2001; 
Lopez de Bertodano et al., 1990).  
On the other hand, the turbulence structure of the liquid phase was pointed to have an 
important role in the phase distribution (Drew & Lahey, 1982); more recently it has been 
proved that the turbulent contributions of momentum interfacial transfer are important in 
the phase distribution phenomena, (Chahed et al., 2002). Thus one of the previous questions 
in the elaboration of efficient prediction tools is the accurate predetermination of the 
turbulence stress tensors in both liquid and gas phases. 
c) Void fraction and bubble size distribution in turbulent bubbly flows 
Gas - liquid reactors used in the industrial domain often bring about multiphase dense flows 
(high void fraction in bubbly flows) where transfer and transformation phenomena occur. In 
these reactors, often with complex geometries, the distribution of the phases is an important 
factor: transfer and transformation phenomena are in direct relation with the exchange 
between phases, therefore with the rate of presence of the interfacial area that materializes 
the contact between the two phases. Indeed, the interfacial area measures the contacting 
surface by unit volume and it depends on the distribution of the rate of presence of the 
phases and on the distribution of the sizes of the bubbles. 

3.2 Two-fluid model for turbulent bubbly flows : basic equations and closure issues 
All of the considerations presented above led to admit that the development of adequate 
models of transfers in gas-liquid systems should proceed from a comprehensive approach of 
two-phase flow modeling. With the current progress in the modeling of turbulent gas-liquid 
two-phase flows, we may expect that a local phenomenological approach of the problem 
may be useful for developing more suitable modeling of gas-liquid reactors.  
Eulerian two-fluid models are based on a classical averaging of the balance equations that 
express in each phase the mass and the momentum conservation. We consider turbulent 
gas-liquid bubbly flow with low solubility of the gas in the liquid so that we neglect the 
effect of the mass transfer on the dynamic of the gas-liquid flow. We consider that without 
breakup and coalescence, the bubble diameter is still roughly constant.  

We note α  the void fraction and Lu , Lp , Lρ  respectively the average liquid velocity, the 

pressure and the density of the liquid phase. g  is the gravity acceleration and R G L= −u u u  
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We note α  the void fraction and Lu , Lp , Lρ  respectively the average liquid velocity, the 

pressure and the density of the liquid phase. g  is the gravity acceleration and R G L= −u u u  
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is the relative velocity of the bubbles. With the subscript G the variables are related to the 
gas phase. We consider  stationary incompressible bubbly flows and we neglect the effect of 
the mass transfer on the dynamic of the gas-liquid flow, the averaged balance equations of 
mass and momentum in the liquid and in the gas are, (Chahed et al., 2003): 

 (1 ) 0Lα• − =u∇            G 0α• =u∇  (12) 

 (1 ) ((1 ) ) (1 )L L L L L
D p
Dt

α ρ α ρ α ρ− = − − • − + −' '
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Where  ( . )L
D
Dt t

∂
∂

= + u ∇  , ( . )G
d
dt t

∂
∂

= + u ∇  

In the equation of the momentum balance, the acceleration and the weight of the gas are 
neglected in comparison to the force exerted by the liquid on the bubbles G Lρ ρ<< ; so the 
total force exerted on the bubbles is zero as indicated in equation (14). This force contains 
the non disturbed flow action (pressure term or Tchen force) and the interfacial term GM .  
In the common formulation of the momentum interfacial exchange only the contributions 
due the average velocities fields of the liquid and the gas phases is considered while the 
turbulent contributions of the interfacial force are ignored or eventually expressed via a 
supplementary dispersion term proportional to the void fraction gradient (Lance & Lopez 
de Bertonado, 1992). In their model Chahed et al. (2002) proposed to take into account 
beside the average contributions of the interfacial transfer, the turbulent correlations issued 
from the added mass force and they proved that these turbulent correlations are important 
in the phase distribution phenomenon, in particular in gas-liquid flow under micro-gravity 
condition. According to their formulation, the interfacial momentum transfer (4) includes 
respectively the drag force (drag coefficient DC ), the added mass force (coefficient AC ) that 
includes the average and turbulent contributions in the liquid and in the gas and the lift 
force (coefficient LC ) that is expressed with a modified lift coefficient taking into account an 

eventual wall interaction effect characterised by the function *( )LPf y  where * 2 py
y

d
=  is the 

distance py  from the wall normed by the bubble radius. Considering the expression of the 

wall force in laminar flow by Antal et al. (1991), a formulation of the function *( )LPf y is 
proposed Chahed & Masbernat (2000). 
The two-fluid model presented requires closure of the turbulent stress tensors in the liquid 
and in the gas. The turbulent stress tensor of the gas is related to that of the liquid through a 
turbulent dispersion model and the turbulent stress tensor of the liquid is computed using a 
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second order closure of the turbulence developed for bubbly flows, (Chahed & Masbernat, 
2003) 

3.3 Turbulence modeling 
The turbulence modeling is based on the decomposition of the Reynolds stress tensor of the 

continuous phase into two independent parts: a turbulent part 
( )

' '
T

L Lu u produced by the 
gradient of the mean velocity which also contains the turbulence generated in the bubble’s 
wake (where an equilibrium production-dissipation is assumed) and an irrotational part 

( )S

L L
' 'u u induced by bubbles displacements and controlled by the added mass effects. Each 

part is computed by a transport equation: 
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In comparison to second order turbulence modeling in single phase flow, the diffusion and 
redistribution terms in the transport equation of the turbulent part were modified in order 
to take into account the interfacial effects. These effects are related to a time scale bτ  that 
characterizes the relative displacement of the bubbles. 
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Where ( )NLΦ  is the non-linear part of the redistribution term Φ  ( ( ) ( )NL L= +Φ Φ Φ ). The 
linear part ( )LΦ  and the dissipation rate ε  are modeled as in single-phase flow. The 
reduction of the second order closure of the turbulence furnishes the following turbulent 
viscosity in bubbly flows, (Chahed et al., 2003): 
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turbulent parts of the kinetic turbulent energy in the liquid phase. The two coefficients 0Cμ  
and bCμ  depend on the turbulence and the pseudo-turbulence anisotropy. The equation (18) 
expresses two antagonist interfacial effects on the turbulent viscosity: the bubbles agitation 
induces in one hand an enhancement of the turbulent viscosity and on the other hand a 
modification of the characteristic scale of the eddies stretching which can reduces the shear 
stress. 

3.4 Transport equation of concentration 
Recall that we consider gas-liquid bubbly flow with low solubility of the gas in the liquid. 
As a result the effect of the mass transfer on the dynamic of the gas-liquid flow is neglected. 
Without the source term associated with external inputs or reactive exchanges, we consider 
that the mass transfer is limited to mass flux through the gas-liquid interface we can write, 
in these conditions, a transport equation of a concentration of the liquid in general form: 

 ( ) c
DC Diff C S
Dt
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Where cS  is transfer term through the interface given by equation (11) 

3.5 Some results and discussion: Requirements for advanced computation of gas-
liquid contacting systems 
a) Turbulence modeling  
The second order turbulence model presented above predicts correctly the large 
enhancement of the momentum diffusivity observed in bubbly flow with an important 
amount of pseudo-turbulence as in mixing layer and wake bubbly flows, (Chahed et al., 
2003). On the other hand, the model reproduces the turbulence structure as it is altered by 
the bubble presence in the boundary layer bubbly flows, figure (4) and pipe bubbly flows 
figure (5). Figure (4) shows the profiles of the turbulent intensity in the liquid phase 
produced by the two-fluid model in near wall boundary layer bubbly flow for single phase 
and two-phase bubblys flows. These profiles are compared to the experimental data of 

Moursali et al. (1995). Note that y+ denoted the adimensional distance to the wall *u dy
ν

+ =  

where *u  is the friction velocity, d distance to the wall and ν is the kinematic viscocity of the 
liquid. Figure (5) shows the profiles of the turbulent shear stress produced by the two fluid 
model in a pipe single phase and bubbly flows.  The numerical results are compared to the 
experimental data of Serizawa (1992). The results of all of these simulations make clear the 
mechanisms whereby the attenuation of the turbulence in bubbly flows can occurs: the 
supplementary stretching induced by the bubbles displacements provokes an attenuation of 
the shear stress, as a result the turbulence production by the mean velocity gradient is 
reduced and we can note a diminution of the turbulent intensity as observed in some 
experiences of wall-bounded bubbly flows.  
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The decomposition of the Reynolds stress tensor in a turbulent and pseudo-turbulent 
contributions with specific transport equation for each part makes possible the computation of 
the specific scales involved in each part. The determination of these scales allows to describe 
correctly the different effects of the bubbles agitation on the liquid turbulence structure.  
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Fig. 4. Turbulent intensity in single-phase and bubbly boundary layer. 
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Fig. 5. Turbulent shear stress in single-phase and bubbly pipe flows. 
If from a theoretical point of view, second order is an adequate level for turbulence closure 
in bubbly flows, the implementation of such turbulence models in two-fluid models clearly 
improves the predetermination of the turbulence structure in different bubbly flow 
configurations, (Chahed et al., 2002, 2003). Nevertheless, from a practical point of view, 
second order modeling is still difficult to use and turbulence models based on turbulent 
viscosity concept, particularly two-equation models, remain widely used in industrial 
applications. Several two-equation models were developed for turbulent bubbly flows 
(Lopez de Bertodano et al., 1994; Lee et al., 1989; Morel, 1995; Troshko & Hassan, 2001). All 
of these models are founded on an extrapolation of single-phase turbulence models by 
introducing supplementary terms (source terms) in the transport equations of turbulent 
energy and dissipation rate. In some models, the turbulent viscosity is split into two 
contributions according to the model of Sato et al. (1981): a “turbulent” contribution induced 
by shear and a “pseudo-turbulent” one induced by bubbles displacements. To adjust the 
turbulence models some modifications of the conventional constants are sometimes 
proposed (Lee et al., 1989; Morel, 1995). 
The reduction of second order turbulence modeling developed for two-phase bubbly flows 
furnish an interpretation of second order turbulence closure in term of turbulent viscosity 
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enhancement of the momentum diffusivity observed in bubbly flow with an important 
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2003). On the other hand, the model reproduces the turbulence structure as it is altered by 
the bubble presence in the boundary layer bubbly flows, figure (4) and pipe bubbly flows 
figure (5). Figure (4) shows the profiles of the turbulent intensity in the liquid phase 
produced by the two-fluid model in near wall boundary layer bubbly flow for single phase 
and two-phase bubblys flows. These profiles are compared to the experimental data of 
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where *u  is the friction velocity, d distance to the wall and ν is the kinematic viscocity of the 
liquid. Figure (5) shows the profiles of the turbulent shear stress produced by the two fluid 
model in a pipe single phase and bubbly flows.  The numerical results are compared to the 
experimental data of Serizawa (1992). The results of all of these simulations make clear the 
mechanisms whereby the attenuation of the turbulence in bubbly flows can occurs: the 
supplementary stretching induced by the bubbles displacements provokes an attenuation of 
the shear stress, as a result the turbulence production by the mean velocity gradient is 
reduced and we can note a diminution of the turbulent intensity as observed in some 
experiences of wall-bounded bubbly flows.  
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The decomposition of the Reynolds stress tensor in a turbulent and pseudo-turbulent 
contributions with specific transport equation for each part makes possible the computation of 
the specific scales involved in each part. The determination of these scales allows to describe 
correctly the different effects of the bubbles agitation on the liquid turbulence structure.  
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Fig. 5. Turbulent shear stress in single-phase and bubbly pipe flows. 
If from a theoretical point of view, second order is an adequate level for turbulence closure 
in bubbly flows, the implementation of such turbulence models in two-fluid models clearly 
improves the predetermination of the turbulence structure in different bubbly flow 
configurations, (Chahed et al., 2002, 2003). Nevertheless, from a practical point of view, 
second order modeling is still difficult to use and turbulence models based on turbulent 
viscosity concept, particularly two-equation models, remain widely used in industrial 
applications. Several two-equation models were developed for turbulent bubbly flows 
(Lopez de Bertodano et al., 1994; Lee et al., 1989; Morel, 1995; Troshko & Hassan, 2001). All 
of these models are founded on an extrapolation of single-phase turbulence models by 
introducing supplementary terms (source terms) in the transport equations of turbulent 
energy and dissipation rate. In some models, the turbulent viscosity is split into two 
contributions according to the model of Sato et al. (1981): a “turbulent” contribution induced 
by shear and a “pseudo-turbulent” one induced by bubbles displacements. To adjust the 
turbulence models some modifications of the conventional constants are sometimes 
proposed (Lee et al., 1989; Morel, 1995). 
The reduction of second order turbulence modeling developed for two-phase bubbly flows 
furnish an interpretation of second order turbulence closure in term of turbulent viscosity 
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model. On the basis of this turbulent viscosity model, two-equation turbulence models (k-ε 
model, (Chahed et al., 1999) and k-ω model (Bellakhel et al., 2004) were developed and 
applied to homogeneous turbulence in bubbly flows (uniform and with a constant shear). 
The numerical results clearly show that the model reproduces correctly the effect of the 
bubbles on the turbulence structure. 
The turbulent viscosity formulation (18) keeps the essential of the physical mechanisms 
involved in second order turbulence modeling. It expresses two antagonist interfacial effects 
due to the presence of the bubbles on the turbulent shear stress of the liquid phase: the 
bubbles agitation induces in one hand an enhancement of the turbulent viscosity as 
compared to and on the other hand a modification of the eddies stretching characteristic 
scale that causes more isotropy of the turbulence with an attenuation of the shear stress. 
According as the amount of pseudo-turbulence is important or not, we can expect an 
increase or a decrease of the turbulent viscosity. As a result, the turbulent shear stress in 
bubbly flow can be more or less important than the corresponding one in the equivalent 
single-phase flow. In the case where the turbulent shear stress is reduced, the turbulence 
production by the mean velocity gradient is lower and we can reproduce, under certain 
conditions, an attenuation of the turbulence as observed in some wall bounded bubbly flows 
(Liu and Bankoff, 1990; Serizawa et al., 1992). 
Void fraction and bubbles size distributions 
The distribution of void fraction is governed by the interfacial forces exerted by the 
continuous phase on the bubbles as they move throughout the liquid. We have to specify the 
contributions of the average and fluctuating flow fields to this force. Numerical simulations 
of upward pipe bubbly flow in micro-gravity and in normal gravity conditions show clearly 
the role of the turbulence and of the interfacial forces on the void fraction distribution, 
(Chahed et al., 2002). These numerical simulations are compared to the experimental data of 
Kamp. et al. (1994). An important result of these experiences is to show that the radial void 
fraction gradient is inverted according as the gravity is active or not (according as the 
interfacial momentum transfer associated with the average relative velocity is important or 
not). Figure (5) shows the profile of void fraction in pipe upward and downward bubbly 
flows in microgravity and in normal gravity conditions.  In micro-gravity condition, the 
average relative velocity between phases is weak; thus the action of the continuous phase on 
the bubbles is reduced to the pressure gradient effect (Tchen force) and to the turbulent 
contributions of the interfacial force. The pressure gradient effect provokes a bubble 
migration toward the wall and can't explain the experimental void fraction profile. When 
the turbulent terms issued from the added mass force are introduced, the whole action of 
turbulence is inverted and the phase distribution prediction is in good agreement with the 
experimental data. 
This result indicates that the effect of the continuous phase turbulence on the phase 
distribution includes, beside the pressure gradient action (Tchen force), the turbulent 
contributions of the interfacial forces. Consequently, the accuracy in the predetermination of 
the turbulence of the dispersed phase is also for importance in the computation of the void 
fraction distribution. The turbulent stress tensor of the dispersed phase can be related to the 
liquid one through a turbulent dispersion models, (Hinze, 1975; Csanady, 1963). The recent 
results issued from numerical simulations can be viewed as a prelude to more progress in 
this direction. 
As compared to the void fraction profile in micro-gravity condition, the prediction of the 
void fraction distribution in upward and downward bubbly flows in normal gravity 
conditions clearly shows the effect of the lift force. In upward flow, the lift force is 
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responsible of the near-wall void fraction peaking while in downward flow, the lift force 
action is inverted and the migration of the bubble toward the centre of the pipe provoked by 
the global turbulent action is more pronounced than in micro-gravity condition. 
The adjustment of the coefficients in the expression of the near wall lift force was tested in 
boundary layer bubbly flow ( 0.75 /u m s=  and 1 /u m s= ) with bubble’s diameter between 
2.3 and 3.5 mm (the more is the external void fraction the more is the bubble diameter); in 
these simulations the diameter of the bubbles was adjusted from the experimental data of 
Moursali et al. (1995). It yields LC =0.08, *

1y =1 and *
2y =1.5. These computations allow us to 

consider that these coefficients could have a somewhat general character. The value of *
1y  

suggests that the position of the void fraction peaking is, for the most part, controlled by lift 
and wall forces: its value corresponds to the void fraction peaking position observed in the 
experiences. 
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Fig. 5. Void fraction distribution in pipe bubbly flows : upward – downward and in micro-
gravity conditions. Data from Kamp et al. (1995) 
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Fig. 6. Amplitude of the near wall void fraction peaking as a function of the external void 
fraction in boundary layer bubbly flow. 
Figure (6) shows that the less is the bubble diameter the more is amplitude of the void 
fraction peaking near wall. This result is well reproduced by the model for millimetric 
bubbles: the lift force formulation including the wall effect brings implicitly into account the 
bubble size. When the bubble’s size becomes greater and its shape deviates severely from 
the sphericity the expression of the force exerted by the liquid should be reviewed. Also on 
this point, we can expect some progress issued from the numerical simulation. On the other 
hand.  

151
Toward a Multiphase Local Approach in the
Modeling of Flotation and Mass Transfer in Gas-Liquid Contacting Systems



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

150 

model. On the basis of this turbulent viscosity model, two-equation turbulence models (k-ε 
model, (Chahed et al., 1999) and k-ω model (Bellakhel et al., 2004) were developed and 
applied to homogeneous turbulence in bubbly flows (uniform and with a constant shear). 
The numerical results clearly show that the model reproduces correctly the effect of the 
bubbles on the turbulence structure. 
The turbulent viscosity formulation (18) keeps the essential of the physical mechanisms 
involved in second order turbulence modeling. It expresses two antagonist interfacial effects 
due to the presence of the bubbles on the turbulent shear stress of the liquid phase: the 
bubbles agitation induces in one hand an enhancement of the turbulent viscosity as 
compared to and on the other hand a modification of the eddies stretching characteristic 
scale that causes more isotropy of the turbulence with an attenuation of the shear stress. 
According as the amount of pseudo-turbulence is important or not, we can expect an 
increase or a decrease of the turbulent viscosity. As a result, the turbulent shear stress in 
bubbly flow can be more or less important than the corresponding one in the equivalent 
single-phase flow. In the case where the turbulent shear stress is reduced, the turbulence 
production by the mean velocity gradient is lower and we can reproduce, under certain 
conditions, an attenuation of the turbulence as observed in some wall bounded bubbly flows 
(Liu and Bankoff, 1990; Serizawa et al., 1992). 
Void fraction and bubbles size distributions 
The distribution of void fraction is governed by the interfacial forces exerted by the 
continuous phase on the bubbles as they move throughout the liquid. We have to specify the 
contributions of the average and fluctuating flow fields to this force. Numerical simulations 
of upward pipe bubbly flow in micro-gravity and in normal gravity conditions show clearly 
the role of the turbulence and of the interfacial forces on the void fraction distribution, 
(Chahed et al., 2002). These numerical simulations are compared to the experimental data of 
Kamp. et al. (1994). An important result of these experiences is to show that the radial void 
fraction gradient is inverted according as the gravity is active or not (according as the 
interfacial momentum transfer associated with the average relative velocity is important or 
not). Figure (5) shows the profile of void fraction in pipe upward and downward bubbly 
flows in microgravity and in normal gravity conditions.  In micro-gravity condition, the 
average relative velocity between phases is weak; thus the action of the continuous phase on 
the bubbles is reduced to the pressure gradient effect (Tchen force) and to the turbulent 
contributions of the interfacial force. The pressure gradient effect provokes a bubble 
migration toward the wall and can't explain the experimental void fraction profile. When 
the turbulent terms issued from the added mass force are introduced, the whole action of 
turbulence is inverted and the phase distribution prediction is in good agreement with the 
experimental data. 
This result indicates that the effect of the continuous phase turbulence on the phase 
distribution includes, beside the pressure gradient action (Tchen force), the turbulent 
contributions of the interfacial forces. Consequently, the accuracy in the predetermination of 
the turbulence of the dispersed phase is also for importance in the computation of the void 
fraction distribution. The turbulent stress tensor of the dispersed phase can be related to the 
liquid one through a turbulent dispersion models, (Hinze, 1975; Csanady, 1963). The recent 
results issued from numerical simulations can be viewed as a prelude to more progress in 
this direction. 
As compared to the void fraction profile in micro-gravity condition, the prediction of the 
void fraction distribution in upward and downward bubbly flows in normal gravity 
conditions clearly shows the effect of the lift force. In upward flow, the lift force is 
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responsible of the near-wall void fraction peaking while in downward flow, the lift force 
action is inverted and the migration of the bubble toward the centre of the pipe provoked by 
the global turbulent action is more pronounced than in micro-gravity condition. 
The adjustment of the coefficients in the expression of the near wall lift force was tested in 
boundary layer bubbly flow ( 0.75 /u m s=  and 1 /u m s= ) with bubble’s diameter between 
2.3 and 3.5 mm (the more is the external void fraction the more is the bubble diameter); in 
these simulations the diameter of the bubbles was adjusted from the experimental data of 
Moursali et al. (1995). It yields LC =0.08, *

1y =1 and *
2y =1.5. These computations allow us to 

consider that these coefficients could have a somewhat general character. The value of *
1y  

suggests that the position of the void fraction peaking is, for the most part, controlled by lift 
and wall forces: its value corresponds to the void fraction peaking position observed in the 
experiences. 
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Fig. 5. Void fraction distribution in pipe bubbly flows : upward – downward and in micro-
gravity conditions. Data from Kamp et al. (1995) 
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Fig. 6. Amplitude of the near wall void fraction peaking as a function of the external void 
fraction in boundary layer bubbly flow. 
Figure (6) shows that the less is the bubble diameter the more is amplitude of the void 
fraction peaking near wall. This result is well reproduced by the model for millimetric 
bubbles: the lift force formulation including the wall effect brings implicitly into account the 
bubble size. When the bubble’s size becomes greater and its shape deviates severely from 
the sphericity the expression of the force exerted by the liquid should be reviewed. Also on 
this point, we can expect some progress issued from the numerical simulation. On the other 
hand.  
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4. Conclusion 
Many industrial processes in chemical, environmental and power engineering employ gas-
liquid contacting systems that are often designed to bring about transfer and transformation 
phenomena in two-phase flows. As for all gas-liquid contacting systems, flotation devices 
bring into play gas-liquid bubbly flows where the interfacial interactions and exchanges 
determine not only the dynamics of the system but are, in the same time, the technological 
reason of the process itself. When applied to flotation, mass transfer approach turns out to 
be very convenient for representing various behaviors of the flotation kinetics. It allows a 
more phenomenological approach in the analysis of the interfacial phenomena involved in 
the flotation process. 
From a practical point of view, the development of general models which are able to predict 
the fields of certain average kinematic properties of both gas and liquid phases and their 
presence rates in two-phase flows is of great interest for the design, control and 
improvement of gas-liquid contacting systems. From the scientific point of view, the 
modeling and simulation of gas-liquid flows set many important questions; in particular the 
ability to predict the phase distribution in gas-liquid bubbly flows remains limited by the 
inadequate modeling of the turbulence and of the interfacial forces. Especially in industrial 
gas-liquid systems characterized by various additional complexities such as : the geometry 
of the reactor, the hydrodynamic interactions particularly in dense gas-liquid flows (high 
void fraction), the chemical reactivity, the interfacial area modulation due to the phenomena 
of rupture and coalescence... All of these issues require new original experiments in order to 
sustain the modeling effort that aims at developing more general closures for advanced 
Computational Fluid Dynamics of complex gas-liquid systems. 
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4. Conclusion 
Many industrial processes in chemical, environmental and power engineering employ gas-
liquid contacting systems that are often designed to bring about transfer and transformation 
phenomena in two-phase flows. As for all gas-liquid contacting systems, flotation devices 
bring into play gas-liquid bubbly flows where the interfacial interactions and exchanges 
determine not only the dynamics of the system but are, in the same time, the technological 
reason of the process itself. When applied to flotation, mass transfer approach turns out to 
be very convenient for representing various behaviors of the flotation kinetics. It allows a 
more phenomenological approach in the analysis of the interfacial phenomena involved in 
the flotation process. 
From a practical point of view, the development of general models which are able to predict 
the fields of certain average kinematic properties of both gas and liquid phases and their 
presence rates in two-phase flows is of great interest for the design, control and 
improvement of gas-liquid contacting systems. From the scientific point of view, the 
modeling and simulation of gas-liquid flows set many important questions; in particular the 
ability to predict the phase distribution in gas-liquid bubbly flows remains limited by the 
inadequate modeling of the turbulence and of the interfacial forces. Especially in industrial 
gas-liquid systems characterized by various additional complexities such as : the geometry 
of the reactor, the hydrodynamic interactions particularly in dense gas-liquid flows (high 
void fraction), the chemical reactivity, the interfacial area modulation due to the phenomena 
of rupture and coalescence... All of these issues require new original experiments in order to 
sustain the modeling effort that aims at developing more general closures for advanced 
Computational Fluid Dynamics of complex gas-liquid systems. 
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1. Introduction    
Successive and versatile investigation of heat and mass transfer in two-phase flows is 
caused by their wide application in power engineering, cryogenics, chemical engineering, 
and aerospace industry, etc. Development of new technologies, upgrading of the methods 
for combined transport of oil and gas, and improvement of operation efficiency and 
reliability of conventional and new apparatuses for heat and electricity production require 
new quantitative information about the processes of heat and mass transfer in these 
systems. At the same time necessity for the theory or universal prediction methods for heat 
and mass transfer in the two-phase systems is obvious. 
In some cases the methods based on analogy between heat and mass transfer and 
momentum transfer are used to describe the mechanism of heat and mass transfer. These 
studies were initiated by Kutateladze, Kruzhilin, Labuntsov, Styrikovich, Hewitt, 
Butterworth, Dukler, et al. However, there are no direct experimental evidences in literature 
that analogy between heat and mass transfer and momentum transfer in two-phase flows 
exists. The main problem in the development of this approach is the complexity of direct 
measurement of the wall shear stress for most flows in two-phase system. The success of the 
analogy for heat and momentum transfer was achieved in the prediction of heat transfer in 
annular gas-liquid flow, when the wall shear stress is close to the shear stress at the interface 
between gas core and liquid film. 
Following investigation of possible application of analogy between heat and mass transfer 
and hydraulic resistance for calculations in two-phase flows is interesting from the points of 
science and practice.  
The current study deals with experimental investigation of mass transfer and wall shear 
stress, and their interaction at the cocurrent gas-liquid flow in a vertical tube, in channel 
with flow turn, and in channel with abrupt expansion. Simultaneous measurements of mass 
transfer and friction factor on a wall of the channels under the same flow conditions allowed 
us to determine that connection between mass transfer and friction factor on a wall in the 
two-phase flow is similar to interconnection of these characteristics in a single-phase 
turbulent flow, and it can be expressed via the same correlations as for the single-phase 
flow. At that, to predict the mass transfer coefficients in the two-phase flow, it is necessary 
to know the real value of the wall shear stress. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

154 

Lopez de Bertodano M.; Lee S. J.; Lahey R. T. & Drew D. A. (1990). The prediction of two-
phase turbulence and phase distribution using a Reynolds stress model, J. of Fluid 
Eng., Vol. 112, pp. 107-113. 

Lopez de Bertodano M.; Lee S.J. & Lahey R.T., Jones. O. C. (1994). Development of a k-ε 
model for bubbly two-phase flow, J. Fluids Engineering, Vol. 116, pp. 128-134. 

Lee S.J.; Lahey Jr R.T & Jones Jr O.C. (1989). The prediction of two-phase turbulence and 
phase distribution phenomena using kε �model, Japanese J. of Multiphase Flow. Vol. 
3, pp. 335-368. 

Morel C. (1995). An order of magnitude analysis of the two-phase k-ε model, Int. J. of Fluid 
Mechanics Research, Vol. 22 N° 3&4, pp. 21-44. 

Moursali E., Marié J.L. & Bataille J. (1995). An upward turbulent bubbly layer along a 
vertical flat plate, Int. J. Multiphase Flow, Vol. 21 N°1, pp. 107-117   

Nguyen A. V. (2003). New method and equations determining attachment and particle size 
limit in flotation, Int. J. Miner. Process, Vol. 68, pp. 167-183 

Reidel, Boston, McKenna S.P. & Mc Gillis W.R. (2004) :  The role of free-surface turbulence 
and surfactants in air–water gas transfer:  International Journal of Heat and Mass 
Transfer, Vol. 47, pp.  539–553. 

Rivero M.; Magnaudet J. & Fabre J. (1991). Quelques résultats nouveaux concernant les 
forces exercées sur une inclusion sphérique par un écoulement accéléré, C. R. Acad. 
Sci. Paris, t.312, serie II, pp. 1499-1506 

Serizawa A.; Kataoka I. & Michiyoshi I. (1992). Phase distribution in bubbly flow. Multiphase 
Science and Technology, Vol. 6, Hewitt G. F. Delhaye, J. M., Zuber, N., Eds, 
Hemisphere Publ. Corp., pp. 257-301. 

Sutherland K. L. (1948). Physical chemistry of flotation XI. Kinetics of the flotation process, J. 
Phy. Chem., Vol. 52, pp. 394-425 

Sato Y.; Sadatomi L. & Sekouguchi K. (1981). Momentum and heat transfer in two phase 
bubbly flow, Int. J. Multiphase Flow, Vol. 7, pp. 167-190. 

Troshko A. A. & Hassan Y. A. (2001). A two-equation turbulence model of turbulent bubbly 
flows, Int. J. Multiphase Flow, Vol. 27, pp. 1965-2000. 

Tuteja R.K.; Spottiswood D.J. & Misra V.N. (1994). Mathematical models of the column 
flotation process, a review, Minerals Engineering, Vol. 7, N°12, pp. 1459-1472 

Wanninkhof; R. & McGillis W. R. (1999), A cubic relationship exchange and wind speed. 
Geophysical Research Letters, Vol. 26, N° 13, pp.1889-1892. 

Yachausti R. A.; McKay J. D. & Foot Jr. D. G. (1988). Column flotation parameters – their 
effects. Column flotation ’88 (K. V. S. Sasty ed.), Society of Mining Engineers, Inc. 
Littleton, CO, pp. 157-172  

Yoon R. H.; Mankosa M. J. & Luttrel G. H. (1993). Design and scale-up criteria for  
column flotation, XVII International Mineral Processing Congress, Sydney, Austria. 
pp. 785-795 

Zongfu D.; Fornasiero D. & Ralston J. (2000). Particle bubble collision models – a review, 
Advances in Collid and Interface Science, Vol. 85, pp. 231-256 

Zhou, L. X. (2001). Recent advances in the second order momentum two-phase turbulence 
models for gas-particle and bubble-liquid flows, 4th International Conference on 
Multiphase Flow, paper 602, New Orleans. 

154 Mass Transfer in Multiphase Systems and its Applications

8 

Mass Transfer in Two-Phase Gas-Liquid Flow  
in a Tube and in Channels of  

Complex Configuration 
Nikolay Pecherkin and Vladimir Chekhovich  

Kutateladze Institute of Thermophysics, SB RAS 
Russia 

1. Introduction    
Successive and versatile investigation of heat and mass transfer in two-phase flows is 
caused by their wide application in power engineering, cryogenics, chemical engineering, 
and aerospace industry, etc. Development of new technologies, upgrading of the methods 
for combined transport of oil and gas, and improvement of operation efficiency and 
reliability of conventional and new apparatuses for heat and electricity production require 
new quantitative information about the processes of heat and mass transfer in these 
systems. At the same time necessity for the theory or universal prediction methods for heat 
and mass transfer in the two-phase systems is obvious. 
In some cases the methods based on analogy between heat and mass transfer and 
momentum transfer are used to describe the mechanism of heat and mass transfer. These 
studies were initiated by Kutateladze, Kruzhilin, Labuntsov, Styrikovich, Hewitt, 
Butterworth, Dukler, et al. However, there are no direct experimental evidences in literature 
that analogy between heat and mass transfer and momentum transfer in two-phase flows 
exists. The main problem in the development of this approach is the complexity of direct 
measurement of the wall shear stress for most flows in two-phase system. The success of the 
analogy for heat and momentum transfer was achieved in the prediction of heat transfer in 
annular gas-liquid flow, when the wall shear stress is close to the shear stress at the interface 
between gas core and liquid film. 
Following investigation of possible application of analogy between heat and mass transfer 
and hydraulic resistance for calculations in two-phase flows is interesting from the points of 
science and practice.  
The current study deals with experimental investigation of mass transfer and wall shear 
stress, and their interaction at the cocurrent gas-liquid flow in a vertical tube, in channel 
with flow turn, and in channel with abrupt expansion. Simultaneous measurements of mass 
transfer and friction factor on a wall of the channels under the same flow conditions allowed 
us to determine that connection between mass transfer and friction factor on a wall in the 
two-phase flow is similar to interconnection of these characteristics in a single-phase 
turbulent flow, and it can be expressed via the same correlations as for the single-phase 
flow. At that, to predict the mass transfer coefficients in the two-phase flow, it is necessary 
to know the real value of the wall shear stress. 
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2. Analogy for mass transfer and wall shear stress in two-phase flow 
2.1 Introduction 
The combined flow of gas and liquid intensifies significantly the heat and mass transfer 
processes on the walls of tubes and different channels and increases pressure drop in 
comparison with the separate flow of liquid and gas phases. 
According to data presented  in (Kutateladze, 1979; Hewitt & Hall-Taylor, 1970; Collier, 
1972; Butterworth & Hewitt, 1977; et al), the methods based on semi-empirical turbulence 
models and Reynolds analogy are the most suitable for convective heat and mass transfer 
prediction in two-phase flows. Their application assumes interconnection between heat and 
mass transfer and hydraulic resistance in the two-phase flow. 
Several publications deal with experimental check of analogy between heat and mass 
transfer and momentum in the two-phase flows. Mass transfer coefficients in the two-phase 
gas-liquid flow in a horizontal tube are compared in (Krokovny et al., 1973) with mass 
transfer of a single-phase turbulent flow for the same value of wall shear stress. The mass 
transfer coefficient in vertical two-component flow was measured by (Surgenour & 
Banerjee, 1980). Wall shear stress was determined by pressure drop measurements. The 
experimental study for Reynolds analogy and Karman hypothesis for stratified and annular 
wave film flows is presented in (Davis et al., 1975). Experimental studies mentioned above 
prove qualitatively and, sometimes, quantitatively the existence of analogy between heat 
and mass transfer and wall shear stress.  
The main difficulties in investigation of analogy between heat and mass transfer and friction 
are caused by the measurement of wall shear stress. Determination of friction by 
measurements of total pressure drop in the two-phase flow can give significant errors at 
calculation of pressure gradients due to static head and acceleration. Therefore, friction 
measurements require methods of direct measurement, which allow simultaneous 
measurement of heat and mass transfer coefficients. Among these methods there is the 
electrodiffusion method of investigation of the local hydrodynamic characteristics of the 
single-phase and two-phase flows (Nakoryakov et al., 1973, 1986; Shaw & Hanratty, 1977). 
The current study presents the results of simultaneous measurement of mass transfer 
coefficients and wall shear stress for the cocurrent gas-liquid flow in a vertical tube within a 
wide alteration range of operation parameters. 

2.2 Experimental methods 
The experimental setup for investigation of heat and mass transfer and hydrodynamics in 
the two-phase flows is a closed circulation circuit, Fig. 1. The main working liquid of the 
electrochemical method for mass transfer measurement is electrolyte solution 

3 6 4 6( ) ( )K Fe CN K Fe CN NaOH+ + ; therefore, all setup elements are made of stainless steel 
and other corrosion-proof materials. Liquid is fed by a circulation pump through a heat 
exchanger into the mixing chamber, where it is mixed with the air flow. Then, two-phase 
mixture is fed into the test section. Experiments were carried out with single-phase liquid 
and with liquid-air mixture in a wide alteration range of liquid and air flow rates and 
pressure. The test section is a vertical tube with the total length of 1.5 m, inner diameter of 
17 mm, and it consists of the stabilization section, the section for visual observation of the 
flow, and measurement sections. The measurement sections are changeable. They have 
different design and they are made for investigation of mass transfer and wall shear stress in 
a straight tube. There is also section for heat transfer study, and the sections for mass 
transfer measurement in channels of complex configuration. 
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Fig. 1. Experimental setup 

The method of electrodiffusion measurement of mass transfer coefficients is described in 
detail in (Nakoryakov et al., 1973, 1986). The advantage of this method is the fact that it can 
be used for the measurement of wall shear stress, mass transfer coefficient, and velocity of 
liquid phase only with the change in probe configuration. When this method is combined 
with the conduction method local void fraction in two phase flow can be measured. To 
determine the mass transfer coefficient is necessary to measure current in red-ox reaction 

3 4
6 6( ) ( )Fe CN e Fe CN− −+ ⇔ on the surface of electrode installed on the wall, Fig. 2-1. The 

current in a measurement cell (cathode – solution – anode) is proportional to mass transfer 
coefficient (1)  

 I kFSC∞=  (1) 

where k is mass transfer coefficient, S is area of probe surface; F is Faraday constant; and С∞ 
is ion concentration of main flow. 
Connection between wall shear stress and current is determined by following dependence 

 3A Iτ = ⋅  (2) 

where τ  is wall shear stress, Pa; I is probe current; A  is calibration constant.  
Probes for wall shear stress measurements were made of platinum wire with the diameter of 
0.3 mm, welded into a glass capillary, Fig. 2-2. The working surface of the probe is the wire 
end, polished and inserted flash into the inner surface of the channel. The glass capillary is 
glued into a stainless steel tube, fixed by a spacing washer in the working section. Friction 
probes were calibrated on the single-phase liquid. The probe for velocity measurements, 
Fig. 2-3, is made of a platinum wire with the diameter of 0.1 mm, and its size together with 
glass insulation is 0.15 mm. The incident flow velocity is proportional to the square of probe 
current 2v I∼ . 
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mass transfer and hydraulic resistance in the two-phase flow. 
Several publications deal with experimental check of analogy between heat and mass 
transfer and momentum in the two-phase flows. Mass transfer coefficients in the two-phase 
gas-liquid flow in a horizontal tube are compared in (Krokovny et al., 1973) with mass 
transfer of a single-phase turbulent flow for the same value of wall shear stress. The mass 
transfer coefficient in vertical two-component flow was measured by (Surgenour & 
Banerjee, 1980). Wall shear stress was determined by pressure drop measurements. The 
experimental study for Reynolds analogy and Karman hypothesis for stratified and annular 
wave film flows is presented in (Davis et al., 1975). Experimental studies mentioned above 
prove qualitatively and, sometimes, quantitatively the existence of analogy between heat 
and mass transfer and wall shear stress.  
The main difficulties in investigation of analogy between heat and mass transfer and friction 
are caused by the measurement of wall shear stress. Determination of friction by 
measurements of total pressure drop in the two-phase flow can give significant errors at 
calculation of pressure gradients due to static head and acceleration. Therefore, friction 
measurements require methods of direct measurement, which allow simultaneous 
measurement of heat and mass transfer coefficients. Among these methods there is the 
electrodiffusion method of investigation of the local hydrodynamic characteristics of the 
single-phase and two-phase flows (Nakoryakov et al., 1973, 1986; Shaw & Hanratty, 1977). 
The current study presents the results of simultaneous measurement of mass transfer 
coefficients and wall shear stress for the cocurrent gas-liquid flow in a vertical tube within a 
wide alteration range of operation parameters. 

2.2 Experimental methods 
The experimental setup for investigation of heat and mass transfer and hydrodynamics in 
the two-phase flows is a closed circulation circuit, Fig. 1. The main working liquid of the 
electrochemical method for mass transfer measurement is electrolyte solution 

3 6 4 6( ) ( )K Fe CN K Fe CN NaOH+ + ; therefore, all setup elements are made of stainless steel 
and other corrosion-proof materials. Liquid is fed by a circulation pump through a heat 
exchanger into the mixing chamber, where it is mixed with the air flow. Then, two-phase 
mixture is fed into the test section. Experiments were carried out with single-phase liquid 
and with liquid-air mixture in a wide alteration range of liquid and air flow rates and 
pressure. The test section is a vertical tube with the total length of 1.5 m, inner diameter of 
17 mm, and it consists of the stabilization section, the section for visual observation of the 
flow, and measurement sections. The measurement sections are changeable. They have 
different design and they are made for investigation of mass transfer and wall shear stress in 
a straight tube. There is also section for heat transfer study, and the sections for mass 
transfer measurement in channels of complex configuration. 
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Fig. 1. Experimental setup 

The method of electrodiffusion measurement of mass transfer coefficients is described in 
detail in (Nakoryakov et al., 1973, 1986). The advantage of this method is the fact that it can 
be used for the measurement of wall shear stress, mass transfer coefficient, and velocity of 
liquid phase only with the change in probe configuration. When this method is combined 
with the conduction method local void fraction in two phase flow can be measured. To 
determine the mass transfer coefficient is necessary to measure current in red-ox reaction 

3 4
6 6( ) ( )Fe CN e Fe CN− −+ ⇔ on the surface of electrode installed on the wall, Fig. 2-1. The 

current in a measurement cell (cathode – solution – anode) is proportional to mass transfer 
coefficient (1)  

 I kFSC∞=  (1) 

where k is mass transfer coefficient, S is area of probe surface; F is Faraday constant; and С∞ 
is ion concentration of main flow. 
Connection between wall shear stress and current is determined by following dependence 

 3A Iτ = ⋅  (2) 

where τ  is wall shear stress, Pa; I is probe current; A  is calibration constant.  
Probes for wall shear stress measurements were made of platinum wire with the diameter of 
0.3 mm, welded into a glass capillary, Fig. 2-2. The working surface of the probe is the wire 
end, polished and inserted flash into the inner surface of the channel. The glass capillary is 
glued into a stainless steel tube, fixed by a spacing washer in the working section. Friction 
probes were calibrated on the single-phase liquid. The probe for velocity measurements, 
Fig. 2-3, is made of a platinum wire with the diameter of 0.1 mm, and its size together with 
glass insulation is 0.15 mm. The incident flow velocity is proportional to the square of probe 
current 2v I∼ . 
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Fig. 2. The electrodiffusion method. 1 – electrochemical cell; 2 – probe for wall shear stress 
measurement; 3 – scheme of the test section for measurement of the mass transfer 
coefficient, wall shear stress and liquid velocity 

To exclude the effect of entrance region and achieve the fully developed value of mass 
transfer coefficient, the probe for measurement mass transfer coefficient should be 
sufficiently long. Theoretical and experimental studies of (Shaw & Hanratty, 1977), carried 
out by the electrochemical method give the expression for dimensionless length of 
stabilization  

 
13 41.9 10L Sc+ ≥ ⋅  (3) 

where *L Lυ ν+ = , Sc Dν= is Schmidt number, and L is probe length. According to (3), the 
length of mass transfer probe should be not less than 70–100 mm. 

2.3 Wall shear stress in two-phase flow in a vertical tube  
Experiments on mass transfer and hydrodynamics of the two-phase flow were carried out in 
the following alteration ranges of operation parameters: 
  

0LV  Superficial liquid velocity  0.5–3 m/s 
ReL  Reynolds number of liquid 8500–54000 

GG  Mass flow rate of air  0.6–35 g/s 
ReG  Reynolds number of air 3000–140000 

0GV  Superficial gas velocity at p  =0.1 MPa 2–100 m/s 
p  Pressure 0.1–1 MPa 

Table 1. Experimental conditions 
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Measurement error for the main parameters: for liquid flow rate it is 2%, for air flow rate it 
is 4%, for mass transfer coefficient it is 4%, and for wall shear stress with consideration of 
friction pulsations it is10%. 
Experiments were carried out in the slug, annular and dispersed-annular flows. The main 
purpose of investigations on hydrodynamics of the two-phase flows was measurement of 
wall shear stress under the same flow conditions as for mass transfer investigations. 
Moreover, measurement of friction at the flow of gas-liquid mixtures is of a particular 
interest because there are no direct measurements of local friction in the range of high void 
fraction for the vertical channels and direct measurement of wall shear stress at high 
pressures. The friction probe was located at the distance of 60 calibers from the inlet of the 
test section. There is no effect of stabilization zone length at this distance. The currents of 
friction and velocity probes were registered simultaneously, Fig. 3. The velocity probe 
serves simultaneously for void fraction measurement. It is located in the same cross-section 
of the test section as the friction probe. When this probe is in liquid, its readings correspond 
to the value of liquid phase velocity. The moments, when the probe current drops to zero, 
correspond to the gas phase pass. 
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Fig. 3. Oscillograph tracings of wall shear stress (1) and liquid velocity in the film (2) 
Oscillograms in Fig. 3 (left) correspond to distance from the wall y = 0.2 mm. In this position 
the velocity probe is in liquid during the whole measurement period; void fraction is zero. A 
synchronous change in the velocity of liquid in the film and wall shear stress is obvious. 
When the probe moves from the wall, void fraction in the flow core increases, and at the 
distance of 1–2 mm from the wall it becomes almost equal to one. Fig. 3 (right) corresponds 
to distance from the wall y = 1.2 mm. Here we can see rare moments, when the velocity 
probe is in liquid. These moments correspond to wave passing. At these particular 
moments, wall shear stress increases. Wave passing with simultaneous increase in wall 
shear stress causes an increase of velocity in a solid layer of the liquid film. Apparently, 
waves propagate over the film surface under the action of dynamic pressure of gas. The 
velocity of roll waves on the film surface will depend on wave amplitude and gas velocity. 
The motion of wave relative to the solid film layer will cause an increase in the velocity 
gradient in this layer. As a result, an additional shear stress appears on the wall, and it is 
observed in the form of friction pulsations. In the slug flow friction pulsations are caused by 
alternation of gas slugs and liquid plugs moving with the velocity of mixture. The level of 
wall shear stress pulsations depends on the flow conditions and void fraction, and it can 
reach the value of average friction for low flow rates of liquid. At maximal flow rates of 
liquid this value approaches the value typical for the single-phase turbulent flow. 
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measurement; 3 – scheme of the test section for measurement of the mass transfer 
coefficient, wall shear stress and liquid velocity 

To exclude the effect of entrance region and achieve the fully developed value of mass 
transfer coefficient, the probe for measurement mass transfer coefficient should be 
sufficiently long. Theoretical and experimental studies of (Shaw & Hanratty, 1977), carried 
out by the electrochemical method give the expression for dimensionless length of 
stabilization  
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where *L Lυ ν+ = , Sc Dν= is Schmidt number, and L is probe length. According to (3), the 
length of mass transfer probe should be not less than 70–100 mm. 

2.3 Wall shear stress in two-phase flow in a vertical tube  
Experiments on mass transfer and hydrodynamics of the two-phase flow were carried out in 
the following alteration ranges of operation parameters: 
  

0LV  Superficial liquid velocity  0.5–3 m/s 
ReL  Reynolds number of liquid 8500–54000 

GG  Mass flow rate of air  0.6–35 g/s 
ReG  Reynolds number of air 3000–140000 

0GV  Superficial gas velocity at p  =0.1 MPa 2–100 m/s 
p  Pressure 0.1–1 MPa 

Table 1. Experimental conditions 
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Measurement error for the main parameters: for liquid flow rate it is 2%, for air flow rate it 
is 4%, for mass transfer coefficient it is 4%, and for wall shear stress with consideration of 
friction pulsations it is10%. 
Experiments were carried out in the slug, annular and dispersed-annular flows. The main 
purpose of investigations on hydrodynamics of the two-phase flows was measurement of 
wall shear stress under the same flow conditions as for mass transfer investigations. 
Moreover, measurement of friction at the flow of gas-liquid mixtures is of a particular 
interest because there are no direct measurements of local friction in the range of high void 
fraction for the vertical channels and direct measurement of wall shear stress at high 
pressures. The friction probe was located at the distance of 60 calibers from the inlet of the 
test section. There is no effect of stabilization zone length at this distance. The currents of 
friction and velocity probes were registered simultaneously, Fig. 3. The velocity probe 
serves simultaneously for void fraction measurement. It is located in the same cross-section 
of the test section as the friction probe. When this probe is in liquid, its readings correspond 
to the value of liquid phase velocity. The moments, when the probe current drops to zero, 
correspond to the gas phase pass. 
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Fig. 3. Oscillograph tracings of wall shear stress (1) and liquid velocity in the film (2) 
Oscillograms in Fig. 3 (left) correspond to distance from the wall y = 0.2 mm. In this position 
the velocity probe is in liquid during the whole measurement period; void fraction is zero. A 
synchronous change in the velocity of liquid in the film and wall shear stress is obvious. 
When the probe moves from the wall, void fraction in the flow core increases, and at the 
distance of 1–2 mm from the wall it becomes almost equal to one. Fig. 3 (right) corresponds 
to distance from the wall y = 1.2 mm. Here we can see rare moments, when the velocity 
probe is in liquid. These moments correspond to wave passing. At these particular 
moments, wall shear stress increases. Wave passing with simultaneous increase in wall 
shear stress causes an increase of velocity in a solid layer of the liquid film. Apparently, 
waves propagate over the film surface under the action of dynamic pressure of gas. The 
velocity of roll waves on the film surface will depend on wave amplitude and gas velocity. 
The motion of wave relative to the solid film layer will cause an increase in the velocity 
gradient in this layer. As a result, an additional shear stress appears on the wall, and it is 
observed in the form of friction pulsations. In the slug flow friction pulsations are caused by 
alternation of gas slugs and liquid plugs moving with the velocity of mixture. The level of 
wall shear stress pulsations depends on the flow conditions and void fraction, and it can 
reach the value of average friction for low flow rates of liquid. At maximal flow rates of 
liquid this value approaches the value typical for the single-phase turbulent flow. 
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Results on wall shear stress measurements under the atmospheric pressure are shown in 
Fig. 4. The effect of superficial velocities of liquid 0LV  and gas 0GV  is shown here. For 
constant superficial liquid velocities increase in the superficial gas velocity causes a 
nonlinear increase of wall shear stress, Fig. 4 (a). And for constant superficial gas velocities 
increase in the superficial liquid velocity results in increase of wall shear stress, Fig. 4 (b).  
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Fig. 4. The dependence of the wall shear stress on the gas superficial velocity (a), and on the 
liquid superficial velocity (b). 

For all studied liquid flow rates at low superficial velocities of gas ( 0 2 10GV = − m/s) wall 
shear stress depends weakly on pressure. At high velocities of air the effect of pressure on 
friction becomes significant. A change in pressure causes a change in following values: gas 
density Gρ , mass flow rate 0G GVρ , and dynamic pressure 2

0G GVρ . 
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Fig. 5. The influence of the dynamic pressure on wall shear stress 

According to analysis of data obtained, the effect of pressure on friction is weak in the 
bubble and slug flows, when liquid is continuous phase. Pressure effect is significant in the 
annular and dispersed-annular flows (high air velocities), when gas in flow core is 
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continuous phase. In the last case the liquid film is thin; therefore, wall shear stress is almost 
equal to friction at the film interface, determined by dynamic pressure of gas, Fig. 5. 
The well-known homogeneous model is the simplest model for pressure drop prediction in 
the two-phase flows. According to this model, the two-phase flow is replaced by the single-
phase flow with parameters , ,TP TP TPVρ μ  without slipping between the phases. To determine 
viscosity of the two-phase mixture there are several relationships; however, since there is 
some liquid on the tube wall at the two-phase flow without boiling, it is more reasonable to 
use the liquid phase viscosity instead of TPμ . Experimental data on wall shear stress in the 
two-phase gas-liquid flow divided by 0τ –  wall shear stress for flow liquid with velocity 0LV   
are shown in Fig. 6 (a) depending on the ratio of superficial velocities of phases. Calculation 
of relative wall shear stress by the homogeneous model is also shown there. The satisfactory 
agreement with calculation by the homogeneous model is observed. 
Correlations (Lockhart & Martinelli, 1949) are widely used for prediction of pressure drop in 
two-phase flows. Processing of experimental data in coordinates of Lockhart-Martinelli is 
shown in Fig. 6 (b) for all studied pressures and liquid and gas flow rates. There is 
satisfactory agreement of experimental results with Lockhart-Martinelli correlation.  
 

 
Fig. 6. Wall shear stress in gas-liquid flow: a) comparison with the homogeneous model;     
b) comparison with the model Lockhart – Martinelli. tt L GX τ τ= , G GΦ τ τ= . 

The flow of two-phase mixture with high void fraction (the dispersed-annular flow) was 
experimentally studied in (Armand, 1946), and the following dependence was derived 

 
( )0

1
1 n

τ
τ ϕ

=
−

 (4) 

where 0τ is friction in the single-phase flow; and ϕ  is void fraction. Equation (4) was 
obtained with the assumption of the power law for the velocity distribution in the liquid 
phase. The friction factor in this case is determined by the Blasius equation with actual 
velocity of liquid phase. Results of our experiments show good agreement with this model.  
However, there is a range of operation parameters at low velocities of liquid phase in the 
bubble flow regime, with an abnormal increase in friction on the tube wall, Fig. 8 (b). Wall 
shear stress in this area depends not only on the volumetric quality, but also on the 
distribution of gas bubbles in the cross section of the pipe. Mentioned above models do not 
predict wall shear stress in such regimes. Therefore, to check the analogy between heat and 
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Results on wall shear stress measurements under the atmospheric pressure are shown in 
Fig. 4. The effect of superficial velocities of liquid 0LV  and gas 0GV  is shown here. For 
constant superficial liquid velocities increase in the superficial gas velocity causes a 
nonlinear increase of wall shear stress, Fig. 4 (a). And for constant superficial gas velocities 
increase in the superficial liquid velocity results in increase of wall shear stress, Fig. 4 (b).  
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Fig. 4. The dependence of the wall shear stress on the gas superficial velocity (a), and on the 
liquid superficial velocity (b). 

For all studied liquid flow rates at low superficial velocities of gas ( 0 2 10GV = − m/s) wall 
shear stress depends weakly on pressure. At high velocities of air the effect of pressure on 
friction becomes significant. A change in pressure causes a change in following values: gas 
density Gρ , mass flow rate 0G GVρ , and dynamic pressure 2

0G GVρ . 
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Fig. 5. The influence of the dynamic pressure on wall shear stress 

According to analysis of data obtained, the effect of pressure on friction is weak in the 
bubble and slug flows, when liquid is continuous phase. Pressure effect is significant in the 
annular and dispersed-annular flows (high air velocities), when gas in flow core is 
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continuous phase. In the last case the liquid film is thin; therefore, wall shear stress is almost 
equal to friction at the film interface, determined by dynamic pressure of gas, Fig. 5. 
The well-known homogeneous model is the simplest model for pressure drop prediction in 
the two-phase flows. According to this model, the two-phase flow is replaced by the single-
phase flow with parameters , ,TP TP TPVρ μ  without slipping between the phases. To determine 
viscosity of the two-phase mixture there are several relationships; however, since there is 
some liquid on the tube wall at the two-phase flow without boiling, it is more reasonable to 
use the liquid phase viscosity instead of TPμ . Experimental data on wall shear stress in the 
two-phase gas-liquid flow divided by 0τ –  wall shear stress for flow liquid with velocity 0LV   
are shown in Fig. 6 (a) depending on the ratio of superficial velocities of phases. Calculation 
of relative wall shear stress by the homogeneous model is also shown there. The satisfactory 
agreement with calculation by the homogeneous model is observed. 
Correlations (Lockhart & Martinelli, 1949) are widely used for prediction of pressure drop in 
two-phase flows. Processing of experimental data in coordinates of Lockhart-Martinelli is 
shown in Fig. 6 (b) for all studied pressures and liquid and gas flow rates. There is 
satisfactory agreement of experimental results with Lockhart-Martinelli correlation.  
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The flow of two-phase mixture with high void fraction (the dispersed-annular flow) was 
experimentally studied in (Armand, 1946), and the following dependence was derived 
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where 0τ is friction in the single-phase flow; and ϕ  is void fraction. Equation (4) was 
obtained with the assumption of the power law for the velocity distribution in the liquid 
phase. The friction factor in this case is determined by the Blasius equation with actual 
velocity of liquid phase. Results of our experiments show good agreement with this model.  
However, there is a range of operation parameters at low velocities of liquid phase in the 
bubble flow regime, with an abnormal increase in friction on the tube wall, Fig. 8 (b). Wall 
shear stress in this area depends not only on the volumetric quality, but also on the 
distribution of gas bubbles in the cross section of the pipe. Mentioned above models do not 
predict wall shear stress in such regimes. Therefore, to check the analogy between heat and 



 Mass Transfer in Multiphase Systems and its Applications 

 

162 

mass transfer and wall shear stress, it is necessary to measure the coefficients of heat and 
mass transfer and wall shear stress under the same conditions of the two-phase flow. 

2.4 Mass transfer in gas-liquid flow in a vertical tube 
Mass transfer on the tube wall at forced two-phase flow was studied by the electrochemical 
method. In this case mass transfer is identified with ion transfer carried out by the gas-liquid 
flow between the test electrode (cathode) and reference electrodes (anode) in the 
electrochemical cell. In the diffusion limitation regime the diffusion current depends only on 
the rate of ion supply to the test electrode surface and therefore, it is the quantitative 
characteristic of mass transfer on a surface, Eq. (1). The diffusion coefficients of reacting ions 
in the chosen red-ox reaction correspond to Schmidt number 1500Sc ≈ . Thickness of 
diffusion boundary layer Dδ , where the main change in concentration of reacting ions 
occurs, is significantly less than thickness of hydrodynamic boundary layerδ , i.e. 

1 3
D Scδ δ −∼ . Application of the electrochemical method for mass transfer measurement has 

an advantage over other known methods (Kottke & Blenke, 1970) – it allows measurement 
of mass transfer and wall shear stress in one experiment. It is practically important for 
determination of interconnection between heat and mass transfer and hydrodynamics in the 
two-phase flows. Moreover, application of the electrochemical method for mass transfer 
measurement expands significantly the range of physical properties of the studied liquids 
towards the higher Prandtl numbers. Relatively thin near-wall liquid layer becomes the 
most important zone of the flow, and this allows us to study the role of the two-phase flow 
core in the process of heat and mass transfer.  
The mass transfer coefficients in the two-phase flow were measured simultaneously with 
wall shear stress under the conditions shown in Table 1. The plate of the 5-mm width and 
100-mm length was used as the probe. The probe length is sufficient for stabilization of the 
diffusion boundary layer (dimensionless length 4000L+ > ). 
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Fig. 7. The dependence of the mass transfer coefficient on the tube wall on superficial gas 
velocity (a), and superficial liquid velocity (b) 

The effect of superficial gas velocity on mass transfer coefficient is shown in Fig. 7 (а). The 
mass transfer coefficient increases with a rise of superficial velocity of gas. The effect of 
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superficial gas velocity is almost the same for all studied liquid flow rates. The effect of 
superficial velocity of liquid 0LV  on mass transfer coefficient k is shown in Fig. 7 (b). The 
lower line corresponds to the flow of liquid. With an addition of gas into the flow the effect 
of 0LV  on k decreases in comparison with the single-phase flow.  The effect of volumetric 
quality 0 0 0( )G L GV V Vβ = +  on the relative mass transfer coefficient for the straight tube is 
shown in Fig. 8 (a). It is obvious that for superficial velocities of liquid phase from 
0.5 to 1 m/s the relative mass transfer coefficient depends not only on volumetric quality, 
but also on liquid flow rate. This ambiguous dependence of mass transfer intensity on the 
wall is connected with the character of void fraction distribution over the cross-section in the 
bubble flow. The similar effect of volumetric quality on the relative wall shear stress in the 
gas-liquid flows in tubes was observed in (Nakoryakov et al., 1973), Fig. 8 (b). It was 
explained by an increasing in bubble concentration near the wall at low superficial velocities 
of liquid and additional agitation of near-wall layer. Later it was shown on the basis of 
simultaneous measurements of wall shear stress and distribution of void fraction and 
velocity in an inclined flat channel (Kashinsky et al., 2003). At high velocities of liquid the 
level of these perturbations becomes insignificant on the background of high turbulence of 
the carrying flow. Under these conditions the relative mass transfer coefficients depend 
definitely on the value of void fraction and can be calculated by the known models. Figure 8 
illustrates that it is impossible to use the known models, for instance, the homogeneous one 
for calculation of mass transfer coefficients and wall shear stress at low void fraction. Data 
on heat transfer in the two-phase bubbly flows illustrating an abnormal increase in heat 
transfer coefficients under similar conditions are also available (Bobkov et al., 1973). 
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Fig. 8. Effect of volumetric quality on the relative mass transfer coefficient (a) and wall shear 
stress (b): 1 – homogeneous model; 2 – abnormal increasing of the wall shear stress 

The relative mass transfer coefficient is shown in Fig. 9 depending on the ratio of superficial 
velocities of phases. It is obvious that relative wall shear stress and mass transfer coefficients 
depend similarly on relative velocity in the whole studied range of operation parameters. In 
these coordinates there are no deviations observed in the zone of low volumetric quality, 
Fig. 8. If we compare the relative friction and mass transfer coefficients under the same flow 
conditions, when inaccuracies of calculation dependences are excluded, we can see their 
qualitative and quantitative coincidence, Fig. 9. 
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mass transfer and wall shear stress, it is necessary to measure the coefficients of heat and 
mass transfer and wall shear stress under the same conditions of the two-phase flow. 
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Fig. 7. The dependence of the mass transfer coefficient on the tube wall on superficial gas 
velocity (a), and superficial liquid velocity (b) 

The effect of superficial gas velocity on mass transfer coefficient is shown in Fig. 7 (а). The 
mass transfer coefficient increases with a rise of superficial velocity of gas. The effect of 
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superficial gas velocity is almost the same for all studied liquid flow rates. The effect of 
superficial velocity of liquid 0LV  on mass transfer coefficient k is shown in Fig. 7 (b). The 
lower line corresponds to the flow of liquid. With an addition of gas into the flow the effect 
of 0LV  on k decreases in comparison with the single-phase flow.  The effect of volumetric 
quality 0 0 0( )G L GV V Vβ = +  on the relative mass transfer coefficient for the straight tube is 
shown in Fig. 8 (a). It is obvious that for superficial velocities of liquid phase from 
0.5 to 1 m/s the relative mass transfer coefficient depends not only on volumetric quality, 
but also on liquid flow rate. This ambiguous dependence of mass transfer intensity on the 
wall is connected with the character of void fraction distribution over the cross-section in the 
bubble flow. The similar effect of volumetric quality on the relative wall shear stress in the 
gas-liquid flows in tubes was observed in (Nakoryakov et al., 1973), Fig. 8 (b). It was 
explained by an increasing in bubble concentration near the wall at low superficial velocities 
of liquid and additional agitation of near-wall layer. Later it was shown on the basis of 
simultaneous measurements of wall shear stress and distribution of void fraction and 
velocity in an inclined flat channel (Kashinsky et al., 2003). At high velocities of liquid the 
level of these perturbations becomes insignificant on the background of high turbulence of 
the carrying flow. Under these conditions the relative mass transfer coefficients depend 
definitely on the value of void fraction and can be calculated by the known models. Figure 8 
illustrates that it is impossible to use the known models, for instance, the homogeneous one 
for calculation of mass transfer coefficients and wall shear stress at low void fraction. Data 
on heat transfer in the two-phase bubbly flows illustrating an abnormal increase in heat 
transfer coefficients under similar conditions are also available (Bobkov et al., 1973). 
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Fig. 8. Effect of volumetric quality on the relative mass transfer coefficient (a) and wall shear 
stress (b): 1 – homogeneous model; 2 – abnormal increasing of the wall shear stress 

The relative mass transfer coefficient is shown in Fig. 9 depending on the ratio of superficial 
velocities of phases. It is obvious that relative wall shear stress and mass transfer coefficients 
depend similarly on relative velocity in the whole studied range of operation parameters. In 
these coordinates there are no deviations observed in the zone of low volumetric quality, 
Fig. 8. If we compare the relative friction and mass transfer coefficients under the same flow 
conditions, when inaccuracies of calculation dependences are excluded, we can see their 
qualitative and quantitative coincidence, Fig. 9. 
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Fig. 9. Comparison of relative mass transfer coefficient and wall shear stress in two-phase 
flow. 

It follows from data in Fig. 9 that 

 
0 0

Sh
Sh

τ
τ

=  (5) 

i.e., connection between wall shear stress and mass transfer in the two-phase flow is the 
same as in the single-phase flow. Hence, the same dependences as for the single-phase flow 
can be applied for calculation of mass transfer in the two-phase flow. It is shown in 
(Chekhovich & Pecherkin, 1987) that relationship (5) is valid also for heat transfer in the 
two-phase gas-liquid flow.  
For convective heat transfer at Pr 1  Kutateladze (1973) has obtained correlation  

 1 40.115 8 RePrNu ζ=  (6) 

Application of (6) for calculations in the two-phase flows is impossible because the specific 
velocity included into the Reynolds number and friction factor are not determined. 
However, their product 8 u vζ ∗⋅ =  can be found experimentally from wall shear stress 

measurements, Lv τ ρ∗ = . Then 8 Re / Rev dζ ν∗ ∗′⋅ = =  and correlation (6) can be applied 
for the two-phase flow. For mass transfer it can be written as 

 1 4
*0.115ReSh Sc=  (7) 

where kdSh
D

=  is Sherwood number; Sc
D
ν

= is Schmidt number, D is diffusion coefficient, 

ν is kinematic viscosity of liquid phase. Experimental data on mass transfer in the gas-liquid 
flow at р = 0.1–1 MPa are shown in Fig. 10. The value of friction velocity is determined by 
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measurements of wall shear stress simultaneously with mass transfer coefficients. These 
data are compared with correlations on convective heat and mass transfer. 
 

1 2
3

*Re0

2000

4000

6000

8000

10000

0 4000 8000 12000 16000

Sh

*Re

1 2 3

1
4

*3 0.115ReSh Sc− =

0.704
*Sc −−==

1
31 0.079 Re

8
Sh Scζ

− =

Sh 1 2
3

*Re0

2000

4000

6000

8000

10000

0 4000 8000 12000 16000

Sh

*Re

1 2 3Sh 1 2
3

*Re*Re0

2000

4000

6000

8000

10000

0 4000 8000 12000 16000

Sh

*Re

1 2 3

1
4

*3 0.115ReSh Sc− =

2   k = 0.0889 ∙ υ ∙ Sc−

1
31 0.079 Re

8
Sh Scζ

− =

–0.704
*

 
Fig. 10. Comparison of the mass transfer measurements in gas-liquid flow with calculation. 
1 – Petukhov, (1967); 2 – Shaw & Hanratty, (1977); 3 –Kutateladze, (1973), Eq. (7). 

In the whole range of studied parameters mass transfer coefficients in the two-phase flow 
coincide with calculation by correlations for the single-phase convective heat and mass 
transfer at Pr 1 .  
For liquid flows with Pr 1  heat and mass transfer occurs via turbulent pulsations 
penetrating into the viscous sublayer of boundary layer (Levich, 1959; Kutateladze, 1973). 
Thermal resistance of the turbulent flow core is insignificant. Apparently, the similar 
mechanism is kept in the two-phase flow. The measure of turbulent pulsations is friction 
velocity v∗ . Since the turbulent core of the boundary layer does not resist to mass transfer, 
the flow character in the core is not important, either it is the two-phase or the single-phase 
flow with equivalent value v∗ . Apparently, it is only important is that the liquid layer with 
thickness 5δ + >  would be kept on the wall. The above correlations for calculation of mass 
transfer coefficients differ only by the exponent of Prandtl number, what is caused by the 
choice of a degree of turbulent pulsation attenuation in the viscous sublayer, (Kutateladze, 
1973; Shaw & Hanratty, 1977).  Scattering of experimental data on mass transfer in the two-
phase flows is considerably higher than difference of calculations by available correlations; 
thus, we can not give preference to any of these correlations based on these data. It is shown 
in (Kutateladze, 1979) that the eddy diffusivity at Pr 1  changes proportionally to the 
fourth power of a distance from the wall in the viscous sublayer, therefore, dependence (6) 
should be considered more grounded. 
According to analysis of results shown in Figs. 9–10, mass transfer mechanism in the two-
phase flow with a liquid film on the tube wall is similar to mass transfer mechanism in the 



 Mass Transfer in Multiphase Systems and its Applications 

 

164 

  

1

10

1 10 100

0

Sh
Sh

0 0G LV V

0

τ
τ

1

10

1 10 100

0

Sh
Sh

0 0G LV V

0

τ
τ

 
Fig. 9. Comparison of relative mass transfer coefficient and wall shear stress in two-phase 
flow. 

It follows from data in Fig. 9 that 

 
0 0

Sh
Sh

τ
τ

=  (5) 

i.e., connection between wall shear stress and mass transfer in the two-phase flow is the 
same as in the single-phase flow. Hence, the same dependences as for the single-phase flow 
can be applied for calculation of mass transfer in the two-phase flow. It is shown in 
(Chekhovich & Pecherkin, 1987) that relationship (5) is valid also for heat transfer in the 
two-phase gas-liquid flow.  
For convective heat transfer at Pr 1  Kutateladze (1973) has obtained correlation  

 1 40.115 8 RePrNu ζ=  (6) 

Application of (6) for calculations in the two-phase flows is impossible because the specific 
velocity included into the Reynolds number and friction factor are not determined. 
However, their product 8 u vζ ∗⋅ =  can be found experimentally from wall shear stress 

measurements, Lv τ ρ∗ = . Then 8 Re / Rev dζ ν∗ ∗′⋅ = =  and correlation (6) can be applied 
for the two-phase flow. For mass transfer it can be written as 

 1 4
*0.115ReSh Sc=  (7) 

where kdSh
D

=  is Sherwood number; Sc
D
ν

= is Schmidt number, D is diffusion coefficient, 

ν is kinematic viscosity of liquid phase. Experimental data on mass transfer in the gas-liquid 
flow at р = 0.1–1 MPa are shown in Fig. 10. The value of friction velocity is determined by 

Mass Transfer in Two-Phase Gas-Liquid Flow in a Tube and in Channels of Complex Configuration   

 

165 

measurements of wall shear stress simultaneously with mass transfer coefficients. These 
data are compared with correlations on convective heat and mass transfer. 
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flow with equivalent value v∗ . Apparently, it is only important is that the liquid layer with 
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single-phase flow and can be calculated by correlations for the single-phase convective mass 
transfer, if the wall shear stress is known. 

3. Mass transfer in the channels with complex configuration  
3.1 Introduction 
Many components of the equipment in nuclear and heat power engineering, chemical 
industry are subject to erosion and corrosion wear of wetted surfaces. The channels of 
complex shape such as various junctions, valves, tubes with abrupt expansion or 
contraction, bends, coils, are affected most. The flow of liquids and gases in these channels is 
characterized by variations in pressure and velocity fields, by the appearance of zones of 
separation and attachment, where flow is non-stationary and is accompanied by generation 
of vortices. Analysis of the conditions in which there are certain items of equipment with 
two-phase flows, shows that the most typical and dangerous is the impact of drops, 
cavitation erosion, chemical and electrochemical corrosion (Sanchez–Caldera, 1988). 
The process of corrosion wear in general consists of two stages: formation of corrosion 
products and their entrainment from the surface into the flow. The first stage is determined 
by the kinetics of the reaction or the degree of mechanical action of the flow on the surface. 
The supply of corrosion-active impurities to the surface and entrainment of corrosion 
products into the flow are determined by mass transfer process between the flow and the 
surface (Sydberger & Lotz, 1982). Due to significant non-uniformity in distribution of the 
local mass transfer coefficients the areas with increased deterioration appear on internal 
surfaces. Intensification of mass transfer processes caused by the above reasons can lead to a 
considerable corrosive wear of equipment parts. Changes in the temperature regimes due to 
heat transfer intensification result in the appearance of temperature stresses, which affect 
the reliability of equipment operation and the safety of power units (Poulson, 1991; Baughn 
et al., 1987). Therefore for safe operation of power plants it is very important to know the 
location of areas with maximal mass transfer coefficients in the channels with complex 
configuration and the mass transfer enhancement in comparison with the straight pipelines. 
The single-phase flow in the bend of various configurations with turn angles 90° and 180° 
was studied in (Baughn et al., 1987; Sparrow & Chrysler, 1986; Metzger & Larsen, 1986). 
For this purpose the authors used thin film coating with low melting temperature on 
internal surface of channels, temperature field measurements, Reynolds analogy for 
calculations of mass transfer coefficients based on heat transfer measurements, etc. In 
spite of the fact that two-phase coolants are widely used in cooling systems of various 
equipment, experimental studies on two-phase flow separation and flow attachment in 
channels are limited, (Poulson, 1991; Mironov et al., 1988; Lautenschlager & Mayinger, 
1989). Intensity of these processes is determined by flow hydrodynamics within thin near-
wall layers. Therefore the experimental study of these phenomena should be carried out 
using the methods which do not distort the flow pattern in the near-wall area in complex 
channels. The electrochemical method makes it possible to measure local values of wall 
shear stress and mass transfer rate for single-phase and two-phase flows in the channels 
with complex configuration. 
In this section the results on experimental investigation on distribution of local mass transfer 
coefficients in single-phase and two-phase cocurrent gas-liquid flow in vertical channels 
with 90° turn and abrupt expansion are presented. The scheme of the experimental setup is 
shown on Fig. 1. The scheme of the test sections are presented in Fig. 11.  
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In a channel with turn flow the liquid or two-phase medium is fed from bottom and changes 
the flow direction at 90°.  To provide fully developed flow straight tube of 20 mm diameter 
and 2 m long is installed before bend. The channel with the bend is made of two plexiglas 
sections, sealed with each other by rubber gaskets and pulled together by bolts, Fig. 11.  The 
inner diameter of channel is 20 mm and the relative bending radius is 5R = . Fifteen 
electrochemical probes were installed on the test section: 5 – on inner generatrix, 5 – on 
middle generatrix, and 5 – on outer generatrix. The probes were installed in the cross-
sections with turn angles 10,28,45,63,80ϕ = . One more probe was installed on a straight 
section of the tube in front of the inlet to the channel. This probe measures the local mass 
transfer coefficient in a straight tube.  The electrochemical probes for measurements of local 
mass transfer coefficient were made of platinum wire of 0.3 mm in diameter welded into the 
glass capillary, Fig. 2-2. After probe mounting in test section their working surface was 
flushed to the internal surface of the channel. The assembled channel was fixed to the 
flanges of feed and lateral pipelines. 
The channel with sudden expansion was made of plexiglass and enabled to visualize the 
flow, as well as to make photo – and video of the process.  
 
  

 
Fig. 11. Scheme of the test sections with turn angle 90° and with abrupt expansion 

The inner diameter of the channel was 2 42d = mm, and the length was 300L =  mm. The 
channel was connected with the stabilization section in such a way that the assembly formed 
sudden expansion. The stabilization sections were made of two diameters: 1d = 10 and 
20 mm, correspondingly, and ratio 1 2E d d=  was 1:2 and 1:4 (the exact values of E were 
equal to 0.476 and 0.238), and relative channel length was 2 7.1L d = . 
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channel was connected with the stabilization section in such a way that the assembly formed 
sudden expansion. The stabilization sections were made of two diameters: 1d = 10 and 
20 mm, correspondingly, and ratio 1 2E d d=  was 1:2 and 1:4 (the exact values of E were 
equal to 0.476 and 0.238), and relative channel length was 2 7.1L d = . 
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3.2 Mass transfer in a channel with turn flow  
In the experiments on measurements of local mass transfer coefficients on the wall of the 
channel with the turn flow the volumetric quality β  was changed within the range from 0 to 
0.6, and liquid superficial velocities from 0.5 to 2.6 m/s. At these parameters the main flow 
pattern of two-phase mixture is the bubble flow. In certain flow regimes at small liquid flow 
rates and maximal gas flow rates the slug fluctuating flow was observed. In order to mark out 
the effect of the flow turn angle the data obtained are presented in the form of ratio of the local 
mass transfer coefficients in the bend to the local mass transfer coefficient in the straight tube 
at the same values of the volumetric quality. Figure 12 shows variation of local mass transfer 
coefficient depending on the turn angle for two values of liquid superficial velocity:  0.5 m/s 
and 2.6 m/s (Pecherkin & Chekhovich, 2008). Data for the single-phase flow are shown in the 
same figure. In case of single-phase flow the first probe on inner generatrix (ϕ = 10°) indicates 
approximately the same value as in the straight tube independently of the flow rate. Further, 
as far as the turn angle increases the mass transfer coefficient diminishes and then slightly 
increases at the channel outlet. Probably, a significant decrease in mass transfer coefficients is 
associated with the flow separation in this area. The addition of gas into the liquid flow 
essentially changes distribution of the local mass transfer coefficient. In the first half of the 
channel at the turn angles from 10° to 45° the increase in mass transfer coefficients is observed 
as compared with that in straight tube. The increase in mass transfer coefficients comparing 
with the straight tube reaches up to 40% at low liquid flow rates, and approximately 20% at 
high flow rates. At the channel outlet at a horizontal part of the bend the mass transfer 
coefficients decrease comparing with the straight tube.  
On the middle generating line, as a single-phase liquid flows, the intensification reaches 60% 
at the bend outlet. The mass transfer character in gas-liquid flow is the same as in the single-
phase flow. As compared with the straight tube intensification makes up 10-20% at low 
liquid flow rates and 40-50% at high liquid flow rates depending on volumetric quality. 
On the external generating line, for small velocities of single-phase liquid flows at the 
channel inlet, the mass transfer coefficient remains the same as in a straight tube. At the 
outlet of the bend mass transfer enhancement reaches 30%. An increase of volumetric 
quality causes rapid decrease in mass transfer coefficient at the inlet to the channel, and it 
reaches the minimal value at ϕ = 10-30°, and then smoothly increases downstream to the 
channel outlet.  At high liquid superficial velocities maximal mass transfer coefficients are 
observed at the turn angles of 50-70° and increase with volumetric quality. 
The highest mass transfer enhancement in the single-phase flow is observed at the channel 
outlet on the middle generatrix. The maximal mass transfer coefficient for these areas can be 
expressed by the following relation 

 
7 1

8 40.0287 ReSh Sc=  (8)  

Comparison of (8) with correlation for wall mass transfer coefficients in the coil (Abdel-Aziz 
et al., 2010) shows satisfactory agreement. Clearly expressed local maximum in a two-phase 
flow is situated on the inner generatrix within the zone of ϕ = 10–45°, and the absolute 
maximum is observed at the channel outlet on the middle and outer generatrices.  
Figure 13 shows the effect of volumetric quality on distribution of local mass transfer 
coefficients in the bend. The data are presented in the form of ratio of mass transfer 
coefficients for gas-liquid flow to the mass transfer coefficients for single-phase flow at the 
same turn angles. 
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Fig. 12. The influence of the turning angle on the relative mass transfer coefficient in a bend. 

At low liquid flow rate, 0 0.5LV = m/s, on the inner generatrix at ϕ = 45° mass transfer 
intensification is 5-fold higher as compared to that for the single-phase flow, Fig. 13 (a). 
At higher liquid superficial velocity 0 2.6LV = m/s, intensification reaches 60-80% at high 
volumetric quality, Fig. 13 (b). 
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3.2 Mass transfer in a channel with turn flow  
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0.6, and liquid superficial velocities from 0.5 to 2.6 m/s. At these parameters the main flow 
pattern of two-phase mixture is the bubble flow. In certain flow regimes at small liquid flow 
rates and maximal gas flow rates the slug fluctuating flow was observed. In order to mark out 
the effect of the flow turn angle the data obtained are presented in the form of ratio of the local 
mass transfer coefficients in the bend to the local mass transfer coefficient in the straight tube 
at the same values of the volumetric quality. Figure 12 shows variation of local mass transfer 
coefficient depending on the turn angle for two values of liquid superficial velocity:  0.5 m/s 
and 2.6 m/s (Pecherkin & Chekhovich, 2008). Data for the single-phase flow are shown in the 
same figure. In case of single-phase flow the first probe on inner generatrix (ϕ = 10°) indicates 
approximately the same value as in the straight tube independently of the flow rate. Further, 
as far as the turn angle increases the mass transfer coefficient diminishes and then slightly 
increases at the channel outlet. Probably, a significant decrease in mass transfer coefficients is 
associated with the flow separation in this area. The addition of gas into the liquid flow 
essentially changes distribution of the local mass transfer coefficient. In the first half of the 
channel at the turn angles from 10° to 45° the increase in mass transfer coefficients is observed 
as compared with that in straight tube. The increase in mass transfer coefficients comparing 
with the straight tube reaches up to 40% at low liquid flow rates, and approximately 20% at 
high flow rates. At the channel outlet at a horizontal part of the bend the mass transfer 
coefficients decrease comparing with the straight tube.  
On the middle generating line, as a single-phase liquid flows, the intensification reaches 60% 
at the bend outlet. The mass transfer character in gas-liquid flow is the same as in the single-
phase flow. As compared with the straight tube intensification makes up 10-20% at low 
liquid flow rates and 40-50% at high liquid flow rates depending on volumetric quality. 
On the external generating line, for small velocities of single-phase liquid flows at the 
channel inlet, the mass transfer coefficient remains the same as in a straight tube. At the 
outlet of the bend mass transfer enhancement reaches 30%. An increase of volumetric 
quality causes rapid decrease in mass transfer coefficient at the inlet to the channel, and it 
reaches the minimal value at ϕ = 10-30°, and then smoothly increases downstream to the 
channel outlet.  At high liquid superficial velocities maximal mass transfer coefficients are 
observed at the turn angles of 50-70° and increase with volumetric quality. 
The highest mass transfer enhancement in the single-phase flow is observed at the channel 
outlet on the middle generatrix. The maximal mass transfer coefficient for these areas can be 
expressed by the following relation 
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Comparison of (8) with correlation for wall mass transfer coefficients in the coil (Abdel-Aziz 
et al., 2010) shows satisfactory agreement. Clearly expressed local maximum in a two-phase 
flow is situated on the inner generatrix within the zone of ϕ = 10–45°, and the absolute 
maximum is observed at the channel outlet on the middle and outer generatrices.  
Figure 13 shows the effect of volumetric quality on distribution of local mass transfer 
coefficients in the bend. The data are presented in the form of ratio of mass transfer 
coefficients for gas-liquid flow to the mass transfer coefficients for single-phase flow at the 
same turn angles. 
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Fig. 12. The influence of the turning angle on the relative mass transfer coefficient in a bend. 

At low liquid flow rate, 0 0.5LV = m/s, on the inner generatrix at ϕ = 45° mass transfer 
intensification is 5-fold higher as compared to that for the single-phase flow, Fig. 13 (a). 
At higher liquid superficial velocity 0 2.6LV = m/s, intensification reaches 60-80% at high 
volumetric quality, Fig. 13 (b). 
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Fig. 13. The influence of the volumetric quality on the relative mass transfer coefficient in a 
bend. a – (1) Internal generating line, 45ϕ °= ; (2) middle generating line, 80ϕ °= ; (3) external 
generating line, 80ϕ °= ; b – (1) Internal generating line, 45ϕ °= ; (2) middle generating line, 

63ϕ °= ; (3) external generating line, 63ϕ °= . 
The character of relationship between the local mass transfer coefficients and the volumetric 
quality is the same as in the straight tube, Fig. 8. Very likely, that due to the curvature effect 
and formation of vortex flow on inner generatrix of the tube surface, concentration of gas 
bubbles increases and their motion determines mass transfer intensity on the wall in this 
area. On the middle and outer generatrices the relative mass transfer coefficient depends 
only on the void fraction and it is practically irrespective of liquid flow rate and turn angle. 
On middle and outer generatrices the effect of void fraction consists mainly in increase of 
actual velocity of liquid near the wall due to flow swirl. 

3.3 Mass transfer in a channel with abrupt expansion  
3.3.1 Gas-liquid flows in a channel with abrupt expansion  
The flow in the channel behind a backward facing step is characterized by the fact that at 
some distance from the step the heat and mass transfer coefficients may exceed by an order 
those in the straight smooth tube. The increase in heat or mass transfer coefficients is 
observed in the area of shear layer attachment to the tube wall. This area is usually situated 
at a distance of 5 to 15 step heights (Baughn et al., 1984; 1989). Then the heat and mass 
transfer coefficients gradually decrease and approach the value typical for fully developed 
flow in a tube. The qualitative behavior of the heat and mass transfer coefficients in single-
phase and two-phase flows (Chouikhi et al. 1987) is similar. The measurements of local void 
fraction distribution and velocity components across the channel near the expansion cross-
section have shown that there is a correlation between these values (Bel Fdhila et al., 1990). 
In present work visual observations of the flow patterns were carried out as well as 
measurements of local mass transfer coefficients in channels with abrupt expansion. 
Volumetric quality β was varied within the range from 0 to 0.6, liquid superficial 
velocity 2LV  was changed from 0.11 to 0.66 m/s. Figure 14 presents the photos of two-phase 
flow in a channel with abrupt expansion. The lower pictures show the flow near the outlet 
from the tube of the smaller diameter. Upper pictures show the flow in the upper part of the 
channel of the larger diameter. At low void fraction mainly bubble flow regime was 
observed, Fig. 14, left photo. 
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Fig. 14. View of two-phase gas-liquid flow in channel with abrupt expansion. 

At an increase in expansion ratio ( 1 : 4E = ) the bubble flow exists at higher liquid velocities 
and lower gas flow rates. At an increase of void fraction we observed the churn flow, Fig. 14, 
in center. The flow pattern changes along the height of a channel. The zone near the 
expansion cross-section is free of gas bubbles, and this zone is significantly greater for 
expansion ratio 1 : 4E = . Here rotating flow of liquid is observed. Direction of rotation is 
changed periodically. In the zone of 1 to 3-4 tube diameters near the wall we observed the 
vortex flow and downflow, while stabilization of the upward flow takes place just at the 
channel outlet. The size of bubbles depends on expansion ratio. The smaller is the diameter 
of the tube where the outflow occurs, the smaller is the bubbles diameter. At an increase of 
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Fig. 13. The influence of the volumetric quality on the relative mass transfer coefficient in a 
bend. a – (1) Internal generating line, 45ϕ °= ; (2) middle generating line, 80ϕ °= ; (3) external 
generating line, 80ϕ °= ; b – (1) Internal generating line, 45ϕ °= ; (2) middle generating line, 

63ϕ °= ; (3) external generating line, 63ϕ °= . 
The character of relationship between the local mass transfer coefficients and the volumetric 
quality is the same as in the straight tube, Fig. 8. Very likely, that due to the curvature effect 
and formation of vortex flow on inner generatrix of the tube surface, concentration of gas 
bubbles increases and their motion determines mass transfer intensity on the wall in this 
area. On the middle and outer generatrices the relative mass transfer coefficient depends 
only on the void fraction and it is practically irrespective of liquid flow rate and turn angle. 
On middle and outer generatrices the effect of void fraction consists mainly in increase of 
actual velocity of liquid near the wall due to flow swirl. 

3.3 Mass transfer in a channel with abrupt expansion  
3.3.1 Gas-liquid flows in a channel with abrupt expansion  
The flow in the channel behind a backward facing step is characterized by the fact that at 
some distance from the step the heat and mass transfer coefficients may exceed by an order 
those in the straight smooth tube. The increase in heat or mass transfer coefficients is 
observed in the area of shear layer attachment to the tube wall. This area is usually situated 
at a distance of 5 to 15 step heights (Baughn et al., 1984; 1989). Then the heat and mass 
transfer coefficients gradually decrease and approach the value typical for fully developed 
flow in a tube. The qualitative behavior of the heat and mass transfer coefficients in single-
phase and two-phase flows (Chouikhi et al. 1987) is similar. The measurements of local void 
fraction distribution and velocity components across the channel near the expansion cross-
section have shown that there is a correlation between these values (Bel Fdhila et al., 1990). 
In present work visual observations of the flow patterns were carried out as well as 
measurements of local mass transfer coefficients in channels with abrupt expansion. 
Volumetric quality β was varied within the range from 0 to 0.6, liquid superficial 
velocity 2LV  was changed from 0.11 to 0.66 m/s. Figure 14 presents the photos of two-phase 
flow in a channel with abrupt expansion. The lower pictures show the flow near the outlet 
from the tube of the smaller diameter. Upper pictures show the flow in the upper part of the 
channel of the larger diameter. At low void fraction mainly bubble flow regime was 
observed, Fig. 14, left photo. 
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Fig. 14. View of two-phase gas-liquid flow in channel with abrupt expansion. 

At an increase in expansion ratio ( 1 : 4E = ) the bubble flow exists at higher liquid velocities 
and lower gas flow rates. At an increase of void fraction we observed the churn flow, Fig. 14, 
in center. The flow pattern changes along the height of a channel. The zone near the 
expansion cross-section is free of gas bubbles, and this zone is significantly greater for 
expansion ratio 1 : 4E = . Here rotating flow of liquid is observed. Direction of rotation is 
changed periodically. In the zone of 1 to 3-4 tube diameters near the wall we observed the 
vortex flow and downflow, while stabilization of the upward flow takes place just at the 
channel outlet. The size of bubbles depends on expansion ratio. The smaller is the diameter 
of the tube where the outflow occurs, the smaller is the bubbles diameter. At an increase of 
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void fraction in the channel we observed the foamed flow with large-scale bubbles, while at 
very high outflow velocities the flow detaches from the channel walls, Fig. 14, right photo. 
After separation of the flow from the pipe wall the two-phase jet in the center of the channel 
was observed. Near the outlet from the test section the jet diameter increases, and the certain 
portion of liquid drops out to the channel walls and flows down as a film or rivulets. The 
location of flow attachment may move along the channel height depending on the velocity 
of jet. A decrease in flow rate of one of the components at constant flow rate of another 
component leads to step-like reverse transition: now the two-phase flow fills up the whole 
cross-section of the channel along its height. 
Figure 15 (a) presents gas flow rates corresponding to transition to the jet flow depending on 
liquid mass flow rate. The less is liquid flow rate the larger gas flow rate is required to 
provide the transition to the jet flow. The kind of transition shows the change in the balance 
of inertial and mass forces in the flow. 
 

 
 

Fig. 15. The correlation between mass flow rate of liquid and gas phases at the boundary of 
the jet flow transition  

The similar phenomenon is observed at counter-current two-phase flow in a vertical tube. 
Increasing gas flow rate over the critical value causes flooding. Though the flooding 
mechanisms and mechanisms of transition to jet pattern most likely are different, 
nevertheless the transition criteria in both cases may be the same. Froude numbers or their 
combinations may serve as dimensionless criteria to characterize interaction between the 
gravity forces and inertial forces. Wallis, (1969) proposed the empirical correlation for 
description of flooding process  
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velocities; ,L Gρ ρ  are densities of liquid and gas. We obtained a = 1.02, с = 0.84 for * 0.4LV <  
and a = 0.092, с = 0.29 for * 0.4LV > , Fig. 15 (b). More detailed investigations are needed to 
study the regime of two-phase jet flow in a channel with abrupt expansion. 
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3.3.2 Mass transfer on the wall of a channel with abrupt expansion  
The results on measurements of mass transfer coefficients on the wall of channel with 
abrupt expansion in gas-liquid flow are presented in this section. Fifteen probes were 
installed to measure the local mass transfer coefficients at the internal surface. Along the 
initial section of the channel with expansion the probes were installed with the interval of 14 
mm, and at the outlet of the channel, where the flow becomes stable, the interval was 
increased up to 42 mm, Fig. 11. The design and the size of electrochemical probes for 
measurements of the local mass transfer coefficients were similar to those used for 
measurements of wall shear stress, Fig. 2 - 2. 
 

 
Fig. 16. Distribution of local mass transfer coefficient along the channel with abrupt 
expansion 

Figure 16 represents the dimensionless mass transfer coefficient Sh depending on 
dimensionless length of the channel for various volumetric quality and diameter 
enlargement (Pecherkin et al., 1998). Distribution of the local mass transfer depends both on 
liquid velocity and volumetric quality β . Mass transfer coefficient depends on the length in 
a way similar to that for the single-phase flow, though there may appear local maximums in 
mass transfer depending on volumetric quality. The effect of volumetric quality becomes 
apparent in different ways for various liquid flow rates. At low liquid flow rates there are 
two local maximums at the distances of 1 and 2 channel diameters. In the second half of the 
channel the mass transfer coefficient practically does not change along the length at 1 : 2E = . 
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void fraction in the channel we observed the foamed flow with large-scale bubbles, while at 
very high outflow velocities the flow detaches from the channel walls, Fig. 14, right photo. 
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was observed. Near the outlet from the test section the jet diameter increases, and the certain 
portion of liquid drops out to the channel walls and flows down as a film or rivulets. The 
location of flow attachment may move along the channel height depending on the velocity 
of jet. A decrease in flow rate of one of the components at constant flow rate of another 
component leads to step-like reverse transition: now the two-phase flow fills up the whole 
cross-section of the channel along its height. 
Figure 15 (a) presents gas flow rates corresponding to transition to the jet flow depending on 
liquid mass flow rate. The less is liquid flow rate the larger gas flow rate is required to 
provide the transition to the jet flow. The kind of transition shows the change in the balance 
of inertial and mass forces in the flow. 
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3.3.2 Mass transfer on the wall of a channel with abrupt expansion  
The results on measurements of mass transfer coefficients on the wall of channel with 
abrupt expansion in gas-liquid flow are presented in this section. Fifteen probes were 
installed to measure the local mass transfer coefficients at the internal surface. Along the 
initial section of the channel with expansion the probes were installed with the interval of 14 
mm, and at the outlet of the channel, where the flow becomes stable, the interval was 
increased up to 42 mm, Fig. 11. The design and the size of electrochemical probes for 
measurements of the local mass transfer coefficients were similar to those used for 
measurements of wall shear stress, Fig. 2 - 2. 
 

 
Fig. 16. Distribution of local mass transfer coefficient along the channel with abrupt 
expansion 

Figure 16 represents the dimensionless mass transfer coefficient Sh depending on 
dimensionless length of the channel for various volumetric quality and diameter 
enlargement (Pecherkin et al., 1998). Distribution of the local mass transfer depends both on 
liquid velocity and volumetric quality β . Mass transfer coefficient depends on the length in 
a way similar to that for the single-phase flow, though there may appear local maximums in 
mass transfer depending on volumetric quality. The effect of volumetric quality becomes 
apparent in different ways for various liquid flow rates. At low liquid flow rates there are 
two local maximums at the distances of 1 and 2 channel diameters. In the second half of the 
channel the mass transfer coefficient practically does not change along the length at 1 : 2E = . 
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With the increase in liquid flow rate the local maximum is shifted to 2 2.3x d = . At a distance 
of up to 2 1x d =  the effect of volumetric quality diminishes and almost disappears at high 
liquid flow rates. The mass transfer coefficients at 0.1 0.4β = −  practically do not differ from 
those for single phase flow. The visual observations show that under these conditions in the 
corners of the channel near the expansion cross-section there are almost no gas bubbles. At 
high liquid flow rates the local maximum appears at a distance 2 5x d = , probably due to 
generation of vortices of another scale. The visual observations show that the flow in this 
area is of the chaotic nature with no clear stream direction. For the channel with expansion 
ratio 1 : 4E =  distribution of mass-transfer coefficient has a clearly defined peak. Near the 
tube inlet the mass transfer coefficient does not differ practically from that for the single-
phase flow, while at high liquid flow rates in this zone the local minimum appears as well. 
The mass transfer coefficient at the maximal point is significantly higher as compared with 
the channel 1 : 2E = . After reaching the maximum the mass transfer coefficients decrease 
abruptly, and at the channel outlet they approach the same values as for the channel with 
expansion ratio 1 : 2E = . Therefore within these distances the flow is almost fully developed 
and flow regime should depend only on void fraction. The effect of volumetric quality on a 
relative mass transfer coefficient is shown in Fig. 17. 
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Fig. 17. Effect of volumetric quality on the relative mass transfer coefficient  

At a distance of one diameter from the entrance for  1 : 2E =  and high flow rates of fluid 
there is no influence of volumetric quality. At low liquid flow rates the abnormal increase in 
mass transfer coefficients was observed. This was concerned with bubbles distribution over 
the cross-section and vortex flow near the channel inlet.  In the vicinity of maximum mass 
transfer at 2 2.3x d =  the effect of liquid flow rate on relative mass transfer coefficient is 
lacking, here mass transfer increases in proportion to the two-phase mixture velocity like in 
the flow inside the tube. 
Experimental results presented in Fig.13 and Fig.17 show, that the relative mass transfer 
coefficient is effected both by volumetric quality and, to a considerable degree, velocity of 
the liquid.  Similarly to the gas-liquid mixture flow inside the tubes such dependence is 
explained exceptionally by distribution of void fraction over the tube cross-section. In case 
of the flow in the channel with abrupt expansion bubble distribution over the cross-section 
will be significantly effected by vortex zones. The size of these zones and flow intensity 
inside them depend on liquid velocity. 
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In the recirculation zone near the expansion cross-section at high liquid flow rates the effect 
of volumetric quality is not observed at all because this zone is almost free of bubbles.   This 
zone is out of the interest in terms of mass transfer process enhancement. The most 
important in this respect is the zone between 2-4 calibers. In this area mass transfer 
maximum is observed within a sufficiently broad range of volumetric quality and flow 
patterns as well as for various expansion ratios. The maximum in heat and mass transfer in a 
single-phase flow almost coincides with the flow attachment location. Specific dimension in 
Nusselt and Reynolds numbers is the diameter of the outflow tube. The data on heat 
transfer in a single-phase flow in the expansion channels are generalized right in such a way 
(Zemanic & Dougall, 1970; Krall & Sparrow, 1966), as well as our data on mass transfer in a 
single-phase flow. In some publications the length of the recirculation zone is used as the 
reference dimension (Terekhov & Bogatko, 2008).  
Processing of the data on maximal mass transfer coefficients in a two-phase gas-liquid flow 
in the channel with sudden expansion is carried out in (Chouikhi et al., 1987), and 
correlation has been proposed: 

 ( )10.7 3
max 2 2 2Re n

L G LSh A Sc V V= ⋅ ⋅ ⋅  (10) 

where A, n  are functions of the expansion ratio, n changes from 0.05 for 1 : 2E =  to 0.095 
for 1 : 6E = , 2ReL is Reynolds number calculated by the liquid superficial velocity  2LV  in a 
channel of larger diameter, 2GV is gas superficial velocity. Substitution of Reynolds number 

2ReL  by the Reynolds number for the tube of a smaller diameter, i.e. 1ReL similarly to a 
single-phase flow allowed us to summarize the data on the maximal mass transfer 
coefficient (Chouikhi et al., 1987) for all expansion ratios by the following relation 
within 15%± : 

 ( ) ( )1 0.070.7 3
max 1 1 10.23 ReL G LSh Sc V V= ⋅ ⋅ ⋅  (11) 

Processing of data on maximal heat and mass transfer coefficients in a single-phase flow has 
shown that the velocity of outflow from the tube of a smaller diameter identically 
determines intensity of heat and mass transfer in the area of flow attachment. Hence the 
attempt was made to process obtained data for the maximal mass transfer coefficient in two-
phase flow based on actual velocity of liquid phase  1LV′  in a channel, from where the two-
phase medium outflows. The void fraction was calculated according to Armand (1946) 
correlation 0.83ϕ β= . The results obtained are shown in Fig. 18. This graph represents all 
data obtained for expansion ratios 1 : 2E = and 1 : 4E = , as well as the data for single-phase 
flow. The effect of void fraction is identically taken into account by the actual velocity, and 
in contrast to correlation (10), does not require introduction of additional parameter, which 
is the ratio of the superficial velocities. The obtained data are satisfactorily generalized by 
the following correlation 

 
10.7 4

max 10.252 ReLSh Sc′= ⋅ ⋅  (12) 

The visual observations of the flow and measured data show that flow stabilization after 
abrupt expansion takes place at the channel outlet. The effect of the expansion ratio on mass 
transfer coefficients both in the single-phase and two-phase flows disappears and specific 
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With the increase in liquid flow rate the local maximum is shifted to 2 2.3x d = . At a distance 
of up to 2 1x d =  the effect of volumetric quality diminishes and almost disappears at high 
liquid flow rates. The mass transfer coefficients at 0.1 0.4β = −  practically do not differ from 
those for single phase flow. The visual observations show that under these conditions in the 
corners of the channel near the expansion cross-section there are almost no gas bubbles. At 
high liquid flow rates the local maximum appears at a distance 2 5x d = , probably due to 
generation of vortices of another scale. The visual observations show that the flow in this 
area is of the chaotic nature with no clear stream direction. For the channel with expansion 
ratio 1 : 4E =  distribution of mass-transfer coefficient has a clearly defined peak. Near the 
tube inlet the mass transfer coefficient does not differ practically from that for the single-
phase flow, while at high liquid flow rates in this zone the local minimum appears as well. 
The mass transfer coefficient at the maximal point is significantly higher as compared with 
the channel 1 : 2E = . After reaching the maximum the mass transfer coefficients decrease 
abruptly, and at the channel outlet they approach the same values as for the channel with 
expansion ratio 1 : 2E = . Therefore within these distances the flow is almost fully developed 
and flow regime should depend only on void fraction. The effect of volumetric quality on a 
relative mass transfer coefficient is shown in Fig. 17. 
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Fig. 17. Effect of volumetric quality on the relative mass transfer coefficient  

At a distance of one diameter from the entrance for  1 : 2E =  and high flow rates of fluid 
there is no influence of volumetric quality. At low liquid flow rates the abnormal increase in 
mass transfer coefficients was observed. This was concerned with bubbles distribution over 
the cross-section and vortex flow near the channel inlet.  In the vicinity of maximum mass 
transfer at 2 2.3x d =  the effect of liquid flow rate on relative mass transfer coefficient is 
lacking, here mass transfer increases in proportion to the two-phase mixture velocity like in 
the flow inside the tube. 
Experimental results presented in Fig.13 and Fig.17 show, that the relative mass transfer 
coefficient is effected both by volumetric quality and, to a considerable degree, velocity of 
the liquid.  Similarly to the gas-liquid mixture flow inside the tubes such dependence is 
explained exceptionally by distribution of void fraction over the tube cross-section. In case 
of the flow in the channel with abrupt expansion bubble distribution over the cross-section 
will be significantly effected by vortex zones. The size of these zones and flow intensity 
inside them depend on liquid velocity. 
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In the recirculation zone near the expansion cross-section at high liquid flow rates the effect 
of volumetric quality is not observed at all because this zone is almost free of bubbles.   This 
zone is out of the interest in terms of mass transfer process enhancement. The most 
important in this respect is the zone between 2-4 calibers. In this area mass transfer 
maximum is observed within a sufficiently broad range of volumetric quality and flow 
patterns as well as for various expansion ratios. The maximum in heat and mass transfer in a 
single-phase flow almost coincides with the flow attachment location. Specific dimension in 
Nusselt and Reynolds numbers is the diameter of the outflow tube. The data on heat 
transfer in a single-phase flow in the expansion channels are generalized right in such a way 
(Zemanic & Dougall, 1970; Krall & Sparrow, 1966), as well as our data on mass transfer in a 
single-phase flow. In some publications the length of the recirculation zone is used as the 
reference dimension (Terekhov & Bogatko, 2008).  
Processing of the data on maximal mass transfer coefficients in a two-phase gas-liquid flow 
in the channel with sudden expansion is carried out in (Chouikhi et al., 1987), and 
correlation has been proposed: 

 ( )10.7 3
max 2 2 2Re n

L G LSh A Sc V V= ⋅ ⋅ ⋅  (10) 

where A, n  are functions of the expansion ratio, n changes from 0.05 for 1 : 2E =  to 0.095 
for 1 : 6E = , 2ReL is Reynolds number calculated by the liquid superficial velocity  2LV  in a 
channel of larger diameter, 2GV is gas superficial velocity. Substitution of Reynolds number 

2ReL  by the Reynolds number for the tube of a smaller diameter, i.e. 1ReL similarly to a 
single-phase flow allowed us to summarize the data on the maximal mass transfer 
coefficient (Chouikhi et al., 1987) for all expansion ratios by the following relation 
within 15%± : 

 ( ) ( )1 0.070.7 3
max 1 1 10.23 ReL G LSh Sc V V= ⋅ ⋅ ⋅  (11) 

Processing of data on maximal heat and mass transfer coefficients in a single-phase flow has 
shown that the velocity of outflow from the tube of a smaller diameter identically 
determines intensity of heat and mass transfer in the area of flow attachment. Hence the 
attempt was made to process obtained data for the maximal mass transfer coefficient in two-
phase flow based on actual velocity of liquid phase  1LV′  in a channel, from where the two-
phase medium outflows. The void fraction was calculated according to Armand (1946) 
correlation 0.83ϕ β= . The results obtained are shown in Fig. 18. This graph represents all 
data obtained for expansion ratios 1 : 2E = and 1 : 4E = , as well as the data for single-phase 
flow. The effect of void fraction is identically taken into account by the actual velocity, and 
in contrast to correlation (10), does not require introduction of additional parameter, which 
is the ratio of the superficial velocities. The obtained data are satisfactorily generalized by 
the following correlation 
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max 10.252 ReLSh Sc′= ⋅ ⋅  (12) 

The visual observations of the flow and measured data show that flow stabilization after 
abrupt expansion takes place at the channel outlet. The effect of the expansion ratio on mass 
transfer coefficients both in the single-phase and two-phase flows disappears and specific 
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dimension is diameter 2d . Such processing by velocity of mixture 2 2 2TP L GV V V= +  in a 
channel with expansion is presented in Fig. 19. 
The data on mass transfer coefficients in the single-phase flow and at high liquid flow rates 
in two-phase flow are satisfactorily generalized by correlation 

 
10.75 4

2 20.135 ReTPSh Sc= ⋅ ⋅  (13) 

Deviations are observed in the area of abnormal effect of volumetric quality on mass 
transfer at low velocities of liquid phase.  
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Fig. 18. The maximum coefficient of mass 
transfer in a channel with abrupt expansion 

Fig. 19. The mass transfer coefficient in 
the zone of developed flow 

For the studied flow patterns the maximal mass transfer coefficients in the channel with the 
flow turn of 90° are observed for intermediate and outer generatrices at the channel outlet. 
And only for lowest liquid flow rates the zone with maximal mass transfer coefficients is 
situated on the internal surface. The maximal effect of void fraction on the relative mass 
transfer coefficient is observed at the inner surface and most probably is explained by the 
higher concentration of gas bubbles.  The increase in mass transfer at the outer generatrix of 
the bend may be related to the shift of velocity maximum towards this area, i.e. with 
redistribution of phases because of circulation flows. 
Distribution of mass transfer coefficients in the channel with sudden expansion in the two-
phase flow as a whole is of the same nature as for the single-phase flow. The maximal effect of 
void fraction is observed from the zone with mass transfer maximum up to the channel outlet. 
At distance 2/ 1 1.5x d = ÷  at high liquid flow rates the effect of void fraction is lacking, 
because gas practically does not flow into this area due to existence of circulation zones. The 
absolute values of mass transfer coefficients at the outlet of the channels with various 
expansion and the same values of volumetric quality are quite close to each other. This confirm 
the fact that for the given regime parameters the flow becomes almost developed. 
The experimental data on the effect of volumetric quality on mass transfer intensity on a 
wall in the curvilinear channel and in the channel with abrupt expansion, obtained in the 
present work, may be used at modeling of the erosion- and corrosion wear process in 
channels of coolant circulation systems of the power and chemical equipment. 
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Fig. 18. The maximum coefficient of mass 
transfer in a channel with abrupt expansion 

Fig. 19. The mass transfer coefficient in 
the zone of developed flow 

For the studied flow patterns the maximal mass transfer coefficients in the channel with the 
flow turn of 90° are observed for intermediate and outer generatrices at the channel outlet. 
And only for lowest liquid flow rates the zone with maximal mass transfer coefficients is 
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the bend may be related to the shift of velocity maximum towards this area, i.e. with 
redistribution of phases because of circulation flows. 
Distribution of mass transfer coefficients in the channel with sudden expansion in the two-
phase flow as a whole is of the same nature as for the single-phase flow. The maximal effect of 
void fraction is observed from the zone with mass transfer maximum up to the channel outlet. 
At distance 2/ 1 1.5x d = ÷  at high liquid flow rates the effect of void fraction is lacking, 
because gas practically does not flow into this area due to existence of circulation zones. The 
absolute values of mass transfer coefficients at the outlet of the channels with various 
expansion and the same values of volumetric quality are quite close to each other. This confirm 
the fact that for the given regime parameters the flow becomes almost developed. 
The experimental data on the effect of volumetric quality on mass transfer intensity on a 
wall in the curvilinear channel and in the channel with abrupt expansion, obtained in the 
present work, may be used at modeling of the erosion- and corrosion wear process in 
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1. Introduction 
Due to its widespread applications, heat and mass transfer in an air stream with liquid film 
evaporation or condensation in open channels has received considerable attention in the 
literature. This kind of flows is present in many natural and engineering processes, such as 
human transpiration, desalination, film cooling, liquid film evaporator, cooling of 
microelectronic equipments and air conditioning. 
Since the original theory for flow of a mixture of vapour and a non-condensable gas by 
Nusselt (1916) and its extension by Minkowycz & Sparrow (1966), many theoretical and 
experimental studies have been published in the literature. These studies deal with different 
geometric configurations such as a flat plate, parallel-plate channel and rectangular or 
circular-section ducts.  
Heat and mass transfer convection over a flat plate wetted by a liquid film has been 
investigated by Vachon (1979). He performed an analytical and experimental study of the 
evaporation of a liquid film streaming along a porous flat plate into a naturally driven 
airflow. This author established correlations for Nusselt and Sherwood numbers in 
connection with a combined Grashof number. Ben Nasrallah & Arnaud (1985) investigated 
theoretically film evaporation in buoyancy driven airflow over a vertical plate heated with a 
variable heat flux. The solutions of the governing equation have been obtained by means of 
semi-analytical and finite difference methods. The authors present their results in term of 
expressions of the wall temperature and mass fraction as well as the local Nusselt and 
Sherwood numbers. A numerical and experimental analysis has been carried out by Tsay et 
al. (1990) to explore the detailed heat transfer characteristics for a falling liquid film along a 
vertical insulated flat plate. Free stream air temperature was set at 30°C and inlet liquid film 
temperature was taken equal to 30°C or 35°C. The results show that latent heat transfer 
connected with vaporization is the main cause for cooling of the liquid film. The authors 
affirm that when the inlet liquid temperature is equal to the ambient one, latent heat transfer 
due to the film vaporization initiates heat transfer in the film and gas flow. Aguanoun et al 
(1994; 1998) studied numerically the evaporation of a falling film on an inclined plate heated 
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temperature was taken equal to 30°C or 35°C. The results show that latent heat transfer 
connected with vaporization is the main cause for cooling of the liquid film. The authors 
affirm that when the inlet liquid temperature is equal to the ambient one, latent heat transfer 
due to the film vaporization initiates heat transfer in the film and gas flow. Aguanoun et al 
(1994; 1998) studied numerically the evaporation of a falling film on an inclined plate heated 
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at a constant temperature in a humid air stream. They considered forced (Agunaoun et al., 
1994) or mixed convection (Agunaoun et al., 1998) with several liquid mixtures. A boundary 
layer type model was adopted. The authors stated that the liquid film-gas interface has 
approximately the same temperature as the plate in the case of forced convection.  
Yan & Soong (1995) considered turbulent heat and mass transfer convection over a wetted 
inclined plate. The liquid film flow is turbulent and waves less. Their results pointed out that 
the plate and the gas-liquid interface temperatures are reduced consequently to the increase of 
the plate's inclination angle, the inlet film thickness or the air velocity. Mezaache & Daguenet 
(2000) conducted a numerical study of the evaporation of a water film falling on an inclined 
plate in a forced convection flow of humid air. The plate is insulated or heated by a constant 
heat flux. The main result of this study was that the enthalpy diffusion term in the energy 
equation does not influence the film temperature. This term represents the effect of the species 
diffusion on enthalpy of the humid air mixture. Volchkov et al. (2004) reported a numerical 
work on both laminar and turbulent forced convection of humid air over an infinite flat plate. 
The authors aim to establish the validity of the heat-mass transfer analogy. The steam in the 
humid airflow may condense on the plate whose temperature is lower than that of the airflow. 
The authors made a major simplification by neglecting the effect of the condensate film. This 
assumption is justified by the experimental data in the literature which indicate that 
measurements of the liquid film-air interface temperature in humid-air flows show that it is 
close to the saturation temperature corresponding to the vapour concentration at the plate. 
This point is addressed hereafter. Recently, Maurya et al. (2010) developed a numerical 
analysis of the evaporating flow of a 2-D laminar, developing film falling over an inclined 
plate, subjected to constant wall heat flux. Their results show that the evaporation process 
begins only after the growing thermal boundary layer reaches the interface. 
Heat and mass transfer in a vertical heated tube with a liquid film falling on its inside walls 
was treated by Feddaoui et al. (2003). They considered co-current downward flows of liquid 
water and humid air. The airflow is turbulent while the liquid one is laminar and without 
surface waves. The authors concluded that better cooling of the liquid film is obtained for 
higher heat flux or lower inlet liquid flow. Lin et al (1988) analysed numerically combined 
heat and mass buoyancy effects on laminar forced convection in a vertical tube with liquid 
falling film. Their results show that large film evaporation rates are obtained for larger tube 
wall temperature. Convective instability of heat and mass transfer for laminar forced 
convection in the thermal entrance region of a horizontal rectangular channel has been 
examined by Lin et al. (1992). The rectangular channel is thermally insulated except for the 
bottom wall. The latter is maintained at a constant temperature and covered by a thin liquid 
water film. The thickness of this film is neglected, thus it is treated as a boundary condition 
for heat and mass transfer. Inlet air temperature was fixed at 20°C. The effects of changes of 
bottom wall temperature, relative humidity of air at the entrance and the channel aspect 
ratio are examined. The results show that the convective instability is affected by changes in 
inlet air relative humidity and temperature and also the channel aspect ratio. Huang et al. 
(2005) conducted a numerical study on laminar mixed convection heat and mass transfer in 
a rectangular duct. Two of the duct walls were wetted by a thin liquid water film and 
maintained at different constant temperatures. The other walls are insulated. Air entered the 
duct with a constant temperature lower than that of the walls. The authors established that 
vapour condensation occurred on the wall with lower temperature. 
Nelson & Wood (1989) studied the developing laminar natural convection flow in a vertical 
parallel-plate channel. They used a boundary-layer approximation model to derive a 
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correlation for the heat and mass transfer coefficients in the case of uniform temperature 
and concentration plates. Yan and co-workers (Yan et al. 1989; Yan & Lin, 1989; Tsay et al. 
1990, Yan et al. 1990; Yan 1991; Yan & Lin 1991; Yan et al. 1991; Yan 1993; Yan 1995a; Yan 
1995b) investigated the influences of wetted walls on laminar or turbulent mixed convection 
heat and mass transfer in parallel-plate channels. Constant wall temperature, constant wall 
heat flux or insulated walls were considered. All of these numerical works were conducted 
with a boundary-layer type mathematical model. The results of these studies showed that 
the effects of the water film evaporation on the heat transfer are rather substantial. Two-
phase modelling of laminar film condensation from mixtures of a vapor and a non-
condensing gas in parallel-plate channels has been studied by Siow et al. (2007). The channel 
is inclined downward from the horizontal and has an isothermal cooled bottom plate and an 
insulated upper one. Results for steam-air mixtures are presented and the effects of changes 
in the angle of inclination, inlet gas mass fraction, airflow Reynolds number and inlet 
temperature are examined. It was found that an increase in the angle of inclination results in 
thinner and faster moving liquid films. The authors show that, increasing airflow Reynolds 
number always produced thinner films and higher Nusselt number. 
One of the main matters of the considered problem is the liquid film modelling. Many 
simplifying assumptions were used in the literature to derive mathematical models for the 
liquid phase. The boundary layer approximations are often used to derive a simplified 
model  (Chow & Chung 1983; Chang et al. 1986; Lin et al. 1988; Yan & Lin 1989; Yan et al. 
1989; He et al. 1998; Mezaache & Daguenet 2000). 
Regarding the liquid-gas interface, one of the main hypotheses used in the literature is the 
so-called Nusselt's approximation (Nusselt, 1916), which neglects the shear stresses along 
this interface (Suzuki et al. 1983; Shembharkar & Pai 1986; Baumann & Thiele 1990). On the 
other hand, for accurate estimation of the evaporation process at the liquid-gas interface 
Maurya et al. (2010) used a numerical model that couples the Volume Of Fluid (VOF) 
method and the Ghost Fluid Technique (GFT). The VOF conservation method permits the 
interface tracking, while the GFT enables the authors to implement the interfacial condition 
(i.e. the prescription of saturation temperature) and the accurate estimation of temperature 
gradients on either side of the interface. This technique gives a more accurate estimation of 
the temperature gradients at the wall (and, hence, the heat transfer coefficient) than 
Nusselt’s theory, which ignores the inertial effects. 
An interesting way to deal with the liquid film modelling was used by some authors (Lin et 
al. 1988; Yan 1993; Fedorov et al. 1997; Volchkov et al. 2004; Huang et al. 2005; Azizi et al. 
2007; Laaroussi et al. 2009; Oulaid et al. 2010b). These authors assumed an extremely thin 
liquid film so that it could be treated as a boundary condition.  The validity of this 
assumption has been investigated by Yan (1992; 1993) for both air-water and air-ethanol 
systems. The author conducted a study of laminar mixed convection with evaporation of a 
liquid film dripping on the inner walls of a vertical channel. The walls are isothermally 
heated (Yan, 1993) or heated by a uniform heat flux (Yan, 1992). In each case the author 
conducted two studies: one with the conservation equations solved both in liquid and gas 
phases and in the other the film thickness was neglected. By comparing the results of these 
two studies, the author was able to demonstrate that the assumption of negligible film 
thickness is valid for low liquid film flow rates. 
Many authors assumed constant thermo-physical properties evaluated at a reference 
temperature Tref and mass fraction ωref obtained by these expressions: Tref = (2.Tw + Tin)/3 
and ωref = (2.ωw + ωin)/3, where Tw , Tin, ωw and ωin are respectively the channel wall and 
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gradients on either side of the interface. This technique gives a more accurate estimation of 
the temperature gradients at the wall (and, hence, the heat transfer coefficient) than 
Nusselt’s theory, which ignores the inertial effects. 
An interesting way to deal with the liquid film modelling was used by some authors (Lin et 
al. 1988; Yan 1993; Fedorov et al. 1997; Volchkov et al. 2004; Huang et al. 2005; Azizi et al. 
2007; Laaroussi et al. 2009; Oulaid et al. 2010b). These authors assumed an extremely thin 
liquid film so that it could be treated as a boundary condition.  The validity of this 
assumption has been investigated by Yan (1992; 1993) for both air-water and air-ethanol 
systems. The author conducted a study of laminar mixed convection with evaporation of a 
liquid film dripping on the inner walls of a vertical channel. The walls are isothermally 
heated (Yan, 1993) or heated by a uniform heat flux (Yan, 1992). In each case the author 
conducted two studies: one with the conservation equations solved both in liquid and gas 
phases and in the other the film thickness was neglected. By comparing the results of these 
two studies, the author was able to demonstrate that the assumption of negligible film 
thickness is valid for low liquid film flow rates. 
Many authors assumed constant thermo-physical properties evaluated at a reference 
temperature Tref and mass fraction ωref obtained by these expressions: Tref = (2.Tw + Tin)/3 
and ωref = (2.ωw + ωin)/3, where Tw , Tin, ωw and ωin are respectively the channel wall and 
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inlet air temperatures and mass fractions. This way of evaluating thermo-physical 
properties, known as the one-third rule, has been used previously in the literature (Hubbard 
el al. 1975; Chow & Chung 1983). Chow & Chung (1983) performed a numerical study of 
evaporation of water in a laminar air stream. The water surface temperature was assumed to 
be constant and equal to the wet bulb temperature of the free stream. Different airflow 
temperatures were considered (150-500°C). By comparing the results of their models with 
variable and constant properties evaluated by the one-third rule, the authors concluded that 
the latter agree well with the variable-property results, even at high airflow temperatures. 
Earlier, Hubbard et al. (1975) conducted a numerical study on a single droplet evaporation 
of octane in stagnant air. The initial temperature of the droplet was 27°C and the air 
temperature was varied in the range 327-1727°C. By comparing their results using various 
reference property temperatures and concentrations, they concluded that the one-third rule 
yields the best agreement with the variable-properties model. The validity of the one-third 
rule for heat and mass transfer problems has been recently checked by Laaroussi et al. 
(2009). These authors mentioned that the one-third rule remains valid provided that the 
vapour mass fraction is small. 
Flow reversal was studied analytically for fully developed flow with coupled heat and mass 
transfer by Salah El-Din (1992) and Boulama-Galanis (2004). These authors presented the 
criteria of occurrence of this phenomenon. These studies are some of the rare ones 
concerning flow reversal in combined mixed convection heat and mass transfer. On the 
other hand, flow reversal was extensively studied in thermal convection problems (Nguyen 
et al., 2004; Wang et al., 1994; Maré et al., 2008; Nesreddine et al., 1998; Faghri et al., 1980; 
Salah El-Din, 2001). For instance, Nguyen et al. (2004) studied the flow reversal and the 
instability of a transient laminar thermal mixed convection in a vertical tube subjected to a 
uniform time-dependent wall heat flux. The problem was investigated numerically by using 
a full 3D-transient-model and Boussinesq’s assumption. The authors showed that the 
structures of the flow and thermal field appear to remain stable for GrT up to  5.0 × 105 and 
106, respectively, for opposed and assisted-buoyancy cases. Beyond these critical values, the 
convergence of the numerical scheme becomes extremely slow and tedious. Thus, the 
authors were enable to point out any flow transition. Mixed convection with flow reversal in 
the thermal entrance region of horizontal and vertical pipes was studied numerically by 
Wang et al. (1994). Their results show that, for ascending flow in a vertical pipe, flow 
reversal is observed at the pipe centre in the heating case (or near the wall in the cooling 
case) at relatively high |Gr/Re| with constant Péclet number. The regime of flow reversal 
has been identified for both heating and cooling cases in the Pe-|Gr/Re| coordinates for a 
vertical pipe and in the Pe-Ra coordinates for heating in a horizontal pipe. Experimental and 
numerical studies of thermal mixed convection with flow reversal in coaxial double-duct 
heat exchangers have been carried out by Maré et al. (2008). Velocity vectors in a vertical 
heat exchanger for parallel ascending flow of water under conditions of laminar mixed 
convection have been determined experimentally using the particle image velocimetry 
technique. Their results show that measured velocity distributions are in very good 
agreement with corresponding numerical predictions and illustrate the simultaneous 
existence of flow reversal in the tube and the annulus for both heating and cooling of the 
fluid in the tube. As far as developing flows with heat and mass transfer are concerned, 
studies on flow reversal are rare (Laaroussi et al. 2009; Oulaid et al. 2010b). Indeed, the 
majority of the studies on this problem adopted a parabolic model where axial diffusion of 
momentum, energy and concentration is not taken into account. This model may not be 
appropriate for flows with low Péclet number where axial diffusion is not negligible 
(Nesreddine et al., 1998).  
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The objective of this paper is to summarize some recent work of the authors on heat and 
mass transfer in parallel-plate channel with phase change with special emphasis on flow 
reversal. 

2. Problem definition and modelling 
The physical problem is a parallel-plate channel (Figure 1). Liquid water film flows on the 
internal faces of these plates, which are maintained at a uniform temperature TW or 
thermally insulated. An upward flow of ambient air enters at constant temperature T0, 
relative humidity φ0 and uniform velocity u0. Steady state conditions are considered and the 
flow is assumed laminar. Radiation heat transfer, the transfer of energy by inter-diffusion of 
species, viscous dissipation and the work of the compressive forces are considered 
negligible. The secondary effects of concentration gradient on the thermal diffusion (Dufour 
effect) and thermal gradient on the mass diffusion (Soret effect) are neglected (Gebhart & 
Pera, 1971). Finally, the physical properties are assumed to be constant except for the density 
in the body forces, which is considered to be a linear function of temperature and mass 
fraction (Oberbeck-Boussinesq approximation), 
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As the gas flow considered here is humid air, which is assumed to be a perfect gas, these 
coefficients are given by, 

 β = 1/T0  
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Mass fraction of water vapour in the humid air ω is low, thus the last expression may be 
simplified as follows 

 β* = Ma/Mv – 1  (4) 
 

The Oberbeck-Boussinesq assumption is considered valid for small temperature and mass 
fraction differences (Gebhart et al., 1988). The validity of this assumption for simultaneous 
heat and mass transfer was investigated by Laaroussi et al. (2009). These authors compared 
the Oberbeck-Boussinesq and variable-density models at relatively high temperatures in a 
vertical parallel-plate channel laminar mixed convection associated with film evaporation. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

182 

inlet air temperatures and mass fractions. This way of evaluating thermo-physical 
properties, known as the one-third rule, has been used previously in the literature (Hubbard 
el al. 1975; Chow & Chung 1983). Chow & Chung (1983) performed a numerical study of 
evaporation of water in a laminar air stream. The water surface temperature was assumed to 
be constant and equal to the wet bulb temperature of the free stream. Different airflow 
temperatures were considered (150-500°C). By comparing the results of their models with 
variable and constant properties evaluated by the one-third rule, the authors concluded that 
the latter agree well with the variable-property results, even at high airflow temperatures. 
Earlier, Hubbard et al. (1975) conducted a numerical study on a single droplet evaporation 
of octane in stagnant air. The initial temperature of the droplet was 27°C and the air 
temperature was varied in the range 327-1727°C. By comparing their results using various 
reference property temperatures and concentrations, they concluded that the one-third rule 
yields the best agreement with the variable-properties model. The validity of the one-third 
rule for heat and mass transfer problems has been recently checked by Laaroussi et al. 
(2009). These authors mentioned that the one-third rule remains valid provided that the 
vapour mass fraction is small. 
Flow reversal was studied analytically for fully developed flow with coupled heat and mass 
transfer by Salah El-Din (1992) and Boulama-Galanis (2004). These authors presented the 
criteria of occurrence of this phenomenon. These studies are some of the rare ones 
concerning flow reversal in combined mixed convection heat and mass transfer. On the 
other hand, flow reversal was extensively studied in thermal convection problems (Nguyen 
et al., 2004; Wang et al., 1994; Maré et al., 2008; Nesreddine et al., 1998; Faghri et al., 1980; 
Salah El-Din, 2001). For instance, Nguyen et al. (2004) studied the flow reversal and the 
instability of a transient laminar thermal mixed convection in a vertical tube subjected to a 
uniform time-dependent wall heat flux. The problem was investigated numerically by using 
a full 3D-transient-model and Boussinesq’s assumption. The authors showed that the 
structures of the flow and thermal field appear to remain stable for GrT up to  5.0 × 105 and 
106, respectively, for opposed and assisted-buoyancy cases. Beyond these critical values, the 
convergence of the numerical scheme becomes extremely slow and tedious. Thus, the 
authors were enable to point out any flow transition. Mixed convection with flow reversal in 
the thermal entrance region of horizontal and vertical pipes was studied numerically by 
Wang et al. (1994). Their results show that, for ascending flow in a vertical pipe, flow 
reversal is observed at the pipe centre in the heating case (or near the wall in the cooling 
case) at relatively high |Gr/Re| with constant Péclet number. The regime of flow reversal 
has been identified for both heating and cooling cases in the Pe-|Gr/Re| coordinates for a 
vertical pipe and in the Pe-Ra coordinates for heating in a horizontal pipe. Experimental and 
numerical studies of thermal mixed convection with flow reversal in coaxial double-duct 
heat exchangers have been carried out by Maré et al. (2008). Velocity vectors in a vertical 
heat exchanger for parallel ascending flow of water under conditions of laminar mixed 
convection have been determined experimentally using the particle image velocimetry 
technique. Their results show that measured velocity distributions are in very good 
agreement with corresponding numerical predictions and illustrate the simultaneous 
existence of flow reversal in the tube and the annulus for both heating and cooling of the 
fluid in the tube. As far as developing flows with heat and mass transfer are concerned, 
studies on flow reversal are rare (Laaroussi et al. 2009; Oulaid et al. 2010b). Indeed, the 
majority of the studies on this problem adopted a parabolic model where axial diffusion of 
momentum, energy and concentration is not taken into account. This model may not be 
appropriate for flows with low Péclet number where axial diffusion is not negligible 
(Nesreddine et al., 1998).  

Laminar Mixed Convection Heat and Mass Transfer with  
Phase Change and Flow Reversal in Channels 

 

183 

The objective of this paper is to summarize some recent work of the authors on heat and 
mass transfer in parallel-plate channel with phase change with special emphasis on flow 
reversal. 

2. Problem definition and modelling 
The physical problem is a parallel-plate channel (Figure 1). Liquid water film flows on the 
internal faces of these plates, which are maintained at a uniform temperature TW or 
thermally insulated. An upward flow of ambient air enters at constant temperature T0, 
relative humidity φ0 and uniform velocity u0. Steady state conditions are considered and the 
flow is assumed laminar. Radiation heat transfer, the transfer of energy by inter-diffusion of 
species, viscous dissipation and the work of the compressive forces are considered 
negligible. The secondary effects of concentration gradient on the thermal diffusion (Dufour 
effect) and thermal gradient on the mass diffusion (Soret effect) are neglected (Gebhart & 
Pera, 1971). Finally, the physical properties are assumed to be constant except for the density 
in the body forces, which is considered to be a linear function of temperature and mass 
fraction (Oberbeck-Boussinesq approximation), 

 ( ) ( )*
0 0 01 T Tρ ρ β β ω ω⎡ ⎤= − − − −⎣ ⎦  (1) 

The coefficients of thermal and mass fraction expansion, are defined by, 

 
0 ,

1
T

cste p csteT ω

ρβ
ρ = =

− ∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠
  

 *

0 ,

1

T cste p cste

ρ
β

ρ ω = =

− ∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠
 

(2)
 

As the gas flow considered here is humid air, which is assumed to be a perfect gas, these 
coefficients are given by, 

 β = 1/T0  

 
*

( )
a v

a v v

M M
M M M

β
ω

−
=

− +
  

(3)
 

Mass fraction of water vapour in the humid air ω is low, thus the last expression may be 
simplified as follows 

 β* = Ma/Mv – 1  (4) 
 

The Oberbeck-Boussinesq assumption is considered valid for small temperature and mass 
fraction differences (Gebhart et al., 1988). The validity of this assumption for simultaneous 
heat and mass transfer was investigated by Laaroussi et al. (2009). These authors compared 
the Oberbeck-Boussinesq and variable-density models at relatively high temperatures in a 
vertical parallel-plate channel laminar mixed convection associated with film evaporation. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

184 

Their results showed that the Oberbeck-Boussinesq model works well for temperature and 
mass fraction differences less than 20K and 0.1kg/kg respectively.  
The liquid films are assumed to be extremely thin. This hypothesis, known in the literature 
as the zero film thickness model, allows us to handle only the conservation equations in the gas 
flow with the appropriate boundary conditions. The liquid film is supposed to be at the 
imposed wall temperature. As reported in the introduction, the zero film thickness model is 
valid for low liquid flow rates (Yan 1992; Yan 1993). 
The following non-dimensional variables are defined 
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Fig. 1. Sketch of the physical system.  

Using these variables and under the above assumptions, the governing equations of the 
problem are 
Continuity equation 

 U V 0
X Y
∂ ∂

+ =
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 (6) 

Stream wise momentum equation 
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Span wise momentum equation  
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Energy equation 
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Species conservation equation 
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2.1 Boundary conditions 
At the channel inlet (X = 0) the airflow velocity is assumed uniform and in the x-direction 
with constants temperature and mass fraction, 

 U = 1 and V = C = Θ  = 0  (11) 

At the channel exit (X = 1/2γ), the flow is assumed fully developed. Hence, 

 0U V C
X X X X
∂ ∂ ∂Θ ∂

= = = =
∂ ∂ ∂ ∂

 (12) 

Four types of conditions on the channel walls are considered here: 
- BC1: Both of the pates (Y = 0 and Y =0.5) are isothermal and wetted by thin liquid water 

films.  
- BC2: The lower pate (Y = 0) is isothermal and wetted by thin liquid water films, while 

the upper one (Y =0.5) is isothermal and dry. 
- BC3: One of the plates  (Y = 0) is isothermal and wetted by a thin liquid water film 

while the other  (Y =0.5) is thermally insulated and dry. 
- BC4: both of the plates  are thermally insulated and wetted by thin liquid water films. 
At the insulated and dry plate, the airflow velocity components as well as the temperature 
and mass fraction gradients are zero. Thus, 

 U = V = 0, and 0C
Y Y
∂ ∂Θ

= =
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 (13a)  

At the isothermal and dry plate, 

 U = 0, V =0, 0C
Y Y
∂ ∂Θ

= =
∂ ∂

 and 1Θ =  (13b) 

 

At the isothermal and wet plate, the airflow axial velocity is obviously null (no slip) and its 
transverse velocity is equal to that of the vapour velocity at the liquid-gas interface. The 
mass fraction is that of saturation conditions at the plate's temperature. Hence, 

 U = 0, V = ±Ve and C = Θ  = 1 (13c) 
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At the insulated and dry plate, 

 U = V = 0, and 0C
Y Y
∂ ∂Θ

= =
∂ ∂

 (13a) 

At the isothermal and dry plate, 

 U = 0, V =0, 0C
Y
∂

=
∂

and 1Θ =  (13b) 

At the insulated and wet plate,  

 U = 0, V = ±Ve , 0
Y
∂Θ

=
∂

and C  = 1 (13d) 

Ve represents the evaporated liquid film into the air stream or condensed humid air vapour 
on the wet plate. Its non-dimensional form is (Burmeister, 1993) 
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The mass fraction at the wall ωw corresponding to the saturation conditions at Tw, is 
calculated by assuming that air-vapour mixture is an ideal gas mixture, and its expression is 
given by: 
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2.2 Flow, heat and mass transfer parameters 
The friction factor at the channel walls is 
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Heat transfer between the wet walls and the humid air is the sum of a sensible and a latent 
component flux 
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Therefore, the total local Nusselt number is 
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The dimensionless bulk temperature is defined as follows 
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The Sherwood number characterizes mass transfer at the air-liquid interface  
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At the liquid-gas interface the liquid and vapour mass fluxes are equal. This flux, which is 
due to convective and diffusion transfer, is given by Burmeister (1993) 
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For small mass transfer at the liquid-gas interface, as it is the case here, the following 
expression for Sherwood number is derived (Oulaid et al. 2010b; Huang et al. 2005) 
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3. Numerical method 
A finite volume method is used for the discretization of the governing equations (Eq. 3-7). 
The combined convection-diffusion term is calculated with a power-law scheme and an the 
block-correction method coupled with a line-by-line procedure is used to solve the resulting 
algebraic equations (Patankar, 1981). The velocity-pressure coupling is treated by the 
SIMPLER algorithm (Patankar 1980; Patankar 1981). Convergence of this iterative procedure 
is declared when the relative variations of any dependent variable is less than 10-4 and the 
mass residual falls below 10-6 at all the grid points. The grid is non-uniform in both the 
streamwise and transverse directions with greater node density near the inlet and the walls. 
Furthermore, different grid sizes were considered to ensure that the solution was grid-
independent. Results of the grid sensibility study are given by Ait Hammou et al. (2004) and 
Kassim et al. (2010). These results show that heat and mass transfer parameters, as well as 
the local variables, obtained for three grids 100x35, 200x70 and 400x140 vary within less than 
5%. Hence, a grid with 100 nodes in the axial direction and 35 nodes in the transverse one is 
adopted for the results presented here. 
Validation of the computer code and the mathematical model has been carried out first for 
hydrodynamically and thermally developing forced thermal convection (Ait Hammou et al. 
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calculated by assuming that air-vapour mixture is an ideal gas mixture, and its expression is 
given by: 
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2.2 Flow, heat and mass transfer parameters 
The friction factor at the channel walls is 
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Heat transfer between the wet walls and the humid air is the sum of a sensible and a latent 
component flux 
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Therefore, the total local Nusselt number is 
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The dimensionless bulk temperature is defined as follows 
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The Sherwood number characterizes mass transfer at the air-liquid interface  
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At the liquid-gas interface the liquid and vapour mass fluxes are equal. This flux, which is 
due to convective and diffusion transfer, is given by Burmeister (1993) 
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For small mass transfer at the liquid-gas interface, as it is the case here, the following 
expression for Sherwood number is derived (Oulaid et al. 2010b; Huang et al. 2005) 
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3. Numerical method 
A finite volume method is used for the discretization of the governing equations (Eq. 3-7). 
The combined convection-diffusion term is calculated with a power-law scheme and an the 
block-correction method coupled with a line-by-line procedure is used to solve the resulting 
algebraic equations (Patankar, 1981). The velocity-pressure coupling is treated by the 
SIMPLER algorithm (Patankar 1980; Patankar 1981). Convergence of this iterative procedure 
is declared when the relative variations of any dependent variable is less than 10-4 and the 
mass residual falls below 10-6 at all the grid points. The grid is non-uniform in both the 
streamwise and transverse directions with greater node density near the inlet and the walls. 
Furthermore, different grid sizes were considered to ensure that the solution was grid-
independent. Results of the grid sensibility study are given by Ait Hammou et al. (2004) and 
Kassim et al. (2010). These results show that heat and mass transfer parameters, as well as 
the local variables, obtained for three grids 100x35, 200x70 and 400x140 vary within less than 
5%. Hence, a grid with 100 nodes in the axial direction and 35 nodes in the transverse one is 
adopted for the results presented here. 
Validation of the computer code and the mathematical model has been carried out first for 
hydrodynamically and thermally developing forced thermal convection (Ait Hammou et al. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

188 

 
Fig. 2. Comparison between the Oberbeck-Boussinesq model (Oulaid et al. 2010b) and the 
variable density model (Laaroussi et al., 2009), for TW = T0=327 K, ω0=0 and ωW=0.1. 

2004). The results are compared to those obtained by Mercer in the case of a parallel-plate 
channel with one of the plates isothermal and the other insulated (Kassim et al. 2010)a. 
Moreover, comparison with the available heat-mass transfer results in the literature for the 
isothermal wetted parallel-plate channel are satisfactory (Oulaid et al. 2010b). 
Figure 2 shows comparison of the velocity profiles obtained by the Oberbeck-Boussinesq 
model (Oulaid et al. 2010b) and those calculated by the variable-density model (Laaroussi et 
al., 2009). The discrepancy between the two models is less than 4%. 
In view of these successful validations, the computer code, as well as the mathematical 
model, are considered reliable. 
The results presented hereafter are obtained for constant thermo-physical properties 
evaluated at a reference temperature and mass fraction calculated by the one-third rule 
(Chow and Chung, 1983). As stated in the introduction, this way of evaluating thermo-
physical proprieties is believed to be relevant for the present conditions. 

4. Uniform wall temperature 
In the case of uniform channel walls temperature, both of the plates are subject to the 
boundary conditions BC1 (Eq. 13c) for the vertical symmetric channel or BC2 (Eqs. 13b-c) for 
the inclined isothermal asymmetrically wetted channel. The plates are maintained at a fixed 
temperature Tw = 20°C, which is supposed to be the liquid water film temperature. The 
boundary condition for the film is that of saturated air at Tw, hence ωw = 14.5 g/kg. The 
Reynolds number is set at 300 and the channel's aspect ratio is γ = 1/65 for BC1 and γ = 1/50 
for BC2. 

4.1 Flow structure 
Figure 3 presents the axial velocity profiles for the vertical symmetric channel. The case of 
forced convection (GrM = GrT = 0) is also reported to point out the effects of buoyancy forces. 
Close to the channel entrance (X = 0.15) the velocity profiles for mixed and forced 
convection are quite close, due to the prevalence of the viscous forces in the developing 
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boundary layer. As the air moves downstream, these forces become weak and the effect of 
buoyancy forces becomes clear. As both thermal and solutal Grashof numbers are negative, 
buoyancy forces act in the opposite direction of the upward flow and decelerate it near the 
walls. This deceleration produces a flow reversal close to the channel walls at X = 2.31. 
Buoyancy forces introduce a net distortion of the axial velocity profile compared to the case 
of forced convection. The flow reversal is clear in Figure 4, which show the evolution of the 
axial velocity, near the plates. Three different temperatures at the channel inlet are 
represented in this figure: T0= 30°C (GrT= -0.88.105 and GrM=1.07.104), 41°C (GrT= -1.71.105 

and GrM= 0) and 50°C (GrT= -2.29.105 and GrM=-1.29.104). We notice that the axial velocity 
takes negative values for the last two cases over large parts of the channel length. Along 
these intervals, air is flowing in the opposite direction of the entering flow. That change in 
the flow direction gives rise to a recirculation cell and to the flow reversal phenomenon.  
Figure 5 shows the streamlines for the vertical symmetric channel. Two recirculation cells 
are present close to the channel entrance. Careful inspection of Fig. 5 show that the 
streamlines contours in the recirculation cells are open near the plates. Indeed, these 
streamlines are normal to the channel walls. Local velocity is then directed to these walls, as 
condensation occurs here (Oualid et al., 2010b).  
 

 
Fig. 3. Axial velocity profiles in the vertical symmetric channel for T0= 50°C and φ0 = 30% 
(Oulaid et al., 2010b) 
 

 
Fig. 4. Evolution of the axial velocity near the plates of the vertical symmetric channel for 
φ0 = 30% at Y=1.33 10-4 (Oulaid et al., 2010b) 
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Fig. 3. Axial velocity profiles in the vertical symmetric channel for T0= 50°C and φ0 = 30% 
(Oulaid et al., 2010b) 
 

 
Fig. 4. Evolution of the axial velocity near the plates of the vertical symmetric channel for 
φ0 = 30% at Y=1.33 10-4 (Oulaid et al., 2010b) 
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Fig. 5. Streamlines in the vertical symmetric channel for T0= 41°C and φ0 = 43.25% (GrT = -
1.71.105 and GrM= -104) (Oulaid et al., 2010b). 
For the inclined isothermal asymmetrically wetted channel, the flow structure is represented 
in Fig. 6 by the axial velocity profiles for different inclination angles. Remember that for this 
case only the lower plate (Y=0) is wet while the upper one is dry. The maximum of 
distortion of U is obtained for the vertical channel, for which buoyancy forces takes their 
maximum value in the axial direction. Fig. 6 show that flow reversal occurs for φ = 60° and 
 

 

 
Fig. 6. Axial velocity profiles in the inclined isothermal asymmetrically wetted channel for 
T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) (Oulaid et al., 2010d). 
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90°. This is clearer from Fig. 9, which presents the friction factor f at the lower wet plate in 
the isothermal asymmetrically wetted channel. Negative values of f occur in the flow 
reversal region. Streamlines presented in Fig. 8, show the recirculation cells near the lower 
wet plate, where the airflow is decelerated due to its cooling. It can be seen clearly from Fig. 
8 that the streamlines contours in the flow reversal region are not closed. Indeed, close to the 
lower wet plate, airflow velocity is directed towards the channel wall. This velocity, which is 
equal to the vapour velocity at the air-liquid interface Ve, is shown in Fig. 9. It is noted that 
Ve is negative which indicate that water vapour is transferred from airflow towards the wet 
plate. Thus, this situation corresponds to the condensation of the water vapour on that plate. 
It is interesting to note that close to the channel entrance, (X < 4.37) the magnitude of Ve for 
forced convection (and the horizontal channel too) is larger than for the inclined channel; 
while further downstream forced convection results in lower values of Ve magnitude. This 
inversion in Ve tendency occurs at the end of the flow reversal region (X = 4.37). In this 
region, as the channel approaches its vertical position, buoyancy forces slowdown airflow 
thus, water vapour condensation diminishes. 
 

 
Fig. 7. Axial evolution of the friction factor at the lower wet plate in the isothermal 
asymmetrically wetted channel for T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) 
and different inclination angles (Oulaid et al., 2010d). 

    
Fig. 8. Streamlines in the isothermal asymmetrically wetted channel for T0= 40°C and φ0= 
45.5% (GrT= -1.64 105 and GrM= -104) and different inclination angles (Oulaid et al., 2010d). 
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T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) (Oulaid et al., 2010d). 
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Fig. 8. Streamlines in the isothermal asymmetrically wetted channel for T0= 40°C and φ0= 
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Fig. 9. Vapour velocity at the lower plate of the isothermal asymmetrically wetted channel 
for T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) and different inclination angles 
(Oulaid et al., 2010d). 

4.2 Thermal and mass fraction characteristics 
Figure 10 presents the evolution of the latent Nusselt number (NuL) at the wet plate of the 
isothermal asymmetrically wetted inclined channel. NuL is positive indicating that latent 
heat flux is directed towards the wet plate. Thus, water vapour contained in the air is 
condensed on that plate, as shown in Fig. 9. As the air moves downstream, water vapour is 
removed from the air; thus, the gradient of mass fraction decreases, and that explains the 
decrease in NuL. In the first half of the channel, NuL is less significant as the channel 
approaches its vertical position, due to the deceleration of the flow by the opposing 
buoyancy forces as depicted above. Close to the channel exit, the buoyancy forces 
magnitude diminishes; hence, NuL takes relatively greater values for the vertical channel 
(Oulaid et al., 2010a). Figure 11 show the Sensible Nusselt number at the wet plate of the 
isothermal asymmetrically wetted channel. It is clear that the buoyancy forces diminish heat 
transfer. This diminution is larger in the recirculation zone. Figure 12 presents Sherwood 
number at the wet plate of the isothermal asymmetrically wetted channel. The behaviour of 
Sh resembles to that of NuS, as Le ≈ 1 here. 
 

 
Fig. 10. Latent Nusselt number at the wet plate of the isothermal asymmetrically wetted 
inclined channel for T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) and different 
inclination angles (Oulaid et al., 2010d). 
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Fig. 11. Sensible Nusselt number NuS at the wet plate of the isothermal asymmetrically 
wetted inclined channel for T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) and 
different inclination angles (Oulaid et al., 2010d). 
 

 
Fig. 12. Sherwood number Sh at the wet plate of the isothermal asymmetrically wetted 
inclined channel for T0= 40°C and φ0= 45.5% (GrT= -1.64 105 and GrM= -104) and different 
inclination angles (Oulaid et al., 2010d). 

4.3 Flow reversal chart 
As stated in the introduction, flow reversal in heat-mass transfer problems was not studied 
extensively in the literature. This phenomenon is an important facet of the hydrodynamics 
of a fluid flow and its presence indicates increased flow irreversibility and may lead to the 
onset of turbulence at low Reynolds number. Hanratty et al. (1958) and Scheele & Hanratty 
(1962) were pioneers in experimental study of flow reversal in vertical tube mixed 
convection. These authors have shown that the non-isothermal flow appears to be highly 
unstable and may undergo its transition from a steady laminar state to an unstable one at 
rather low Reynolds number. The unstable flow structure has shown, the ‘new equilibrium’ 
state that consisted of large scale, regular and periodic fluid motions. The condition of the 
existence of flow reversal in thermal mixed convection flows were established by many 
authors for different conditions (Wang et al. 1994; Nesreddine et al. 1998, Zghal et al. 2001; 
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Behzadmehr et al. 2003). As heat and mass transfer mixed convection is concerned, such 
studies are rare as depicted in the introduction. 
 

 

     

 
Fig. 13. Flow reversal chart for the vertical symmetric channel (a) γ = 1/35, (b) γ = 1/50 and 
(c) γ = 1/65. (Oulaid et al. 2010b) 

Laminar Mixed Convection Heat and Mass Transfer with  
Phase Change and Flow Reversal in Channels 

 

195 

The conditions for the existence of flow reversal was established in the symmetric vertical 
channel (Oulaid et al., 2010b) and the isothermal asymmetrically wetted inclined channel 
(Oulaid et al., 2010d). For a given Re we varied T0 (i.e. GrT) at fixed GrM (i.e. φ0) in asequence 
of numerical experiments until detecting a negative axial velocity. All the considered 
combinations of temperature and mass fraction satisfy the condition for the application of 
the Oberbeck-Boussinesq approximation, as the density variations do not exceed 10%. These 
series of numerical experiments enabled us to draw the flow reversal charts for different 
aspect ratios of the channel (γ = 1/35, 1/50 and 1/65). These flow reversal charts are 
presented in Figs 13-14. These charts would be helpful to avoid the situation of unstable 
flow associated with flow reversal. The flow reversal charts are also expected to fix the 
validity limits of the mathematical parabolic models frequently used in the heat-mass 
transfer literature (Lin et al., 1988; Yan et al., 1991; Yan and Lin, 1991; Debbissi et al., 2001; 
Yan, 1993; Yan et al., 1990; Yan and Lin, 1989; Yan, 1995). 
 

 
Fig. 14. Flow reversal chart in the isothermal asymmetrically wetted inclined channel for 
GrM = -104  and γ = 1/65 (Oulaid et al. 2010d) 

5. Asymmetrically cooled channel 
For the asymmetrically cooled parallel-plate channel, the plates are subject to the boundary 
condition BC3 (i.e. one of the plates is wet and maintained at a fixed temperature Tw = 20°C, 
while the other is dry and thermally insulated). The Reynolds number is set at 300 and the 
channel's aspect ratio is γ = 1/130 (L =2m). 

5.1 Flow structure 
The streamlines for the asymmetrically cooled vertical channel is presented in Fig. 15. This 
figure shows the recirculation cell, which is induced by buoyancy forces. The dimension of 
this recirculation cell is more significant than in the case of the isothermal channel (Figs. 5 
and 8). The recirculation cell occupies a larger part of the channel and its eye is closer to the 
channel axis. The flow structure is strongly affected by the buoyancy forces. These forces 
induce a momentum transfer from the wet plate, where the flow is decelerated, towards the 
dry plate, where the flow is accelerated (Kassim et al. 2010a). 
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channel axis. The flow structure is strongly affected by the buoyancy forces. These forces 
induce a momentum transfer from the wet plate, where the flow is decelerated, towards the 
dry plate, where the flow is accelerated (Kassim et al. 2010a). 
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Fig. 15. Streamlines in asymmetrically cooled vertical channel for T0 =70°C and φ0 = 70% 
(GrT= - 1’208’840 and GrM= -670’789) (Kassim et al. 2010a) 

5.2 Thermal and mass fraction characteristics 
The vapour mass flux at the liquid-air interface is shown in Figure 16. The represented cases 
correspond to vapour condensation (water vapour contained in airflow is condensed at the 
isothermal wetted plate in all cases). For φ0  = 10%, phase change and mass transfer at the 
liquid-air interface is weak, thus condensed mass flux decreases rapidly and stretches to 
zero. Considering the other cases (φ0 = 30% or 70%) the behaviour of the condensed mass 
flux is complex. It exhibits local extrema, which are more pronounced as φ0 is increased. Its 
local minimum occurs at the same axial location of the recirculation cell eye (Fig. 15). Thus, 
it can be deduced that the increase of the vapour mass flux towards its local maximum is 
attributed to the recirculation cell. The latter induces a fluid mixing near the isothermal plate 
and thus increases condensed mass flux. As the recirculation cell switches off, the 
condensed mass flux decreases due to the boundary layer development. 
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Fig. 16. Vapour mass flux at the wet plate in asymmetrically cooled vertical channel of T0= 
70°C and different inlet humidity φ0= 10% (GrT= - 1’180’887 and GrM= - 24’359), 30% (GrT= - 
1’189’782 and GrM= - 226’095) and 70% (GrT= - 1’208’840 and GrM= - 670’789) (Kassim et al. 
2010a) 
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Figure 17 presents axial development of airflow temperature at the channel mid-plane (y= 
0.0068m). Airflow is being cooled in all cases as it goes downstream, due to a sensible heat 
transfer from hot air towards the isothermally cooled plate. The airflow temperature at the 
channel mid-plane exhibits two local extremums near the channel entrance. These 
extremums are more pronounced for φ0 = 70%. In this case the local minimum of air 
temperature is 44.24°C which occurs at x = 0.092m and the local maximum is 46.59°C which 
occurs at x = 0.208m. These axial locations are closer to that corresponding to local minimum 
and maximum of the condensed mass flux (Fig. 16). Once again, it is clear that the 
existenceof local extremums of air temperature at the channel mid-plane is related to the 
fluid mixing induced by flow reversal near the isothermal wet plate. This fluid mixing 
increases the condensed mass flux, thus the airflow temperature increases. Indeed, vapour 
condensation releases latent heat, which is partly absorbed by airflow. Moreover, close to 
the channel inlet, airflow at the channel mid-plane is cooler as φ0 is increased. In this region 
the buoyancy forces decelerate the upward airflow and induce flow reversal and thus, 
increase the air-cooling through sensible heat transfer towards the isothermal plate (Kassim 
et al. 2010a). 
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Fig. 17. Airflow temperature at the mid-plane (y = 0.0074m) of the asymmetrically cooled 
vertical channel for T0= 70°C and different inlet humidity φ0= 10% (GrT= - 1’180’887; GrM= - 
24’359), 30% (GrT= - 1’189’782; GrM= - 226’095) and 70% (GrT= - 1’208’840; GrM= - 670’789) 
(Kassim et al. 2010a) 

Axial evolution of the local latent Nusselt number NuL at the isothermal plate is represented 
in Fig. 18. For φ0  = 10%, NuL diminishes and stretches to zero at the channel exit, as phase 
change and mass transfer at the liquid-air interface is weak (Fig. 16). The axial evolution of 
NuL for φ0 =  30% and 70%, is more complex and exhibits local minimum and maximum. 
The positions of these extremums, which are the same as for the vapour mass flo rate at the 
liquid-air interface (Fig. 16), depend on φ0 and are more pronounced for φ0  = 70%. 
Furthermore, the development of NuL and m  is analogous. Thus, the occurrence of the local 
extremums of NuL is due to the interaction between the vapour condensation and flow 
reversal as explained above. 
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flux is complex. It exhibits local extrema, which are more pronounced as φ0 is increased. Its 
local minimum occurs at the same axial location of the recirculation cell eye (Fig. 15). Thus, 
it can be deduced that the increase of the vapour mass flux towards its local maximum is 
attributed to the recirculation cell. The latter induces a fluid mixing near the isothermal plate 
and thus increases condensed mass flux. As the recirculation cell switches off, the 
condensed mass flux decreases due to the boundary layer development. 
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Figure 17 presents axial development of airflow temperature at the channel mid-plane (y= 
0.0068m). Airflow is being cooled in all cases as it goes downstream, due to a sensible heat 
transfer from hot air towards the isothermally cooled plate. The airflow temperature at the 
channel mid-plane exhibits two local extremums near the channel entrance. These 
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and maximum of the condensed mass flux (Fig. 16). Once again, it is clear that the 
existenceof local extremums of air temperature at the channel mid-plane is related to the 
fluid mixing induced by flow reversal near the isothermal wet plate. This fluid mixing 
increases the condensed mass flux, thus the airflow temperature increases. Indeed, vapour 
condensation releases latent heat, which is partly absorbed by airflow. Moreover, close to 
the channel inlet, airflow at the channel mid-plane is cooler as φ0 is increased. In this region 
the buoyancy forces decelerate the upward airflow and induce flow reversal and thus, 
increase the air-cooling through sensible heat transfer towards the isothermal plate (Kassim 
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Fig. 17. Airflow temperature at the mid-plane (y = 0.0074m) of the asymmetrically cooled 
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24’359), 30% (GrT= - 1’189’782; GrM= - 226’095) and 70% (GrT= - 1’208’840; GrM= - 670’789) 
(Kassim et al. 2010a) 

Axial evolution of the local latent Nusselt number NuL at the isothermal plate is represented 
in Fig. 18. For φ0  = 10%, NuL diminishes and stretches to zero at the channel exit, as phase 
change and mass transfer at the liquid-air interface is weak (Fig. 16). The axial evolution of 
NuL for φ0 =  30% and 70%, is more complex and exhibits local minimum and maximum. 
The positions of these extremums, which are the same as for the vapour mass flo rate at the 
liquid-air interface (Fig. 16), depend on φ0 and are more pronounced for φ0  = 70%. 
Furthermore, the development of NuL and m  is analogous. Thus, the occurrence of the local 
extremums of NuL is due to the interaction between the vapour condensation and flow 
reversal as explained above. 
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Fig. 18. Latent Nusselt number at the wet plate of the asymmetrically cooled vertical channel 
for T0= 70°C and different inlet humidity φ0= 10% (GrT= - 1’180’887; GrM= - 24’359), 30% 
(GrT= - 1’189’782; GrM= - 226’095) and 70% (GrT= - 1’208’840; GrM= - 670’789) (Kassim et al. 
2010a) 

6. Insulated walls 
The channel walls are subject to the boundary condition BC4 (i.e., both of the plates are 
thermally insulated and wet). In this case, an experimental study was conducted and its resuts 
are compared to the numerical one. Detailed description of the experimental setup is given by 
Cherif et al. (2010). Only some important aspects of this setup are reported here. The channel is 
made of two square stainless steel parallel plates (50cm by 50cm) and two Plexiglas 
rectangular parallel plates (50cm by 5cm). Thus, the channel's aspect ratio is γ = 1/10. The 
channel is vertical and its steel plates are covered on their internal faces with falling liquid 
films. In order to avoid dry zones and wet the plates uniformly, very thin tissues support these 
films. Ambient air is heated through electric resistances and upwards the channel, blown by a 
centrifugal fan, via an settling box equipped with a honeycomb. Airflow and water film 
temperature are measured by means of Chromel-Alumel (K-type) thermocouples. For the 
liquid films, ten thermocouples are welded along each of the wetted plates. For the airflow, six 
thermocouples are placed on a rod perpendicular to the channel walls. This rod may be moved 
vertically in order to obtain the temperature at different locations. The liquid flow rate is low 
and a simple method of weighing is sufficient to measure it. The evaporated mass flux was 
obtained by the difference between the liquid flow rate with and without evaporation (Cherif 
et al, 2010; Kassim et al. 2009; Kassim et al. 2010b). The liquid film flow rate was set between 
1.55 10-4 kg.s-1.m-1 and 19.4 10-4 kg.s-1.m-1. These values are very low compared to the 
considered mass fluxes in Yan (1992; 1993). Thus, it is expected that the zero film thickness model 
will be valid. The comparison of the numerical and experimental results is conducted for 
laminar airflow. The Reynolds number is set at 1620 (U0 = 0.27 m/s).  
The airflow temperature is presented in Fig. 19 at three different axial locations. It is clear 
that the concordance between the experimental measurements and the numerical results is 
satisfactory. This concordance is excellent at the plates and close to it. Nevertheless, the 
difference between these results does not exceed 8% elsewhere. It is noted that airflow is 
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cooled as it upwards the channel. This cooling essentially occurs in the vicinity of the wet 
plates. The wet plates temperature profile is presented in Fig. 20. It should be noted that, in 
the experimental study, Tw is the water film temperature. The comparison between the 
measurements and the numerical results is good, as the difference is less than 1.5%. It can be 
deduced that the assumption of extremely thin liquid film, adopted in the numerical model, 
is reliable here. On the other hand, it is noted that the liquid film is slightly cooled and then 
a bit heated in contact with the hot airflow. It is important to remind that air enters the 
channel at x=0m while the water film enters at x=0.5m. However, the water film 
temperature remains quasi-constant within 2.5°C. It can be deduced that air is cooled mostly 
by latent heat transfer associated to water evaporation. The global evaporated mass flux is 
presented in Fig. 21 with  respect to the inlet air temperature T0. This mass flux is calculated 
in the numerical study by the following equation, 
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L

ev em V dx
L

ρ
•

= ∫  (25) 

Experimentations were performed for three inlet air temperature 30, 35 et 45°C. Fig. 21 
shows that the evaporated mass flux increases as the inlet air temperature is increased. This 
is attributed to the increase of sensible heat transfer from the airflow to the water film, 
which results in mass transfer from the film to the airflow associated with water 
evaporation. Meticulous examination of Fig. 21 reveals that numerical calculation predicts 
well the measured evaporated mass flux for T0 = 30°C. For larger inlet air temperature, the 
mathematical model underestimates the evaporated mass flux. Indeed the discrepancy 
between the calculations and the measurements increases with T0. It is believed that this is 
due to the calculation method. Indeed, in Eq 25 the density is considered constant and 
calculated at the reference temperature (obtained by the one third rule). However, global 
agreement between the calculations and the measurements is found in Fig. 21 as the 
discrepancy does not exceed 10%. 
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Fig. 19. Airflow temperature profiles at different axial locations for the insulated parallel-
plate vertical channel  (Kassim et al., 2010b). Experimental conditions: u0 = 0.27m/s, Re = 1620, 
water flow rate =1.5 l/h, inlet liquid temperature= 17.7°C, ambient air humidity = 41% and 
temperature = 18.2 °C, inlet airflow humidity φ0 = 16% and temperature T0 = 45°C. 
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Fig. 18. Latent Nusselt number at the wet plate of the asymmetrically cooled vertical channel 
for T0= 70°C and different inlet humidity φ0= 10% (GrT= - 1’180’887; GrM= - 24’359), 30% 
(GrT= - 1’189’782; GrM= - 226’095) and 70% (GrT= - 1’208’840; GrM= - 670’789) (Kassim et al. 
2010a) 
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will be valid. The comparison of the numerical and experimental results is conducted for 
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cooled as it upwards the channel. This cooling essentially occurs in the vicinity of the wet 
plates. The wet plates temperature profile is presented in Fig. 20. It should be noted that, in 
the experimental study, Tw is the water film temperature. The comparison between the 
measurements and the numerical results is good, as the difference is less than 1.5%. It can be 
deduced that the assumption of extremely thin liquid film, adopted in the numerical model, 
is reliable here. On the other hand, it is noted that the liquid film is slightly cooled and then 
a bit heated in contact with the hot airflow. It is important to remind that air enters the 
channel at x=0m while the water film enters at x=0.5m. However, the water film 
temperature remains quasi-constant within 2.5°C. It can be deduced that air is cooled mostly 
by latent heat transfer associated to water evaporation. The global evaporated mass flux is 
presented in Fig. 21 with  respect to the inlet air temperature T0. This mass flux is calculated 
in the numerical study by the following equation, 
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Fig. 19. Airflow temperature profiles at different axial locations for the insulated parallel-
plate vertical channel  (Kassim et al., 2010b). Experimental conditions: u0 = 0.27m/s, Re = 1620, 
water flow rate =1.5 l/h, inlet liquid temperature= 17.7°C, ambient air humidity = 41% and 
temperature = 18.2 °C, inlet airflow humidity φ0 = 16% and temperature T0 = 45°C. 
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Fig. 20. Wall temperature for the insulated parallel-plate vertical channel  (Kassim et al., 
2009). Experimental conditions: u0 = 0.27m/s, Re = 1620, water flow rate = l/h, inlet liquid 
temperature= 18°C, ambient air humidity  = 45% and temperature = 19 °C, inlet airflow 
humidity φ0 = 16 and temperature T0 = 45°C. 
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Fig. 21. Evaporated mass flux at the liquid-air interface (Kassim et al., 2009). Experimental 
conditions: u0 = 0.27m/s, Re = 1620, water flow rate =1 l/h, inlet liquid temperature= 18°C, 
ambient air humidity  = 45% and temperature = 19 °C. 

7. Conclusion 
Heat and mass transfer mixed convection in channels, with special emphasis on phase 
change and flow reversal, is considered. The literature review reveals that the flow reversal 
phenomenon in such problems was not extensively studied. Some recent numerical and 
experimental work of the authors are reported. The chanel is a parallel-plate one, which may 
be isothermally cooled or thermally insulated. Water liquid films stream along one or both 
of the plates. The effects of buoyancy forces on the flow structure as well as on heat and 
mass transfer characteristics are analysed. The conditions of the occurrence of flow reversal 
are particularly addressed. Flow reversal charts, which specify these conditions, are given. 
The comparison between the numerical and experimental results is satisfactory. However, 
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the numerical study is limited by its hypotheses. Future research may concern more 
elaborated mathematical models taking into account the variability of the thermo-physical 
properties and the thickness of the liquid film. On the other hand, as flow reversal may 
induce flow instability, a transient mathematical model, such as the low Reynolds number 
turbulence model may be more appropriate. Finally, more experimental investigations of 
the considered problem is needed. 
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9. Nomenclature 
b half width of the channel (m) 
C dimensionless mass fraction, = (ω – ω0) . ( ωw – ω0)-1 
D mass diffusion coefficient [m².s-1] 
Dh hydraulic diameter, = 4b [m]    
f friction factor 
g gravitational acceleration  [m.s-2] 
GrM mass diffusion Grashof number, = g.β*.Dh3.(ωw – ω0).ν-2 

GrT thermal Grashof number, = g.β.Dh3.(Tw – T0).ν-2 

h local heat transfer coefficient [W.m-2.K-1] 
hm local mass transfer coefficient [m.s-1] 
hfg latent heat of vaporization [J.kg-1] 
k thermal conductivity [W m-1 K-1] 
L channel height [m] 
m  vapour mass flux at the liquid-gas interface [kg.s-1.m-2] 
Ma molecular mass of air [kg.kmol-1] 
Mv molecular mass of water vapour [kg.kmol-1] 
N buoyancy ratio, = GrM/GrT 
NuS local Nusselt number for sensible heat transfer 
NuL  local Nusselt number for latent heat transfer 
p  pressure 
Pm modified dimensionless pressure, = (p + ρ0 g x).(ρ0 u02)-1 
Pr Prandtl number, = ν/α 
q" heat flux [W.m-2]   
Re Reynolds number, = u0.Dh.ν -1 
RNu ratio of latent to sensible Nusselt numbers, = NuL/NuS 
Sc Schmidt number, = ν/D 
Sh  Sherwood number 
T temperature [K] 
u, v velocity components [m.s-1] 
U, V dimensionless velocity components, = u/u0, v/u0 
Ve dimensionless transverse vapour velocity at the air-liquid interface. 
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Fig. 20. Wall temperature for the insulated parallel-plate vertical channel  (Kassim et al., 
2009). Experimental conditions: u0 = 0.27m/s, Re = 1620, water flow rate = l/h, inlet liquid 
temperature= 18°C, ambient air humidity  = 45% and temperature = 19 °C, inlet airflow 
humidity φ0 = 16 and temperature T0 = 45°C. 
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Fig. 21. Evaporated mass flux at the liquid-air interface (Kassim et al., 2009). Experimental 
conditions: u0 = 0.27m/s, Re = 1620, water flow rate =1 l/h, inlet liquid temperature= 18°C, 
ambient air humidity  = 45% and temperature = 19 °C. 
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properties and the thickness of the liquid film. On the other hand, as flow reversal may 
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GrM mass diffusion Grashof number, = g.β*.Dh3.(ωw – ω0).ν-2 

GrT thermal Grashof number, = g.β.Dh3.(Tw – T0).ν-2 

h local heat transfer coefficient [W.m-2.K-1] 
hm local mass transfer coefficient [m.s-1] 
hfg latent heat of vaporization [J.kg-1] 
k thermal conductivity [W m-1 K-1] 
L channel height [m] 
m  vapour mass flux at the liquid-gas interface [kg.s-1.m-2] 
Ma molecular mass of air [kg.kmol-1] 
Mv molecular mass of water vapour [kg.kmol-1] 
N buoyancy ratio, = GrM/GrT 
NuS local Nusselt number for sensible heat transfer 
NuL  local Nusselt number for latent heat transfer 
p  pressure 
Pm modified dimensionless pressure, = (p + ρ0 g x).(ρ0 u02)-1 
Pr Prandtl number, = ν/α 
q" heat flux [W.m-2]   
Re Reynolds number, = u0.Dh.ν -1 
RNu ratio of latent to sensible Nusselt numbers, = NuL/NuS 
Sc Schmidt number, = ν/D 
Sh  Sherwood number 
T temperature [K] 
u, v velocity components [m.s-1] 
U, V dimensionless velocity components, = u/u0, v/u0 
Ve dimensionless transverse vapour velocity at the air-liquid interface. 
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x, y axial and transverse co-ordinates [m] 
X, Y dimensionless axial and transverse co-ordinates, = x/Dh, y/Dh 
Greek symbols 

α thermal diffusivity [m² s-1] 
β coefficient of thermal expansion, 
β* coefficient of mass fraction expansion,  
γ aspect ratio of the channel, = 2b/L 
Θ dimensionless temperature, = (T - T0)/(Tw - T0) 
ν kinematic viscosity [m2.s-1] 
ρ density [kg.m-3] 
φ relative humidity (%) 
φ inclination angle of the channel 
ω mass fraction [kg of vapour/ kg of mixture] 
Subscripts 
a relative to the gas phase (air) 
L relative to latent heat transfer 
ℓ relative to the liquid phase 
m mean value 
0 at the inlet 
S relative to sensible heat transfer 
sat at saturation conditions 
v relative to the vapour phase 
w at the wall 
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1. Introduction 
The extraction of mercaptans with alkaline solution is accompanied by a second- order 
instantaneous reaction. As explained in Section 2.2, in this case, the mass transfer 
coefficients can be calculated as for the physical extraction, since the mass transfer is much 
slower than the reaction rate.The liquid-liquid extraction is a mass transfer process between 
two phases. One liquid phase is the feed consisting of a solute and a carrier. The other phase is 
the solvent. The extraction is understood to be a transfer of the solute from the feed to the 
solvent. During and at the end of the extraction process, the feed deprived of solute becomes 
a raffinate and the solvent turns into extract. Extraction is a separation process aiming to 
purify the feed or to recover one or more compounds from it. 
The mass transfer mechanism can be described by the well known double film theory, the 
penetration theory or the surface renewal theory. Especially the stationary double film 
theory describes most accurately the liquid-liquid extraction. With the means of this theory, 
the dimensioning of the extraction equipment can be done. 
Sometimes, over the physical extraction process, a chemical reaction is superposed. 
Depending on the reaction rate compared with the mass transfer rate, the process can be 
considered driven by the mass transfer or by the chemical reaction. Also, in some cases, the 
chemical reaction has an effect of enhancement for the extraction, contributing to speed up 
the process. As a consequence, the dimensioning of the equipment is different. 
Many studies have been performed in the last decades for the mathematical modelling of 
the processes. Accurate correlations between physical properties (densities, density 
difference, interfacial tension), and dimensions involved in the extraction equipment 
dimensioning: the drop size diameter, the characteristic velocity of the drop and the slip 
velocity of the phases were worked out. A smaller number of correlations are available for 
the calculation of the mass transfer coefficients. Some of the elements needed for the 
dimensioning of the extractors would be determined experimentally, if a certain accuracy is 
expected. The experiment is compulsory for the mass transfer coefficients when a new type 
of equipment is used. 
The present work exemplifies the theoretical aspects of the liquid-liquid extraction with and 
without a chemical reaction and the dimensioning of the extractors with original 
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experimental work and interpretations. The experiment involved extraction of acid 
compounds from sour petroleum fractions with alkaline solutions in structured packing 
columns. Such an example is useful for understanding the principles of dimensioning the 
extraction equipment but also offers a set of experimental data for people developing 
processes in petroleum processing industry. A simple, easy to handle model composed by 
two equations was developed for the mercaptans (thiols) extraction.  

2. Theoretical aspects 
The immiscible liquid phases put in contact (the feed and the solvent) form a closed system 
evolving towards the thermodynamic equilibrium. According to the Gibbs law: 

 2 3 2 2 3l c f= + − = + − = , (1) 

the system can be defined by three parameters (l=3), the number of components being c=3 
(solvent, solute and carrier), and the phases number f=2. Usually, the parameters taken into 
account are the temperature (T), the concentration of the solute in the raffinate (x) and the 
concentration in the extract (y). So, the equilibrium general equation in this case is: 

 ( )t consty f x ==   (2) 

The equilibrium equation can have different forms, but most frequently, if the liquid phases 
are completely immiscible and the solute concentration is low, the Nernst law describes 
accurately the thermodynamic equilibrium: 

 y m x= ⋅ ,   (3) 

where m is the repartition coefficient of the solute between the two phases. The Nernst law 
can be applied also at higher concentration of the solute but in a narrow range of 
concentrations.  
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Fig. 1. The evolution of the solute concentration in the vicinity of the interface in a closed 
system 

The double stationary film theory of Whitman leads to very good practical results for the 
determination of mass transfer coefficients. According to this theory, the phases are 
separated by an interface and a double film (one of each phase) adheres to this interface. The 
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mass transfer takes place exclusively in this double stationary film by the molecular 
diffusion mechanism. In the bulk of both phases, the concentration of the solute is 
considered uniform as a consequence of perfect mixing.   
In Fig.1, the evolution in time is presented for a closed system approaching the equilibrium, 
in the light of double film theory. Notations xAi and yAi are for the concentration at the 
interface in raffinate and extract respectively; xA and yA denote the concentration of the 
solute A in the bulk of the raffinate and of the extract respectively. In Fig.1, the mass transfer 
is presented in a closed system in evolution from the initial state a to the final equilibrium 
state c. The concentrations at the interface are constant and linked by the equilibrium 
equation since the concentration of the solute in the bulk feed /raffinate decreases and the 
concentration of the solute in the bulk solvent/ extract increases in time until equalling the 
equilibrium concentrations. If the system is open, yA and xA are constant in time (the regime 
becomes stationary) and the system is maintained in the state a.  

2.1 Mass transfer coefficients in physical extraction 
In liquid-liquid extraction, the best mechanism describing the mass transfer is the 
unicomponent diffusion (the solute A diffusing in one direction without a counter diffusion). 
According to Maxwell- Stefan model, the mass transfer rate in the raffinate film is: 

   ( )
(1 )

R AR
A A Ai

R A ml

c DN x x
l x

= −
−
⋅  (4) 

In the Eq.4, NA is the flow of component A transferred from the raffinate  through the film to 
the interface; DAR  is the diffusion coefficient of the solute in the raffinate phase; cR is the 
total concentration of components in the raffinate, usually expressed as kmol/m3; lR is the 

thickness of the raffinate film;  
(1 )

R AR

R A ml

c D
l x−

⋅  denoted with kR is the partial mass transfer 

coefficient in the raffinate phase and 1/kR is the resistance to the transfer. 
Similarly, Eq.5 describes the mass transfer rate in the extract film, E being the notation for 
“extract”: 

 ( )
(1 )

E AE
A Ai A

E A ml

c DN y y
l y

= −
−
⋅   (5) 

During a stationary regime, the component A doesn’t accumulate in the raffinate film as 
well as in the extract film; this means that the flux transferred in the raffinate film to the 
interface equals the flux transferred from the interface into the extract phase: 

 ( ) ( )A E Ai A R A AiN k y y k x x= − = −   (6) 

In Eq.6, (yAi-yA) and (xA-xAi) are the driving forces of the mass transfer in the extract film and 
in the raffinate film respectively (related to the partial mass transfer coefficients). These 
partial driving forces can be read on the axes in the Fig. 2, where the system state is 
represented by the point A and the equilibrium concentrations at the interface are 
represented by the point Ai. The arrow AAi denotes the distance from the actual state of the 
system to the equilibrium state.  But the overall driving force is (xA-xAe), related to the 
raffinate phase and (yAe- yA), related to the extract respectively. The overall driving forces 
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refer to the distance from the actual state of the system to an hypothetical state when the 
actual concentration of the raffinate (xA)  would be in equilibrium with the extract (yAe), or 
the actual concentration of the extract (yA) would be in equilibrium with the raffinate (xAe). 

 
Fig. 2. The representation of the driving forces for the mass transfer (immiscible liquid 
phases; equilibrium described by Nernst law) 
In connection with the overall driving forces, the overall mass transfer coefficients are 
defined in the equations (7) and (8): 

 ( )A R A AeN K x x−⋅=    (7) 

 ( )A E Ae AN K y y−⋅=   (8) 

As seen in Fig.2, the slope of the equilibrium curve (m) can be calculated from geometrical 
dimensions (Eq.9): 

  Ai A AE A AE Ai

Ai Ae A Ae A Ai

y y y y y ym
x x x x x x

− − −
= = =

− − −
    (9) 

By manipulating the Eq.6-9 and Fig.2, the Eq.(10) and (11) are obtained and would be used 
for the calculation of the overall mass transfer coefficients KR and KE [m.s-1]  when the partial 
coefficients kR and kE  are known: 

 1 1 1

R R EK k m k
= +

⋅
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 1 1

E E R

m
K k k

= +  (11) 

More often, the mass transfer coefficients are not related to the raffinate/ extract phases but 
more important, to the continuous and the dispersed phase. The extraction system is in fact 
an emulsion: one of the phases is in form of droplets and the other one is continuous. Which 
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one is discontinuous, depends on the volume ratio of the phases and on the interfacial 
phenomena. Sometimes, the raffinate is the dispersed phase, at other times it is the 
continuous phase. This is why, the equations (10) and (11) are re-written in terms of overall 
volumetric mass transfer coefficients for the dispersed phase (d) and for the continuous phase 
(c),  Kd.a and Kc.a [s-1], as the interfacial area a [m2/m3] is included in their value:  

 1 1 d

d d c cK a k a m k a
ρ

ρ
= +

⋅⋅ ⋅ ⋅ ⋅
  (12) 

 

 1 1 c

c c d c

m
K a k a k a

ρ
ρ

= +
⋅

⋅ ⋅ ⋅ ⋅
 (13) 

Eq. (12) and (13) are written for the raffinate as dispersed phase. The partial coefficients in 
Eq. (12) and (13) can be calculated from the diffusivity coefficients DAR, DAE and the 
thickness of the double film: lR and lE (Eq.4 and 5). Since for the diffusivity, there are a few 
accurate correlations (the most used is the correlation Wilke & Chang, 1955) or simple 
experiments to perform, measuring the double film thickness is more complicated. 
Alternatively, the partial coefficients can be calculated with criterial equations; for example, 
the most used correlation for the calculation of the partial coefficient for the continuous 
phase is Eq.14 (Treybal, 2007): 

 0.42 0.570.725 (1 )c c cSh Sc Re ϕ⋅ ⋅= ⋅ −  ,  (14) 
 

where: 
- the partial mass transfer coefficient in the continuous phase film is included in the 

Sherwood criterion (Shc= kdd32 /Dc, d32 being the medium Sauter diameter of the drops 
and Dc - diffusivity of the reactant A in the continuous phase); 

- Scc is the Schmidt criterion for the continuous phase, Scc=µc/Dc; 
- Rec is Reynolds number for continuous phase, Rec= ρcd32Vslip/µc  (Vs- slip velocity of 

phases); 
- ϕ  is the dispersed phase hold-up. 
- The following notions: Sauter mean diameter (d32), slip velocity(Vslip) and dispersed 

phase hold up (ϕ ), will be explained in section 2.3. 
The correlation recommended by Laddha and Degaleesan (1974) for the partial coefficient 
for the discontinuous phase is Eq.15: 

 0.50.023d slip ck V Sc−⋅= ⋅    (15) 

 

In practice, the calculations are done in reverse order: the overall coefficients are determined 
in experimental studies, as explained in Section 2.3, then the partial coefficients are 
calculated from Eq.(10) and (11). From these partial coefficients one can calculate the 
thickness of the double film.  In the extreme case when the solvent has a high affinity for the 
solute A, much higher than the raffinate, it is accepted that KE≈kE. 
Knowing the overall global coefficients for a certain system is crucial, because they can’t be 
avoided at the equipment dimensioning.  
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2.2 Mass transfer coefficients in chemical extraction 
Let’s consider a reaction in the liquid-liquid system: 

A+q. B→ Products 
The first phase contains the component A which diffuses from the first phase into the 
second one containing B, reacting with B in that phase. Then, products diffuse in the same 
phase 2. Reactions in liquid-liquid systems can be classified from kinetically point of view as 
slow, fast and instant (Sarkar et al, 1980). 
The equation describing the diffusion of the reactant A simultaneously with the chemical 
reaction is (Astarita, 1967): 

 2 A
A RA

cu c v
tA AD c ∂

∇ = ⋅∇ + +⋅
∂

  (16) 

The term on the left hand side of the Eq.16 represents the molecular diffusion of the 
component A through the film of phase 1, The terms on the right hand sides have the 
following meaning:  the first one describes the transport by convection through the same 
film, the second one is the accumulation of A in the film and the third represents the 
reaction rate. The Eq. 16 can be simplified in the conditions of the double film theory, where 
the diffusion direction of A is perpendicular to the interface (direction x), eddies are 
inexistent in the film and component A doesn’t accumulate in the film: 
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The Eq.17 can be detailed for both reactants: 
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Fast and instant reactions 
In case of fast and instant reactions, the reaction takes place in the plane located in the film 
of phase 2 (phase containing the component B). The component A diffuses through the film 
1 to the interface then from interface to the reaction plane (see Fig. 3 a). In Fig.3 a, a 
particular case of fast reaction: the irreversible instantaneous reaction is illustrated; in this 
case, both reactants diffuse to the reaction plane, where their concentrations equals to zero. 
The term “instantaneous” is idealised since the reaction rate is always finite, but in this case, 
the mass transfer rate is much lower than the reaction rate, so the process is entirely 
controlled by the diffusion mechanism. 
Taking into account the position of the reaction plane (at the distance λ from the interface) 
and the stoechiometric coefficient of the reaction q, the Eq.18 and 19 considering their 
equality, and integrating, the Eq. 20 is obtained: 
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Fig. 3. Profiles of reactants concentration at the extraction with a chemical reaction:  
a - instantaneous irreversible reaction taking place in phase film 2; b - slow reaction taking 
place in the film phase 2 
By integrating Eq.20 between the limits x=λ and x=l, (l- the film thickness), it results: 
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In Eq.21, cA2i is the concentration of A at the interface on the film’s 2 side and cB0 is the 
concentration of B in bulk of the phase 2. The Eq. 21 can be re- written in another form: 
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l
λ

 is in fact the ratio between the the overall mass transfer coefficient with a chemical 

reaction K.a, and the overall mass transfer coefficient at the physical extraction (without a 
chemical reaction), K0.a:  
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So, the overall mass transfer coefficient in the case of instant reaction is proportional to the 
coefficient for the physical extraction. It means that the coefficient at the extraction with 
instant chemical reaction depends on hydrodynamics in the same extent as that for physical 
extraction.  
For instantaneous irreversible reactions, the enhancement factor Ei is defined (Pohorecki, 
2007) by Eq.24: 

 (   )
( )i

Q instantaneousreactionE
Q physical

=  (24) 



 Mass Transfer in Multiphase Systems and its Applications 

 

212 

2.2 Mass transfer coefficients in chemical extraction 
Let’s consider a reaction in the liquid-liquid system: 

A+q. B→ Products 
The first phase contains the component A which diffuses from the first phase into the 
second one containing B, reacting with B in that phase. Then, products diffuse in the same 
phase 2. Reactions in liquid-liquid systems can be classified from kinetically point of view as 
slow, fast and instant (Sarkar et al, 1980). 
The equation describing the diffusion of the reactant A simultaneously with the chemical 
reaction is (Astarita, 1967): 
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following meaning:  the first one describes the transport by convection through the same 
film, the second one is the accumulation of A in the film and the third represents the 
reaction rate. The Eq. 16 can be simplified in the conditions of the double film theory, where 
the diffusion direction of A is perpendicular to the interface (direction x), eddies are 
inexistent in the film and component A doesn’t accumulate in the film: 
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Fast and instant reactions 
In case of fast and instant reactions, the reaction takes place in the plane located in the film 
of phase 2 (phase containing the component B). The component A diffuses through the film 
1 to the interface then from interface to the reaction plane (see Fig. 3 a). In Fig.3 a, a 
particular case of fast reaction: the irreversible instantaneous reaction is illustrated; in this 
case, both reactants diffuse to the reaction plane, where their concentrations equals to zero. 
The term “instantaneous” is idealised since the reaction rate is always finite, but in this case, 
the mass transfer rate is much lower than the reaction rate, so the process is entirely 
controlled by the diffusion mechanism. 
Taking into account the position of the reaction plane (at the distance λ from the interface) 
and the stoechiometric coefficient of the reaction q, the Eq.18 and 19 considering their 
equality, and integrating, the Eq. 20 is obtained: 
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Fig. 3. Profiles of reactants concentration at the extraction with a chemical reaction:  
a - instantaneous irreversible reaction taking place in phase film 2; b - slow reaction taking 
place in the film phase 2 
By integrating Eq.20 between the limits x=λ and x=l, (l- the film thickness), it results: 
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In Eq.21, cA2i is the concentration of A at the interface on the film’s 2 side and cB0 is the 
concentration of B in bulk of the phase 2. The Eq. 21 can be re- written in another form: 
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 is in fact the ratio between the the overall mass transfer coefficient with a chemical 

reaction K.a, and the overall mass transfer coefficient at the physical extraction (without a 
chemical reaction), K0.a:  
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So, the overall mass transfer coefficient in the case of instant reaction is proportional to the 
coefficient for the physical extraction. It means that the coefficient at the extraction with 
instant chemical reaction depends on hydrodynamics in the same extent as that for physical 
extraction.  
For instantaneous irreversible reactions, the enhancement factor Ei is defined (Pohorecki, 
2007) by Eq.24: 
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where Q is the quantity transferred through the interface (mol m-2). If this quantity is 
divided by time, the enhancement factor is defined as the factor by which the reaction 
increases the overall transfer rate compared to the rate of physical transfer (in the absence of 
the reaction). Taking into account Eq.23, the enhancement factor at the interface can be 
calculated by the formula: 
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   (25) 

As seen in Eq.25, the enhancement factor can be calculated with the diffusivities of the 
reactants and their concentrations in bulk of phase and at the interface; because the 
concentration is difficult to be determined at the interface, the following approach is more 
feasible: 
- The overall mass transfer coefficient for the physical extraction of component A from 

the phase 1 in phase 2, K0.a, is calculated with Eq.14 or 15, depending on the phase 
where the reaction takes place; the individual transfer coefficients can be estimated with 
Eq.16 and 17 or other correlations found in literature (Treybal, 2007 and Pratt, 1983); the 
slip velocity Vslip intervening in the Eq.15 directly or in Eq.14 in the Reynolds number, 
can be calculated, as it will be seen in Section 2.3; 

- The actual overall mass transfer coefficient including the chemical reaction is 
determined experimentally, K.a, as it will be seen in Section 2.3; 

- The ratio 0
K a
K a

⋅
⋅

  represents the enhancement factor E; it is higher than 1, sometimes >>1, 

depending on the physical properties of the system (DA, K0.a) and the constant of 
reaction rate; the values of E experimentally determined are useful for the calculation of 
the concentration of the reactant A at the interface cAi (Eq.25) needed in further 
calculations.  

The intensification of the mass transfer during the chemical reaction was explained here in 
the frame of the film theory but in fact, the renewal of interface theory could better explain 
what happens: the interfacial tension depends on the concentration of the transferred 
substance and as a result, spontaneous interfacial convection is initiated, so a more intensive 
renovation of the interface and, correspondingly, an increase in the mass transfer coefficient 
is achieved (Ermakov et al, 2001) 
Slow reactions 
The slow reaction can take place in the film but more probably, in the bulk of the solvent 
phase 2. In Fig.3b, the reaction takes place in the film phase 2. The process can be considered 
a physical diffusion of component A in the phase 2 film followed by reaction between A and 
B in the film of the phase 2. Unlike the fast reaction, part of component A remains un-
reacted and diffuses further in the phase 2, where its concentration is cA*. In Fig.3.b it is 
illustrated the case when component B is completely consumed in the reaction, but there are 
more complicated cases when B is not consumed in the film phase 2 but diffuses further in 
the phase 1 and reaction could take place in one or both phases. 
In a steady state, there is no accumulation of component A in any point of the system; this 
means that the rate of physical transfer process equals the consumption rate of A in reaction: 
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where 1A ic  and 2A ic are the concentrations of A at the interface (see Fig.3) in 
thermodynamic equilibrium. The mass transfer depends on the contact time of phases in the 
extractor. The contact time is the same as the residence time τ, defined in Eq.27: 

 V
Q

τ = , (27) 

where V is the active volume of the extractor (the volume occupied by the emulsion in the 
extractor) and Q is the total volumetric flow of the phases. 
For the first order irreversible reaction: r= - k1.cA* (k1- reaction rate constant) and taking into 
account the equilibrium correlation: 1 2A i A ic m c= ⋅  (m- the repartition coefficient, Eq.3), the 
Eq.26 becomes: 
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In the Eq.28, only cA2i can’t be measured, so the equation is re-arranged in all measurable or 
calculable terms (Sarkar et al, 1980): 
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As seen in Eq.29, the rate of transfer for the extraction with slow reaction, depends both on 
the mass transfer coefficient (KE) and on the reaction rate constant (k1). The process is 
controlled by the slowest step: the mass transfer or the reaction.  

2.3 The dimensioning of the extractors. The column with continuous differential 
contact of phases 
All the theory about the mass transfer coefficients has as a practical goal the dimensioning of 
the industrial equipment for liquid-liquid extraction.  
Dimensioning and extractor means to find its main geometrical dimensions. As an example, 
the column type extractors are presented here but for other type of equipment, the 
dimensioning is very different (Godfrey & Slater, 1994). Dimensioning a column means to 
find its diameter and height. 
For the columns with continuous differential contact, the phases flow in countercurrent, one 
of the phases being continuous, the other one dispersed (drops). 

2.3.1 The column diameter  
The diameter of the column is correlated with the processing capacity of the column (the 
flow of the phases) and the flooding capacity. The synthetic form of this correlation was 
expressed by Zhu and Luo (1996): 
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where Q is the quantity transferred through the interface (mol m-2). If this quantity is 
divided by time, the enhancement factor is defined as the factor by which the reaction 
increases the overall transfer rate compared to the rate of physical transfer (in the absence of 
the reaction). Taking into account Eq.23, the enhancement factor at the interface can be 
calculated by the formula: 
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As seen in Eq.25, the enhancement factor can be calculated with the diffusivities of the 
reactants and their concentrations in bulk of phase and at the interface; because the 
concentration is difficult to be determined at the interface, the following approach is more 
feasible: 
- The overall mass transfer coefficient for the physical extraction of component A from 

the phase 1 in phase 2, K0.a, is calculated with Eq.14 or 15, depending on the phase 
where the reaction takes place; the individual transfer coefficients can be estimated with 
Eq.16 and 17 or other correlations found in literature (Treybal, 2007 and Pratt, 1983); the 
slip velocity Vslip intervening in the Eq.15 directly or in Eq.14 in the Reynolds number, 
can be calculated, as it will be seen in Section 2.3; 

- The actual overall mass transfer coefficient including the chemical reaction is 
determined experimentally, K.a, as it will be seen in Section 2.3; 

- The ratio 0
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  represents the enhancement factor E; it is higher than 1, sometimes >>1, 

depending on the physical properties of the system (DA, K0.a) and the constant of 
reaction rate; the values of E experimentally determined are useful for the calculation of 
the concentration of the reactant A at the interface cAi (Eq.25) needed in further 
calculations.  

The intensification of the mass transfer during the chemical reaction was explained here in 
the frame of the film theory but in fact, the renewal of interface theory could better explain 
what happens: the interfacial tension depends on the concentration of the transferred 
substance and as a result, spontaneous interfacial convection is initiated, so a more intensive 
renovation of the interface and, correspondingly, an increase in the mass transfer coefficient 
is achieved (Ermakov et al, 2001) 
Slow reactions 
The slow reaction can take place in the film but more probably, in the bulk of the solvent 
phase 2. In Fig.3b, the reaction takes place in the film phase 2. The process can be considered 
a physical diffusion of component A in the phase 2 film followed by reaction between A and 
B in the film of the phase 2. Unlike the fast reaction, part of component A remains un-
reacted and diffuses further in the phase 2, where its concentration is cA*. In Fig.3.b it is 
illustrated the case when component B is completely consumed in the reaction, but there are 
more complicated cases when B is not consumed in the film phase 2 but diffuses further in 
the phase 1 and reaction could take place in one or both phases. 
In a steady state, there is no accumulation of component A in any point of the system; this 
means that the rate of physical transfer process equals the consumption rate of A in reaction: 
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where 1A ic  and 2A ic are the concentrations of A at the interface (see Fig.3) in 
thermodynamic equilibrium. The mass transfer depends on the contact time of phases in the 
extractor. The contact time is the same as the residence time τ, defined in Eq.27: 
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τ = , (27) 

where V is the active volume of the extractor (the volume occupied by the emulsion in the 
extractor) and Q is the total volumetric flow of the phases. 
For the first order irreversible reaction: r= - k1.cA* (k1- reaction rate constant) and taking into 
account the equilibrium correlation: 1 2A i A ic m c= ⋅  (m- the repartition coefficient, Eq.3), the 
Eq.26 becomes: 
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In the Eq.28, only cA2i can’t be measured, so the equation is re-arranged in all measurable or 
calculable terms (Sarkar et al, 1980): 
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As seen in Eq.29, the rate of transfer for the extraction with slow reaction, depends both on 
the mass transfer coefficient (KE) and on the reaction rate constant (k1). The process is 
controlled by the slowest step: the mass transfer or the reaction.  

2.3 The dimensioning of the extractors. The column with continuous differential 
contact of phases 
All the theory about the mass transfer coefficients has as a practical goal the dimensioning of 
the industrial equipment for liquid-liquid extraction.  
Dimensioning and extractor means to find its main geometrical dimensions. As an example, 
the column type extractors are presented here but for other type of equipment, the 
dimensioning is very different (Godfrey & Slater, 1994). Dimensioning a column means to 
find its diameter and height. 
For the columns with continuous differential contact, the phases flow in countercurrent, one 
of the phases being continuous, the other one dispersed (drops). 

2.3.1 The column diameter  
The diameter of the column is correlated with the processing capacity of the column (the 
flow of the phases) and the flooding capacity. The synthetic form of this correlation was 
expressed by Zhu and Luo (1996): 
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where:   Qc is the continuous phase volumetric flow, [m3.s-1] 
 Qd- the dispersed phase volumetric flow, [m3.s-1] 
 Bmax is the flooding capacity, [m3.m-2.s-1]; considering the flow in the free cross-
sectional area of the column. The flooding capacity Bmax is in fact the sum of the flooding 
velocities of phases; it depends on the physical properties of the system: the density (ρc and 
ρd), the viscosity (µc and µd) and the interfacial tension σ. The flooding capacity can be 
predicted following extensive studies, as exemplified in Section 3. 
k- the flooding coefficient, with values from 0.4 (dispersion column) to 0.8 (column 
equipped with structured packing); this coefficient would be kept as high as possible, in 
order to increase the mass transfer rate and the processing capacity of the column.  
The flooding capacity is experimentally determined for each type of column. It consists in 
derangements of the countercurrent flow bringing about entrainment of one phase in the 
other one, or the impossibility for one flow to enter the column. There are three main 
mechanisms of flooding: 
- The phase inversion provoked by the excessive increasing of dispersed phase flow; 
- The entrainment of the drops in the continuous phase when the flow of  continuous 

phase increases too much; 
- The flooding due to the contaminants at the interface creating instability of the interface 

of even inversion of the phases.  
According to authors after Hanson (1971), the diameter calculation is made using the 
concept of slip velocity, Vslip, which is the velocity of the dispersed phase related to the 
continuous phase; the slip velocity is in fact, the sum of linear velocities of the phases, not in 
the free cross-sectional area but in the actual cross-sectional area, taking into account the 
internal parts of the column and the dispersed phase holdup, φ . According to this 
definition, in the dispersion column (without any internal parts, such as trays or packing), 
the slip velocity is: 
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The dispersed phase holdup is the fraction occupied by the drops in the free cross sectional 
area of the column. In fact, the holdup is not uniformly distributed in the column because 
the drops are of various dimensions, with an irregular shape, oscillating. For approximate 
calculations, a mean diameter would be taken into consideration. The most usual expression 
of this is the Sauter mean diameter, d32: 
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The mean diameter d32, is correlated with the holdup φ  and the interfacial area a: 
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Empirical correlations can be used to correlate Sauter mean diameter d32 with physical 
properties of the system. It can be calculated with the formula recommended by Seibert & Fair 
(1988) and verified by Iacob & Koncsag (1999) on systems with high interfacial tension: 

Liquid-Liquid Extraction With and Without a Chemical Reaction 

 

217 

 
0.5

32 1.15d
g

σ
ρ

⎛ ⎞
= ⎜ ⎟

⋅⎝ ⎠
   (34)  

where Δρ- density difference of phases, g –gravitational constant. 
It is difficult to determinate the slip velocity, but it can be easier done but an easier by 
correlating it with the singular drop’s characteristic velocity, VK, which can be determined 
experimentally. VK is defined as the ratio between the distance travelled by the singular 
drop in the column and the time of this trip.  The singular drop’s characteristic velocity is 
uninfluenced by the presence of other drops but is influenced by the presence of the internal 
parts of the equipment. For example, in the case of packed column, VK can be correlated 
with the physical properties of the liquid-liquid system and the geometrical characteristics 
of the packing: 
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There are correlations between the slip velocity and the singular drop’s characteristic 
velocity. A simple correlation is the Pratt- Thornton equation which is valid for rigid (non-
oscillating) drops and low values of the holdup (Thornton, 1956): 

 (1 )slip KV V φ⋅= −  (36) 

For higher values of holdup, a more accurate equation would be used (Misek, 1994): 

 ( )1 exp( )slip KV V aφ φ= −⋅   (37) 

2.3.2 The column height 
For extractors with countercurrent flow of the phases, the active height is calculated on the 
basis of the mass transfer unit notion. In the hypothesis of the plug flow, the height of the 
column is: 
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where [NTU]od and [NTU]oc are the number of transfer units relative to the dispersed and to 
the continuous phase respectively, when expressing the mass transfer rate as the overall 
mass transfer coefficients. [HTU]od and [HTU]oc are the height of the transfer unit relative to 
the overall mass transfer coefficient in the same phases.  
The height of the transfer unit is the height of the column which ensures the decreasing by e 
(=2.71…) of the driving force defined as in the Eq.7 and 8, taking into account which is the 
dispersed phase and the continuous one. 
[NTU]od and [NTU]oc are calculated taking into account the equilibrium data. The 
relationships given in Eq.39 and 40 are related to the extract (E) and the raffinate (R) and it is 
to see which equation applies to the continuous phase or the dispersed phase (e.g. the 
raffinate can be dispersed phase in one application and continuous phase in another one): 
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where:   Qc is the continuous phase volumetric flow, [m3.s-1] 
 Qd- the dispersed phase volumetric flow, [m3.s-1] 
 Bmax is the flooding capacity, [m3.m-2.s-1]; considering the flow in the free cross-
sectional area of the column. The flooding capacity Bmax is in fact the sum of the flooding 
velocities of phases; it depends on the physical properties of the system: the density (ρc and 
ρd), the viscosity (µc and µd) and the interfacial tension σ. The flooding capacity can be 
predicted following extensive studies, as exemplified in Section 3. 
k- the flooding coefficient, with values from 0.4 (dispersion column) to 0.8 (column 
equipped with structured packing); this coefficient would be kept as high as possible, in 
order to increase the mass transfer rate and the processing capacity of the column.  
The flooding capacity is experimentally determined for each type of column. It consists in 
derangements of the countercurrent flow bringing about entrainment of one phase in the 
other one, or the impossibility for one flow to enter the column. There are three main 
mechanisms of flooding: 
- The phase inversion provoked by the excessive increasing of dispersed phase flow; 
- The entrainment of the drops in the continuous phase when the flow of  continuous 

phase increases too much; 
- The flooding due to the contaminants at the interface creating instability of the interface 

of even inversion of the phases.  
According to authors after Hanson (1971), the diameter calculation is made using the 
concept of slip velocity, Vslip, which is the velocity of the dispersed phase related to the 
continuous phase; the slip velocity is in fact, the sum of linear velocities of the phases, not in 
the free cross-sectional area but in the actual cross-sectional area, taking into account the 
internal parts of the column and the dispersed phase holdup, φ . According to this 
definition, in the dispersion column (without any internal parts, such as trays or packing), 
the slip velocity is: 
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The dispersed phase holdup is the fraction occupied by the drops in the free cross sectional 
area of the column. In fact, the holdup is not uniformly distributed in the column because 
the drops are of various dimensions, with an irregular shape, oscillating. For approximate 
calculations, a mean diameter would be taken into consideration. The most usual expression 
of this is the Sauter mean diameter, d32: 
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The mean diameter d32, is correlated with the holdup φ  and the interfacial area a: 
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Empirical correlations can be used to correlate Sauter mean diameter d32 with physical 
properties of the system. It can be calculated with the formula recommended by Seibert & Fair 
(1988) and verified by Iacob & Koncsag (1999) on systems with high interfacial tension: 
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where Δρ- density difference of phases, g –gravitational constant. 
It is difficult to determinate the slip velocity, but it can be easier done but an easier by 
correlating it with the singular drop’s characteristic velocity, VK, which can be determined 
experimentally. VK is defined as the ratio between the distance travelled by the singular 
drop in the column and the time of this trip.  The singular drop’s characteristic velocity is 
uninfluenced by the presence of other drops but is influenced by the presence of the internal 
parts of the equipment. For example, in the case of packed column, VK can be correlated 
with the physical properties of the liquid-liquid system and the geometrical characteristics 
of the packing: 
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There are correlations between the slip velocity and the singular drop’s characteristic 
velocity. A simple correlation is the Pratt- Thornton equation which is valid for rigid (non-
oscillating) drops and low values of the holdup (Thornton, 1956): 

 (1 )slip KV V φ⋅= −  (36) 

For higher values of holdup, a more accurate equation would be used (Misek, 1994): 

 ( )1 exp( )slip KV V aφ φ= −⋅   (37) 

2.3.2 The column height 
For extractors with countercurrent flow of the phases, the active height is calculated on the 
basis of the mass transfer unit notion. In the hypothesis of the plug flow, the height of the 
column is: 

 [ ][ ] [ ] [ ]od od oc ocH NTU HTU NTU HTU= ⋅ ⋅=  (38) 

where [NTU]od and [NTU]oc are the number of transfer units relative to the dispersed and to 
the continuous phase respectively, when expressing the mass transfer rate as the overall 
mass transfer coefficients. [HTU]od and [HTU]oc are the height of the transfer unit relative to 
the overall mass transfer coefficient in the same phases.  
The height of the transfer unit is the height of the column which ensures the decreasing by e 
(=2.71…) of the driving force defined as in the Eq.7 and 8, taking into account which is the 
dispersed phase and the continuous one. 
[NTU]od and [NTU]oc are calculated taking into account the equilibrium data. The 
relationships given in Eq.39 and 40 are related to the extract (E) and the raffinate (R) and it is 
to see which equation applies to the continuous phase or the dispersed phase (e.g. the 
raffinate can be dispersed phase in one application and continuous phase in another one): 
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where: 
x1, x2, y1, y2  are the solute concentration in the raffinate (x) and in the extract respectively (y) 
in the flow entering (1) or exiting (2) the column. 
xe , ye are the solute concentrations in raffinate and in the extract respectivelly, in  
equilibrium conditions  in every point along the column. 
[HTU]od and [HTU]oc are experimentally found by dividing the  active height of the column 
(the height of the column where the dispersed phase and the continuous phase co-exists) by 
the  [NTU]od or [NTU]oc. 
Let’s express the mass transfer for the dispersed phase. The volumetric overall mass transfer 
coefficients related to the dispersed phase Koda are correlated with the height of the mass 
transfer unit [HTU]od and the superficial velocity of the dispersed phase vd (which is defined 
as the volumetric flow divided by the cross- sectional area of the column): 

 d
od

od

vK a
HTU

=⋅   (41) 

In practice, the height of the column is calculated starting with the experimental 
determination of mass transfer coefficients, continuing by the calculation of HTU with Eq.41 
and finally, applying the Eq. 38. 

3. Experimental data 
The theoretical aspects presented here are very general. In fact, an engineer needs 
mathematical models for the dimensioning of the industrial equipment, specific for a given 
type of extractor. Here we present the process of the model’s development, using a large 
database, partially relying on our original experiment, partially on data from literature, for 
the dimensioning of a packed column. 
The original experimental data were obtained in a 76 mm diameter column with structured 
packing type Sulzer SMV 350 Y. The specific area of the packing was: ap= 340 m2/m3 and the 
void fraction ε = 0.96. The packing bed was made of 4 structured packing elements with a 
total height of 840 mm. The detailed description of the pilot plant was presented in a 
previous work (Koncsag & Barbulescu, 2008). Another type of ordered packing -corrugated 
metal gauze- was used in a mass transfer study at laboratory scale, also described in 
(Koncsag & Barbulescu, 2008). The experiment at laboratory scale was performed in another 
installation including a glass column with the internal diameter of 3 cm and an active height 
of 70 cm. The handicraft packing was made of corrugated metal gauze and had the 
following geometric characteristics: ε = 0.98 and ap = 60 m2/ m3. Taking into account the 
small opening of the spiral, the drops are forced to detour and the tortuosity of their motion 
increases; as a consequence, the residence time of the drops in the column increases and the 
mass transfer improves comparing with the simple dispersion column. Also, the experiment 
was performed for the dispersion column (the column unpacked). 
So, three sets of data were obtained: for the Sulzer SMV350 packing, for the corrugated 
metal gauze packing and without packing (Table1). 
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The studied systems were: water– gasoline, NaOH solution 20%wt – gasoline and carbon 
tetrachloride– water. These systems were very different from the viewpoint of density, 
interfacial tension and viscosity. The first and the third systems are usually taken into 
account in the hydrodynamic studies and the second one is common in the purifying of 
hydrocarbon streams. The results of the flooding tests are expressed as pairs of limiting 
superficial velocities of the phases (continuous and dispersed), in flooding conditions: Vcf, 
Vdf. 
Other experimental data from the literature were connected to the results of the original 
experiment (Table 1), in order to have a larger database for the mathematical model (Table 2). 
The data were chosen for hydrocarbon – water systems (gasoline- water or toluene- water) and 
for very different types of packing: Raschig rings of different size (Crawford & Wilke, 1951); 
Norton ordered packing (Seibert & Fair, 1988) and Intalox saddles (Seibert et al, 1990). 
 

Flooding superficial velocities for the system gasoline- water , d32 = 0.0052 m, ρc=996 
kg/m3, ρd=740 kg/m3,  μc= 0.000993 kg/m. s, σ= 52.0.10-3N/m , vK= 0.055 m/s 

1 2 3 4 5 

0.88 0.84 0.69 0.32 0.21 

0.17 0.27 0.43 0.84 1.00 

Flooding superficial velocities for the system gasoline- 20%NaOH solution, d32 = 0.0047 
m, ρc=1220 kg/m3, ρd=740 kg/m3,  μc= 0.00366 kg/m. s, σ= 78.6 .10-3N/m, vK= 0.067 m/s 

1 2 3 4 5 

0.80 0.68 0.43 0.32 0.27 

0.11 0.17 0.84 1.17 1.31 

Flooding superficial velocities for the system water – CCl4 at 5oC, d32 = 0.0035 m, ρc=1610 
kg/m3, ρd=996kg/m3 ,  μc= 0.00123 kg/m. s, σ= 47.3 .10-3N/m, vK= 0.0604 m/s 

1 2 3 4 5 

0.64 0.62 0.58 0.35 0.24 

0.17 0.27 0.37 1.17 1.43 

Table 1. Experimental data at the hydrodynamic test in the column equipped with Sulzer 
packing (ap= 340 m2/m3, ε=0.96, Dcol = 0.076 m) 
The second part of the experiment consisted of a mass transfer study concerning the 
extraction of mercaptans from petroleum fractions with alkaline solutions, a process 
encountered in the oil processing industry.  
The raw material was the gasoline enriched in mercaptans (ethanethiol or 1-propanethiol or 
1-buthanethiol) and pumped into the column where it forms the dispersed phase; after the 
extraction and the coalescence, the gasoline exits the column at the top, as a refined phase.  
The solvent – the continuous phase- is in fact a caustic solution (NaOH) with concentration 
in range of 5-15% wt. The continuous phase enters the column free of mercaptans and exits 
as an extract enriched in the said mercaptans. Samples of feed and refined phase are 
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where: 
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(the height of the column where the dispersed phase and the continuous phase co-exists) by 
the  [NTU]od or [NTU]oc. 
Let’s express the mass transfer for the dispersed phase. The volumetric overall mass transfer 
coefficients related to the dispersed phase Koda are correlated with the height of the mass 
transfer unit [HTU]od and the superficial velocity of the dispersed phase vd (which is defined 
as the volumetric flow divided by the cross- sectional area of the column): 
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In practice, the height of the column is calculated starting with the experimental 
determination of mass transfer coefficients, continuing by the calculation of HTU with Eq.41 
and finally, applying the Eq. 38. 

3. Experimental data 
The theoretical aspects presented here are very general. In fact, an engineer needs 
mathematical models for the dimensioning of the industrial equipment, specific for a given 
type of extractor. Here we present the process of the model’s development, using a large 
database, partially relying on our original experiment, partially on data from literature, for 
the dimensioning of a packed column. 
The original experimental data were obtained in a 76 mm diameter column with structured 
packing type Sulzer SMV 350 Y. The specific area of the packing was: ap= 340 m2/m3 and the 
void fraction ε = 0.96. The packing bed was made of 4 structured packing elements with a 
total height of 840 mm. The detailed description of the pilot plant was presented in a 
previous work (Koncsag & Barbulescu, 2008). Another type of ordered packing -corrugated 
metal gauze- was used in a mass transfer study at laboratory scale, also described in 
(Koncsag & Barbulescu, 2008). The experiment at laboratory scale was performed in another 
installation including a glass column with the internal diameter of 3 cm and an active height 
of 70 cm. The handicraft packing was made of corrugated metal gauze and had the 
following geometric characteristics: ε = 0.98 and ap = 60 m2/ m3. Taking into account the 
small opening of the spiral, the drops are forced to detour and the tortuosity of their motion 
increases; as a consequence, the residence time of the drops in the column increases and the 
mass transfer improves comparing with the simple dispersion column. Also, the experiment 
was performed for the dispersion column (the column unpacked). 
So, three sets of data were obtained: for the Sulzer SMV350 packing, for the corrugated 
metal gauze packing and without packing (Table1). 
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The studied systems were: water– gasoline, NaOH solution 20%wt – gasoline and carbon 
tetrachloride– water. These systems were very different from the viewpoint of density, 
interfacial tension and viscosity. The first and the third systems are usually taken into 
account in the hydrodynamic studies and the second one is common in the purifying of 
hydrocarbon streams. The results of the flooding tests are expressed as pairs of limiting 
superficial velocities of the phases (continuous and dispersed), in flooding conditions: Vcf, 
Vdf. 
Other experimental data from the literature were connected to the results of the original 
experiment (Table 1), in order to have a larger database for the mathematical model (Table 2). 
The data were chosen for hydrocarbon – water systems (gasoline- water or toluene- water) and 
for very different types of packing: Raschig rings of different size (Crawford & Wilke, 1951); 
Norton ordered packing (Seibert & Fair, 1988) and Intalox saddles (Seibert et al, 1990). 
 

Flooding superficial velocities for the system gasoline- water , d32 = 0.0052 m, ρc=996 
kg/m3, ρd=740 kg/m3,  μc= 0.000993 kg/m. s, σ= 52.0.10-3N/m , vK= 0.055 m/s 

1 2 3 4 5 

0.88 0.84 0.69 0.32 0.21 

0.17 0.27 0.43 0.84 1.00 

Flooding superficial velocities for the system gasoline- 20%NaOH solution, d32 = 0.0047 
m, ρc=1220 kg/m3, ρd=740 kg/m3,  μc= 0.00366 kg/m. s, σ= 78.6 .10-3N/m, vK= 0.067 m/s 

1 2 3 4 5 

0.80 0.68 0.43 0.32 0.27 

0.11 0.17 0.84 1.17 1.31 

Flooding superficial velocities for the system water – CCl4 at 5oC, d32 = 0.0035 m, ρc=1610 
kg/m3, ρd=996kg/m3 ,  μc= 0.00123 kg/m. s, σ= 47.3 .10-3N/m, vK= 0.0604 m/s 

1 2 3 4 5 

0.64 0.62 0.58 0.35 0.24 

0.17 0.27 0.37 1.17 1.43 

Table 1. Experimental data at the hydrodynamic test in the column equipped with Sulzer 
packing (ap= 340 m2/m3, ε=0.96, Dcol = 0.076 m) 
The second part of the experiment consisted of a mass transfer study concerning the 
extraction of mercaptans from petroleum fractions with alkaline solutions, a process 
encountered in the oil processing industry.  
The raw material was the gasoline enriched in mercaptans (ethanethiol or 1-propanethiol or 
1-buthanethiol) and pumped into the column where it forms the dispersed phase; after the 
extraction and the coalescence, the gasoline exits the column at the top, as a refined phase.  
The solvent – the continuous phase- is in fact a caustic solution (NaOH) with concentration 
in range of 5-15% wt. The continuous phase enters the column free of mercaptans and exits 
as an extract enriched in the said mercaptans. Samples of feed and refined phase are 
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collected and the mercaptans concentration is analyzed by a volumetric method using 
AgNO3. The concentration of the mercaptans in the extract is calculated by material balance. 
The volumetric overall mass transfer coefficients were calculated byEq.37, 38 and 40 and are 
presented in Table 3. 
 

Flooding superficial velocities for the system gasoline- water in case of the contactor 
equipped with Raschig rings 1/ 2” (ap= 310 m2/m3, ε=0.71, Dcol = 0.305 m) ,d32 = 0.0052 m, 
ρc=996 kg/m3, ρd=740 kg/m3 ,  μc= 0.000993 kg/m. s, σ= 42.4 .10-3N/m, vK= 0.037 m/s 
Superficial velocities of phases, m/s 1 2 3 4  
102. Vdf 0.88 0.58 0.38 0.13  
102. Vcf 0.25 0.44 0.60 0.97  
Flooding superficial velocities for the system gasoline- water in case of the contactor 
equipped with Raschig rings 1” (ap= 195 cm2/cm3, ε=0.74, Dcol = 0.305 cm); d32 = 0.0052 m, 
ρc=996 kg/m3, ρd=740 kg/m3 ,  μc= 0.000993 kg/m. s, σ= 42.4 .10-3N/m, vK= 0.05 m/s 
Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.64 1.10 0.88 0.67 0.36 
102. Vcf 0.54 0.83 1.00 1.23 1.69 
Flooding superficial velocities for the system toluene- water in case of the contactor 
equipped with Norton packing (ap= 213 m2/m3, ε=0.97, Dcol = 0.425 m);d32 = 0.0055 m, 
ρc=996 kg/m3, ρd=864 kg/m3,  μc= 0.00089 kg/m. s, σ= 30.0 .10-3N/m, vK= 0.0497 m/s 
Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.13 0.93 0.72 0.60 0.30 
102. Vcf 0.9 1.01 1.14 1.30 1.60 
Flooding superficial velocities for the system toluene- water in case of the contactor 
equipped with Intalox saddles No25 IMTP (ap= 226 m2/m3, ε=0.95, Dcol = 0.102 m); 
d32 = 0.0055 m, ρc=996 kg/m3, ρd=864 kg/m3,  μc= 0.00089 kg/m. s, σ= 30.0 .10-3N/m,  
vK= 0.0477 m/s 
Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.44 1.32 0.93 0.72 0.51 
102. Vcf 0.79 1.05 1.40 1.58 1.75 

Table 2. Experimental data from literature concerning the hydrodynamic tests in the 
columns equipped with other type of packing 

4. Discussion 
The original experimental data about the flooding- linked to the column capacity- (Table 1) 
were compared with the predicted data from older models in the literature for packed 
columns, in order to see if they are satisfactory models or should be improved. If not, a new 
model would be developed.  

4.1 The Crawford-Wilke model 
A good old model is the Crawford– Wilke correlation curve (Crawford & Wilke, 1951). At the 
beginning, this model correlated a total of 160 experimental points for a large range of random 
packing but relatively few liquid systems. 
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Dispersion column Laboratory packed column Pilot packed column 

 NaOH 
conc. 

Dispesed 
phase 

velocity, 
Vd 

(x102,m/s)

Koda 
(x103,s-1) 

Dispesed 
phase 

velocity, 
Vd 

(x102,m/s) 

Koda 
(x103,s-1) 

Dispesed 
phase 

velocity, 
Vd 

(x102, m/s) 

Koda 
(x103,s-1) 

0.17 0.91 0.17 1.25 0.21 3.0 

0.23 1.06 0.25 1.43 0.43 4.5 
 

5% 
0.33 1.16 0.33 2.05 0.68 6.5 

0.17 0.89 0.17 1.56 0.21 3.1 

0.23 1.20 0.25 1.93 0.43 4.8 
 

10% 
0.33 1.38 0.33 2.87 0.68 7.1 

0.17 1.49 0.17 1.93 0.21 3.1 

0.23 1.74 0.25 2.47 0.43 3.7 

Bu
th

an
et

hi
ol

 

 
15% 

0.33 2.19 0.33 2.54 0.68 7.0 

0.13 1.64 0.13 1.69 0.21 5.4 

0.20 1.66 0.20 2.17 0.32 7.8 
 

5% 
0.26 1.77 0.26 2.62 0.68 13.1 

0.13 1.53 0.13 1.94 0.21 6.3 

0.20 1.98 0.20 2.23 0.32 10.2 
 

10% 
0.26 2.08 0.26 2.32 0.68 13.8 

0.13 2.34 0.13 2.85 0.21 7.1 

0.20 2.65 0.20 3.08 0.32 11.2 

Pr
op

an
et

hi
ol

 

 
15% 

0.26 2.73 0.26 3.94 0.68 16.1 

0.17 2.78 0.17 6.02 0.21 8.3 

0.23 3.66 0.23 6.27 0.32 11.4 
 

5% 
0.33 4.31 0.33 8.34 0.58 18.2 

0.17 5.06 0.17 6.45 0.21 9.3 

0.23 5.36 0.23 8.26 0.32 13.3 
 

10% 
0.33 8.21 0.33 13.87 0.58 22.2 

0.17 5.77 0.17 7.84 0.21 10.2 

0.23 6.43 0.23 10.30 0.43 19.2 
Et

ha
ne

th
io

l 
 

15% 
0.33 11.67 0.33 14.46 0.68 28.6 

 

Table 3. Experimental data at the mercaptans extraction 



 Mass Transfer in Multiphase Systems and its Applications 

 

220 

collected and the mercaptans concentration is analyzed by a volumetric method using 
AgNO3. The concentration of the mercaptans in the extract is calculated by material balance. 
The volumetric overall mass transfer coefficients were calculated byEq.37, 38 and 40 and are 
presented in Table 3. 
 

Flooding superficial velocities for the system gasoline- water in case of the contactor 
equipped with Raschig rings 1/ 2” (ap= 310 m2/m3, ε=0.71, Dcol = 0.305 m) ,d32 = 0.0052 m, 
ρc=996 kg/m3, ρd=740 kg/m3 ,  μc= 0.000993 kg/m. s, σ= 42.4 .10-3N/m, vK= 0.037 m/s 
Superficial velocities of phases, m/s 1 2 3 4  
102. Vdf 0.88 0.58 0.38 0.13  
102. Vcf 0.25 0.44 0.60 0.97  
Flooding superficial velocities for the system gasoline- water in case of the contactor 
equipped with Raschig rings 1” (ap= 195 cm2/cm3, ε=0.74, Dcol = 0.305 cm); d32 = 0.0052 m, 
ρc=996 kg/m3, ρd=740 kg/m3 ,  μc= 0.000993 kg/m. s, σ= 42.4 .10-3N/m, vK= 0.05 m/s 
Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.64 1.10 0.88 0.67 0.36 
102. Vcf 0.54 0.83 1.00 1.23 1.69 
Flooding superficial velocities for the system toluene- water in case of the contactor 
equipped with Norton packing (ap= 213 m2/m3, ε=0.97, Dcol = 0.425 m);d32 = 0.0055 m, 
ρc=996 kg/m3, ρd=864 kg/m3,  μc= 0.00089 kg/m. s, σ= 30.0 .10-3N/m, vK= 0.0497 m/s 
Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.13 0.93 0.72 0.60 0.30 
102. Vcf 0.9 1.01 1.14 1.30 1.60 
Flooding superficial velocities for the system toluene- water in case of the contactor 
equipped with Intalox saddles No25 IMTP (ap= 226 m2/m3, ε=0.95, Dcol = 0.102 m); 
d32 = 0.0055 m, ρc=996 kg/m3, ρd=864 kg/m3,  μc= 0.00089 kg/m. s, σ= 30.0 .10-3N/m,  
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Superficial velocities of phases, m/s 1 2 3 4 5 
102. Vdf 1.44 1.32 0.93 0.72 0.51 
102. Vcf 0.79 1.05 1.40 1.58 1.75 

Table 2. Experimental data from literature concerning the hydrodynamic tests in the 
columns equipped with other type of packing 

4. Discussion 
The original experimental data about the flooding- linked to the column capacity- (Table 1) 
were compared with the predicted data from older models in the literature for packed 
columns, in order to see if they are satisfactory models or should be improved. If not, a new 
model would be developed.  

4.1 The Crawford-Wilke model 
A good old model is the Crawford– Wilke correlation curve (Crawford & Wilke, 1951). At the 
beginning, this model correlated a total of 160 experimental points for a large range of random 
packing but relatively few liquid systems. 
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Table 3. Experimental data at the mercaptans extraction 
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This model started from the premise that the sum of the square roots of the flooding velocity 
of both phases is a constant. This seemed reasonable for a large range of packing and 
systems, even that it has no a theoretical basis. The sum: (Vcf1/2+Vdf1/2)2 = constant, is 
correlated with the physical properties of the liquids and the characteristics of the packing 
(ap, ε): 

 

1 1
0.22 2( )cf df pc

p c c

V V a
f

a
ρ μσ

μ ρ ρ ε

⎡ ⎤+ ⋅ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎢ ⎥= ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠ ⎝ ⎠⎣ ⎦⋅
 (42) 

The variables of Eq.42 are plotted in Figure 4. 
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Fig. 4. The correlation between the flooding velocity of the phases - the Crawford-Wilke 

model. Legend: a- the original correlation (
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b- the modified correlation ( [ ] [ ]1/2 1/2
1 p ccf df* ( k ) ρ) /(a )X V V= + ⋅ ⋅μ ; square for the system 

water– gasoline, circle for the system NaOH solution– gasoline and triangle for the system 
CCl4– water 
As one can see from Figure 4.a, our experimental points are pretty far from the original curve. 
Other authors (Nemunaitis et al 1971) reported the same. They found that flooding occurred at 
loading only 20% of those predicted by the flooding correlation of Crawford and Wilke. 
An explanation could be that the assumption of the sum (Vcf1/2+Vdf1/2) constancy is not true. 
Even Crawford and Wilke (1951) expressed their doubts, however they considered this 
hypothesis as reasonable. 
The sum (Vcf1/2+Vdf1/2) = constant indicates that the curves Vdf1/2 vs Vcf1/2 are lines with a slope of (–1):  

 Vcf1/2 + Vdf1/2= k2 (43) 

Eq. 43 does not describe correctly the flooding line. The sum (Vcf1/2 + Vdf1/2) should be 
modified as follows: (Vcf1/2+k1Vdf1/2) with respect to the real slope of the flooding line. In 
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this case, 1k = − 1/m’ where (m‘) is the real slope of the flooding line. For the systems 
studied in my experiment, it was found: 
- k1= 1.17 – for Water–Gasoline; (m‘ = -0.85) 
- k1 = 2.44– for NaOH sol.20%wt– Gasoline ; (m‘=-0.41) 
- k1 = 2.63– for CCl4 – Water; (m‘= -0.38) 
As one can see, slope m' is in fact very different from the original (-1). This wasn’t obvious 
when Crawford and Wilke established their model, because the liquid- liquid systems taken 
into account at that time were (all) low interfacial tension systems. In the present work, very 
different systems have been considered, proceeding from present authors‘ original 
experimental data as well as from other authors’ data, e.g. (Nemunaitis et al 1971,), (Watson 
et al, 1971), (Seibert & Fair, 1998), (Seibert et al.1990). It is to say that the scientific literature is 
very poor in flooding data in case of liquid-liquid countercurrent contactors.  
In order to fit all these data and to have a model responding to systems with very different 
physical properties, the Crawford– Wilke correlation should be modified as follows: on the 

X– axis would appear the expression 
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The k1 constant should be calculated with Eq.43 as recommended by Watson et al (1975): 
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From Fig. 4b, one can see that it is a better accordance of experimental data with the 
Crawford– Wilke model when the real slope of the flooding line is considered. The 
maximum error of the modified model for our experimental points was 24%, lower than that 
reported by the authors of the original correlation: 35% for their own data. 

4.2 The Seibert- Fair model 
This model was developed after Eighties, when structure packing type was introduced, but 
it can be also applied to the random type packing as well. The models presented previously 
were empirical but this one is analytical, starting from the following assumption: the drops 
are rigid and spherical, the drop size can be represented by a Sauter mean diameter d32, the 
axial mixing of the continuous and of the dispersed phase can be neglected. The authors 
consider a drop traveling at an angle of ascent θ, in order to avoid the packing surface in its 
path. In a spray column, the mean angle of ascent is 90o but in a packed column the angle is 
smaller and depends on the drop size and the packing specific area. The packing increases 
the droplet velocity and the path length. This can be expressed as a tortuosity factor ξ: 

           32 / 2pa dξ ⋅=   (45) 

Manipulation of the classic equations of hydrodynamics and the use of the maximum 
theoretical holdup value of 0.52 lead to the final expression of the model: 
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This model started from the premise that the sum of the square roots of the flooding velocity 
of both phases is a constant. This seemed reasonable for a large range of packing and 
systems, even that it has no a theoretical basis. The sum: (Vcf1/2+Vdf1/2)2 = constant, is 
correlated with the physical properties of the liquids and the characteristics of the packing 
(ap, ε): 
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The variables of Eq.42 are plotted in Figure 4. 
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this case, 1k = − 1/m’ where (m‘) is the real slope of the flooding line. For the systems 
studied in my experiment, it was found: 
- k1= 1.17 – for Water–Gasoline; (m‘ = -0.85) 
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when Crawford and Wilke established their model, because the liquid- liquid systems taken 
into account at that time were (all) low interfacial tension systems. In the present work, very 
different systems have been considered, proceeding from present authors‘ original 
experimental data as well as from other authors’ data, e.g. (Nemunaitis et al 1971,), (Watson 
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very poor in flooding data in case of liquid-liquid countercurrent contactors.  
In order to fit all these data and to have a model responding to systems with very different 
physical properties, the Crawford– Wilke correlation should be modified as follows: on the 

X– axis would appear the expression 
1/2 1/2

1* (   )cf df

p c

V k V
X

a
ρ

μ

⋅
=

⋅+

⋅
  instead of the expression 

1/2 1/2( )
   cf df

p c

V V
X

a
ρ

μ

+ ⋅

⋅
= . 

The k1 constant should be calculated with Eq.43 as recommended by Watson et al (1975): 

 0.5 0.25 0.25 0.5 1
1 320.466 c ck dρ σ μ ε+ + + + −⋅ ⋅ ⋅= ⋅⋅  (44) 

From Fig. 4b, one can see that it is a better accordance of experimental data with the 
Crawford– Wilke model when the real slope of the flooding line is considered. The 
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4.2 The Seibert- Fair model 
This model was developed after Eighties, when structure packing type was introduced, but 
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are rigid and spherical, the drop size can be represented by a Sauter mean diameter d32, the 
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consider a drop traveling at an angle of ascent θ, in order to avoid the packing surface in its 
path. In a spray column, the mean angle of ascent is 90o but in a packed column the angle is 
smaller and depends on the drop size and the packing specific area. The packing increases 
the droplet velocity and the path length. This can be expressed as a tortuosity factor ξ: 
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Manipulation of the classic equations of hydrodynamics and the use of the maximum 
theoretical holdup value of 0.52 lead to the final expression of the model: 
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where Vs0 is the slip velocity of the singular drop in the dispersion column defined by 
hydrodynamic Eq. 47: 

 Vs0 = [(Δρgd32) / (3ρc CD)] 0.5  (47) 

The dispersed phase holdup at flooding point  fφ  depends on the the phases flow ratio and 
by consequence, on their superficial velocities ratio (Vd and Vc). Seibert & Fair (1988) 
proposed the empirical Eq.48: 
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This correlation is used especially for the prediction of the holdup at flooding, by trial-error 
method.   
Legend: square for the system water– gasoline, circle for the system NaOH solution– 
gasoline and triangle for the system CCl4– water. 
The Fair- Sibert model was verified by its authors and gave good results for their own data 
obtained on a small diameter (100 mm) column (Seibert & Fair 1988). At larger scale: 400 
mm diameter, the model gave bigger errors (Seibert et al. 1990). Also, the model was verified 
with data obtained in the original experiment (Koncsag & Stratula 2002) giving a maximum 
error of 26.4%. The parity plot for the original data is shown in Figure 5. 
It seems to be a good accordance of the original data with the model but in fact the errors are 
systematic; for example, in the case of CCl4– water system, the errors go continuously from 
negative to positive values. This could be explained either by non– reliable data or by a non– 
reliable model. The authors of the present work tend to consider a non– reliable model as 
long as the authors of the model themselves had a parity plot which indicated exclusively 
negative values for the standard errors (Seibert et al.1990). 
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Fig. 5. The parity plot: Vdf calc  (Seibert -Fair model) vs. original experimental values 
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5. Modelling the removal of mercaptans from liquid hydrocarbon streams in 
structured packing columns  
5.1 Calculating the diameter 
The data from Tables 1 and 2 were processed by dimensional analysis, with the goal of 
finding a mathematical model, which gives the limiting capacity of the contactor, expressed 
as slip velocity of the phases in flooding conditions. 
The relevant list of dimensional parameters and dimensional constant describing this 
process is: 

 d32 , σ , ρc,  , μc , Vslip  , ap, , g (49) 

According to the dimensional analysis theory, this set of 7 dimensional parameters and 
constants, reduces to a set of only 4 dimensionless numbers. These numbers are chosen by 
us according to their physical significance for the extraction process: 

 Re, CD , Ar , Π4 (50) 

where Re is the Reynolds number, proportional to the ratio between the inertial force and 
the viscous force, (ρc. d32 . Vslip) / μc ; 
- CD - the drag coefficient, proportional to the ratio between the gravitational force and 

the inertial force, (g .Δρ .d32) /( ρc .Vslip2) ; 
- Ar- the Archimedes number, proportional to the ratio between the gravitational force 

and the viscous force, (g . ρd .d32 3 . Δρ / μc2); 
- Π4  - a dimensionless number, which combines the geometrical characteristics of the 

packing and of the drops, (1 )
p

s
a
εφ⋅ − ⋅  ,  s being the characteristic surface of the mean 

drop (= 6 / d32 ) and φ  being the hold-up of the dispersed phase in the column. 
So,  the criterial  equation for the process would be: 
 

 d
4Π const.a b c

DRe C Ar⋅ ⋅ ⋅ =    (51) 

The linear velocity which intervenes in the Re and CD numbers is the slip velocity. 
By processing the data from Tables 1 and 2, the exponents a, b, c, d and the constant in the 
Eq.51 were found and the general model is the following: 
 

 0.6
4 2.97DRe C Ar−⋅ Π =⋅ ⋅  (52) 

The average deviation of this model is 7.7% and the absolute maximum error is 11.8%. 
Replacing the dimensionless numbers with their definition correlations, the Eq.52 turns into 
Eq.53 for the calculation of the slip velocity in flooding conditions: 
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Or, taking into consideration the Eq. 36, the characteristic velocity of the singular drop  is: 



 Mass Transfer in Multiphase Systems and its Applications 

 

224 

where Vs0 is the slip velocity of the singular drop in the dispersion column defined by 
hydrodynamic Eq. 47: 
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The dispersed phase holdup at flooding point  fφ  depends on the the phases flow ratio and 
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The linear velocity which intervenes in the Re and CD numbers is the slip velocity. 
By processing the data from Tables 1 and 2, the exponents a, b, c, d and the constant in the 
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The average deviation of this model is 7.7% and the absolute maximum error is 11.8%. 
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Or, taking into consideration the Eq. 36, the characteristic velocity of the singular drop  is: 
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The new model can serve for dimensioning the liquid- liquid countercurrent contactor 
equipped with packing: random or ordered. The steps of the dimensioning are: 
-  the calculation of the characteristic velocity (Eq.54);  
- the choice of the desired ratio of the phases (Vd/Vc);  
- the calculation of the dispersed phase holdup by trial- error method (Eq.48); 
- the calculation of slip velocity (Eq.53 applied to the flooding conditions, fφ  ); 
- the prediction of the throughputs limit (Vdf and Vcf), knowing their ratio 

( d c df cfV / V V / V= ;  
- the calculation of the diameter with Eq. 30, where max df cfB V V= +  . 

5.2 Calculating the active height of the column 
The extraction of mercaptans with alkaline solution is accompanied by a second- order 
instantaneous reaction. As explained in Section 2.2, in this case, the mass transfer 
coefficients can be calculated as for the physical extraction, since the mass transfer is much 
slower than the reaction rate. 
The calculation of the active height of the column is performed with Eq.38-41. The main 
difficulty consists of calculating the integrals (Eq.39 and 40) because one should know the 
concentrations profiles along the column. For systems following the Nernst law (Eq.3) and 
for very high values of the extraction factor  (defined by Eq.56), the number of the transfer 
units NTUod can be calculated from the number of theoretical stages NTT, with the Eq.55: 

 

11

od

NTT E
NTU lnE

−
=   (55) 

NTT can be found graphically in a McCabe-Thiele- type construction. 
The extraction factor E is defined by the Eq.56:                                           

  SE m
A

= ⋅    (56) 

where S/A is the solvent- to- feed gravimetric ratio. 
As seen in Eq.56, the phase ratio refers to the solvent and feed and not to dispersed and 
continuous, as in diameter calculation. In mass transfer, the direction of the transfer is very 
important. Always, the direction is from the feed to the solvent, whatever the dispersed 
phase is.   
The data used in modelling the extraction of the buthanethiol, propanethiol and ethanethiol 
are given in Table 3.  
A model of the same type for all the data in Table 3 was developed, taking into account the 
factors determining the mass transfer rate: c- the concentration of NaOH solution (%wt), the 
geometrical characteristics of the packing (ε, ap), the dispersed phase (the feed) superficial 
velocity and the acidity of the mercaptans: 
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In Eq.57, the coefficients α1, α2, α3 correspond to different mercaptans, respectively 
buthanethiol, propanethiol and ethanethiol. 
The inferior limit value for ap in Eq.57 is 0.01 m2/m3, being assigned to the unpacked column. 
Taking the logarithms in the previous formula and denoting by 3ln( 10 )odY K a ⋅⋅= , 

0  A lnα= , 1 0.95
100

cX ln⎛ ⎞= +⎜ ⎟
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, 2 ln( )pa
X

ε
= , 2

3 ln(10 )dX V= ⋅ ,  , 1,2,3,i iC ln iα= =  

the model becomes:   

 0 1 1 2 2 3 3 ,Y A A X A X A X ξ= + + + +  (58) 
 

where Y is the dependent variable, 1 2 3, ,   X X X  are independent (explicative) variables and ξ 
is the specification error of the model. In a equivalent form,  the system can be written: 

 y xA ξ= + .  (59) 

Using the least squares method, the solution of Eq.58 is: 
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In what follows, ˆty  is the estimated (computed) value of yt and et- the residual, i.e 
t t te y y= − , t = 1...81. 

Remark. A distinction has to be made between the specification error of the model, tξ  
which is and remains unknown and the residual, which is known. 
The variance of the error 2( )σ ε   can be estimated by:  

 ( )
2 ' 0.059

1
ee

n k
σ ε = =

− −
 , (61) 

where: n = 81 is the observations number, k = 3 is the number of explicative variables and e  
is the vector containing the residuals, et , t = 1...81. 
Making the calculus, it can be seen that the residuals sum is zero. Since the residual variance 
is closed to zero, the residuals in the model are very small. 
From 60, the fitting quality is measured using the determination coefficient, R2: 
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The new model can serve for dimensioning the liquid- liquid countercurrent contactor 
equipped with packing: random or ordered. The steps of the dimensioning are: 
-  the calculation of the characteristic velocity (Eq.54);  
- the choice of the desired ratio of the phases (Vd/Vc);  
- the calculation of the dispersed phase holdup by trial- error method (Eq.48); 
- the calculation of slip velocity (Eq.53 applied to the flooding conditions, fφ  ); 
- the prediction of the throughputs limit (Vdf and Vcf), knowing their ratio 

( d c df cfV / V V / V= ;  
- the calculation of the diameter with Eq. 30, where max df cfB V V= +  . 
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instantaneous reaction. As explained in Section 2.2, in this case, the mass transfer 
coefficients can be calculated as for the physical extraction, since the mass transfer is much 
slower than the reaction rate. 
The calculation of the active height of the column is performed with Eq.38-41. The main 
difficulty consists of calculating the integrals (Eq.39 and 40) because one should know the 
concentrations profiles along the column. For systems following the Nernst law (Eq.3) and 
for very high values of the extraction factor  (defined by Eq.56), the number of the transfer 
units NTUod can be calculated from the number of theoretical stages NTT, with the Eq.55: 
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od

NTT E
NTU lnE

−
=   (55) 

NTT can be found graphically in a McCabe-Thiele- type construction. 
The extraction factor E is defined by the Eq.56:                                           

  SE m
A

= ⋅    (56) 

where S/A is the solvent- to- feed gravimetric ratio. 
As seen in Eq.56, the phase ratio refers to the solvent and feed and not to dispersed and 
continuous, as in diameter calculation. In mass transfer, the direction of the transfer is very 
important. Always, the direction is from the feed to the solvent, whatever the dispersed 
phase is.   
The data used in modelling the extraction of the buthanethiol, propanethiol and ethanethiol 
are given in Table 3.  
A model of the same type for all the data in Table 3 was developed, taking into account the 
factors determining the mass transfer rate: c- the concentration of NaOH solution (%wt), the 
geometrical characteristics of the packing (ε, ap), the dispersed phase (the feed) superficial 
velocity and the acidity of the mercaptans: 

Liquid-Liquid Extraction With and Without a Chemical Reaction 

 

227 

 ( )
21

33 210 0.95 10 , 1,2,3
100

AA Ap
od i d

acK a V iα
ε

⎛ ⎞⎛ ⎞⋅ = + =⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎠
⋅

⎝
⋅    (57) 

In Eq.57, the coefficients α1, α2, α3 correspond to different mercaptans, respectively 
buthanethiol, propanethiol and ethanethiol. 
The inferior limit value for ap in Eq.57 is 0.01 m2/m3, being assigned to the unpacked column. 
Taking the logarithms in the previous formula and denoting by 3ln( 10 )odY K a ⋅⋅= , 

0  A lnα= , 1 0.95
100

cX ln⎛ ⎞= +⎜ ⎟
⎝ ⎠

, 2 ln( )pa
X

ε
= , 2

3 ln(10 )dX V= ⋅ ,  , 1,2,3,i iC ln iα= =  

the model becomes:   

 0 1 1 2 2 3 3 ,Y A A X A X A X ξ= + + + +  (58) 
 

where Y is the dependent variable, 1 2 3, ,   X X X  are independent (explicative) variables and ξ 
is the specification error of the model. In a equivalent form,  the system can be written: 

 y xA ξ= + .  (59) 

Using the least squares method, the solution of Eq.58 is: 
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   (60) 

In what follows, ˆty  is the estimated (computed) value of yt and et- the residual, i.e 
t t te y y= − , t = 1...81. 

Remark. A distinction has to be made between the specification error of the model, tξ  
which is and remains unknown and the residual, which is known. 
The variance of the error 2( )σ ε   can be estimated by:  

 ( )
2 ' 0.059

1
ee

n k
σ ε = =

− −
 , (61) 

where: n = 81 is the observations number, k = 3 is the number of explicative variables and e  
is the vector containing the residuals, et , t = 1...81. 
Making the calculus, it can be seen that the residuals sum is zero. Since the residual variance 
is closed to zero, the residuals in the model are very small. 
From 60, the fitting quality is measured using the determination coefficient, R2: 



 Mass Transfer in Multiphase Systems and its Applications 

 

228 

 
( )

27 2
2 1

81 2
1

1 0.925tt

tt

e
R

y y
=

=

= − =
−

∑
∑

 (62) 

and the modified determination coefficient , 
2

R : 

 2R =1- ( )21 1 0.922
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n R
n k
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− =

− −
 (63) 

Since these values are closed to 1, the fitting quality is very good. 
I. Tests on the model coefficients  
i. It was verified if the explicative variables have significant contributions to the 

explanation of the dependent variable, by testing the hypothesis:  

 0 : 0, 0,1,2,3,iH A i= =   (64) 

at the significance level 5%α = . 
It has been done by a t test, that rejected the null hypothesis H0, so the model 
coefficients are significant. 

ii. The global significance of the model has been  tested by a F test , for which the null  
hypothesis is:  

H0 : A0=A1=A2=A3=C1=C2=C3=0                           
 
The hypothesys H0 was rejected, at significance level 5%α =  
From i. and ii. it results that the model coefficients are well chosen. 

II. Tests on the errors 
We saw that the residual sum is zero and the residual variance is 0.059.  
We complete the information on the errors distribution providing the results concerning 
their normality, homoscedasticity and correlation.  
i. Normality test  

In order to verify the normality of the errors, the well-known Kolmogotrov-Smirnov 
test has been used, as well as the Jarque Bera test (Barbulescu & Koncsag, 2007).  
Both tests lead us to accept the normality hypothesis. 

ii. Homoscedasticity test  
The test Bartlett is used to verify the errors homoscedasticity. 
The hypothesis which must be tested is:  

H0: the errors have the same variance. 
First, the selection values are divided in i = 3 groups, each of them containing ni =27 
data, and the test statistic is calculated by the formula: 
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where 2 2 2
1 2 3, , , s s s s  are respectivelly the selection variance of the groups and of the sample. 

The hypothesis H0 is accepted at the significance level 5%α =  since 
2 20.1138 5.991 (2)X χ= < = , where 2(2)χ   is the value given in the tables of the repartition 
2χ   with two degrees of freedom. 

iii. Correlation test  
In order to determine if there exists a correlation of first order between the errors, the 
test Durbin Watson is used, for which the statistics test is defined by Barbulescu & 
Koncsag (2007): 
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Since DW=1.268<d1 (the critical value in the Durbin- Watson tables) , it results that the 
errors are correlated at the first order.  

6. Conclusions 
The result of this work consists on a model for the calculation of the industrial scale column 
serving to the extraction of mercaptans from hydrocarbon fractions with alkaline solutions. 
The work is based on original experiment at laboratory and pilot scale. It is a simple, easy to 
handle model composed by two equations.  
The equation for the slip velocity, linked to the throughputs limit of the phases and finally 
linked to the column diameter, shows the dependency of the column capacity on the 
physical properties of the liquid- liquid system and the geometrical characteristics of the 
packing: 
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It is recommended for the usual commercial packing having ap in range of 195-340 m2/m3 
and ε  in range of 0.74-0.96 and for liquid-liquid systems with interfacial tension in the range 
of  30-80 . 10-3 N/m. The average deviation of the model is 7.7% and the error’s maximum 
maximorum is 11.8%. 
The equation for the mass transfer coefficients at the extraction of different mercaptans is 
linked to the calculation of the active height of the column: 
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where A1=4.119; A2= 0.091; A3=0.835. α has different values for  buthanethiol, propanethiol 
and  ethanethiol respectively:1.442; 2.0867; 2.867.  
The residual sum is zero and the residual variance is 0.059, so the accuracy of the model is 
very good. The fitting quality is confirmed by the high values of the determination 
coefficients. The model is satisfactory also points of view of statistics, since its coefficients 
are significant and the errors have a normal repartition and the same dispersion. 
The model works for all type of packing, structured or bulk.  
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are significant and the errors have a normal repartition and the same dispersion. 
The model works for all type of packing, structured or bulk.  
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7. Nomenclature 
a - the interfacial area, m2/m3 

ap – packing specific area, m2/m3 

Ar- Archimedes number, g . ρd .d32 3 . Δρ / μc2 , dimensionless  
A0,  A1, A2, A3- constants, dimensionless 
c    - the concentration of NaOH solution, % wt 
CD– drag coefficient, (g .Δρ .d32) /( ρc .Vslip2)  , dimensionless  
d32– Sauter mean diameter of drops, (Σnidi3)/(Σnidi2), m 
D- diffusivity, m2/s 
Dc-column diameter, m 
E- extraction factor,  dimensionless  
g- gravitational constant, m/s2 

H- active height of the column, m 
HTU- height of mass transfer unit, m 
k- partial mass transfer coefficient  
k- reaction rate constant 
K- overall mass transfer coefficient 
Kod.a- overall volumetric mass transfer coefficient related to the dispersed phase, s-1 

m- repartition coefficient, Nernst law 
NTU- number of mass transfer units, dimensionless 
Re-Reynolds number, (ρ. d32 . vslip) / μ , dimensionless 
s- characteristic surface of the mean drop, 6 / d32 

Sc-Schmidt criterion, Sc=µ/D, dimensionless 
Sh-Sherwood criterion, Sh= kd.  d32 /D, dimensionless 
Vcf ,Vdf– superficial velocities of the continuous phase and the dispersed phase respectively, 
m/s 
VK- characteristic velocity of drops, m/s  
Vslip – slip velocity of phases, m/s  
α- coefficient, dimensionless 
ε – void fraction of the packing, m3/m3 
μ – viscosity, kg/m.s  
ρ – density, kg/m3  
Δρ– density difference of the phases, kg/m3  
σ – interfacial tension,  N/m  
φ - holdup of the dispersed phase, m3/m3 

Π4 - dimensionless number, s. (1 –φ ) . ε / ap 
 
Subscripts: 
c- continuous phase 
d-dispersed phase  
D- drag (coefficient) 
E-extract 
f- in flooding conditions 
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i– at interface 
o- overall 
p- packing 
R-raffinate 
0-single drop 
Superscripts: 
0-in absence of chemical reaction 
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1. Introduction 
The subject of this Chapter is an urgent cross-disciplinary problem relating to both Mass 
Transfer and Materials Science, namely enhanced, or abnormal diffusion mass transfer in 
solid metals and alloys under the action of periodic plastic deformation at near-room 
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such as solid solutions with extended solubility limits during IPD, demixing of initial solid 
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which are estimated from experimental concentration profiles, can reach a value typical of a 
solid metal near the melting point, D~10−8-10−7 cm2/s, and even higher. 
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in many metal-base systems, such as supersaturated solid solutions, amorphous and 
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advantage of MA is cost efficiency since the alloys are produced without furnaces and other 
high-temperature equipment while its main drawback is contamination of the final product 
because of wear of the balls and inner surface of a milling device. 
On the first stage of MA, particle fracturing and cold welding over juvenile surfaces bring 
about the formation of composite particles, which contain interweaved lamellas of 
dissimilar metals (if both of the initial components are ductile) or inclusions of a brittle 
component in a matrix of a ductile metal. This substantially increases the contact area of the 
starting reactants. After that, within a certain milling time depending on the energy input to 
the comminuting device, which is characterized by the ball acceleration reaching 60-80g in 
modern industrial-scale planetary mills (Boldyrev, 2006)), non-equilibrium phases are 
formed. These transformations occur due to plastic deformation of composite particles, 
which brings about generation of non-equilibrium defects in the metals and enhanced solid-
state diffusion mass transfer. Hence, the latter is virtually the most important phenomenon 
responsible for metastable phase transformations during MA. 
Despite vast experimental data accumulated in the area of MA, a deep understanding of the 
complex underlying physicochemical phenomena and, in particular, deformation-enhanced 
solid-state diffusion mass transfer, in still lacking. As outlined in (Boldyrev, 2006), this 
situation hinders a wider use of cost and energy efficient MA processes and the 
development of novel advanced materials and MA-based technologies for their production. 
Further development in this promising and fascinating area necessitates a new insight into 
the mechanisms of deformation-enhanced diffusion, which is impossible without 
elaboration of new physically grounded models and computer simulation. As a first step, it 
seems necessary to review the known viewpoints on this intricate phenomenon. 
In this Chapter, analysis of the existing theories/concepts of solid-state diffusion mass 
transfer in metals during MA is performed and a new, self-consistent model is presented, 
which is based on the concept of generation of non-equilibrium point defects in metals 
during intensive periodic plastic deformation. Numerical calculations within the frame of 
the developed model are performed using real or independently estimated parameter 
values (Khina et al., 2004; Khina et al., 2005; Khina & Formanek, 2006). 

2. Brief analysis of existing concepts 
Different models that are used in the area of MA can be divided into three large groups: 
mechanistic, atomistic and macrokinetic ones. The mechanistic models (Maurice & 
Courtney, 1990; Magini & Iasona, 1995; Urakaev & Boldyrev, 2000a; Urakaev & Boldyrev, 
2000b; Chattopadhyay et al., 2001; Lovshenko & Khina, 2005) consider the mechanics of ball 
motion and incidental ball-powder-ball and ball-powder-wall collisions in a milling device. 
The concept of elastic (Hertzian) collision is employed. This approach permits estimating the 
maximal pressure during collision, energy transferred to the powder, the collision time, 
strain and strain rate of the powder particles, local adiabatic heating and some other 
parameters, which can be used for assessing the physical conditions under which 
deformation-enhanced diffusion and metastable phase formation occur in the particles in 
the course of MA. This approach was used by the authors for evaluating the MA parameters 
for a vibratory mill of the in-house design (Lovshenko & Khina, 2005). However, these and 
similar models all by itself cannot produce any information about the physics of defect 
formation, enhanced diffusion mass transfer and non-equilibrium structural and phase 
transformations in metals and alloys under mechanical deformation. 
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Atomistic models employ molecular statics and molecular dynamics simulations (MDS) 
(Lund & Schuh, 2004a; Lund & Schuh, 2004b; Odunuga et al., 2005; Delogu & Cocco, 2005). 
They permit studying ordering and disordering processes, atomic intermixing, i.e. diffusion 
over a small (nanometric) scale and non-equilibrium phase transitions, e.g., amorphization, 
in crystalline solids under the influence of an external mechanical force (the so-called 
“mechanically driven alloys”). In MDS, considered are individual nanosized particles or 
thin films. However, these models are poorly linked both to external conditions, i.e. the 
processing regimes in a milling device, and to macroscopic physicochemical parameters that 
are measured, directly or indirectly, basing on the experimental results or are known in 
literature, such as diffusion coefficients. Besides, it should be born in mind that since MDS is 
typically performed over a relatively small-size matrix using periodic boundary conditions, 
generalization of the obtained results to a macroscopic scale is not always well justified and 
hence one should use them with caution when interpreting the experimental data on MA. 
Macrokinetic models of MA occupy a position in between the mechanistic and atomistic 
approaches and are based on the results of the latter. They can give important information 
on the physicochemical mechanisms of non-equilibrium phase and structure formation and 
deformation-enhanced diffusion during MA, which is necessary for optimization of existing 
and development of novel MA-based technologies and MA-produced materials, link the 
mechanical parameters of MA to the transformation kinetics in an individual particle, and 
bridge the existing gap between the two aforesaid approaches. However, such models are 
least developed as compared with the mechanistic and atomistic ones, which is connected 
with the problem complexity. Up to now, two basic concepts are know. 
Most elaborated is a semi-quantitative concept according to which the dominated role in the 
mechanochemical synthesis belongs to fracturing of initial reactant particles with the 
formation of juvenile surfaces during collisions in a comminuting device (Butyagin, 2000; 
Delogu & Cocco, 2000; Delogu et al., 2003; Butyagin & Streletskii, 2005). In this case, crystal 
disordering occurs in surface layers whose thickness is several lattice periods. In the contact 
of juvenile surfaces of dissimilar particles during collision, co-shear under pressure brings 
about the so-called “reactive intermixing” on the atomic level, which leads to the formation 
of a product (i.e. chemical compound) interlayer. Here, the most important factor is a 
portion of the collision energy transferred to the reactant particles per unit contact surface 
area, which was estimated in the above cited works. In our view, such a mechanism of 
interaction is typical of mechanical activation and mechanochemical synthesis in inorganic 
systems where the reactant particles (salts, oxides, carbonates etc.) are hard and brittle, and 
the dominating process during collisions is brittle fracture over cleavage planes. 
In binary and multicomponent metal-base systems, unlike brittle inorganic substances, the 
main process during mechanical alloying is plastic deformation of composite (lamellar) 
particles formed on earlier stages due to fracturing and cold welding of initial pure metal 
particles. The formation of solid solutions, metastable (e.g., amorphous) and stable (e.g., 
intermetallic) phases in the course of MA is impossible without intermixing on the atomic 
level in the vicinity of interfaces in composite particles (boundaries of lamellas of pure 
metals), i.e. without diffusion. Thus, the second macrokinetic concept of MA outlines the 
role of deformation-induced solid-state diffusion mass transfer (Schultz et al., 1989; Lu & 
Zhang, 1999; Zhang & Ying, 2001; Ma, 2003), which is less developed in comparison with the 
“reactive intermixing” model referring to the area of inorganic mechanochemistry. 
It should be noted that the phenomenon of abnormal (enhanced) non-equilibrium diffusion 
mass transfer under intensive plastic deformation (IPD) was experimentally observed in 
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bulk metals at different regimes of loading, from ordinary mechanical impact to shock-wave 
(explosion) processing in a wide rage of temperature, strain ε and strain rate ε  (Larikov et 
al., 1975; Gertsriken et al., 1983; Arsenyuk et al., 2001a; Arsenyuk et al., 2001b; Gertsriken et 
al., 1994; Gertsriken et al., 2001), and at ultrasound processing (Kulemin, 1978). The 
apparent diffusion coefficient, which is calculated from the time dependence of the diffusion 
zone width, was found to increase by many orders of magnitude and approach a value 
typical of a metal in the pre-melting state. Extensive experimental investigation performed 
in the above cited works using a wide range of techniques such are autoradiography, X-ray 
analysis, Mossbauer spectroscopy and other methods have demonstrated that IPD of 
bimetallic samples (a metal specimen clad with another metal) in binary substitutional 
systems brings about the formation of supersaturated solid solutions. The penetration depth 
of atoms from a surface layer into the bulk material reaches several hundred microns and 
the concentration of alloying element can be large: 18% Al in copper and up to 10% Cu in 
aluminum in the Cu-Al bimetallic couple at 300 K and ε =120 s−1 (Gertsriken et al., 1994). 
However, an adequate explanation of the enhanced non-equilibrium diffusion mass transfer 
phenomenon in crystalline solids under IPD has not been developed so far. Moreover, the 
very role of diffusion in MA is a subject of keen debates in literature: in particular, a series of 
mutually contradicting papers was published in journal “Metal Science and Heat 
Treatment” (Farber, 2002; Skakov, 2004; Gapontsev & Koloskov, 2007; Skakov, 2007; 
Shtremel', 2002; Shtremel', 2004; Shtremel', 2007). In (Farber, 2002), the physical factors that 
could be responsible for the acceleration of solid-state diffusion, e.g., generation of non-
equilibrium point defects during deformation, were described in detail on a qualitative level 
but no calculations nor even simple numerical estimates were given. Experimental data on 
the formation of supersaturated solid solutions at MA were reviewed in (Skakov, 2004; 
Skakov, 2007) and a qualitative hypothesis was presented. In (Gapontsev & Koloskov, 2007), 
a model for enhanced diffusion is presented wherein the disclinations (i.e. triple grain 
junctions) act as sources and sinks of non-equilibrium vacancies during IPD thus giving rise 
to intensive diffusion fluxes of vacancies across grains, which, it turn, promote the diffusion 
of alloying atoms. On the other hand, in (M.A.Shtremel', 2002; M.A.Shtremel', 2004) simple 
numerical estimates based on the classical theories of diffusion and plastic deformation, 
which can not account for the process-specific factors acting in the conditions of MA, were 
used to support an opposite viewpoint that atomic diffusion plays an insignificant and even 
negative role in the formation of solid solutions and intermetallics during MA. It is 
speculated that the basic reason of alloying during IPD is not diffusion mass transfer but 
“mechanical intermixing of atoms” at shear deformation (Shtremel', 2004; Shtremel', 2007) 
but the physical meaning of this term is not explained; the author of the cited papers did not 
present any theories nor numerical estimates to support this concept. Different viewpoints 
on the role of atomic diffusion and deformation-generated point defects in the structure 
formation in alloys under IPD have been recently reviewed in (Lotkov et al., 2007). 
As was noted earlier (Khina & Froes, 1996), this situation is determined by insufficient 
theoretical knowledge of the physical mechanisms underlying the deformation-enhanced 
diffusion mass transfer during MA on the background of extensive experimental data 
accumulated in this area. Unfortunately, this statement is still valid now to a large extent. 
The absence of a comprehensive macrokinetic model is a constraint on the way of a further 
development of novel materials and technologies based on MA and other IPD techniques. 
In several theoretical works employing the macrokinetic approach, mathematical models of 
deformation-induced diffusion mass transfer during MA considered only diffusion along 
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curved dislocation lines (the so-called dislocation-pipe diffusion) (Rabkin & Estrin, 1998) or 
a change of geometry of an elementary diffusion couple in a composite (lamellar) particle 
because of deformation (Mahapatra et al., 1998); in the latter case, traditional diffusion 
equation (the Fick’s law) was used. In these attempts, the role of deformation-generated 
point defects was not included. Besides, the whole processing time of powders in a milling 
device was considered as the time of diffusion (from 1 h in (Rabkin & Estrin, 1998) to 50 h in 
(Mahapatra et al., 1998)) although it is known from mechanistic models that at MA the 
collision time, during which deformation-induced diffusion occurs, is substantially (by 
several orders of magnitude) shorter than intervals between collisions (Benjamin, 1992; 
Suryanarayana, 2001; Suryanarayana, 2004; Maurice & Courtney, 1990; Chattopadhyay et 
al., 2001; Lovshenko & Khina, 2005). In (Mahapatra et al., 1998), the numerical value of the 
main parameter, viz. volume diffusion coefficient, was taken at an elevated temperature, 
which was varied arbitrary (in the range 505-560 K for binary system Cu-Zn and up to 825 K 
for system Cu-Ni) to attain agreement with experimental data. This is motivated by particle 
heating during ball-powder-ball collisions, although it is known that during a head-on 
collision, which provides maximal pressure, strain and strain rate of particles, a local 
temperature rise is small (~10 K) for most of the milling devices, and the temperature 
quickly decreases to the background level due to high thermal conductivity of metals 
(Maurice & Courtney, 1990; Lovshenko & Khina, 2005). The main conclusion from modeling 
performed in (Mahapatra et al., 1998) is trivial: to achieve agreement between the 
calculations obtained using the Fickian equation and the experimental data on the alloying 
degree reached at a long processing time, the diffusion coefficient must have a value typical 
of that at a high temperature. This fact is known for many years: the effective (i.e. apparent) 
diffusion coefficient at IPD exceeds the equilibrium value at the processing temperature by 
several orders of magnitude. 
There are several models of abnormal solid-state diffusion at shock loading of a bimetallic 
specimen, which are based on extended non-equilibrium thermodynamics (Sobolev, 1997; 
Buchbinder, 2003). Fast diffusion in metals caused by a propagating shock wave is described 
using the hyperbolic telegrapher equation, i.e. the equation of a decaying elastic wave. 
Within this concept, in the left-hand side of the Fickian diffusion equation, the second time-
derivative, ∂2С/∂t2, is included along with term ∂С/∂t, where C is concentration. This brings 
about a final propagation velocity of the concentration disturbance (Buchbinder, 2003). But 
in this approach, mass transfer is considered as occurring in a structureless continuum (a 
fluid), and a physical mechanism responsible for fast diffusion in a crystalline solid is not 
revealed. In (Bekrenev, 2002), a similar situation is analyzed by introducing a drift term into 
the right-hand side of the diffusion equation to describe the motion of solute atoms in the 
field of an external force. However, this term was not analyzed in detail. 
Models for diffusion demixing of a solid solution or intermetallic compound in the course of 
MA have been developed (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev 
et al., 2002; Gapontsev et al., 2003) which consider the formation of non-equilibrium 
vacancies in grain boundaries and their diffusion into grains. The vacancy flux directed into 
grains brings about an oppositely directed diffusion flux of solute atoms, which ultimately 
results in demixing of this stable or metastable phase. In its physical meaning, this model 
refers to a case when diffusion processes in a lamellar particle has already completed and a 
uniform product phase (metastable or equilibrium) has formed, and further milling brings 
about decomposition of the MA product. It should be noted that cyclic process of formation 
and decomposition of an amorphous or intermetallic phase was observed during prolonged 
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typical of a metal in the pre-melting state. Extensive experimental investigation performed 
in the above cited works using a wide range of techniques such are autoradiography, X-ray 
analysis, Mossbauer spectroscopy and other methods have demonstrated that IPD of 
bimetallic samples (a metal specimen clad with another metal) in binary substitutional 
systems brings about the formation of supersaturated solid solutions. The penetration depth 
of atoms from a surface layer into the bulk material reaches several hundred microns and 
the concentration of alloying element can be large: 18% Al in copper and up to 10% Cu in 
aluminum in the Cu-Al bimetallic couple at 300 K and ε =120 s−1 (Gertsriken et al., 1994). 
However, an adequate explanation of the enhanced non-equilibrium diffusion mass transfer 
phenomenon in crystalline solids under IPD has not been developed so far. Moreover, the 
very role of diffusion in MA is a subject of keen debates in literature: in particular, a series of 
mutually contradicting papers was published in journal “Metal Science and Heat 
Treatment” (Farber, 2002; Skakov, 2004; Gapontsev & Koloskov, 2007; Skakov, 2007; 
Shtremel', 2002; Shtremel', 2004; Shtremel', 2007). In (Farber, 2002), the physical factors that 
could be responsible for the acceleration of solid-state diffusion, e.g., generation of non-
equilibrium point defects during deformation, were described in detail on a qualitative level 
but no calculations nor even simple numerical estimates were given. Experimental data on 
the formation of supersaturated solid solutions at MA were reviewed in (Skakov, 2004; 
Skakov, 2007) and a qualitative hypothesis was presented. In (Gapontsev & Koloskov, 2007), 
a model for enhanced diffusion is presented wherein the disclinations (i.e. triple grain 
junctions) act as sources and sinks of non-equilibrium vacancies during IPD thus giving rise 
to intensive diffusion fluxes of vacancies across grains, which, it turn, promote the diffusion 
of alloying atoms. On the other hand, in (M.A.Shtremel', 2002; M.A.Shtremel', 2004) simple 
numerical estimates based on the classical theories of diffusion and plastic deformation, 
which can not account for the process-specific factors acting in the conditions of MA, were 
used to support an opposite viewpoint that atomic diffusion plays an insignificant and even 
negative role in the formation of solid solutions and intermetallics during MA. It is 
speculated that the basic reason of alloying during IPD is not diffusion mass transfer but 
“mechanical intermixing of atoms” at shear deformation (Shtremel', 2004; Shtremel', 2007) 
but the physical meaning of this term is not explained; the author of the cited papers did not 
present any theories nor numerical estimates to support this concept. Different viewpoints 
on the role of atomic diffusion and deformation-generated point defects in the structure 
formation in alloys under IPD have been recently reviewed in (Lotkov et al., 2007). 
As was noted earlier (Khina & Froes, 1996), this situation is determined by insufficient 
theoretical knowledge of the physical mechanisms underlying the deformation-enhanced 
diffusion mass transfer during MA on the background of extensive experimental data 
accumulated in this area. Unfortunately, this statement is still valid now to a large extent. 
The absence of a comprehensive macrokinetic model is a constraint on the way of a further 
development of novel materials and technologies based on MA and other IPD techniques. 
In several theoretical works employing the macrokinetic approach, mathematical models of 
deformation-induced diffusion mass transfer during MA considered only diffusion along 
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curved dislocation lines (the so-called dislocation-pipe diffusion) (Rabkin & Estrin, 1998) or 
a change of geometry of an elementary diffusion couple in a composite (lamellar) particle 
because of deformation (Mahapatra et al., 1998); in the latter case, traditional diffusion 
equation (the Fick’s law) was used. In these attempts, the role of deformation-generated 
point defects was not included. Besides, the whole processing time of powders in a milling 
device was considered as the time of diffusion (from 1 h in (Rabkin & Estrin, 1998) to 50 h in 
(Mahapatra et al., 1998)) although it is known from mechanistic models that at MA the 
collision time, during which deformation-induced diffusion occurs, is substantially (by 
several orders of magnitude) shorter than intervals between collisions (Benjamin, 1992; 
Suryanarayana, 2001; Suryanarayana, 2004; Maurice & Courtney, 1990; Chattopadhyay et 
al., 2001; Lovshenko & Khina, 2005). In (Mahapatra et al., 1998), the numerical value of the 
main parameter, viz. volume diffusion coefficient, was taken at an elevated temperature, 
which was varied arbitrary (in the range 505-560 K for binary system Cu-Zn and up to 825 K 
for system Cu-Ni) to attain agreement with experimental data. This is motivated by particle 
heating during ball-powder-ball collisions, although it is known that during a head-on 
collision, which provides maximal pressure, strain and strain rate of particles, a local 
temperature rise is small (~10 K) for most of the milling devices, and the temperature 
quickly decreases to the background level due to high thermal conductivity of metals 
(Maurice & Courtney, 1990; Lovshenko & Khina, 2005). The main conclusion from modeling 
performed in (Mahapatra et al., 1998) is trivial: to achieve agreement between the 
calculations obtained using the Fickian equation and the experimental data on the alloying 
degree reached at a long processing time, the diffusion coefficient must have a value typical 
of that at a high temperature. This fact is known for many years: the effective (i.e. apparent) 
diffusion coefficient at IPD exceeds the equilibrium value at the processing temperature by 
several orders of magnitude. 
There are several models of abnormal solid-state diffusion at shock loading of a bimetallic 
specimen, which are based on extended non-equilibrium thermodynamics (Sobolev, 1997; 
Buchbinder, 2003). Fast diffusion in metals caused by a propagating shock wave is described 
using the hyperbolic telegrapher equation, i.e. the equation of a decaying elastic wave. 
Within this concept, in the left-hand side of the Fickian diffusion equation, the second time-
derivative, ∂2С/∂t2, is included along with term ∂С/∂t, where C is concentration. This brings 
about a final propagation velocity of the concentration disturbance (Buchbinder, 2003). But 
in this approach, mass transfer is considered as occurring in a structureless continuum (a 
fluid), and a physical mechanism responsible for fast diffusion in a crystalline solid is not 
revealed. In (Bekrenev, 2002), a similar situation is analyzed by introducing a drift term into 
the right-hand side of the diffusion equation to describe the motion of solute atoms in the 
field of an external force. However, this term was not analyzed in detail. 
Models for diffusion demixing of a solid solution or intermetallic compound in the course of 
MA have been developed (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev 
et al., 2002; Gapontsev et al., 2003) which consider the formation of non-equilibrium 
vacancies in grain boundaries and their diffusion into grains. The vacancy flux directed into 
grains brings about an oppositely directed diffusion flux of solute atoms, which ultimately 
results in demixing of this stable or metastable phase. In its physical meaning, this model 
refers to a case when diffusion processes in a lamellar particle has already completed and a 
uniform product phase (metastable or equilibrium) has formed, and further milling brings 
about decomposition of the MA product. It should be noted that cyclic process of formation 
and decomposition of an amorphous or intermetallic phase was observed during prolonged 
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ball milling in certain systems (El-Eskandarany et al., 1997; Courtney & Lee, 2005). In these 
models, grain boundaries (Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 
2003) or disclinations (triple grain junctions) (Gapontsev & Koloskov, 2007) can act as 
vacancy sources when the deformation proceeds via grain boundary sliding and rotational 
modes. This corresponds to a situation when the size of grains in the particle has reduced to 
nanometric. Similar deformation mechanisms operate at superplastic deformation of micron 
and submicron grained alloys at elevated temperatures where accommodation of grains 
takes place via grain boundary diffusion (Kaibyshev, 2002) and vacancies arising in the 
boundary may penetrate into grains. However, as noted in (Shtremel', 2007), a mechanism 
via which disclinations can generate vacancies is not described in (Gapontsev & Koloskov, 
2007), and estimates for the vacancy generation rate are not presented in (Gapontsev et al., 
2000; Gapontsev et al., 2002; Gapontsev et al., 2003). Besides, the interaction of vacancy flux 
in a grain with edge dislocations, which can substantially reduce the vacancy concentration, 
is not considered, i.e. it is implied that nonograins, whose typical size in the powders 
processed by MA lies within 20-100 nm, do not contain dislocations. But experimental 
observations using high-resolution transmission electron microscopy have revealed that 
dislocation density in nanograined Ni (20-30 nm) obtained by IPD (particularly, 
accumulative roll bonding) is very high, ~1012 cm−2 (Wu & Ma, 2006). 
Thus, models (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev et al., 2002; 
Gapontsev et al., 2003) can be considered as incomplete and relating to a distant stage of MA 
where nanorgains of a solid solution or intermetallic compound have already been formed 
via a certain physical mechanism which was not considered in these works. 
An idea of solid solution formation during MA by the “shear-drift diffusion” (Foct, 2004) or 
“trans-phase dislocation shuffling” (Raabe et al., 2009; Quelennec et al., 2010) has been 
proposed, which the authors of these works base upon the certain outcomes of atomistic 
simulations (Bellon & Averback, 1995). Since this viewpoint has acquired a certain use in 
literature, it is necessary to analyze it in detail. It is implied that during plastic deformation, 
which in crystalline solids is produced by dislocations gliding over glide planes, 
dislocations can cross the phase boundary. At large strains or strain rates the dislocation 
glide may occur over intersecting glide planes. According to the above concept, this results 
in “trans-phase dislocation shuffling” of groups of atoms at the boundary. In other words, 
after several dislocations gliding over different planes have crossed the phase boundary 
between dissimilar metals, say the A/B boundary, a group of atoms A originally located in 
phase A near the interface appears inside phase B (see Fig.9 in (Raabe et al., 2009)). 
Although this qualitative concept seems clear and simple from the viewpoint of the classical 
dislocation theory and continuum mechanics, it contradicts the existing theories of plastic 
deformation of bulk polycrystalline materials, both coarse-grained (with micron-sized 
grains) and nanograined. During plastic deformation of polycrystals with grain size of the 
order of 1-100 μm, the dislocations that glide from an intragrain source (a Frank-Read 
source) towards a grain boundary under the action of shear stress cannot “burst” through 
the boundary (Meyers & Chawla, 2009): they accumulate near the latter forming the so-
called pile-ups where the number of piled dislocations is ~102-103. The arising elastic stress 
activates a Frank-Read source in the adjacent grain, which results in macroscopic 
deformation revealing itself in a step-like displacement of the grain boundary. This theory 
results in the known Hall-Petch equation which shows a good agreement with numerous 
experimental data. Gliding dislocations can really cross a phase boundary, but only in the 
case of a coherent (or at least semi-coherent) interface between a matrix and a small-sized 

Modeling Enhanced Diffusion Mass Transfer in Metals during Mechanical Alloying   

 

239 

inclusion of a strengthening phase, which has formed during ageing of precipitation-
hardening alloys. This brings about matched co-deformation of the matrix and precipitate, 
or shearing of a particle, which is accompanied with interface steps formation (Argon, 2008). 
In (Raabe et al., 2009), it is speculated that dislocations can cross a phase boundary in a 
nanograined material under a high shear stress. It is argued that a <111> texture formed at 
co-deformation of two fcc phases (Cu and Ag) during drawing of Cu-5 at.% Ag-3 at.% Nb 
wires with a maximal true strain of 10.5 brings about the matching of highly stressed slip 
systems in both phases, and this consideration is used as an argument for the dislocation 
shuffling concept. However, the existence of same orientation of grains is a necessary but 
insufficient condition. A boundary between dissimilar metals formed by cold welding 
during MA is typically a non-coherent high-angle one and, in a special case, it may convert 
into a low-angle boundary due to grain-boundary sliding and grain rotation during IPD. But 
the authors of the cited work did not propose a physical mechanism via which a non-
coherent boundary could convert into a coherent or at least a semi-coherent one. 
In alloys with submicrocrystalline/nanograined structure, where the Hall-Petch law is not 
valid, deformation proceeds via different mechanisms. In nanosized grains the traditional 
Frank-Read sources of dislocations cannot operate because of lack of space. Then the leading 
dislocation in a pile-up formed near a grain boundary will interact with the interface, which 
results in absorption of dislocation by the latter, i.e. conversion into a grain-boundary 
dislocation accompanied with its core spreading (delocalization) (Segal et al., 2010). This 
results in grain-boundary sliding and may bring about rotational modes of deformation. In 
this case, triple grain junctions (disclinations) and non-equilibrium grain boundaries act as 
sources of dislocations for an adjacent grain (Segal et al., 2010; Gutkin et al., 2001; Bobylev et 
al., 2009; Gutkin et al., 2005), which results in deformation of the material as a whole. The 
dislocations (actually, dislocations semiloops) emitted by the grain boundary are blown like 
bubbles into the next grain by the shear strain; a similar phenomenon was observed at low-
angle grain/subgrain boundaries during hot deformation of traditional (with micron-sized 
grains) metals and alloys (see Figs.3.12 and 3.13 in (Levitin, 2006)). 
This concept is supported by atomistic modeling (Wang et al., 2008) for a Cu-Nb system: “a 
single mixed dislocation, from either Cu or Nb, cannot cross the interface even at resolved 
shear stresses in excess of 1.0 GPa”. Thus, a non-coherent grain/phase boundary is typically 
an impermeable obstacle for dislocation glide in both micro and nanograined crystalline 
materials. Hence, in (Raabe et al., 2009), where work (Wang et al., 2008) was cited, the 
results of molecular-dynamics simulations performed in the latter were misinterpreted. 
So, the qualitative concept of “shear-drift diffusion” or “dislocation shuffling” does not 
correspond to a real situation in MA and thus appears to be physically meaningless. 
From the above brief analysis it is seen that, despite a number of attempts, a physically 
grounded model for the formation of (supersaturated) solid solutions in metallic systems 
during IPD and, in particular, MA has not been developed so far. This stage of MA is of 
primary scientific and technological importance since the goal of MA is the production of a 
far-from-equilibrium product possessing advanced properties. 

3. Formulation of the model 
3.1 Physical background and basic assumptions 
As a physical situation, we consider an individual lamellar particle formed at an initial stage 
of MA due to fracturing of cold welding of initial metal particles, and separate a unit 
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ball milling in certain systems (El-Eskandarany et al., 1997; Courtney & Lee, 2005). In these 
models, grain boundaries (Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 
2003) or disclinations (triple grain junctions) (Gapontsev & Koloskov, 2007) can act as 
vacancy sources when the deformation proceeds via grain boundary sliding and rotational 
modes. This corresponds to a situation when the size of grains in the particle has reduced to 
nanometric. Similar deformation mechanisms operate at superplastic deformation of micron 
and submicron grained alloys at elevated temperatures where accommodation of grains 
takes place via grain boundary diffusion (Kaibyshev, 2002) and vacancies arising in the 
boundary may penetrate into grains. However, as noted in (Shtremel', 2007), a mechanism 
via which disclinations can generate vacancies is not described in (Gapontsev & Koloskov, 
2007), and estimates for the vacancy generation rate are not presented in (Gapontsev et al., 
2000; Gapontsev et al., 2002; Gapontsev et al., 2003). Besides, the interaction of vacancy flux 
in a grain with edge dislocations, which can substantially reduce the vacancy concentration, 
is not considered, i.e. it is implied that nonograins, whose typical size in the powders 
processed by MA lies within 20-100 nm, do not contain dislocations. But experimental 
observations using high-resolution transmission electron microscopy have revealed that 
dislocation density in nanograined Ni (20-30 nm) obtained by IPD (particularly, 
accumulative roll bonding) is very high, ~1012 cm−2 (Wu & Ma, 2006). 
Thus, models (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev et al., 2002; 
Gapontsev et al., 2003) can be considered as incomplete and relating to a distant stage of MA 
where nanorgains of a solid solution or intermetallic compound have already been formed 
via a certain physical mechanism which was not considered in these works. 
An idea of solid solution formation during MA by the “shear-drift diffusion” (Foct, 2004) or 
“trans-phase dislocation shuffling” (Raabe et al., 2009; Quelennec et al., 2010) has been 
proposed, which the authors of these works base upon the certain outcomes of atomistic 
simulations (Bellon & Averback, 1995). Since this viewpoint has acquired a certain use in 
literature, it is necessary to analyze it in detail. It is implied that during plastic deformation, 
which in crystalline solids is produced by dislocations gliding over glide planes, 
dislocations can cross the phase boundary. At large strains or strain rates the dislocation 
glide may occur over intersecting glide planes. According to the above concept, this results 
in “trans-phase dislocation shuffling” of groups of atoms at the boundary. In other words, 
after several dislocations gliding over different planes have crossed the phase boundary 
between dissimilar metals, say the A/B boundary, a group of atoms A originally located in 
phase A near the interface appears inside phase B (see Fig.9 in (Raabe et al., 2009)). 
Although this qualitative concept seems clear and simple from the viewpoint of the classical 
dislocation theory and continuum mechanics, it contradicts the existing theories of plastic 
deformation of bulk polycrystalline materials, both coarse-grained (with micron-sized 
grains) and nanograined. During plastic deformation of polycrystals with grain size of the 
order of 1-100 μm, the dislocations that glide from an intragrain source (a Frank-Read 
source) towards a grain boundary under the action of shear stress cannot “burst” through 
the boundary (Meyers & Chawla, 2009): they accumulate near the latter forming the so-
called pile-ups where the number of piled dislocations is ~102-103. The arising elastic stress 
activates a Frank-Read source in the adjacent grain, which results in macroscopic 
deformation revealing itself in a step-like displacement of the grain boundary. This theory 
results in the known Hall-Petch equation which shows a good agreement with numerous 
experimental data. Gliding dislocations can really cross a phase boundary, but only in the 
case of a coherent (or at least semi-coherent) interface between a matrix and a small-sized 
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inclusion of a strengthening phase, which has formed during ageing of precipitation-
hardening alloys. This brings about matched co-deformation of the matrix and precipitate, 
or shearing of a particle, which is accompanied with interface steps formation (Argon, 2008). 
In (Raabe et al., 2009), it is speculated that dislocations can cross a phase boundary in a 
nanograined material under a high shear stress. It is argued that a <111> texture formed at 
co-deformation of two fcc phases (Cu and Ag) during drawing of Cu-5 at.% Ag-3 at.% Nb 
wires with a maximal true strain of 10.5 brings about the matching of highly stressed slip 
systems in both phases, and this consideration is used as an argument for the dislocation 
shuffling concept. However, the existence of same orientation of grains is a necessary but 
insufficient condition. A boundary between dissimilar metals formed by cold welding 
during MA is typically a non-coherent high-angle one and, in a special case, it may convert 
into a low-angle boundary due to grain-boundary sliding and grain rotation during IPD. But 
the authors of the cited work did not propose a physical mechanism via which a non-
coherent boundary could convert into a coherent or at least a semi-coherent one. 
In alloys with submicrocrystalline/nanograined structure, where the Hall-Petch law is not 
valid, deformation proceeds via different mechanisms. In nanosized grains the traditional 
Frank-Read sources of dislocations cannot operate because of lack of space. Then the leading 
dislocation in a pile-up formed near a grain boundary will interact with the interface, which 
results in absorption of dislocation by the latter, i.e. conversion into a grain-boundary 
dislocation accompanied with its core spreading (delocalization) (Segal et al., 2010). This 
results in grain-boundary sliding and may bring about rotational modes of deformation. In 
this case, triple grain junctions (disclinations) and non-equilibrium grain boundaries act as 
sources of dislocations for an adjacent grain (Segal et al., 2010; Gutkin et al., 2001; Bobylev et 
al., 2009; Gutkin et al., 2005), which results in deformation of the material as a whole. The 
dislocations (actually, dislocations semiloops) emitted by the grain boundary are blown like 
bubbles into the next grain by the shear strain; a similar phenomenon was observed at low-
angle grain/subgrain boundaries during hot deformation of traditional (with micron-sized 
grains) metals and alloys (see Figs.3.12 and 3.13 in (Levitin, 2006)). 
This concept is supported by atomistic modeling (Wang et al., 2008) for a Cu-Nb system: “a 
single mixed dislocation, from either Cu or Nb, cannot cross the interface even at resolved 
shear stresses in excess of 1.0 GPa”. Thus, a non-coherent grain/phase boundary is typically 
an impermeable obstacle for dislocation glide in both micro and nanograined crystalline 
materials. Hence, in (Raabe et al., 2009), where work (Wang et al., 2008) was cited, the 
results of molecular-dynamics simulations performed in the latter were misinterpreted. 
So, the qualitative concept of “shear-drift diffusion” or “dislocation shuffling” does not 
correspond to a real situation in MA and thus appears to be physically meaningless. 
From the above brief analysis it is seen that, despite a number of attempts, a physically 
grounded model for the formation of (supersaturated) solid solutions in metallic systems 
during IPD and, in particular, MA has not been developed so far. This stage of MA is of 
primary scientific and technological importance since the goal of MA is the production of a 
far-from-equilibrium product possessing advanced properties. 

3. Formulation of the model 
3.1 Physical background and basic assumptions 
As a physical situation, we consider an individual lamellar particle formed at an initial stage 
of MA due to fracturing of cold welding of initial metal particles, and separate a unit 
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structural element, viz. diffusion couple “metal B (phase 2)-metal A (phase 1)” where 
diffusion mass transfer occurs during MA. In binary metal systems, diffusion in normal 
conditions proceeds mainly via a substitutional (vacancy) mechanism. Since the directions 
of incidental ball-powder-ball and ball-powder-wall collisions in a milling device are 
chaotic, we neglect a change of the diffusion-couple geometry, and reduce the role of plastic 
deformation only to the formation of defects in the crystal lattice of both phases. 
It has been demonstrated experimentally that in many substitutional systems under IPD the 
enhanced solid-state diffusion mass transfer in a wide temperature range is dominated by 
volume rather than grain boundary diffusion (Larikov et al., 1975; Gertsriken et al., 1983; 
Arsenyuk et al., 2001a; Arsenyuk et al., 2001b; Gertsriken et al., 1994; Gertsriken et al., 2001). 
Since we consider early stages of MA, when the initial concentration gradient at the phase 
boundary 2/1 is very high, it seems reasonable to assume that phase transformation (e.g., 
formation of an intermetallic compound) at this interface does not occur, i.e. only diffusion 
of atoms A and B across the initial boundary can take place. This physical assumption is 
based on the results of works (Khusid & Khina, 1991; Desre & Yavari, 1990; Desre, 1991; 
Gusak et al., 2001) where it has been demonstrated using both kinetic (Khusid & Khina, 
1991; Gusak et al., 2001) and thermodynamic (Desre & Yavari, 1990; Desre, 1991) 
considerations that in the field of a sharp concentration gradient in a binary metallic system 
nucleation of an equilibrium phase, e.g., intermetallic compound, is suppressed and can 
occur only after the gradient decreases in the course of diffusion to a certain critical level. 
Volume diffusion in substitutional alloys (at close diameters of A and B atoms) can be 
strongly influenced by the formation of non-equilibrium vacancies and also by generation of 
interstitial atoms whose diffusion rate is high. In a number of works on IPD, the 
phenomenon of enhanced diffusion is attributed to the interstitial mechanism (Larikov et al., 
1975; Skakov, 2004): highly mobile interstitial atoms (say, of sort A), which in binary 
substitutional solid solutions normally diffuse via a vacancy mechanism, are formed at the 
A/B interface due to “pushing” of lattice atoms A into interstices of crystal lattice B by the 
shear stress. After that, they rapidly diffuse in metal B in the field of an external force, e.g., a 
pressure jump generated by an incidental collision during MA or by explosion at shock-
wave processing of metals. This mechanism is similar to the ballistic effects observed in 
reactor materials under radiation (Bullough et al., 1975; Murphy, 1987; Mansur, 1979) or at 
ion-beam processing of metals. However, molecular-dynamics simulation has revealed that 
for this mechanism to operate, local pressure at the phase boundary must be ~100 GPa 
(Gusak & Bushin, 1996), which is typical of explosion processing, whereas the mechanistic 
modeling of MA in ball mills has demonstrated that the maximal pressure during collisions 
is ~1 GPa (Maurice & Courtney, 1990; Lovshenko & Khina, 2005), i.e. substantially lower. 
That is why this mechanism is not relevant to “traditional” MA/IPD processes and hence is 
not considered here. Besides, within the above concept it is not specified what happens with 
the crystal lattice of metal B near the interface when foreign atoms A are “pushed” into 
interstitial positions of the former in a mass quantity. 
In traditional polycrystalline materials with micron-size grains, dislocation glide is the 
dominating mechanism of plastic deformation (Nabarro et al., 1964; Novikov, 1983; Hirth & 
Lothe, 1982). As noted earlier, nanocrystalline materials with a grain size of 20-30 nm 
produced by IPD feature a high density of lattice dislocations (Wu & Ma, 2006). Molecular-
dynamics simulations performed for copper (Vo et al., 2008) have unambiguously shown 
that even at very high strain rates (up to 1010 s−1), which correspond to shock-wave 
processing of metals, dislocations account for 90% of the strain at the grain size of 20 nm, 
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and the role of grain boundary sliding, which corresponds to the remaining 10%, decreases 
with strain. This outcome of modeling is supported by experimental observations (Gurao & 
Suwas, 2009): the major contribution to plastic strain at IPD (rolling to 90% reduction in 
thickness) of nanocrystalline Ni with a grain size of about 20 nm occurs through normal 
dislocation slip. It is known that during deformation of metals via the dislocation 
mechanism, excess point defects (vacancies and self-interstitials) are produced due to 
interaction of gliding dislocations (Nabarro et al., 1964; Novikov, 1983). Hence, it this model 
we consider namely this route of point defect generation. 

3.2 Derivation of the model equations 
Let us define the concentration of species in ratio to the density of lattice sites N0 (Voroshnin 
& Khusid, 1979): ck = Nk/N0, where Nk is a number of k-th species per unit volume. Here 
the species in phases 1 and 2 are lattice atoms A and B, vacancies v and interstitial atoms A 
and B, which are denoted as Ai and Bi. Since N0 = NB + NA + Nv, then cB + cA + cv = 1, and 
thus the overall sum including the concentration of interstitials will exceed unity. 
The diffusion mass transfer equation looks as (Adda & Philibert, 1966; Gurov et al., 1981): 

 /k k kc t div J F∂ ∂ = − + ,  k≡A,B,v,Ai,Bi (1) 

where Fk is the sink/source term for k-the species and Jk is the diffusion flux. Neglecting the 
gradient of the lattice site density ∂N0/∂x, let us write the expression for diffusion fluxes of 
lattice atoms A and B and vacancies v taking into account the interconnection of fluxes via 
the cross-term, or off-diagonal interdiffusion coefficients following the classical theory of 
diffusion in solids (Voroshnin & Khusid, 1979; Adda & Philibert, 1966; Gurov et al., 1981): 

 , 0k kn n k
n k

J D gradc J= − =∑ ∑ , k,n ≡A,B,v, (2) 

where Dkn are elements of the matrix of interdiffusion coefficients. 
For diffusion fluxes of atoms and vacancies v, interdiffusion coefficients Dkn that appear in 
Eq. (2) can be determined using the theory of diffusion in solid solutions with non-uniform 
vacancy distribution (Gurov et al., 1981). We take into account that self-diffusion coefficient 
D* in quasi-equilibrium conditions, i.e. at an anneal without external influences, is estimated 
as D* = fcDvcv0, where cv0 is the equilibrium vacancy concentration at a given temperature, 
Dv is the vacancy diffusion coefficient, Dv >> D*, and fc ≈ 1 is the correlation factor. Then in 
the case when non-equilibrium vacancies are present in a solid solution, i.e. cv >> cv0, the 
diffusion coefficient of atoms will increase proportionally to term cv/cv0. Hence we have 
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where DB* и DA* are the self-diffusion coefficients of atoms A and B in the given phase (1 or 
2), g is the thermodynamic factor and γ is the activity coefficient. As a common first 
approximation, the solid solutions are considered to be ideal and then gkk=1, gkj=0. 
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structural element, viz. diffusion couple “metal B (phase 2)-metal A (phase 1)” where 
diffusion mass transfer occurs during MA. In binary metal systems, diffusion in normal 
conditions proceeds mainly via a substitutional (vacancy) mechanism. Since the directions 
of incidental ball-powder-ball and ball-powder-wall collisions in a milling device are 
chaotic, we neglect a change of the diffusion-couple geometry, and reduce the role of plastic 
deformation only to the formation of defects in the crystal lattice of both phases. 
It has been demonstrated experimentally that in many substitutional systems under IPD the 
enhanced solid-state diffusion mass transfer in a wide temperature range is dominated by 
volume rather than grain boundary diffusion (Larikov et al., 1975; Gertsriken et al., 1983; 
Arsenyuk et al., 2001a; Arsenyuk et al., 2001b; Gertsriken et al., 1994; Gertsriken et al., 2001). 
Since we consider early stages of MA, when the initial concentration gradient at the phase 
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formation of an intermetallic compound) at this interface does not occur, i.e. only diffusion 
of atoms A and B across the initial boundary can take place. This physical assumption is 
based on the results of works (Khusid & Khina, 1991; Desre & Yavari, 1990; Desre, 1991; 
Gusak et al., 2001) where it has been demonstrated using both kinetic (Khusid & Khina, 
1991; Gusak et al., 2001) and thermodynamic (Desre & Yavari, 1990; Desre, 1991) 
considerations that in the field of a sharp concentration gradient in a binary metallic system 
nucleation of an equilibrium phase, e.g., intermetallic compound, is suppressed and can 
occur only after the gradient decreases in the course of diffusion to a certain critical level. 
Volume diffusion in substitutional alloys (at close diameters of A and B atoms) can be 
strongly influenced by the formation of non-equilibrium vacancies and also by generation of 
interstitial atoms whose diffusion rate is high. In a number of works on IPD, the 
phenomenon of enhanced diffusion is attributed to the interstitial mechanism (Larikov et al., 
1975; Skakov, 2004): highly mobile interstitial atoms (say, of sort A), which in binary 
substitutional solid solutions normally diffuse via a vacancy mechanism, are formed at the 
A/B interface due to “pushing” of lattice atoms A into interstices of crystal lattice B by the 
shear stress. After that, they rapidly diffuse in metal B in the field of an external force, e.g., a 
pressure jump generated by an incidental collision during MA or by explosion at shock-
wave processing of metals. This mechanism is similar to the ballistic effects observed in 
reactor materials under radiation (Bullough et al., 1975; Murphy, 1987; Mansur, 1979) or at 
ion-beam processing of metals. However, molecular-dynamics simulation has revealed that 
for this mechanism to operate, local pressure at the phase boundary must be ~100 GPa 
(Gusak & Bushin, 1996), which is typical of explosion processing, whereas the mechanistic 
modeling of MA in ball mills has demonstrated that the maximal pressure during collisions 
is ~1 GPa (Maurice & Courtney, 1990; Lovshenko & Khina, 2005), i.e. substantially lower. 
That is why this mechanism is not relevant to “traditional” MA/IPD processes and hence is 
not considered here. Besides, within the above concept it is not specified what happens with 
the crystal lattice of metal B near the interface when foreign atoms A are “pushed” into 
interstitial positions of the former in a mass quantity. 
In traditional polycrystalline materials with micron-size grains, dislocation glide is the 
dominating mechanism of plastic deformation (Nabarro et al., 1964; Novikov, 1983; Hirth & 
Lothe, 1982). As noted earlier, nanocrystalline materials with a grain size of 20-30 nm 
produced by IPD feature a high density of lattice dislocations (Wu & Ma, 2006). Molecular-
dynamics simulations performed for copper (Vo et al., 2008) have unambiguously shown 
that even at very high strain rates (up to 1010 s−1), which correspond to shock-wave 
processing of metals, dislocations account for 90% of the strain at the grain size of 20 nm, 
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and the role of grain boundary sliding, which corresponds to the remaining 10%, decreases 
with strain. This outcome of modeling is supported by experimental observations (Gurao & 
Suwas, 2009): the major contribution to plastic strain at IPD (rolling to 90% reduction in 
thickness) of nanocrystalline Ni with a grain size of about 20 nm occurs through normal 
dislocation slip. It is known that during deformation of metals via the dislocation 
mechanism, excess point defects (vacancies and self-interstitials) are produced due to 
interaction of gliding dislocations (Nabarro et al., 1964; Novikov, 1983). Hence, it this model 
we consider namely this route of point defect generation. 
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Let us define the concentration of species in ratio to the density of lattice sites N0 (Voroshnin 
& Khusid, 1979): ck = Nk/N0, where Nk is a number of k-th species per unit volume. Here 
the species in phases 1 and 2 are lattice atoms A and B, vacancies v and interstitial atoms A 
and B, which are denoted as Ai and Bi. Since N0 = NB + NA + Nv, then cB + cA + cv = 1, and 
thus the overall sum including the concentration of interstitials will exceed unity. 
The diffusion mass transfer equation looks as (Adda & Philibert, 1966; Gurov et al., 1981): 

 /k k kc t div J F∂ ∂ = − + ,  k≡A,B,v,Ai,Bi (1) 

where Fk is the sink/source term for k-the species and Jk is the diffusion flux. Neglecting the 
gradient of the lattice site density ∂N0/∂x, let us write the expression for diffusion fluxes of 
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the cross-term, or off-diagonal interdiffusion coefficients following the classical theory of 
diffusion in solids (Voroshnin & Khusid, 1979; Adda & Philibert, 1966; Gurov et al., 1981): 
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where DB* и DA* are the self-diffusion coefficients of atoms A and B in the given phase (1 or 
2), g is the thermodynamic factor and γ is the activity coefficient. As a common first 
approximation, the solid solutions are considered to be ideal and then gkk=1, gkj=0. 
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As seen from Eqs. (3), increasing the vacancy concentration above cv0 substantially raises the 
diffusion coefficient. This corresponds to an increase in the pre-exponential factor D0 in the 
Arrhenius formula D* = D0exp[−E/(RT)] at an almost unchanged activation energy E. This is 
connected with the vacancy diffusion mechanism in substitutional solid solutions where E is 
the energy barrier height for an atomic jump on the adjacent vacant position while D0 is 
related to the number of available vacant sites, the latter being proportional to cv. 
Excess point defects are generated during deformation, i.e. at short-time collisions during 
MA in a ball mill. Relaxation of point defects towards equilibrium concentration during 
intervals between collisions occurs by two basic mechanisms: (i) interaction with edge 
components of dislocation loops, which act as volume-distributed sinks; in this case 
intersitials Ai and Bi become lattice atoms of the corresponding sort, and (ii) vacancy-
interstitial annihilation, as a result of which an interstitial atom becomes a lattice one. To 
describe the rates of these processes we use certain results of the theory of defects in 
irradiated alloys (Bullough et al., 1975; Murphy, 1987; Mansur, 1979). The equilibrium 
concentration of self-interstitials in crystalline metals is typically assumed to be negligibly 
small. Then the rate of vacancy-interstitial annihilation is proportional to the deviation of 
the vacancy concentration from the equilibrium value times the concentration of self-
interstitials. The rate of point defect adsorption by edge dislocations is proportional to the 
density of the latter, the diffusion coefficient of point defects and their concentration. 
Then the equations for concentrations of diffusing species, viz. atoms B, vacancies and 
interstitials Bi and Ai in each phase are formulated as following: 

 0( )vB B
BB Bv i Bi Bi Bi Bi e iv v v Bi

cc cD D Pc D c K c c c
t x x x
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 1B A vc c c+ + = . (8) 

Here DBi and DAi are the diffusion coefficients of interstitial atoms, Pi and Pv are the 
generation rates of interstitials and vacancies per unit volume of an alloy, ρe is the density of 
edge dislocations, ζAi, ζBi and ζv are dimensionless coefficients describing the efficiency of 
edge dislocations as sinks point defects, ζk≈1, k≡Ai,Bi,v (Bullough et al., 1975; Murphy, 1987; 
Mansur, 1979), and Kiv is the vacancy-interstitial recombination rate per unit volume. 
Unlike radiation damage of reactor materials, where Frenkel pairs and collision cascades are 
formed due to knocking lattice atoms out of their regular positions by high-energy particles, 
the basic mechanism of non-equilibrium point-defect generation in metals under plastic 
deformation is jog dragging by gliding screw dislocations. The jogs are formed on gliding 
edge and screw dislocations during intersection with the forest dislocations, i.e. those not 
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involved in the active glide system. Jogs on edge dislocations move together with the 
dislocation while those on screws act as obstacles for the dislocation glide. Under shear 
stress, a screw dislocation bends and drags the jogs, which produce excess vacancies or 
interstitial atoms depending on the jog sign (Nabarro et al., 1964; Novikov, 1983). The defect 
production rates Pv and Pi are described using the Hirsch-Mott theory (Nabarro et al., 1964): 

 1/2 1/2( / 2)( / 2) , ( / 2)( / 2)v v i iP b f P b fε ξρ ε ξρ= = , (9) 

Here ρ is the total dislocation density, ρs ≈ ρe = ρ/2 where ρs is the density of screws 
(Novikov, 1983), ξ is the fraction of forest dislocations (usually ξ≈0.5), b is the Burger vector 
length, ε  is the strain rate, fv and fi are the fractions of vacancy and interstitial producing 
jogs, fv + fi = 1, and typically fv > fi (Nabarro et al., 1964; Novikov, 1983).  
The recombination-rate coefficient Kiv in a binary solid solution is determined as 

 ( )( )iv 0 i vK  4 r / D  Dπ ω= + , (10) 

where r0 is the capture radius, ω=a03 is the average volume of a crystal cell, a0 is the lattice 
period. The capture radius is usually determined as r0=b/2 (Bullough et al., 1975; Murphy, 
1987; Mansur, 1979), where the b is the Burgers vector. In the theory of radiation-induced 
diffusion it is considered that the diffusion coefficient of self-interstitials is by several orders 
of magnitude higher than that of vacancies (Murphy, 1987; Mansur, 1979). For modeling we 
assume that DAi, DBi ~ 103Dv, where Dv is defined by formulas (3). 

3.3 Initial and boundary conditions 
To complete the problem, diffusion mass transfer equations (4)-(7) should be supplemented 
with relevant initial and boundary conditions. For definiteness, let phase 2 (initially pure 
metal B) be on the left (with respect to the direction of the coordinate axis x) and phase 1 
(initially pure metal A) on the right. The thickness of the diffusion couple L consists of two 
half-thicknesses of the corresponding metal layers. Then the initial conditions look as 

( ) ( ) ( ) ( ) ( )0
Bi Ai B Bc x c x 0,   c x c  at 0 x L,  c x 1 at 0 x g,   c x 0 at g x Lv v= = = < < = < < = < <  (11) 

where g=L/2 is the coordinate of the 2/1 interface. 
The Neumann-type boundary conditions to Eqs. (4)-(7) at x=0 and x=L are 

 ( )k i iJ x 0,L 0,   k B,v,B ,A= = ≡ . (12) 

For vacancy diffusion, an additional boundary condition is posed at the 2/1 interface: 

 ( ) 0c x g cv v= = . (13) 

Condition (13) is determined by the fact that the interface between starting pure metals A 
and B is incoherent and consists of grain-boundary dislocations (Kosevich et al., 1980) and 
hence can act as a localized sink for non-equilibrium point defects. 
Since problem (3)-(13) describing diffusion in substitutional alloys in the conditions of IPD is 
substantially nonlinear, it can be solved only numerically. For this purpose, a computer 
procedure is developed employing a fully implicit finite-difference scheme, which is derived 
using the versatile integration-interpolation method (Kalitkin, 1978). 
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involved in the active glide system. Jogs on edge dislocations move together with the 
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4. Parameter values for modeling 
We consider a deformation-relaxation cycle with parameters typical of MA in vibratory mill 
“SPEX 8000” with oscillation frequency ω=20 Hz, then the cycle duration is tc = (2ω)−1 = 
0.025 s. Deformation, when point defect are generated, occurs during collisions whose 
duration is td~10−4 s, and a lower-level estimate for strain rate is ε ~10 s−1 (Maurice & 
Courtney, 1990; Lovshenko & Khina, 2005). Then the interval between collisions, when 
relaxation occurs (Pi=Pv=0), is tr = tc−td = 0.0249 s. The thickness of metal layers in lamellar 
particles is 0.5-0.05 μm; we assume L=0.1 μm. The dislocation density is ρ~1011-1012 cm−2; we 
take ρ=1011 cm−2. Since fv > fi (Nabarro et al., 1964; Novikov, 1983), we suppose fv/fi=2. 
The following model binary system is considered: Al (metal B, phase 2)-Cu (metal A, phase 
1). At collisions during MA in a vibratory mill, a local temperature rise in particles is small: 
10 K for Al and about 20 K for Cu (Maurice & Courtney, 1990), and thus its influence on 
diffusion coefficients DB*, DA* is negligible. We take a constant process temperature, TMA = 
100° C = 373 K, which corresponds to an industrial milling device with a water-cooled shell. 
The equilibrium vacancy concentration in both phases is determined as 

 ( )0
Bc  exp[ H / k T ]f

v v= −Δ , (14) 

where ΔHvf is the vacancy formation enthalpy and kB is the Boltzmann constant. 
The values of E and D0 for calculating self-diffusion coefficients DB*, DA*, the Burgers vector, 
vacancy formation enthalpy and the estimated parameter values at TMA are listed in Table 1. 
It is seen that in equilibrium conditions parameters D* and cv0 in both phases are very small. 
 

phase 2 (Al) phase 1 (Cu) 
species/
phases D0, 

cm2/s 
E, 

kJ/mol
D*(TMA), 

cm2/s 
D0, 

cm2/s
E, 

kJ/mol
D*(TMA), 

cm2/s 

ΔHvf, 
eV cv0(TMA) b, cm 

Al 1.71 142.3 2.0⋅10−20 0.3 196.8 8.6⋅10−29 0.76 5.4⋅10−11 2.86⋅10−8 

Cu 0.647 135 7.8⋅10−20 0.2 196.4 6.6⋅10−29 1.17 1.6⋅10−16 2.55⋅10−8 

Table 1. Parameters D0 and E for self and impurity diffusion in Al and Cu (Brandes & Brook, 
1992), the vacancy formation enthalpy (Bokshtein, 1978), Burgers vector (Brandes & Brook, 
1992) and the parameters values calculated for TMA=373 K 

5. Numerical results and discussion 
The results of computer simulations with the above described parameters are presented in 
Figs. 1-3 for different situations. In the first case, boundary condition (13) was not 
considered, i.e. phase boundary 2/1 was assumed to be permeable for vacancy diffusion 
and did not work as a sink. This refers to a hypothetical situation of a coherent phase 
boundary, which for some reason retains during deformation. Here, relaxation of non-
equilibrium point defects occurs via vacancy-interstitial annihilation and interaction with 
volume-distributed sinks (edge dislocations). In this case, atoms B (Al) diffuse into phase 1 
(Cu-base solid solution), i.e. the concentration profile is asymmetrical (see Fig. 1 (a)). 
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Fig. 1. Calculated concentration profiles of atoms B (a), vacancies (b) and interstitial atoms 
Ai (c) and Bi (d) when the 2/1 interface is not a sink for vacancies: 1, t=0; 2, t=250 s (10000 
cycles); 3, t=1250 s (50000 cycles); 4, t=2000 s (80000 cycles); 5, t=4000 s (160000 cycles) 
As a result of interplay between vacancy generation, diffusion and relaxation, which occur 
at different rates in phases 1 and 2, the concentration of non-equilibrium vacancies appears 
to be very high (Fig. 1 (b)), and in phase 1 it is substantially larger than in phase 2, cv(1) > 
cv(2), where superscripts denote the phase numbers. The steady-state vacancy profile with a 
steep gradient near the interface x=g (i.e. x/L=0.5) is established after a short time, about 200 
s. As seen from Eq. (4), at a large value of term |DBv∂cv/∂x| atoms B will diffuse in the 
direction opposed to that of the diffusion flux of vacancies, which brings about noticeable 
diffusion alloying of copper with aluminum (metal B) near the interface at a relatively short 
time, 4000 s. The concentration of interstitials Ai and Bi is several orders of magnitude lower 
than that of vacancies (Fig 1, (c and d)), which is due to high annihilation rates in phases 1 
and 2 and a large vacancy concentration. Since away from the 2/1 interface cv(1) > cv(2), the 
concentration of interstitials Ai and Bi in phase 1 is lower than in phase 2. The peaks in the 
concentration profiles of interstitials in phase 1 near the 2/1 interface (see Fig 1, (c and d)) 
are attributed to the existence of a steady-state profile of vacancies. Thus, acceleration of 
diffusion in the conditions of MA is connected not only with a substantial increase of the 
partial diffusion coefficients, DBB and DAA, due to a high vacancy concentration (see Eqs. (3)) 
but also with interaction of diffusion fluxes of atoms and vacancies via off-diagonal terms 
DBv, DvB. Such a cross-term effect is sometimes referred to as the “inverse Kirkendall effect”. 
Results of simulations for a more realistic case, when the 2/1 interface acts as localized sink 
for excess vacancies, i.e. boundary condition (13) is accounted for, are shown in Fig. 2. 
Unlike the previous case, diffusion of atoms A (Cu) from phase 1 into phase 2 (Al-base solid 
solution) occurs (see Fig. 2 (a)). As in the previous situation, very high concentration of 
vacancies is observed inside both of the phases, and cv(1) > cv(2). Since the equilibrium 
vacancy concentration is sustained at the interface, steep vacancy concentration gradients 
arise in phases 1 and 2 near the boundary, so the vacancy flux in each phase is directed to 
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4. Parameter values for modeling 
We consider a deformation-relaxation cycle with parameters typical of MA in vibratory mill 
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take ρ=1011 cm−2. Since fv > fi (Nabarro et al., 1964; Novikov, 1983), we suppose fv/fi=2. 
The following model binary system is considered: Al (metal B, phase 2)-Cu (metal A, phase 
1). At collisions during MA in a vibratory mill, a local temperature rise in particles is small: 
10 K for Al and about 20 K for Cu (Maurice & Courtney, 1990), and thus its influence on 
diffusion coefficients DB*, DA* is negligible. We take a constant process temperature, TMA = 
100° C = 373 K, which corresponds to an industrial milling device with a water-cooled shell. 
The equilibrium vacancy concentration in both phases is determined as 

 ( )0
Bc  exp[ H / k T ]f

v v= −Δ , (14) 

where ΔHvf is the vacancy formation enthalpy and kB is the Boltzmann constant. 
The values of E and D0 for calculating self-diffusion coefficients DB*, DA*, the Burgers vector, 
vacancy formation enthalpy and the estimated parameter values at TMA are listed in Table 1. 
It is seen that in equilibrium conditions parameters D* and cv0 in both phases are very small. 
 

phase 2 (Al) phase 1 (Cu) 
species/
phases D0, 

cm2/s 
E, 

kJ/mol
D*(TMA), 

cm2/s 
D0, 

cm2/s
E, 

kJ/mol
D*(TMA), 

cm2/s 

ΔHvf, 
eV cv0(TMA) b, cm 

Al 1.71 142.3 2.0⋅10−20 0.3 196.8 8.6⋅10−29 0.76 5.4⋅10−11 2.86⋅10−8 

Cu 0.647 135 7.8⋅10−20 0.2 196.4 6.6⋅10−29 1.17 1.6⋅10−16 2.55⋅10−8 

Table 1. Parameters D0 and E for self and impurity diffusion in Al and Cu (Brandes & Brook, 
1992), the vacancy formation enthalpy (Bokshtein, 1978), Burgers vector (Brandes & Brook, 
1992) and the parameters values calculated for TMA=373 K 

5. Numerical results and discussion 
The results of computer simulations with the above described parameters are presented in 
Figs. 1-3 for different situations. In the first case, boundary condition (13) was not 
considered, i.e. phase boundary 2/1 was assumed to be permeable for vacancy diffusion 
and did not work as a sink. This refers to a hypothetical situation of a coherent phase 
boundary, which for some reason retains during deformation. Here, relaxation of non-
equilibrium point defects occurs via vacancy-interstitial annihilation and interaction with 
volume-distributed sinks (edge dislocations). In this case, atoms B (Al) diffuse into phase 1 
(Cu-base solid solution), i.e. the concentration profile is asymmetrical (see Fig. 1 (a)). 
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Fig. 1. Calculated concentration profiles of atoms B (a), vacancies (b) and interstitial atoms 
Ai (c) and Bi (d) when the 2/1 interface is not a sink for vacancies: 1, t=0; 2, t=250 s (10000 
cycles); 3, t=1250 s (50000 cycles); 4, t=2000 s (80000 cycles); 5, t=4000 s (160000 cycles) 
As a result of interplay between vacancy generation, diffusion and relaxation, which occur 
at different rates in phases 1 and 2, the concentration of non-equilibrium vacancies appears 
to be very high (Fig. 1 (b)), and in phase 1 it is substantially larger than in phase 2, cv(1) > 
cv(2), where superscripts denote the phase numbers. The steady-state vacancy profile with a 
steep gradient near the interface x=g (i.e. x/L=0.5) is established after a short time, about 200 
s. As seen from Eq. (4), at a large value of term |DBv∂cv/∂x| atoms B will diffuse in the 
direction opposed to that of the diffusion flux of vacancies, which brings about noticeable 
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time, 4000 s. The concentration of interstitials Ai and Bi is several orders of magnitude lower 
than that of vacancies (Fig 1, (c and d)), which is due to high annihilation rates in phases 1 
and 2 and a large vacancy concentration. Since away from the 2/1 interface cv(1) > cv(2), the 
concentration of interstitials Ai and Bi in phase 1 is lower than in phase 2. The peaks in the 
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are attributed to the existence of a steady-state profile of vacancies. Thus, acceleration of 
diffusion in the conditions of MA is connected not only with a substantial increase of the 
partial diffusion coefficients, DBB and DAA, due to a high vacancy concentration (see Eqs. (3)) 
but also with interaction of diffusion fluxes of atoms and vacancies via off-diagonal terms 
DBv, DvB. Such a cross-term effect is sometimes referred to as the “inverse Kirkendall effect”. 
Results of simulations for a more realistic case, when the 2/1 interface acts as localized sink 
for excess vacancies, i.e. boundary condition (13) is accounted for, are shown in Fig. 2. 
Unlike the previous case, diffusion of atoms A (Cu) from phase 1 into phase 2 (Al-base solid 
solution) occurs (see Fig. 2 (a)). As in the previous situation, very high concentration of 
vacancies is observed inside both of the phases, and cv(1) > cv(2). Since the equilibrium 
vacancy concentration is sustained at the interface, steep vacancy concentration gradients 
arise in phases 1 and 2 near the boundary, so the vacancy flux in each phase is directed to 
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the interface and |∂cv(1)/∂x|x=g+0 >> |∂cv(2)/∂x|x=g−0 (Fig. 2 (b)). The steady-state profile of 
vacancies is established after a longer time, about 1000 s. As seen from Eqs. (4),(5), a counter-
current flux of vacancies accelerates the diffusion of lattice atoms while a co-current flux 
retards it. In the given situation, all of the above brings about alloying of phase 2 with atoms 
A (Cu) within a relatively short time, t=4000 s. A small peak of atoms A is seen at the 
interface at a large time (curve 5 in Fig. 2 (a)). Thus, interaction of vacancy fluxes, which 
arise due to vacancy generation under periodic IPD, with the phase boundary can have a 
selective influence on diffusion of different atoms (A and B) during MA. The concentration 
of interstitials Ai and Bi inside both of the phases are small as compared with vacancies (see 
Fig. 2 (c and d)). This is due to fast recombination of the former with excess vacancies whose 
concentration in phase 1 away from the interface is much higher than in phase 2. 
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Fig. 2. Calculated concentration profiles of atoms A (a), vacancies (b) and interstitial atoms 
Ai (c) and Bi (d) when the 2/1 interface acts as a localized sink for vacancies: 1, t=0; 2, t=250 s 
(10000 cycles); 3, t=1250 s (50000 cycles); 4, t=2000 s (80000 cycles); 5, t=4000 s (160000 cycles) 

Therefore, along with the accumulation of excess vacancies, increase in the diffusion 
coefficients and cross-term linking between the vacancy and atomic fluxes, important is the 
interaction of fluxes of non-equilibrium vacancies with the phase boundary. This factor has 
not previously received due attention in literature. 
It should be noted that in the above situation the diffusion coefficients of atoms in phases 1 
and 2 attain high values due to a high vacancy concentration while at the interface, where 
cv=cv0, DAA and DBB fall down to equilibrium, i.e. very low values. Thus, the interface acts as 
a diffusion barrier. But diffusion over grain boundaries proceeds substantially faster than in 
the volume at the same temperature. So, in the third case we consider that at x=g the values 
of DBB and DAA correspond to the grain-boundary diffusion coefficients for corresponding 
pure metals. Using the data presented in (Mishin, 2001) for metals with fcc lattice (both Cu 
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and Al), we obtain the following estimates at TMA=373 K: for Cu (metal A) DAA(x=g) ~ 10−16-
10−17 cm2/s, for Al (metal B) DBB(x=g) ~ 10−12 cm2/s.  
The results of simulation for this situation are presented in Fig. 3. 
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Fig. 3. Same is Fig. 2 but the values of diffusion coefficients of atoms A and B at the 2/1 
interface correspond to the grain boundary diffusion 

Since the barrier for atomic diffusion at the phase boundary is lower, the degree of alloying 
of phase 2 (Al) with atoms B (Cu), i.e. total mass of the latter in the solid solution, has 
increased in comparison with the previous case. The peak of atoms A at the interface 
becomes more pronounced (Fig. 3 (a)); the concentration profiles of point defects (Fig. 3 (b-
d)) change insignificantly. Thus, interaction of diffusion fluxes of both vacancies and atoms 
with the interface is important in the enhancement of diffusion during MA. 
The observed formation of solid solution within a short time of periodic IPD due to 
enhanced diffusion, and the revealed features of the process qualitatively agree with 
numerous experimental data on MA. In particular, asymmetric concentration profiles were 
observed in miscible (Fe-Ni, Fe-Co, Fe-Mn) and immiscible (Fe-Cu) systems as results of MA 
(Cherdyntsev & Kaloshkin, 2010). The calculated vacancy concentration semi-quantitatively 
agrees with experimental data for copper after ECAP and ARB (Ungar et al., 2007): at the 
dislocation density of 4⋅1011 cm-2 the value of cv reached 5⋅10−6 inside grains and up to 10−3 in 
grain boundaries. 
It should be noted that in this work we have used lower-level estimates for strain rate, 
which, according to the outcomes of mechanistic models, in the conditions of MA in a high-
speed vibratory mill can reach 104 s−1 (Maurice & Courtney, 1990; Lovshenko & Khina, 
2005). It should be noted that at dynamic deformation regimes, i.e. high strain rates ( ε >10 
s−1), the point defect production rates may be substantially higher (Popov et al., 1990) than 
predicted by the Hirsch-Mott theory (Eq. (9)). Besides, according to the theory of non-
equilibrium grain boundaries, i.e. those in metals under the conditions of IPD (Segal et al, 
2010), the grain-boundary diffusion coefficients will be orders of magnitude higher that the 
values used in this work. With all of these factors taken into account, diffusion mass transfer 
under the action of periodic IPD will proceed still faster. 
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Therefore, along with the accumulation of excess vacancies, increase in the diffusion 
coefficients and cross-term linking between the vacancy and atomic fluxes, important is the 
interaction of fluxes of non-equilibrium vacancies with the phase boundary. This factor has 
not previously received due attention in literature. 
It should be noted that in the above situation the diffusion coefficients of atoms in phases 1 
and 2 attain high values due to a high vacancy concentration while at the interface, where 
cv=cv0, DAA and DBB fall down to equilibrium, i.e. very low values. Thus, the interface acts as 
a diffusion barrier. But diffusion over grain boundaries proceeds substantially faster than in 
the volume at the same temperature. So, in the third case we consider that at x=g the values 
of DBB and DAA correspond to the grain-boundary diffusion coefficients for corresponding 
pure metals. Using the data presented in (Mishin, 2001) for metals with fcc lattice (both Cu 
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and Al), we obtain the following estimates at TMA=373 K: for Cu (metal A) DAA(x=g) ~ 10−16-
10−17 cm2/s, for Al (metal B) DBB(x=g) ~ 10−12 cm2/s.  
The results of simulation for this situation are presented in Fig. 3. 
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Since the barrier for atomic diffusion at the phase boundary is lower, the degree of alloying 
of phase 2 (Al) with atoms B (Cu), i.e. total mass of the latter in the solid solution, has 
increased in comparison with the previous case. The peak of atoms A at the interface 
becomes more pronounced (Fig. 3 (a)); the concentration profiles of point defects (Fig. 3 (b-
d)) change insignificantly. Thus, interaction of diffusion fluxes of both vacancies and atoms 
with the interface is important in the enhancement of diffusion during MA. 
The observed formation of solid solution within a short time of periodic IPD due to 
enhanced diffusion, and the revealed features of the process qualitatively agree with 
numerous experimental data on MA. In particular, asymmetric concentration profiles were 
observed in miscible (Fe-Ni, Fe-Co, Fe-Mn) and immiscible (Fe-Cu) systems as results of MA 
(Cherdyntsev & Kaloshkin, 2010). The calculated vacancy concentration semi-quantitatively 
agrees with experimental data for copper after ECAP and ARB (Ungar et al., 2007): at the 
dislocation density of 4⋅1011 cm-2 the value of cv reached 5⋅10−6 inside grains and up to 10−3 in 
grain boundaries. 
It should be noted that in this work we have used lower-level estimates for strain rate, 
which, according to the outcomes of mechanistic models, in the conditions of MA in a high-
speed vibratory mill can reach 104 s−1 (Maurice & Courtney, 1990; Lovshenko & Khina, 
2005). It should be noted that at dynamic deformation regimes, i.e. high strain rates ( ε >10 
s−1), the point defect production rates may be substantially higher (Popov et al., 1990) than 
predicted by the Hirsch-Mott theory (Eq. (9)). Besides, according to the theory of non-
equilibrium grain boundaries, i.e. those in metals under the conditions of IPD (Segal et al, 
2010), the grain-boundary diffusion coefficients will be orders of magnitude higher that the 
values used in this work. With all of these factors taken into account, diffusion mass transfer 
under the action of periodic IPD will proceed still faster. 
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6. Conclusion 
Thus, a consistent model of non-equilibrium enhanced solid-state diffusion in binary 
metallic systems during mechanical alloying has been developed, which accounts for the 
generation of non-equilibrium point defects due to jog dragging by gliding screw 
dislocations during plastic deformation at incidental collisions in a milling device and defect 
relaxation during time intervals between collisions. Numerical simulations using realistic 
values of the diffusion parameters for a model system (Cu-Al) at 100 °C have demonstrated 
a possibility of considerable alloying within a short time of MA (Khina et al., 2005; Khina & 
Formanek, 2006). The acceleration of diffusion mass transfer is connected with the interplay 
and competition of several factors: (i) accumulation of non-equilibrium vacancies due to 
their fast generation during plastic deformation and slow relaxation in the intervals between 
collisions, (ii) increase of partial diffusion coefficients due to excess vacancies, (iii) cross-link 
interaction of diffusion fluxes via off-diagonal diffusion coefficients, and (iii) interaction of 
the diffusion fluxes of both vacancies and atoms with the phase boundary. The role of 
interstitial atoms is minor in comparison with non-equilibrium vacancies. 
Fast diffusion that results in the formation of a zone of supersaturated solid solution around 
the interface, along with accumulation of excess vacancies inevitably increases the free 
energy of the alloy and causes a distortion of the crystal lattice. This may ultimately bring 
about a non-equilibrium phase transition such as solid-state amorphization: for example, in 
pure copper the latter can occur at cv=0.077 (Fecht, 1992). 
One of the prospective directions of further research is combining the developed model with 
a theory for dislocation evolution during IPD to obtain a comprehensive picture of structure 
formation. Also, it seems interesting to unite this approach with the theory of solid-state 
amorphization (Gusak at al., 2001) to get an opportunity to predict metastable phase 
transitions during MA. 
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1. Introduction    
The productivity of steelmaking processes, including production and refining of liquid steel, 
depends on the mass transfer rates. Due to the high temperatures involved in the processing 
of liquid steel, the rate controlling step of the processes is usually a mass transfer step. 
In steelmaking operations, different situations of mass transfer can occur, depending on the 
phases involved, 
- liquid-liquid mass transfer, in the case of reactions involving liquid steel and slag; 
- liquid-gas mass transfer, when a gas is injected into or onto liquid steel; 
- liquid-solid mass transfer, when solid particles are injected into liquid steel to promote 

refining reactions. 
In all these situations, the evaluation of the mass transfer coefficient and the identification of 
the factors that affect its value are very important tasks. Different techniques have been 
developed to evaluate the mass transfer coefficient. These techniques vary according to the 
phases involved in the system being analysed. 
In the present chapter, the mass transfer coefficients will be defined. Then, the different 
techniques that have been adopted to evaluate the mass transfer coefficient will be 
presented and briefly discussed. Finally, a case study, analysing the mass transfer rate 
during decarburization in the RH degasser, will be described and discussed. 

2. Mass transfer coefficient 
2.1 Definition 
The mass transfer rate of a certain component A between two phases can be expressed by 
the following relationship 

 A
A A

x 0

Cj D . .S  
x =

∂
= −
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 (1) 

where 
jA = mass transfer rate of component A (kg/s); 
S = interface area (m2); 
DA = diffusion coefficient of component A in a certain phase (m2/s); 
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= concentration gradient of component A at the interface between the two phases           
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In equation (1), the mass transfer rate is defined only in terms of diffusion. At the interface 
between two fluid phases, there is also an additional contribution to the mass transfer rate 
due to bulk flow. 
The application of equation (1) in the evaluation of mass transfer rates presents some 
difficulties. It is then usually necessary to resort to experimental data to determine the mass 
transfer rate. To obtain experimental data, a mass transfer coefficient, defined by equation 
(2), is normally used. 

 o s
A A Aj k. S. (C -C ) =  (2) 

 

A
A

x 0
o s
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CD .
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Combining equations (1) and (2), an expression for the mass transfer coefficient can be 
obtained. 
It is also useful to define a volumetric mass transfer coefficient, which is the product of the 
mass transfer coefficient and the interface area. 

 Vk k.S=  (4) 

where kV is the volumetric mass transfer coefficient (m3/s).  
In steelmaking systems, when there is chemical reaction and component A is transferred 
from one phase to the other, the concentration of A at the interface is close to the 
equilibrium concentration, since the mass transfer is usually the rate controlling step in 
these situations. 

2.2 Evaluation 
The value of the mass transfer coefficient can be deduced based on first principles. In this 
case, it is necessary to model the flow of the phases and to determine the concentration 
gradient at the interface. Then, equation (3) is applied and the mass transfer coefficient is 
determined. The values of the mass transfer coefficient are then expressed in terms of 
correlations involving dimensionless numbers (Sherwood, Reynolds, Grashof and Schmidt). 
This method is normally applied to simple situations, usually in one dimensional flow. In 
more complex situations, this method can also be adopted but it will be necessary to solve 
the Navier-Stokes equations (laminar or turbulent form, according to the kind of flow) and 
the mass conservation equations for the species involved. 
In steelmaking processes, the mass transfer coefficient is usually estimated based on 
experimental results. Due to the costs and difficulties associated to experiments with liquid 
steel, physical modelling of the industrial processes, using water to simulate liquid steel, is 
usually adopted to investigate mass transfer rates. 
Recently, Singh et al (2009) investigated mass transfer between slag and metal in a physical 
model of a BOF converter. Different oils were used to simulate liquid slag. To evaluate the 
mass transfer rate, the distribution coefficient of benzoic acid between water and oil was 
determined. Assuming that the mass transfer rate between the two fluids owing to mixing 
of the phases was of first order, the authors estimated the mass transfer rate constant, which 
is related to the mass transfer coefficient. 
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Wei et al (2007) used the dissolution of sodium chloride powder to determine the mass 
transfer coefficient in a physical model of a RH degasser. 
A different approach was adopted by Sakaguchi & Ito (1995) to analyse the mass transfer 
process in gas stirred vessels under reduced pressure. In this investigation, the desorption of 
CO2 from aqueous solutions was used to deduce the volumetric mass transfer coefficient, 
assuming that the process is controlled by mass transfer. A similar technique was used by 
Maruoka et al (2010) to investigate the effect of the bottom bubbling condition on surface 
reaction on an oxygen-water system, simulating refining of steel in a ladle. In this case, the 
desorption of oxygen was monitored during the experiments. 
In industrial systems, the mass transfer coefficient is usually obtained by curve fitting to 
experimental data. A mathematical model, based on mass transfer control, is proposed. 
Variations of concentration of a certain component as a function of time are predicted and 
compared to experimental data. A mass transfer coefficient that leads to the best agreement 
between experimental data and theoretical predictions is then determined (Kitamura et al, 
2009; Hamano et al, 2004). 
In the next section, a case study, analysing mass transfer rate during decarburization in the 
RH degasser will be presented and discussed.     

3. Case study: decarburization in the RH degasser 
3.1 Introduction 
The RH process is a secondary refining process that can simultaneously attain significant 
levels of removal of interstitial elements, such as nitrogen, hydrogen and carbon elements, 
from liquid steel. 
In this process, the melt circulation and the decarburization rates play a very significant role 
in determining the productivity of the equipment. In previous investigations, the melt 
circulation rate in the RH process has been evaluated by means of mathematical modeling 
(Park et al, 2001; Park et al, 2000), physical modeling (Kamata et al, 1998; Seshadri & Costa, 
1986; Nakanishi et al, 1975) and also using data obtained in industrial plants (Kondo et al, 
1989; Kuwabara et al, 1988). The effects of different parameters, such as argon flow rate, 
snorkels diameters, pressure in the vacuum chamber and position of the argon injection 
points, on the melt circulation rate have been analyzed in these investigations. 
The decarburization rate in the RH process has also been studied using data from plant 
trials (Inoue et al, 1992; Yamaguchi et al, 1992; Kishimoto et al, 1993; Takahashi et al, 1995), 
lab scale experiments (Inoue et al, 1992; Kishimoto et al, 1993) and water models (Inoue et al, 
1992; Seshadri et al, 2006). Mathematical models have been proposed to evaluate the 
decarburization kinetics. The roles of the different reaction sites, interfaces between molten 
steel and argon bubbles injected into the snorkel, free surface of the molten steel in the 
vacuum chamber and bubbles of carbon monoxide, have been analyzed (Takahashi et al, 
1995). It is general agreement that, at low carbon concentrations, the decarburization rate is 
controlled by the carbon mass transfer, and that a first-order equation can describe the 
decarburization kinetics (Inoue et al, 1992; Yamaguchi et al, 1992; Takahashi et al, 1995).   
In this case study, the melt circulation rate and the decarburization reaction in the RH 
process have been studied by means of physical modeling. The effects of the gas flow rate 
and of the diameter of the nozzles used in the gas injection have been analyzed. The 
decarburization reaction of liquid steel was simulated using a reaction of CO2 desorption 
from caustic solutions (Guo & Irons, 1998). 
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In this process, the melt circulation and the decarburization rates play a very significant role 
in determining the productivity of the equipment. In previous investigations, the melt 
circulation rate in the RH process has been evaluated by means of mathematical modeling 
(Park et al, 2001; Park et al, 2000), physical modeling (Kamata et al, 1998; Seshadri & Costa, 
1986; Nakanishi et al, 1975) and also using data obtained in industrial plants (Kondo et al, 
1989; Kuwabara et al, 1988). The effects of different parameters, such as argon flow rate, 
snorkels diameters, pressure in the vacuum chamber and position of the argon injection 
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from caustic solutions (Guo & Irons, 1998). 
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3.2 Methodology 
The experiments with the physical model were divided in two parts, one to evaluate the melt 
circulation rate and the other to determine the decarburization rate. These experiments are 
described below, after a description of the physical model and of the experimental set-up. 

3.2.1 Experimental set-up 
A schematic view of the physical model of the RH degasser is depicted in Fig. 1.  
 

 
Fig. 1. Schematic view of the experimental set-up 

Table 1 presents the dimensions of the physical model and the main characteristics of the gas 
injection system. These dimensions correspond to a 1:5 scale of an industrial RH degasser. 
During the experiments, air supplied by a compressor was injected in the upleg snorkel. The 
flowrate was measured by a mass flowmeter and controlled manually. There were no 
individual measurements of flowrate for each injection nozzle. To equally distribute the gas 
flow rate among the nozzles, the air was first injected in the central region of a small 
chamber. This chamber was connected to each nozzle using pipes with the same length and 
diameter. 
The pressure in the vacuum chamber was controlled by a system of valves and monitored 
by a pressure gauge. 
The levels of water in the ladle and in the vacuum chamber were controlled and kept 
constant in all the experiments. 
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Parameters Value 
Ladle: 

- upper diameter (m) 
- lower diameter (m) 
- height (m) 
- liquid level (m) 

 
0.720 
0.648 
0.750 
0.655 

Vacuum chamber: 
- diameter (m) 
- height (m) 
- liquid level (m) 
- pressure (Pa – gauge) 

 
0.415 
0.700 
0.090 
- 2700 

Snorkels: 
- length (m): 
- diameter (m) 
- depth of immersion (m) 
- distance between centers (m) 

 
0.312 
0.120 
0.120 
0.300 

Gas injection: 
- flowrate ( STP l/min) 
- nozzles:   
- number 
- diameters (mm) 
- position (below liquid level) (m) 

 
50 – 500 

 
10 

1.0, 1.5, 2.8 
0.04 

Table 1. Characteristics of the RH physical model 

3.2.2 Melt circulation rate 
To determine the melt circulation rate, the method used by Seshadri et al (2006) was 
adopted. In this procedure, a solution of potassium chloride is injected in the upleg snorkel 
in the form of a pulse. The concentration of KCl in the downleg snorkel is then continuously 
monitored. Since the electrical conductivity of water is affected by the presence of KCl, its 
concentration was calculated based on the signal generated by the electrical conductivity 
sensor, using a calibration curve previously determined. 
Fig. 2 illustrates typical curves representing the variation of concentration of KCl in the 
downleg snorkel as a function of time. The circulation rate was estimated using the 
following equation 

 VΓ  ρ A
ΔC

=  (5) 

where 
Γ is the circulation rate (kg/s); 
V is the volume of water in ladle (m3), 
A is the area under the curve during the first peak (kg.s/m3) (see Fig. 2), 
ΔC is the variation of concentration of KCl at the end of the experiment (kg/m3), 
ρ is the density of the circulating fluid (kg/m3). 
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Fig. 2. Typical curves obtained in the experiments to evaluate the melt circulation rate 
To guarantee the reliability of the experiments, the mass balance of KCl was verified in all 
the tests. Ten experiments were carried for each experimental condition. 

3.2.3 Decarburization rate 
The desorption of CO2 from caustic solutions was used to simulate the decarburization 
reaction of liquid steel (Guo & Irons, 1998). In these experiments, CO2 was injected into an 
aqueous solution of sodium hydroxide (NaOH) with a concentration of 0.01 g.mol/l, until 
the pH reached a preset value (approximately 6.5). At this point, the operation of the RH 
physical model was started, with the injection of air at the upleg snorkel. This injection leads 
to CO2 desorption and to an increase in the pH of the circulating fluid. The variation of the 
pH was monitored during the entire test at a frequency of 0.33 Hz. A calibration curve was 
used to convert pH values into aqueous CO2 concentration. Different locations for the pH 
sensor were adopted, without significant differences in the results. Air flowrates, ranging 
from 50 to 500 STP l/min, were used in the tests. Nozzles with diameters of 1.0, 1.5, 2.2 and 
2.8 mm were also tested in the simulations. The remaining conditions were kept constant in 
all the experiments. Three experiments were run for each experimental condition. Fig. 3 
shows a typical variation of aqueous CO2 concentration during a test to evaluate the 
decarburization rate. 

3.3 Results and discussion 
3.3.1 Melt circulation rate 
The variation of the melt circulation rate as a function of the gas flow rate for the different 
diameters of the injection nozzles is presented in Fig. 4. For a given diameter of the nozzle, 
the circulation rate tends to increase when the gas flow rate increases. Above a certain flow 
rate, the circulation rate remains approximately constant or shows a slight tendency of 
reduction. This kind of behavior has also been determined in other works (Park et al, 2001; 
Seshadri & Costa, 1986; Seshadri et al, 2006). 

Mass Transfer in Steelmaking Operations 

 

261 

 
Fig. 3. Typical variation of aqueous CO2 concentration as a function of time during a test 
An increase in the diameter of the injection nozzles leads to higher circulation rates. According 
to Park et al (2001), this effect can be analysed considering the variation of the plume area in 
the upleg snorkel. To confirm that, during the experiments, images of the cross section of the 
upleg snorkel were obtained using a video camera. These images were post processed to 
identify the area occupied by the plume. Fig. 5 illustrates the original and the post processed 
images taken from the upleg snorkel. In Fig. 5, the black area represents the plume. 
 

 
Fig. 4. Variation of the melt circulation rate with gas flow rate for different nozzles diameters 
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Fig. 4. Variation of the melt circulation rate with gas flow rate for different nozzles diameters 
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Nozzle: 1.0 mm 
 

 
Nozzle: 2.8 mm 

a)                                                                               b) 
Fig. 5. a) Image taken from the cross section of the upleg snorkel. b) Post processed image 
identifying the plume 
Fig. 6 presents the results of circulation rate and the percentage of the area of the upleg snorkel 
that is occupied by the plume, for the experiments with nozzles of 1.5 and 2.8 mm in diameter. 
Similar trend was observed for the other nozzles. Based on these results, it is possible to 
analyze the variation of the circulation rate in terms of the variation of the plume area in the 
upleg snorkel. This supports the theoretical analysis carried out by Park et al (2001). Fig. 7 
presents a graph of the circulation rate as a function of the plume area, showing a linear 
relationship between these two variables, within the conditions tested in the present work. 
In an attempt to generalize the results for the circulation rate, a dimensionless circulation 
rate was defined as: 

 
2
ds

o

VDimensionless Circulation Rate
g.d

=  (6) 

where 
Vds is the velocity of the fluid in the downleg snorkel (m/s), 
g is the acceleration due to gravity (m/s2), 
do is the diameter of the nozzle (m). 
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Nozzle: 1.5 mm 
 
 

 
Nozzle: 2.8 mm 
Fig. 6. Circulation rate and area of the plume in the upleg snorkel as a function of gas flow 
rate for two different nozzle diameters 
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Fig. 7. Variation of the melt circulation rate with the plume area in the upleg snorkel 
This parameter was correlated to the modified Froude number defined as  

 
2

g
m 5

o l g

ρ  Q
Fr

d  g (ρ ρ )
=

−
 (7) 

where 
ρg is the density of the gas injected (air) (kg/m3), 
Q is volumetric flow rate of the gas injected in the upleg snorkel (m3/s), 
ρl is the density of the liquid (water) (kg/m3). 
The results for different nozzles are presented in Fig. 8. It can be seen that there is a 
logarithmic relationship between the two parameters and that one single equation fit the 
results for the different nozzles. The relation between these two dimensionless numbers is 
reasonable, since the modified Froude number is related to the geometry of the plume 
formed in the upleg snorkel (Sato et al, 2004). 

3.3.2 Decarburization rate 
In the model proposed by Yamaguchi et al (1992), the variation of the concentration of 
aqueous CO2 (shown in Fig. 3) can be expressed by a first order reaction rate given by 

 aq

2aq 2aq

2 eq
CO CO

dCO
K(C -C )

dt
− =  (8) 

where 
CCO2aq is the concentration of aqueous CO2 in the ladle (mg/l), 
t is the time (s), 
K is the reaction constant (s-1), 
CeqCO2aq is the concentration of aqueous CO2 in equilibrium with the gas phase. 
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In this model, the rate constant is given by 

 

c

1K
1 1W
Γ ak ρ

=
⎛ ⎞

+⎜ ⎟
⎝ ⎠

 (9) 

 

 
Fig. 8. Relation between the dimensionless circulation rate and the modified Froude number 

where 
W is the mass of water in the ladle (kg), 
Γ is the circulation rate (kg/s), 
a is the reaction area (m2), 
kc is the mass transfer coefficient (m/s), 
ρ is the density of water (kg/m3). 
 
The following assumptions were made in the development of this model: 
- the reaction rate is controlled by mass transfer in the liquid,  
- the liquid is perfectly mixed in the ladle and in the vacuum chamber and  
- the amount of liquid in the ladle is much larger than that in the vacuum chamber. 
All these assumptions seem very reasonable in the present investigation. 
 
Equation (8) can be integrated to give 

 2aq 2aq

2 2aq aq

eq
CO CO

eqi
CO CO

(C -C ) 
ln kt

(C -C ) 
− =  (10) 

where CiCO2aq is the initial concentration of aqueous CO2. 
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A plot of the experimental data is presented in Fig. 9. This graph indicates that the results 
are very well reproduced by equation (10). The value of K is given by the slope of the 
straight line. 
The product a.kc can be estimated using equation (9). This product represents the volumetric 
mass transfer coefficient.  
Fig. 10 presents the variation of the logarithm of the volumetric mass the transfer coefficient 
as a function of the logarithm of the gas flow rate (Q). Sakaguchi and Ito(15) also calculated 
the volumetric mass transfer coefficient for gas stirred vessels under reduced pressure. They 
expressed the mass transfer coefficient as a function of the gas flow rate. According to their 
analysis, the mass transfer coefficient was expected to be proportional to the 0.744 power of 
the gas flow rate (although their experimental results indicated a power of 0.717), when the 
vacuum chamber pressure and the temperature are constant. The straight line with a slope 
of 0.744 is also indicated in figure 10. 
 

 
Fig. 9. Experimental data plot according to equation (10)  
In the region of low flow rates, the slopes of the curves are similar to that indicated by 
Sakaguchi & Ito (1995). At higher flow rates, particularly for the nozzles with diameters of 
1.5 and 2.8 mm, there is an increase in the slope above a certain flow rate. The behavior 
observed in Fig. 10 can be analyzed considering that there are two sites for the reaction to 
occur. One is in the interface between the gas and the liquid in the upleg snorkel. The other 
site is in the vacuum chamber and is usually associated to the splash that occurs there. In 
their study, Sakaguchi & Ito (1995) admitted that the contribution of the mass transfer at the 
free surface could be neglected. Apparently, the slope of 0.744 is valid for situations where 
the contribution of the mass transfer at the free surface is small. When this contribution is 
more significant, i.e. when the splash in the vacuum chamber is more pronounced, there is a 
tendency of the slope to increase. This is probably the cause of the increase in the slope 
observed in Fig. 10, especially for nozzle diameters of 1.5 and 2.8 mm. 
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a) Nozzle diameter: 1.0 mm                                       

 
b) Nozzle diameter: 1.5 mm  
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a) Nozzle diameter: 1.0 mm                                       

 
b) Nozzle diameter: 1.5 mm  
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c) Nozzle diameter: 2.8 mm 
Fig. 10. Relation between the gas flow rate and the volumetric mass transfer coefficient for 
the three nozzle diameters 
In a previous work developed with a copper converter, Themelis & Schmidt (1967) related 
the volumetric mass transfer coefficient to the nozzle Reynolds number. They determined a 
linear relationship between the mass transfer coefficient and the Reynolds number in the 
range of 2,000 to 9,000. The same straight line fit the results for different nozzle diameters. 
Fig. 11 shows the values of the mass transfer coefficient as a function of the nozzle Reynolds 
number obtained in the present work. In the low Reynolds region (Re < 15,000), the effect of 
the nozzle diameter is relatively small and the results indicate a linear relationship between 
the mass transfer coefficient and the Reynolds number. For Reynolds number above 15,000, 
the linear trend remains, but the slopes of the lines for the different nozzles increase. The 
magnitude of this increase varies according to the nozzle diameter. For the 1.0 mm nozzle, 
the variation is very small. For the other two nozzles, the variation is more noticeable. 
The behavior observed in Fig. 11 can also be analyzed considering the two reaction sites. 
The relevance of each site changes according to the Reynolds number and to the nozzle 
diameter. For the 1.0 mm nozzle, the jet coming from the nozzle disrupts in very small 
bubbles, with large surface area. In this case, the site in the upleg snorkel has a significant 
role even when the splash in the vacuum chamber is pronounced. For the nozzles with 
bigger diameters, particularly for those with 2.8 mm diameter, the effect of the splash 
becomes more relevant at higher Reynolds number, especially when a swinging motion of 
the bath surface is observed (Sato et al, 2004). This effect is probably responsible for the 
increase in the slopes of the lines observed in Fig. 11. 
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Fig. 11. Volumetric mass transfer coefficient as a function of the nozzle Reynolds number 
Fig. 12 depicts images of the vacuum chamber, when different nozzles are used. The nozzle 
Reynolds number is approximately the same in three pictures. The splash is more 
pronounced for the 2.8 mm nozzle diameter and is certainly leading to the higher 
volumetric mass transfer coefficients observed in Fig. 11. 
 

 
a) Nozzle: 1.0 mm    
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linear relationship between the mass transfer coefficient and the Reynolds number in the 
range of 2,000 to 9,000. The same straight line fit the results for different nozzle diameters. 
Fig. 11 shows the values of the mass transfer coefficient as a function of the nozzle Reynolds 
number obtained in the present work. In the low Reynolds region (Re < 15,000), the effect of 
the nozzle diameter is relatively small and the results indicate a linear relationship between 
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magnitude of this increase varies according to the nozzle diameter. For the 1.0 mm nozzle, 
the variation is very small. For the other two nozzles, the variation is more noticeable. 
The behavior observed in Fig. 11 can also be analyzed considering the two reaction sites. 
The relevance of each site changes according to the Reynolds number and to the nozzle 
diameter. For the 1.0 mm nozzle, the jet coming from the nozzle disrupts in very small 
bubbles, with large surface area. In this case, the site in the upleg snorkel has a significant 
role even when the splash in the vacuum chamber is pronounced. For the nozzles with 
bigger diameters, particularly for those with 2.8 mm diameter, the effect of the splash 
becomes more relevant at higher Reynolds number, especially when a swinging motion of 
the bath surface is observed (Sato et al, 2004). This effect is probably responsible for the 
increase in the slopes of the lines observed in Fig. 11. 
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Fig. 11. Volumetric mass transfer coefficient as a function of the nozzle Reynolds number 
Fig. 12 depicts images of the vacuum chamber, when different nozzles are used. The nozzle 
Reynolds number is approximately the same in three pictures. The splash is more 
pronounced for the 2.8 mm nozzle diameter and is certainly leading to the higher 
volumetric mass transfer coefficients observed in Fig. 11. 
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b) Nozzle: 1.5 mm   

 
c) Nozzle: 2.8 mm. 

Fig. 12. Images of the vacuum chamber when different nozzles are used. Nozzle Reynolds 
number ≅ 20,000 
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4. Conclusions 
Mass transfer plays a significant role in determining the rate of steelmaking operations. 
Therefore, the evaluation of the mass transfer coefficient and the identification of the factors 
that affect the mass transfer rate are very important tasks. After defining the mass transfer 
coefficients and briefly discussing the techniques applied in their evaluation, a case study, 
analysing decarburization in the RH degasser was presented. 
In this case study, a physical model was used to study the circulation rate and the kinetics of 
decarburization in a RH degasser. The effects of the gas flow rate and of the diameters of the 
nozzles used in the gas injection were investigated. The decarburization of liquid steel was 
simulated using a reaction of desorption of CO2 from caustic solutions. 
The results showed that the circulation rate increases with an increase in the diameter of the 
nozzles and in the gas flow rate. The effect of the gas flow rate becomes less significant at 
higher flow rates. A relationship between a dimensionless circulation rate and the modified 
Froude number was determined. This relationship fit the results for all nozzle diameters 
tested. 
The kinetics of the reaction follows a first order equation and is controlled by mass transfer 
in the liquid phase. The reaction rate constant was affected by the gas flow rate and nozzle 
diameter. An increase in the gas flow rate lead to an acceleration of the reaction. For a given 
flow rate, the smaller nozzle tend to give higher reaction rates. 
A volumetric mass transfer coefficient was calculated based on the rate constants and on the 
circulation rate. The logarithm of the mass transfer coefficient showed a linear relationship 
with the logarithm of the gas flow rate. The slope of the line was found to vary according to 
the relevance of the reaction at the free surface in the vacuum chamber.  
A linear relationship between the volumetric mass transfer coefficient and the nozzle 
Reynolds number was also observed. Again, the slopes of the lines changed according to the 
relative importance of the two reaction sites, gas-liquid interface in the upleg snorkel and in 
the vacuum chamber (mainly due to the splash). At higher Reynolds number, the reaction in 
the vacuum chamber tends to be more significant.  
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1. Introduction   
Fluid flow resulted from the gradient of surface tension usually called as Marangoni effect or 
surface tension effect, and the induced convection was called as Marangoni convection. 
Earlier studies about Marangoni effect were to discuss and analyze the disturbed phenomena 
in the gas-liquid interface. The phenomenon of the so called “tears and wine” was first 
studied by Carlo Marangoni in 1865. The Benard cells resulted from the gradient of 
temperature were another instance of Marangoni convections. Nowadays, the surface tension 
effect was extensively applied in many fields. For example, the nanostructure changed as a 
result of Marangoni effect in enhanced laser nanopatterning of silicon. Besides, to avoid 
spotting in silicon wafers, the matter of low surface tension was blown over the wet wafer to 
lead the gradient of surface tension and to dry wafer surface by the induced Marangoni 
effect. Marangoni effect was also utilized in dyeing works. The dyes or pigments were floated 
on the surface of the basic medium, and then they moved toward the diffusion direction by 
Marangoni effect. Finally, the surface was covered by paper or cloth to take a print.  
On the basis of small disturbance analysis, the interfacial disturbances can be divided into 
stable, stability and instability state. The stable state means that the fluid flowed 
phenomenon is not affected by Marangoni effect. The studies about stability state were 
always focused on critical Marangoni number or neutral stability curve. The instability state 
could be subdivided into stationary and oscillatory instabilities, and they were known as 
Marangoni instability. The regular hexagonal pattern of convective cells, such as Benard 
cells, was formed by heating from below or cooling from above, and which was the typical 
stationary instability, that is, the Marangoni convections with regular convection were 
called as stationary instability; however, the Marangoni convection with irregular 
convection was called as oscillatory instability. In general, the mass transfer performance 
can be enhanced by the Marangoni instability or so called interfacial disturbance. Therefore, 
studies about mass transfer affected by interfacial disturbance were focused on performance 
enhancement. Both of stationary instability or oscillatory instability can be called as 
interfacial disturbance in these studies.     
Mentioned above, Marangoni instability or interfacial disturbance can be resulted from the 
gradient of surface tension. Since fluids are the indispensable element for mass transfer 
devices, fluid flow affected by surface tension and effect of Marangoni instability on mass 
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1. Introduction   
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surface tension effect, and the induced convection was called as Marangoni convection. 
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in the gas-liquid interface. The phenomenon of the so called “tears and wine” was first 
studied by Carlo Marangoni in 1865. The Benard cells resulted from the gradient of 
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could be subdivided into stationary and oscillatory instabilities, and they were known as 
Marangoni instability. The regular hexagonal pattern of convective cells, such as Benard 
cells, was formed by heating from below or cooling from above, and which was the typical 
stationary instability, that is, the Marangoni convections with regular convection were 
called as stationary instability; however, the Marangoni convection with irregular 
convection was called as oscillatory instability. In general, the mass transfer performance 
can be enhanced by the Marangoni instability or so called interfacial disturbance. Therefore, 
studies about mass transfer affected by interfacial disturbance were focused on performance 
enhancement. Both of stationary instability or oscillatory instability can be called as 
interfacial disturbance in these studies.     
Mentioned above, Marangoni instability or interfacial disturbance can be resulted from the 
gradient of surface tension. Since fluids are the indispensable element for mass transfer 
devices, fluid flow affected by surface tension and effect of Marangoni instability on mass 
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transfer were discussed in recent years. Generally speaking, the reason for the induced 
Marangoni convection could be divided into artificial and spontaneous Marangoni 
convection. For example, the disturbance induced by surface additive injected into 
absorption system could be called as artificial Marangoni instability; however the 
spontaneous Marangoni instability could be produced by some composed components in 
the distillation, extraction, bubble columns and so on. The Marangoni effect could be 
occurred in the gas-liquid and liquid-liquid contacting systems or mass transfer devices, 
such as packed distillation column, falling film absorber, absorption process with chemical 
reaction, two-phase flow system, liquid jets system and so on.  
In addition to the gradient of surface tension, the liquid fluid with continuous phase is an 
important reason to trigger the Marangoni effect so much that the liquid fluid with 
continuous phase can be observed in the mass transfer devices mentioned above. Therefore, 
the purpose of this chapter is to discuss effects of Marangoni instability on mass transfer 
devices. Besides, some experimental results are present to describe effects of Maranfoni 
effect on absorption performance. The interfacial disturbance and surface stress were also 
observed and calculated to analyze mass transfer performance for water vapor absorbed by 
triethylene glycol (TEG) solution in packed bed absorber. Described above, the phenomena 
of Marangoni effect in the thin liquid film, thinker liquid layer, and mass transfer devices 
were elucidated in the first. Secondly, the definitions related to artificial and spontaneous 
Marangoni convections were described. And then effects of interfacial disturbance resulted 
from the gradient of surface tension on the performance of mass transfer devices were 
discussed. Finally, the summary of this chapter was described in the conclusion. 

2. Marangoni effect in thin liquid film, thinker liquid layer, and mass transfer 
devices 
2.1 Thin liquid film 
Fluid flow driven by the gradient of surface tension had been called as Marangoni effect, 
and the surface of liquid thin film was always inhomogeneous or wavy in the microview. As 
shown in Fig. 1, the horizontal coordinate toward the thinner region is assumed to be 
positive x, that is the direction of +x, and the section of between real line and dotted line can 
be regarded as a cellular convection in the interface. Since the concentration in the thinner 
region is higher than that in the thicker region, the concentration gradient, eq. 2, is greater 
than zero for the gradient of surface tension, eq. 1. 
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Fig. 1. Fluid flow induced by the gradient of surface tension in the thin liquid film 
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where the symbol γ is surface tension, and CAL is the concentration of solute in liquid phase. 
Mentioned above, the direction of fluid flow is dominated by the gradient of surface tension 
with respect to the concentration of liquid solution, that is ALC/∂∂γ . 

a. 
ALC∂

∂γ  < 0 

If the gradient of surface tension with respect to concentration is less than zero (negative), 
the gradient of surface tension (eq. 1) will be negative. The liquid will flow from thinner 
region to thicker region. Compared with liquid flowing on the supported surface, such as 
packing surface, the gas-liquid contacting area is reduced by the contraction of liquid film 
on packing surface, which leads to the less mass transport. Therefore, the phenomenon was 
called as “Marangoni negative system”. 

b. 
ALC∂

∂γ  > 0 

If the gradient of surface tension with respect to concentration is greater than zero (positive), 
the gradient of surface tension will be positive. The liquid will flow from thicker region to 
thinner region. Since the fluid flow under this condition makes liquid film flowing 
homogeneously on the supported surface, the gas-liquid contacting area is larger than 
the“Marangoni negative system”. The mass transfer performance is always better for this 
system, and the phenomenon is called as “Marangoni positive system”. 
Extended from the concept of Marangoni effect acting on thin liquid film, effect of surface 
tension on mass transfer performance of packed distillation column was investigated by 
Patberg et al., 1983. Since the surface tension of feeding solution was almost not changed 
while contacting with the reflux, Fig. 2 (a) showed the liquid was subject to the path of the 
shortest distance and the lowest resistance. Flow phonmenon in Fig. 2 (a) was resulted from 
Marangoni negative or neutral system in packed distillation column. Therefore, the poor 
distilling performance was due to the bad efficiency of packing wetted. On the opposite, the 
solution on the button of packing could be drawn by the feeding solution on the top of 
packing due to the surface tension of feeding solution increased by the reflux. Therefore, 
Fig. 2 (b) showed the solution flowing more homogeneously over the packing material. 
Since the wetting efficiency of packing material is good for mass transfer under the 
condition of Fig. 2 (b), the mass transfer performance of packed distillation column is better 
than Fig. 2 (a). This can be called as Marangoni positive system in the packed distillation 
column. In addition, Patberg et al., 1983 also found that the interface refreshment was 
affected by the smaller packing and the lower liquid flow rates more significantly. Patberg et 
al., 1983 assumed that the shear stress was equal to the largest possible surface tension 
difference divided by an assumed creeping height, which resulted in the constant shear 
stress and constant thickness of creeping film. To achieve a more detailed approximation, 
the creeping film phenomenon (Fig. 3) for packed distillation column was proposed by 
Dijkstra & Drinkenburg, 1990 to discuss effects of surface tension on wetted area and mass 
transfer. The numerical results showed that Marangoni effect was more significant in lower 
Biot number (Buoyancy effect), and the creeping height was increased with the increased 
Marangoni number. Finally, the Marangoni effect resulted from evaporation of acetone 
affected mass transfer flux for the acetone-water system was also demonstrated by Dijkstra 
& Drinkenburg, 1990. 
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Fig. 1. Fluid flow induced by the gradient of surface tension in the thin liquid film 
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where the symbol γ is surface tension, and CAL is the concentration of solute in liquid phase. 
Mentioned above, the direction of fluid flow is dominated by the gradient of surface tension 
with respect to the concentration of liquid solution, that is ALC/∂∂γ . 

a. 
ALC∂

∂γ  < 0 

If the gradient of surface tension with respect to concentration is less than zero (negative), 
the gradient of surface tension (eq. 1) will be negative. The liquid will flow from thinner 
region to thicker region. Compared with liquid flowing on the supported surface, such as 
packing surface, the gas-liquid contacting area is reduced by the contraction of liquid film 
on packing surface, which leads to the less mass transport. Therefore, the phenomenon was 
called as “Marangoni negative system”. 

b. 
ALC∂

∂γ  > 0 

If the gradient of surface tension with respect to concentration is greater than zero (positive), 
the gradient of surface tension will be positive. The liquid will flow from thicker region to 
thinner region. Since the fluid flow under this condition makes liquid film flowing 
homogeneously on the supported surface, the gas-liquid contacting area is larger than 
the“Marangoni negative system”. The mass transfer performance is always better for this 
system, and the phenomenon is called as “Marangoni positive system”. 
Extended from the concept of Marangoni effect acting on thin liquid film, effect of surface 
tension on mass transfer performance of packed distillation column was investigated by 
Patberg et al., 1983. Since the surface tension of feeding solution was almost not changed 
while contacting with the reflux, Fig. 2 (a) showed the liquid was subject to the path of the 
shortest distance and the lowest resistance. Flow phonmenon in Fig. 2 (a) was resulted from 
Marangoni negative or neutral system in packed distillation column. Therefore, the poor 
distilling performance was due to the bad efficiency of packing wetted. On the opposite, the 
solution on the button of packing could be drawn by the feeding solution on the top of 
packing due to the surface tension of feeding solution increased by the reflux. Therefore, 
Fig. 2 (b) showed the solution flowing more homogeneously over the packing material. 
Since the wetting efficiency of packing material is good for mass transfer under the 
condition of Fig. 2 (b), the mass transfer performance of packed distillation column is better 
than Fig. 2 (a). This can be called as Marangoni positive system in the packed distillation 
column. In addition, Patberg et al., 1983 also found that the interface refreshment was 
affected by the smaller packing and the lower liquid flow rates more significantly. Patberg et 
al., 1983 assumed that the shear stress was equal to the largest possible surface tension 
difference divided by an assumed creeping height, which resulted in the constant shear 
stress and constant thickness of creeping film. To achieve a more detailed approximation, 
the creeping film phenomenon (Fig. 3) for packed distillation column was proposed by 
Dijkstra & Drinkenburg, 1990 to discuss effects of surface tension on wetted area and mass 
transfer. The numerical results showed that Marangoni effect was more significant in lower 
Biot number (Buoyancy effect), and the creeping height was increased with the increased 
Marangoni number. Finally, the Marangoni effect resulted from evaporation of acetone 
affected mass transfer flux for the acetone-water system was also demonstrated by Dijkstra 
& Drinkenburg, 1990. 
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 a)  b) 

Fig. 2. Schematic diagram of liquid flow over packing under the conditions of (a) negative or 
neutral system (b) positive system. (referred from Patberg et al., 1983) 
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Fig. 3. Schematic diagram of the phenomenon of creeping film. (referred from Dijkstra & 
Drinkenburg, 1990) 

2.2 Liquid layer 
Marangoni convection or Marangoni instability was usually resulted from the gradient of 
surface tension in the thinker liquid layer. In addition to the interfacial disturbance resulted 
from heating the bottom of liquid layer, the interfacial disturbance also can be induced by 
the gradient of concentration, such as chemisorptions of carbon dioxide by 
monoethanolamine (MEA) solution. Brian et al., 1967 proposed the chemisorptions 
mechanism for carbon dioxide absorbed by MEA solution as follows: 

 NH3 + CO2 → NH3COOH  (3) 

 NH3COO- + H+ + NH3 → NH4+ (4) 

The absorption efficiency of carbon dioxide could be enhanced by the induced interfacial 
disturbance in the system. In order to analyze effects of surface tension on cellular 
convection, the chemisorptions for the components of H2S-MEA-H2O and CO2-MEA-H2O 
were investigated by Buzek, 1983. Absorption of H2S by MEA solution was an instantaneous 
and irreversible reaction, and the mass transfer resistance in the gas phase was negligible. 
Since the liquid surface and its vicinity were occupied by the only ionized products, there 
was no concentration gradient responsible for cellular convection. Although the mass 
transfer resistance in the gas phase was still negligible for absorption of CO2 by MEA 
solution, the rate of chemical reaction between MEA solution and CO2 was finite. The 
gradient of interfacial tension could be resulted from nonuniform interfacial distribution of 
reactant and product. Therefore, the cellular convection could be resulted from absorption 
of CO2 by MEA solution due to the gradient of interfacial tension. For the chemisorptions, 
Kaminsky et al., 1998 proposed the model of energy-balance equation, and the results 
showed that the mass transfer rate between phases was increased by the induced interfacial 
disturbance. Besides, to discuss the influences of surfactant solutions spreading on 

Effects of Surface Tension on Mass Transfer Devices 

 

277 

hydrophilic surfaces affected by Marangoni effect, Cachile et al., 1999 used nonionic 
surfactants, such as C12E4 and C12E10, in elthylene glycol (EG) and diethylene glycol (DEG) to 
deposit on the surface of oxidized silicon wafer. Cachile et al., 1999 found that the spreading 
of surfactant solutions on hydrophilic surfaces and the structure of the instability pattern 
were dominated by the mobility of pure surfactant and the relative humidity, especially for 
that higher than 80%. In recent years, Marangoni convections were also discussed in the 
systems of solute evaporating from a liquid phase to an inert phase, surfactant transport 
from an aqueous to an organic phase, and absorption and desorption of carbon dioxide into 
and from organic solvents by Colinet et al., 2003, Lavabre et al., 2005, and Sun, 2006 
respectively. 
In general, the interfacial disturbance resulted from spontaneous mass transfer is 
insignificant, and it is difficult to observe by naked eyes. Therefore, some studies compared 
mass transfer data with and without Marangoni effect to show influence of surface tension 
on mass transfer performance. On the other hand, some studies used the disturbed 
phenomena in the macro view or established the disturbed model to deduce interfacial 
disturbance resulted from the gradient of surface tension. Mentioned above, scaling up the 
interfacial phenomena from micro view and proving by experimental data under the 
conditions without violating scientific theory is one way to realize interfacial phenomena 
affected by the Marangoni effect. 
In order to observe and realize the interfacial phenomena resulted from the gradient of 
surface tension for the absorption system, the water drop was instilled on the surface of TEG 
solution to observe the interfacial disturbance and calculate the surface stress. The schematic 
diagram for observing water drop instilled on the surface of TEG solution is shown in Fig. 4. 
Since the disturbed phenomena for water drop instilled on different concentrations of TEG 
solutions are similar, only water drop instilled on 95 wt. %. TEG solution is shown to 
describe the interfacial disturbance, such as Fig. 5 (a), (b) and (c). As shown in Fig. 5, the 
microscope with the software of image processing was used to observe the interfacial 
phenomena. The water drop can be called as the spreading liquid and the TEG solution can 
be called as the supporting liquid during the process of instilling water drop on the surface 
of the TEG solution. Since the surface tension of water drop was greater than that of TEG 
solution, the contraction of water drop inward was occurred by the induced interfacial 
stress, as shown in Fig. 5 (a) and (b). The results showed that the rate of instantaneous 
contraction for the interfacial contour was faster than dissolution of water drop into TEG 
solution. And then the drop diverged gradually due to mutual dissolution between water 
and TEG, as shown in Fig. 5 (c). In addition, the longitudinal gradient of surface tension 
made the disturbed behavior around the peripheral region of water drop, which could be 
called as the interfacial instability and the instability lasted from 30s to 40s. 
 

 
Fig. 4. The observed system of water drop instilled on the surface of TEG solutions 
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 a)  b)  c) 

Fig. 5. Images of water drop instilled on surface of 95 wt. %. TEG solution (a) the start of 
water drop on the TEG solution, (b) the contraction of water drop, (c) divergence of water 
drop on TEG surface 
The interfacial stress was calculated and the relationship between interfacial stress and 
concentration of TEG solution was drawn after the images of water drop instilled on the 
surface of TEG solutions were captured. The schematic diagram of water drop on the TEG 
surface is shown in Fig. 6, and the assumptions of homogeneous water film and plug flow is 
made for the contraction of water drop in this system. Mentioned above, the interfacial 
stress can be deduced as follows: 

 dF dma=   (5) 

 dropdF d V aρ=   (6) 

where the symbol F is the interfacial stress, m is the mass of liquid drop, V is the volume of 
liquid drop, ρ is the density of liquid drop, and a is the acceleration of leading edge of liquid 
drop. Assuming the acceleration maintained a constant at that instant. 

 dropdF a d V( )ρ= ⋅    (7) 

   dropV r2π ω= ×∵   (8)  

ω =the thickness of liquid film  

Eq. 7 is replaced by eq. 8, and the interfacial stress can be obtained from eq. 9. 

  
r

r
F a rdr
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1
2ρω π= × ∫    (9) 

On the basis of eq. 9, the interfacial stress resulted from the gradient of surface tension can 
be calculated, and the relationship between interfacial stress and concentration of TEG 
solution is shown in Fig. 7. As known, the surface tension of TEG solution is decreased with 
the increased concentration of TEG solution. The surface tension difference between water 
and TEG solution should be greater for the higher TEG concentration, which leads to the 
stronger interfacial stress. Fig. 7 also shows that the interfacial stress increases dramatically 
for the concentration higher than 93 wt. %. TEG solution. Therefore, the absorption 
performance of water vapor absorbed by TEG solution could be increased more significant 
as TEG concentration greater than 93 wt. %, and the deduction is consistent with 
experimental results by Wu and Chung, 2006. Although the interfacial stress is insignificant 
for lower concentration, the interfacial instability resulted from longitudinal gradient of 
surface tension around the peripheral region of water drop is still being. The interfacial 
stress and Marangoni instability resulted from the enough difference of surface tension 
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between spreading and supporting liquids was demonstrated, and the disturbed 
phenomena described above could also be helpful for explaining why the performance of 
mass transfer devices affected by the Marangoni effect. 
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Fig. 6. The schematic diagram of water drop contracted inward on the surface of TEG solution 
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Fig. 7. Effects on TEG concentration on interfacial stress 

2.3 Mass transfer devices 
In addition to Benard cell resulted from the gradient of surface tension in the liquid layer, 
studies related to Marangoni effect were almost devoted to packed distillation column and 
liquid-liquid contacting system before 1990. For example, Bakker et al., 1967 defined the 
ratio F of the measured concentration to the calculated concentration to analyze effect of 
driving force on the ratio F for the liquid-liquid extraction system. The ratio F was increased 
with the increased driving force. Bakker et al., 1967 deduced that the discrepancy between 
measured and calculated concentration could be attributed to the interfacial movement. The 
components and the changed range of ratio F for the system are shown in Table 1. Besides, 
Moens & Bos, 1972 used pool column to investigate effect of surface tension on surface 
renewal. The relationship between stabilizing index, M = -(dγ/dx)(x-x*), and number of 
transfer units Nog was used to analyze mass transfer performance affected by the gradient of 
surface tension. Roll cells were observed only for stabilizing index M greater than 5 dn/cm, 
and Nog was not decreased beyond 0.15 dn/cm. Moens & Bos, 1972 concluded that the 
surface was renewed by the longitudinal gradient of surface tension. The entering liquid 
spread over the interface and moved towards outlet rapidly under the condition of positive 
M, which led interfacial velocity and mass transfer coefficient to be increased. However, the 
entering liquid did not spread over the interface under the condition of negative M. As a 
result of limiting spread of liquid, the insignificant surface renewal and the limited 
Marangoni effect could be derived for this condition. For absorption system, the surface 
additive could be added to absorption system to induce interfacial disturbance. For 
example, n-octanol was added to the aqueous solution of lithium bromide to induce 
interfacial disturbance by Kashiwagi et al., 1993 in the falling-film system. Both of adding n-
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phenomena described above could also be helpful for explaining why the performance of 
mass transfer devices affected by the Marangoni effect. 
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2.3 Mass transfer devices 
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studies related to Marangoni effect were almost devoted to packed distillation column and 
liquid-liquid contacting system before 1990. For example, Bakker et al., 1967 defined the 
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driving force on the ratio F for the liquid-liquid extraction system. The ratio F was increased 
with the increased driving force. Bakker et al., 1967 deduced that the discrepancy between 
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components and the changed range of ratio F for the system are shown in Table 1. Besides, 
Moens & Bos, 1972 used pool column to investigate effect of surface tension on surface 
renewal. The relationship between stabilizing index, M = -(dγ/dx)(x-x*), and number of 
transfer units Nog was used to analyze mass transfer performance affected by the gradient of 
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and Nog was not decreased beyond 0.15 dn/cm. Moens & Bos, 1972 concluded that the 
surface was renewed by the longitudinal gradient of surface tension. The entering liquid 
spread over the interface and moved towards outlet rapidly under the condition of positive 
M, which led interfacial velocity and mass transfer coefficient to be increased. However, the 
entering liquid did not spread over the interface under the condition of negative M. As a 
result of limiting spread of liquid, the insignificant surface renewal and the limited 
Marangoni effect could be derived for this condition. For absorption system, the surface 
additive could be added to absorption system to induce interfacial disturbance. For 
example, n-octanol was added to the aqueous solution of lithium bromide to induce 
interfacial disturbance by Kashiwagi et al., 1993 in the falling-film system. Both of adding n-
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octanol vapor and adding saturated n-octanol to the aqueous solution of lithium bromide 
were performed by Kashiwagi et al., 1993. The results showed that absorption of steam was 
enhanced by the induced Marangoni effect. On the other hand, sodium lauryl sulfate (SLS) 
and cetyltrimethyl ammonium bromide (CTMAB) were used as surfactant respectively by 
Vazquez et al., 1996 to test the performance of carbon dioxide absorbed by water. 
Experimental results showed that the performance of carbon dioxide absorbed by water 
could be enhanced by the convection-inducing liquid, 20-100 wt. % aqueous solution of 
methanol, ethanol, 2-propanol, and the mass transfer coefficient would be reduced with the 
increased surfactant concentration.  
Similar to Patberg et al., 1983, Proctor et al., 1998 also discussed effects of surface tension on 
packed distillation column. The difference between them is that the experimental 
parameters, include different scale of packed distillation column and liquid flow rate were 
performed by Proctor et al., 1998. Effects of surface tension on mass transfer performance for 
the small-scale packed distillation column were consistent with previous studies. However, 
the extra surface was produced by spray and small drops for the larger scale column in the 
negative system, and then the mass transfer performance was better for the negative system 
at heavier loading. For absorption of carbon dioxide, liquid water, monoethanolamine 
(MEA), and metheldiethanolamine (MDEA) aqueous solution were often used as absorbent 
solutions to absorb carbon dioxide in the open studies. For example, aqueous solution of 
MDEA was used to absorb carbon dioxide by Zhang et al., 2003 to discuss the discrepancy 
of absorption rate between experimental data and kinetics model, and hence they thought 
that the enhanced absorption rate could be attributed to Marangoni effect resulted from the 
elevated partial pressure of carbon dioxide. In addition, some studies related to Marangoni 
effect in the recent years can also be found from absorption of CO2 and NH3 absorbed by 
NaOH and water in the falling film and bubble absorption systems, as shown in Table 1. 
Mentioned above, the gradient of surface tension could be formed by mass transfer in the 
interface, and then the Marangoni instability could be induced by the gradient in the mass 
transfer device with continuous liquid phase. Therefore, the packed-bed absorber with 
continuous liquid phase was tested by Wu et al., 2001 to discuss effects of Marangoni 
convection on mass transfer performance of water vapor absorbed by TEG solution. Since 
the surface tension of absorbent solution was depend on concentration and temperature, the 
stabilizing index (M-index) was established with respect to the differentiation of 
concentration. On the basis of dimensional analysis and M-index, the empirical mass 
transfer correlation with M-index was established in eq. 10. 
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L L L L
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2
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⋅

.  (10) 

where kxa is the mass transfer coefficient in the liquid phase, M is the molecular weight of 
the transferred matter, dp is the diameter of the transferred matter, μL is the viscosity of 
liquid fluid, the term in the first parentheses is the Reynolds number, the term in the second 
parentheses is the Schmidt number, L is the liquid flow rate, G is the gas flow rate, and M-
index is the Marangoni-index. The difference between experimental mass transfer 
coefficients and predicted by eq. 10 is about 7%, which is better than that predicted by the 
empirical mass transfer correlation without M-index. The results mean that mass transfer 
phenomena and performance should be affected by Marangoni effect under the process of 
water vapor absorbed by TEG solution. 
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Method of Mass 
Transfer Authors Response Value Changed 

Range Components 

Extraction Bakker et 
al., 1967 F 1~3 acetic acid from water 

to isobutyl alcohol 
Distillation 
(Packed Column) 

Proctor et 
al., 1998 

Hog(mm) (height 
of transfer units) 20-100 n-propanol/water 

Distillation 
(Pool Column) 

Moens & 
Bos, 1972 

Nog (number of 
transfer units) 2.55-3.65  n-heptane/methyl- 

cyclohexane overall gas 
Absorption 
(Falling Film) 

Kashiwagi 
et al., 1993 

Na 
(kg/m2s) 0.9-1.9 steam absorption by 

58.3 %wt. LiBr solution 
Absorption 
(Falling Film) 

Zanfir et al., 
2005 conversion, % 40-100 CO2 absorbed by 

NaOH 
Absorption 
(Pool absorber) 

Vazquez et 
al., 1996 

 kl 

(m/s) 6.6-7.8×10-5 CO2 absorbed by water 

Absorption 
(Packed Absorber)

Zhang et 
al., 2003 

N 
(kmol/m2s) 

1.229-
26.699×10-6 

CO2 absorbed by 
MDEA 

Absorption 
(Bubble) 

Kim et al., 
2006 

m (g/s) 
absorption rate 0.3-2.8 NH3 absorbed by water  

Table 1. Response value and the changed range for different mass transfer devices 

3. Artificial and spontaneous marangoni convections 
Researches about Marangoni effect can be categorized into experimental operation and 
numerical simulation. For the experimental operation, some studies compared experimental 
data to demonstrate that mass transfer performance affected by Marangoni effect, and the 
others observed or analyzed surface velocity and interfacial properties resulted from the 
gradient of surface tension to show effect of interfacial disturbance on mass transfer. 
Researches about Marangoni effect discussed by numerical simulation can also be 
categorized as follows. One is to simulate Marangoni effect resulted from the gradient of 
surface tension in the mass transfer system, and show that the performance is affected by 
Marangoni effect; the other is discuss the roll cells resulted from Marangoni instability and 
to analyze the induced interfacial disturbance by dimensionless numbers based on mass 
transfer principle and linear stability analysis. According to the collected references, the 
studies about interfacial disturbance discussed by numerical simulation are beyond 70 
percent. Half of the other studies are to investigate effect of Marangoni effect on mass and 
heat transfer performance by practical experimental data; and the rest is to analyze and 
discuss Marangoni convection by the observed technology. The difference of study number 
shows that it is not easy to design a pilot engineering device accompanied with surface 
tension effect. The designer not only need to have the ability to design mass or heat 
transport device, but also need to have the ability to make the Marangoni effect occurring in 
the mass transfer device. Furthermore, studies about transfer performance affected by 
Marangoni effect in mass transfer devices and image observation during the process of mass 
transfer were not increased in recent years, which causes it is difficult to find the relevant 
paper for Marangoni effect occurring in the mass transfer devices. However, heat and mass 
transport engineering and drying of chip and semiconductor affected by Marangoni effect 
have been demonstrated in the open literatures. This is why the subject of effects of surface 
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octanol vapor and adding saturated n-octanol to the aqueous solution of lithium bromide 
were performed by Kashiwagi et al., 1993. The results showed that absorption of steam was 
enhanced by the induced Marangoni effect. On the other hand, sodium lauryl sulfate (SLS) 
and cetyltrimethyl ammonium bromide (CTMAB) were used as surfactant respectively by 
Vazquez et al., 1996 to test the performance of carbon dioxide absorbed by water. 
Experimental results showed that the performance of carbon dioxide absorbed by water 
could be enhanced by the convection-inducing liquid, 20-100 wt. % aqueous solution of 
methanol, ethanol, 2-propanol, and the mass transfer coefficient would be reduced with the 
increased surfactant concentration.  
Similar to Patberg et al., 1983, Proctor et al., 1998 also discussed effects of surface tension on 
packed distillation column. The difference between them is that the experimental 
parameters, include different scale of packed distillation column and liquid flow rate were 
performed by Proctor et al., 1998. Effects of surface tension on mass transfer performance for 
the small-scale packed distillation column were consistent with previous studies. However, 
the extra surface was produced by spray and small drops for the larger scale column in the 
negative system, and then the mass transfer performance was better for the negative system 
at heavier loading. For absorption of carbon dioxide, liquid water, monoethanolamine 
(MEA), and metheldiethanolamine (MDEA) aqueous solution were often used as absorbent 
solutions to absorb carbon dioxide in the open studies. For example, aqueous solution of 
MDEA was used to absorb carbon dioxide by Zhang et al., 2003 to discuss the discrepancy 
of absorption rate between experimental data and kinetics model, and hence they thought 
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concentration. On the basis of dimensional analysis and M-index, the empirical mass 
transfer correlation with M-index was established in eq. 10. 
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where kxa is the mass transfer coefficient in the liquid phase, M is the molecular weight of 
the transferred matter, dp is the diameter of the transferred matter, μL is the viscosity of 
liquid fluid, the term in the first parentheses is the Reynolds number, the term in the second 
parentheses is the Schmidt number, L is the liquid flow rate, G is the gas flow rate, and M-
index is the Marangoni-index. The difference between experimental mass transfer 
coefficients and predicted by eq. 10 is about 7%, which is better than that predicted by the 
empirical mass transfer correlation without M-index. The results mean that mass transfer 
phenomena and performance should be affected by Marangoni effect under the process of 
water vapor absorbed by TEG solution. 

Effects of Surface Tension on Mass Transfer Devices 

 

281 

Method of Mass 
Transfer Authors Response Value Changed 

Range Components 
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al., 1967 F 1~3 acetic acid from water 
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Distillation 
(Packed Column) 

Proctor et 
al., 1998 

Hog(mm) (height 
of transfer units) 20-100 n-propanol/water 

Distillation 
(Pool Column) 

Moens & 
Bos, 1972 

Nog (number of 
transfer units) 2.55-3.65  n-heptane/methyl- 

cyclohexane overall gas 
Absorption 
(Falling Film) 

Kashiwagi 
et al., 1993 

Na 
(kg/m2s) 0.9-1.9 steam absorption by 

58.3 %wt. LiBr solution 
Absorption 
(Falling Film) 

Zanfir et al., 
2005 conversion, % 40-100 CO2 absorbed by 

NaOH 
Absorption 
(Pool absorber) 

Vazquez et 
al., 1996 

 kl 

(m/s) 6.6-7.8×10-5 CO2 absorbed by water 

Absorption 
(Packed Absorber)

Zhang et 
al., 2003 

N 
(kmol/m2s) 

1.229-
26.699×10-6 

CO2 absorbed by 
MDEA 

Absorption 
(Bubble) 

Kim et al., 
2006 

m (g/s) 
absorption rate 0.3-2.8 NH3 absorbed by water  

Table 1. Response value and the changed range for different mass transfer devices 

3. Artificial and spontaneous marangoni convections 
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percent. Half of the other studies are to investigate effect of Marangoni effect on mass and 
heat transfer performance by practical experimental data; and the rest is to analyze and 
discuss Marangoni convection by the observed technology. The difference of study number 
shows that it is not easy to design a pilot engineering device accompanied with surface 
tension effect. The designer not only need to have the ability to design mass or heat 
transport device, but also need to have the ability to make the Marangoni effect occurring in 
the mass transfer device. Furthermore, studies about transfer performance affected by 
Marangoni effect in mass transfer devices and image observation during the process of mass 
transfer were not increased in recent years, which causes it is difficult to find the relevant 
paper for Marangoni effect occurring in the mass transfer devices. However, heat and mass 
transport engineering and drying of chip and semiconductor affected by Marangoni effect 
have been demonstrated in the open literatures. This is why the subject of effects of surface 
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tension on mass transfer devices was selected to discuss in this chapter; however, it still 
need more hands to fill the gap in the literature. The purpose of this chapter is to discuss 
effect of Marangoni effect on mass transfer devices, and hence most of the descriptions are 
focused on the mass transfer enhancement affected by Marangoni effect. Some results 
obtained from numerical simulation are used to assist the descriptions about interfacial 
behaviors. 
 

Mass Transfer 
Device Method 

Times of Mass 
Transfer 

Enhancement 
Authors(year) 

liquid-liquid system
100 ml water + 0.002-0.05 
g ionic and non-ionic 
surfactants 

  1-7 times 
(compared with the 
absence of 
surfactant) 

Agble & Mendes, 
2000 

falling film absorber
saturated n-octanol 
vapor was supplied to 
the absorber 

increase 20% 
(mass flux, kg/m2s) 

Kashiwagi et al., 
1993 

plane absorption 
system (two 
concentric 
absorption cell) 

methanol, ethanol, 1-
propanol, 2-propanol or 
acetone (20-100% wt 
aqueous solution) was 
deposited at the surface 
of water liquid 

3-4 times (compared 
with  the absence of 
surfactant) 

Vazquez et al., 1996 

plane absorption 
system (two 
concentric 
absorption cell) 

methanol, ethanol or n-
propanol, (0-100 % wt.) 
was deposited at the 
surface of water liquid 

    3-4 times 
(compared with the 
absence of 
surfactant) 

Lu et al., 1996 

plane absorption 
system (two 
concentric 
absorption cell) 

2-ethyl-1-hexanol was 
deposited at the surface 
of water liquid 

1-4 times (compared 
with the absence of 
surfactant) 

Kim et al., 1996 

plane absorption 
system (two 
concentric 
absorption cell) 

ethanol was added to the 
surface of liquid water 

2-5 times (compared 
with the absence of 
surfactant) 

Lu et al., 1997 

plane absorption 
system (two 
concentric 
absorption cell) 

ethanol was added to the 
surface of TEG solution 
and ethanol vapor was 
added to absorption 
system 

increase 15-60% 
(removal efficiency, 
%) 

Yang et al., 2008 

plane absorption 
system 

ethanol was added to the 
surface of absorbent 
solution (triethylene 
glycol) 

increase 5-17% 
(mass transfer 
coefficient, 
mol/m2min) 

Wu et al., 2008 

Table 2. Mass transfer devices and the method to result in interfacial disturbance for the 
artificial Marangoni convection 
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Mass Transfer Device Properties Purpose Authors 

Wetted wall column 
solutal Marangoni 
effect 
experimental data 

to discuss the intensity 
of interfacial 
disturbance for solutes 
transferring 

Maroudas & 
Awistowski, 1964 

Wetted wall column 
solutal Marangoni 
effect 
experimental data 

to show that absorption 
of carbon dioxide into 
monoethanolamine 
affected by interfacial 
turbulence 

Brian et al., 1967 

Liquid-liquid 
extraction 

solutal Marangoni 
effect 
experimental data 

to analyze the 
relationship between 
mass transfer data and 
driving force across 
liquid-liquid interfaces 

Bakker et al., 1967 

horizontal liquid 
layer 

solutal Marangoni 
effect 
numerical simulation

to develop the transient 
models of transfer 
processes based on the 
transient age 
distributions 

Chung et al., 1971 

Packed distillation 
column 

solutal Marangoni 
effect 
experimental data 

to estimate influence of 
driving force on the 
efficiency of distillation 
column 

Moens, 1972 

Liquid-jet and wetted 
wall column 

solutal Marangoni 
effect 
experimental data 

to discuss mass transfer 
enhancement affected 
by interfacial 
disturbance for 
desorbing surface-active 
solute 

Imaishi et al., 1982 

Packed distillation 
column 

solutal Marangoni 
effect 
experimental data 

to discuss effect of 
positive and negative 
driving force on 
different packings 

Patberg et al. (1983) 

Pilot wetted wall 
solutal Marangoni 
effect 
numerical simulation

to discuss mass transfer 
enhancement by the 
model of creeping film 

Dijkstra et al., 1990 

Liquid layer with 
finite deep 

solutal Marangoni 
effect 
numerical simulation

to study Marangoni 
instability for 
chemisorptions 

Warmuzinski & 
Tanczyk, 1991 

Packed rectification 
column 

solutal Marangoni 
effect 
experimental data 

to discuss effect of 
positive and negative 
systems on rectification 
efficiency 

Martin & Perez, 
1994 
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tension on mass transfer devices was selected to discuss in this chapter; however, it still 
need more hands to fill the gap in the literature. The purpose of this chapter is to discuss 
effect of Marangoni effect on mass transfer devices, and hence most of the descriptions are 
focused on the mass transfer enhancement affected by Marangoni effect. Some results 
obtained from numerical simulation are used to assist the descriptions about interfacial 
behaviors. 
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and ethanol vapor was 
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(removal efficiency, 
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driving force on the 
efficiency of distillation 
column 

Moens, 1972 

Liquid-jet and wetted 
wall column 

solutal Marangoni 
effect 
experimental data 

to discuss mass transfer 
enhancement affected 
by interfacial 
disturbance for 
desorbing surface-active 
solute 

Imaishi et al., 1982 

Packed distillation 
column 

solutal Marangoni 
effect 
experimental data 

to discuss effect of 
positive and negative 
driving force on 
different packings 

Patberg et al. (1983) 

Pilot wetted wall 
solutal Marangoni 
effect 
numerical simulation

to discuss mass transfer 
enhancement by the 
model of creeping film 

Dijkstra et al., 1990 

Liquid layer with 
finite deep 

solutal Marangoni 
effect 
numerical simulation

to study Marangoni 
instability for 
chemisorptions 

Warmuzinski & 
Tanczyk, 1991 

Packed rectification 
column 

solutal Marangoni 
effect 
experimental data 
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Horizontal liquid 
layer 

thermal Marangoni 
effect 
numerical simulation

to analyze effect of 
viscosity and 
deformable free surface 
on stationary 
thermocapillary 
convection 

Kalitzova et al., 1996 

Horizontal liquid 
layer 

thermal Marangoni 
effect 
experimental data 
numerical simulation

to study effect of 
Marangoni number on 
steady and oscillatory 
thermocapillary flow 

Kamotani et al., 1996 

Packed distillation 
column 

solutal Marangoni 
effect 
experimental data 

to discuss effect positive 
and negative driving 
force on mass transfer 
performance 

Proctor et al., 1998 

Quiescent gas- 
Liquid contactor and 
gas-liquid channel 

solutal Marangoni 
effect 
experimental data 

to show the mass-
transfer performance 
enhanced by 
interfacial turbulence 
and to observe 
interfacial convection by 
schlieren photography 

Sun et al., 2002 

Table 3. Some studies related to spontaneous Marangoni convections 

Generally speaking, the interfacial disturbance can be divided into artificial and 
spontaneous Marangoni convection. In order to enhance mass transport, the interfacial 
disturbance resulted from the added surfactants is called as artificial Marangoni convection. 
In contrast with artificial Marangoni convection, the gradient of interfacial tension resulted 
from the process of mass transfer is called as spontaneous Marangoni convection. Some 
studies related to artificial and spontaneous Marangoni convection are listed in Table 2 and 3.  

3.1 Artificial Marangoni convection 
By means of the difference of surface tension between spreading and supporting liquids, the 
artificial Marangoni convection can be induced by the added surfactant or solution on the 
surface of supporting liquid. In addition, the Marangoni convection could be produced by 
injecting a few of volatile solute into solvent or adding surfactant vapor to mass transfer 
system in the process of gas-liquid contacting, and then the mass transfer performance could 
be enhanced. Except for numerical simulation, the searched papers discussed about mass 
transfer enhancement by artificial Marangoni convection are shown in Table 2. The artificial 
Marangoni convections could be occurred in the device with continuous liquid phase, such 
as falling film absorber, plate absorption system, and liquid-liquid contacting system. For 
example, the concept of larger difference of surface tension between vapor and absorbent 
solution can be utilized to produce imbalanced surface tension on liquid surface of falling 
film system. Once the vapor or the droplet is condensed on liquid surface, the Marangoni 
convection or wavy surface can be resulted from the imbalanced surface tension. The 
absorption performance could be enhanced by the artificial Marangoni convection, such as 
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the saturated n-octanol vapor was added to the falling film absorber by Kashiwagi et al., 
1993, and the ethanol vapor was added to the absorption system by Yang et al., 2008. 
Vazquez et al., 1996, Lu et al., 1997, and Kim et al., 1996 used capillary tube to deposit liquid 
drops of methanol, ethanol, and n-propanol respectively on the surface of liquid water to 
enhance mass transfer performance for two concentric absorption system, and the mass 
transfer enhancement was also shown in Table 2. In addition, aqueous solutions of ionic and 
non-ionic surfactants were added to the liquid-liquid system respectively to discuss mass 
transfer enhancement by Agble & Mendes, 2000.  
In addition to the interfacial disturbance induced by vapor condensation and liquid drop, 
the liquid ethanol was used to produce interfacial disturbance in the plate absorption 
system by authors of this chapter based on the higher volatility and the lower surface 
tension for liquid ethanol with the properties of high volatility and low surface tension was 
used to produce interfacial disturbance in the plate absorption system by authors of this 
chapter. As shown in Fig. 8, the working solutions used to absorb water vapor in the 
absorption system included triethylene glycol (TEG) and diethylene glycol (DEG) solutions. 
Pure ethanol was added to the absorbent solution up to 5 wt. % for each experimental run. 
In order to make humid to be carried by air, pure water was poured into the flask A. Air 
humidity can be controlled by air flow rate and numbers of flask. After the humidity 
attained equilibrium in the system, TEG solution with the added ethanol was injected into 
the absorption cell by liquid valve. Humidity and temperature were measured in the 
entrance and exit of the absorption cell, and then the mass transfer coefficient were 
calculated to discuss mass transfer coefficient changed with time and mass transfer 
performance affected by artificial Marangoni effect. The solution was regenerated at 80°C 
after experimental operation. Fig. 9 and 10 shows the scheme of mass transfer coefficient 
changed with time for water vapor absorbed by TEG and DEG solutions respectively. 
Compared Fig. 9 with Fig. 10, the mass transfer coefficient of water vapor absorbed by DEG 
solution is slightly greater than that by TEG solution. The mass transfer coefficient for 
addition of ethanol is greater than that without addition of ethanol, and the mass transfer 
coefficient is leveled off after 240s. Since the more ethanol evaporates from glycol solution to 
air phase at the beginning of absorption process, the induced interfacial disturbance should 
be stronger for the beginning. As also shown in Fig. 9 and 10, the mass transfer 
enhancement is significant before 150 sec, and then the mass transfer coefficients with and 
without addition of ethanol are closer. Therefore, the mass transfer performance enhanced 
by the induced interfacial disturbance can be demonstrated by comparing mass transfer 
coefficient with and without addition of ethanol in this study.   
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Fig. 8. Plane absorption system with addition of ethanol 
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system in the process of gas-liquid contacting, and then the mass transfer performance could 
be enhanced. Except for numerical simulation, the searched papers discussed about mass 
transfer enhancement by artificial Marangoni convection are shown in Table 2. The artificial 
Marangoni convections could be occurred in the device with continuous liquid phase, such 
as falling film absorber, plate absorption system, and liquid-liquid contacting system. For 
example, the concept of larger difference of surface tension between vapor and absorbent 
solution can be utilized to produce imbalanced surface tension on liquid surface of falling 
film system. Once the vapor or the droplet is condensed on liquid surface, the Marangoni 
convection or wavy surface can be resulted from the imbalanced surface tension. The 
absorption performance could be enhanced by the artificial Marangoni convection, such as 
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the saturated n-octanol vapor was added to the falling film absorber by Kashiwagi et al., 
1993, and the ethanol vapor was added to the absorption system by Yang et al., 2008. 
Vazquez et al., 1996, Lu et al., 1997, and Kim et al., 1996 used capillary tube to deposit liquid 
drops of methanol, ethanol, and n-propanol respectively on the surface of liquid water to 
enhance mass transfer performance for two concentric absorption system, and the mass 
transfer enhancement was also shown in Table 2. In addition, aqueous solutions of ionic and 
non-ionic surfactants were added to the liquid-liquid system respectively to discuss mass 
transfer enhancement by Agble & Mendes, 2000.  
In addition to the interfacial disturbance induced by vapor condensation and liquid drop, 
the liquid ethanol was used to produce interfacial disturbance in the plate absorption 
system by authors of this chapter based on the higher volatility and the lower surface 
tension for liquid ethanol with the properties of high volatility and low surface tension was 
used to produce interfacial disturbance in the plate absorption system by authors of this 
chapter. As shown in Fig. 8, the working solutions used to absorb water vapor in the 
absorption system included triethylene glycol (TEG) and diethylene glycol (DEG) solutions. 
Pure ethanol was added to the absorbent solution up to 5 wt. % for each experimental run. 
In order to make humid to be carried by air, pure water was poured into the flask A. Air 
humidity can be controlled by air flow rate and numbers of flask. After the humidity 
attained equilibrium in the system, TEG solution with the added ethanol was injected into 
the absorption cell by liquid valve. Humidity and temperature were measured in the 
entrance and exit of the absorption cell, and then the mass transfer coefficient were 
calculated to discuss mass transfer coefficient changed with time and mass transfer 
performance affected by artificial Marangoni effect. The solution was regenerated at 80°C 
after experimental operation. Fig. 9 and 10 shows the scheme of mass transfer coefficient 
changed with time for water vapor absorbed by TEG and DEG solutions respectively. 
Compared Fig. 9 with Fig. 10, the mass transfer coefficient of water vapor absorbed by DEG 
solution is slightly greater than that by TEG solution. The mass transfer coefficient for 
addition of ethanol is greater than that without addition of ethanol, and the mass transfer 
coefficient is leveled off after 240s. Since the more ethanol evaporates from glycol solution to 
air phase at the beginning of absorption process, the induced interfacial disturbance should 
be stronger for the beginning. As also shown in Fig. 9 and 10, the mass transfer 
enhancement is significant before 150 sec, and then the mass transfer coefficients with and 
without addition of ethanol are closer. Therefore, the mass transfer performance enhanced 
by the induced interfacial disturbance can be demonstrated by comparing mass transfer 
coefficient with and without addition of ethanol in this study.   
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Fig. 9. Mass transfer coefficient for water vapor absorbed by TEG solution in plane 
absorption system 
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Fig. 10. Mass transfer coefficient for water vapor absorbed by DEG solution in plane 
absorption system 

3.2 Spontaneous Marangoni convection 
Table 2 and Table 3 show that the artificial Marangoni convection can be applied into 
falling-film absorption system, plane-absorption system, and liquid-liquid contacting 
system; however, the spontaneous Marangoni convection was occurred in the system with 
fluid circulation or chemical reaction, such as packed distillation column or chemisorptions. 
Since the difference of surface tension between feed liquid and reflux is larger enough to 
result in the gradient of surface tension in distillation column, the interface would be 
disturbed, renewed or accelerated by the gradient. For the spontaneous Marangoni 
convection, the interfacial instability for falling-film absorption system, packed distillation 
column, and the system of horizontal liquid layer heated from bottom were often analyzed 
by mass transfer fundamental and linear stability analysis. Based on the collected references, 
just some studies discussed effects of spontaneous Marangoni convection on mass transfer 
performance by practical experimental data; the most studies analyzed and discussed 
interfacial instability by numerical simulation. Table 3 lists some studies to elucidate effect 
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of Marangoni effect on mass transfer devices. For the studies of spontaneous Marangoni 
convection performed by experimental operation, the mass transfer data affected by 
spontaneous Marangoni convection could be compared with that without spontaneous 
Marangoni convection or the theoretical data, and the results showed that the mass transfer 
data affected by spontaneous Marangoni convection were greater than that without 
spontaneous Marangoni convection or the theoretical data, such as Bakker et al., 1967, 
Moens, 1972, Patberg et al., 1983, Martin & Perez, 1994, Proctor et al., 1998, and Sun et al., 
2002 in Table 3. In addition, most studies attributed the discrepancy between experimental 
data and predicted results to that the Marangoni effect was not considered into traditional 
mass transfer theory. For the studies with numerical simulation, some studies discussed 
effects of Marangoni number and other dimensionless number on interfacial instability for 
the gradient of surface tension resulted from temperature, such as Kalitova et al., 1996 and 
Kamotani et al., 1996. Some studies devoted to analyze solutal Marangoni instability 
resulted from chemisorptions, such as absorption of carbon dioxide by MEA solution. The 
relevant models were set and solved by numerical method to analyze effects of surface 
tension on mass transfer, such as Dijkstra et al., 1990 and Warmuzinski & Tanczyk, 1991. 
The amount of studies related to Marangoni effect is much greater for discussing by 
numerical simulation; however, establishment of experimental system and confirmation of 
experimental data are the way to promote engineering and science technology. Therefore, 
such field still needs more scholars to make effort in future. 

4. Marangoni effect in the mass transfer devices and mass transfer 
performance affected by Marangoni effect  
Table 1 shows mass transfer devices and their performance affected by Marangoni effect. As 
shown in Table 1 and Table 2, Marangoni effect was often discussed for the devices of 
packed-distillation column, falling-film absorber, two-concentric absorption system, and 
liquid-liquid contacting system. The dependent variables Hog and Nog were usually used to 
discuss mass transfer performance for packed-distillation column, the dependent variables 
mass transfer coefficient (kl or kg) and mass transfer flux (N) were usually used to discuss 
mass transfer enhancement for absorption system, and the factor F was usually used to 
discuss the difference of transfer performances with and without Marangoni effect. Since 
effects of surface tension on performances of mass transfer devices were emphasized in this 
chapter, introduction of mass transfer devices and effects of surface tension on mass transfer 
performance are elucidated for packed-distillation column, two-concentric absorption cell, 
falling film absorber, and liquid-liquid contact system respectively. 

4.1 Packed-distillation column 
A typical packed distillation column is shown in Fig. 11. The purpose of distillation column 
is to separate miscible liquids by boiling points of mixture components. In general, a 
distillation device consists of a distillation column, a condenser, a reboiler, reflux tube, and a 
heat source. In order to provide contacting area between liquid and vapor phases, the 
packed-bed or the tray column can be selected. The difference between the packed-bed 
column and the tray column is that the surface area for packed-bed column is continuous 
and the surface area for the tray column is discrete. Since the Marangoni effect could be 
induced from the continuous liquid phase, the packed-bed column was discussed in this 
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Fig. 9. Mass transfer coefficient for water vapor absorbed by TEG solution in plane 
absorption system 
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Fig. 10. Mass transfer coefficient for water vapor absorbed by DEG solution in plane 
absorption system 

3.2 Spontaneous Marangoni convection 
Table 2 and Table 3 show that the artificial Marangoni convection can be applied into 
falling-film absorption system, plane-absorption system, and liquid-liquid contacting 
system; however, the spontaneous Marangoni convection was occurred in the system with 
fluid circulation or chemical reaction, such as packed distillation column or chemisorptions. 
Since the difference of surface tension between feed liquid and reflux is larger enough to 
result in the gradient of surface tension in distillation column, the interface would be 
disturbed, renewed or accelerated by the gradient. For the spontaneous Marangoni 
convection, the interfacial instability for falling-film absorption system, packed distillation 
column, and the system of horizontal liquid layer heated from bottom were often analyzed 
by mass transfer fundamental and linear stability analysis. Based on the collected references, 
just some studies discussed effects of spontaneous Marangoni convection on mass transfer 
performance by practical experimental data; the most studies analyzed and discussed 
interfacial instability by numerical simulation. Table 3 lists some studies to elucidate effect 
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of Marangoni effect on mass transfer devices. For the studies of spontaneous Marangoni 
convection performed by experimental operation, the mass transfer data affected by 
spontaneous Marangoni convection could be compared with that without spontaneous 
Marangoni convection or the theoretical data, and the results showed that the mass transfer 
data affected by spontaneous Marangoni convection were greater than that without 
spontaneous Marangoni convection or the theoretical data, such as Bakker et al., 1967, 
Moens, 1972, Patberg et al., 1983, Martin & Perez, 1994, Proctor et al., 1998, and Sun et al., 
2002 in Table 3. In addition, most studies attributed the discrepancy between experimental 
data and predicted results to that the Marangoni effect was not considered into traditional 
mass transfer theory. For the studies with numerical simulation, some studies discussed 
effects of Marangoni number and other dimensionless number on interfacial instability for 
the gradient of surface tension resulted from temperature, such as Kalitova et al., 1996 and 
Kamotani et al., 1996. Some studies devoted to analyze solutal Marangoni instability 
resulted from chemisorptions, such as absorption of carbon dioxide by MEA solution. The 
relevant models were set and solved by numerical method to analyze effects of surface 
tension on mass transfer, such as Dijkstra et al., 1990 and Warmuzinski & Tanczyk, 1991. 
The amount of studies related to Marangoni effect is much greater for discussing by 
numerical simulation; however, establishment of experimental system and confirmation of 
experimental data are the way to promote engineering and science technology. Therefore, 
such field still needs more scholars to make effort in future. 

4. Marangoni effect in the mass transfer devices and mass transfer 
performance affected by Marangoni effect  
Table 1 shows mass transfer devices and their performance affected by Marangoni effect. As 
shown in Table 1 and Table 2, Marangoni effect was often discussed for the devices of 
packed-distillation column, falling-film absorber, two-concentric absorption system, and 
liquid-liquid contacting system. The dependent variables Hog and Nog were usually used to 
discuss mass transfer performance for packed-distillation column, the dependent variables 
mass transfer coefficient (kl or kg) and mass transfer flux (N) were usually used to discuss 
mass transfer enhancement for absorption system, and the factor F was usually used to 
discuss the difference of transfer performances with and without Marangoni effect. Since 
effects of surface tension on performances of mass transfer devices were emphasized in this 
chapter, introduction of mass transfer devices and effects of surface tension on mass transfer 
performance are elucidated for packed-distillation column, two-concentric absorption cell, 
falling film absorber, and liquid-liquid contact system respectively. 

4.1 Packed-distillation column 
A typical packed distillation column is shown in Fig. 11. The purpose of distillation column 
is to separate miscible liquids by boiling points of mixture components. In general, a 
distillation device consists of a distillation column, a condenser, a reboiler, reflux tube, and a 
heat source. In order to provide contacting area between liquid and vapor phases, the 
packed-bed or the tray column can be selected. The difference between the packed-bed 
column and the tray column is that the surface area for packed-bed column is continuous 
and the surface area for the tray column is discrete. Since the Marangoni effect could be 
induced from the continuous liquid phase, the packed-bed column was discussed in this 
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chapter. Liquid flows down the packed bed, and vapor upflows to contact with liquid phase 
in the countercurrent. The vapor was cooled and condensed in the condenser, and the liquid 
was reboiled in the reboiler. Once the contacting time is provided enough for gas and liquid 
pgases, the matter with the property of volatile or low boiling point can be obtained in the 
top of condenser, and the heavier matter can be obtained in the bottom of condenser. 
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Fig. 11. Schematic diagram of packed-bed distillation column 

For the gradient of surface tension, Marangoni effect in the packed-bed distillation column 
can be divided into positive and negative system. For example, a component of low surface 
tension transferred from a liquid phase to a gas phase may increase surface tension of the 
transferred spot on the surface of liquid layer, and then the liquid surrounding the spot is 
drawn to the spot. The flow phenomenon driven by this kind of surface tension gradient 
may spread over the packing well in packed-bed column and increase mass transfer 
performance. Therefore, the system making more packing surface wetted by liquid is called 
as positive system for the packed-bed distillation column. In the opposite case, if a 
component of high surface tension transfers from a liquid phase to a gas phase, surface 
tension of the transferred spot will be decreased. The induced stress is directed from the 
spot to the surrounding liquid, which leads the wetted surface to be contrasted. Since the 
mass transfer performance would be decreased with the decreased contact area between gas 
and liquid phases, such system is called as negative system. In addition, Moens & Bos, 1972 
pointed out that the surface renewal effects could be caused by the longitudinal gradient of 
surface tension for the pool distillation column, that is, evaporation of the component of low 
surface tension would accompany with the increased surface tension in the direction of 
liquid flow. Since the liquid flow would be accelerated along the interface and the mass 
transfer performance would be enhanced by the surface renewal, such a system for 
promoting surface renewal could be called as a positive system for the pool distillation 
column. In contrast with the positive system, the surface tension would be decreased in the 
direction of liquid flow by transferring the component of high surface tension from a liquid 
phase to a gas phase. The flow velocity would be retarded, and the surface renewal of pool 
column would be decreased under this condition. Since the mass transfer performance was 
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increased insignificantly with the increased driving force, the system with bad surface 
renewal was called as negative system for the pool distillation column. As shown in Fig. 12, 
Moens & Bos, 1972 and Patberg et al., 1983 demonstrated that the mass transfer  
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Fig. 12. Effect of driving force on Nog for n-heptane/methylcyclohexane 
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performances were increased significantly for the positive system, especially for the smaller 
packing. Since the size of pool distillation column established by Moens & Bos, 1972 is larger 
than that of Patberg et al., 1983, the mass transfer performance seems to be increased more 
significantly across zero driving force. Besides, the relationship between height of transfer 
unit and liquid rate was established by Proctor et al., 1998 for packed distillation column, as 
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chapter. Liquid flows down the packed bed, and vapor upflows to contact with liquid phase 
in the countercurrent. The vapor was cooled and condensed in the condenser, and the liquid 
was reboiled in the reboiler. Once the contacting time is provided enough for gas and liquid 
pgases, the matter with the property of volatile or low boiling point can be obtained in the 
top of condenser, and the heavier matter can be obtained in the bottom of condenser. 
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tension of the transferred spot will be decreased. The induced stress is directed from the 
spot to the surrounding liquid, which leads the wetted surface to be contrasted. Since the 
mass transfer performance would be decreased with the decreased contact area between gas 
and liquid phases, such system is called as negative system. In addition, Moens & Bos, 1972 
pointed out that the surface renewal effects could be caused by the longitudinal gradient of 
surface tension for the pool distillation column, that is, evaporation of the component of low 
surface tension would accompany with the increased surface tension in the direction of 
liquid flow. Since the liquid flow would be accelerated along the interface and the mass 
transfer performance would be enhanced by the surface renewal, such a system for 
promoting surface renewal could be called as a positive system for the pool distillation 
column. In contrast with the positive system, the surface tension would be decreased in the 
direction of liquid flow by transferring the component of high surface tension from a liquid 
phase to a gas phase. The flow velocity would be retarded, and the surface renewal of pool 
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increased insignificantly with the increased driving force, the system with bad surface 
renewal was called as negative system for the pool distillation column. As shown in Fig. 12, 
Moens & Bos, 1972 and Patberg et al., 1983 demonstrated that the mass transfer  
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performances were increased significantly for the positive system, especially for the smaller 
packing. Since the size of pool distillation column established by Moens & Bos, 1972 is larger 
than that of Patberg et al., 1983, the mass transfer performance seems to be increased more 
significantly across zero driving force. Besides, the relationship between height of transfer 
unit and liquid rate was established by Proctor et al., 1998 for packed distillation column, as 
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shown in Fig. 13. The results also demonstrated that the mass transfer performance of 
positive system was better than that of negative system. Since the specific surface area of 6-
mm copper gauze saddles is larger than that of Sulzer “DX” structured gauze packing, the 
mass transfer performance for that packed with 6-mm copper gauze saddles is slightly 
higher than that packed with Sulzer “DX” structured gauze packing under the positive 
condition. However, the mobility of n-propanol on the surface of Sulzer “DX” structured 
gauze packing is better than that of 6-mm copper gauze saddles so much that the 
detrimental effects under the condition of negative system may be overcome partly to lead 
the better mass transfer performance for Sulzer “DX” structured gauze packing. 

4.2 Two-concentric absorption cell 
The schematic diagram of two-concentric absorption cell is shown in Fig. 14. The absorbent 
liquid is injected in the bottom of this system. The liquid flows upwardly along the center of 
the inner cylinder, and then flows on the plane surface of the inner cylinder. In order to 
induce interfacial disturbance, the liquid of low surface tension could be fed on the surface 
of absorbent liquid by the capillary tube. If the interfacial disturbance was considered to be 
induced by surfactant vapor, the saturated vapor is the better choice to inject from inlet of 
surfactant vapor. The distance between the fed liquid and the surface of absorbent liquid is 
as close as possible to avoid Marangoni effect interfered by gravity. Inlet and outlet of the 
treated air are usually mounted in the opposite sides of capillary tube. The gas can be single 
component or mutil-components. In order to ensure effective contact for gas and liquid 
phases, some fixed blades are suggested to mount in the absorption system. 
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Fig. 14. Schematic diagram of two-concentric absorption system 

As known, the gradient of surface tension could be arisen from transferring a component 
across interface. Thus the interfacial disturbance resulted from the gradient could be 
occurred in some separation processes, such as distillation, absorption, and extraction. 
However, it is not easy to discuss effects of interfacial behaviors on mass transfer process 
because of other interferences, such as buoyancy, gravity, viscosity, and etc. In order to 
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control the intensity of the induced Marangoni convection, the interfacial convection was 
induced by adding surfactant liquid of low surface tension at the interface. As shown in Fig. 
14, if the difference of surface tension between the absorbent solution (supporting liquid) 
and the fed liquid (spreading liquid) is large enough, the tangential stress at the interface 
will be resulted in. Therefore, the Marangoni convection will be produced by the stress in 
the region between liquid surface and underlying liquid. In general, the spreading liquid 
with low surface tension was usually added on the surface of supporting liquid to make 
Marangoni convection artificially, and hence the absorption performance was enhanced 
with the increased effective area between gas and liquid phases or with the promoted 
surface renewal. For example, the mass transfer performance of water vapor absorbed by 
solution of lithium bromide is increased with the increased concentrations of 2-ethyl-1-
hexanol in the range from 10 to 100 ppm, as shown in Fig. 15. Fig. 15 also shows that the 
efficiency of water vapor removed by the solution of lithium chloride is better for the 
addition of ethanol into gas stream than into working solution. In addition, to discuss effect 
of surface additives on interfacial disturbance quantitatively, some surface additives were 
added to absorbent solution, such as aqueous solutions of anionic sodium lauryl sulfate 
(SLS), anionic sodium dodecyl sulfate (SDS), aqueous solution of cationic 
cetyltrimethylammonium bromide (CTMAB), and aqueous solution of dodecyl trimethyl 
ammonium chloride (DTMAC). Lu et al., 1997 showed that mass transfer performance of 
carbon dioxide absorbed by water could be enhanced by interfacial disturbance resulted 
from addition of ethanol; however, the mass transfer coefficient was decreased with the 
increased surfactant concentration, as shown in Fig. 16. Therefore, effects of anionic and 
cationic surfactants on mass transfer performance of absorption system were demonstrated 
by Lu et al., 1997 and Vazquez et al., 2000. 
 

37 38 39 40 41 42
40

50

60

70

80

90

100

LiCl solution
adding ethanol into working solution
adding ethanol into gas stream

(removal efficiency vs. LiCl conc.) 

LiCl concentration (% wt.)

1 10 100

-1

0

1

2

3

m
as

s t
ra

ns
fe

r r
at

e 
*1

03  (k
g/

m
2 se

c)

w
at

er
 v

ap
or

 re
m

ov
al

 e
ff

ic
ie

nc
y 

(%
)

2-ethyl-1-hexanol concentration (ppm)

 50 wt.% LiBr 
 60 wt.% LiBr

(mass transfer rate vs. hexanol conc.) 

 
Fig. 15. Effects of the induced interfacial disturbance on mass transfer performance. (data 
source: Kim et al., 1996 and Yang et al., 2008) 
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shown in Fig. 13. The results also demonstrated that the mass transfer performance of 
positive system was better than that of negative system. Since the specific surface area of 6-
mm copper gauze saddles is larger than that of Sulzer “DX” structured gauze packing, the 
mass transfer performance for that packed with 6-mm copper gauze saddles is slightly 
higher than that packed with Sulzer “DX” structured gauze packing under the positive 
condition. However, the mobility of n-propanol on the surface of Sulzer “DX” structured 
gauze packing is better than that of 6-mm copper gauze saddles so much that the 
detrimental effects under the condition of negative system may be overcome partly to lead 
the better mass transfer performance for Sulzer “DX” structured gauze packing. 

4.2 Two-concentric absorption cell 
The schematic diagram of two-concentric absorption cell is shown in Fig. 14. The absorbent 
liquid is injected in the bottom of this system. The liquid flows upwardly along the center of 
the inner cylinder, and then flows on the plane surface of the inner cylinder. In order to 
induce interfacial disturbance, the liquid of low surface tension could be fed on the surface 
of absorbent liquid by the capillary tube. If the interfacial disturbance was considered to be 
induced by surfactant vapor, the saturated vapor is the better choice to inject from inlet of 
surfactant vapor. The distance between the fed liquid and the surface of absorbent liquid is 
as close as possible to avoid Marangoni effect interfered by gravity. Inlet and outlet of the 
treated air are usually mounted in the opposite sides of capillary tube. The gas can be single 
component or mutil-components. In order to ensure effective contact for gas and liquid 
phases, some fixed blades are suggested to mount in the absorption system. 
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across interface. Thus the interfacial disturbance resulted from the gradient could be 
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control the intensity of the induced Marangoni convection, the interfacial convection was 
induced by adding surfactant liquid of low surface tension at the interface. As shown in Fig. 
14, if the difference of surface tension between the absorbent solution (supporting liquid) 
and the fed liquid (spreading liquid) is large enough, the tangential stress at the interface 
will be resulted in. Therefore, the Marangoni convection will be produced by the stress in 
the region between liquid surface and underlying liquid. In general, the spreading liquid 
with low surface tension was usually added on the surface of supporting liquid to make 
Marangoni convection artificially, and hence the absorption performance was enhanced 
with the increased effective area between gas and liquid phases or with the promoted 
surface renewal. For example, the mass transfer performance of water vapor absorbed by 
solution of lithium bromide is increased with the increased concentrations of 2-ethyl-1-
hexanol in the range from 10 to 100 ppm, as shown in Fig. 15. Fig. 15 also shows that the 
efficiency of water vapor removed by the solution of lithium chloride is better for the 
addition of ethanol into gas stream than into working solution. In addition, to discuss effect 
of surface additives on interfacial disturbance quantitatively, some surface additives were 
added to absorbent solution, such as aqueous solutions of anionic sodium lauryl sulfate 
(SLS), anionic sodium dodecyl sulfate (SDS), aqueous solution of cationic 
cetyltrimethylammonium bromide (CTMAB), and aqueous solution of dodecyl trimethyl 
ammonium chloride (DTMAC). Lu et al., 1997 showed that mass transfer performance of 
carbon dioxide absorbed by water could be enhanced by interfacial disturbance resulted 
from addition of ethanol; however, the mass transfer coefficient was decreased with the 
increased surfactant concentration, as shown in Fig. 16. Therefore, effects of anionic and 
cationic surfactants on mass transfer performance of absorption system were demonstrated 
by Lu et al., 1997 and Vazquez et al., 2000. 
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Fig. 15. Effects of the induced interfacial disturbance on mass transfer performance. (data 
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Fig. 16. Effects of the induced Marangoni convection and surfactant concentration on mass 
transfer performance. (data source: Lu et al., 1997 and Vazquez et al., 2000) 

4.3 Falling-film absorber 
The common falling-film absorption systems are shown in Fig. 17 and Fig. 18. The 
advantage of the device in Fig. 17 is that the contacting time or distance between liquid and 
gas can be adjusted easily; however, the large-scale contacting area between gas and liquid 
phases, suh as the device in Fig. 18, is suitable for observing interfacial behaviors during 
absorption process. The falling-film absorption system shown in Fig. 17 is mainly consisted 
of two-concentric annulus pipes, cap, and some flow controller. The absorbent liquid is 
introduced into the bottom of the falling-film system. The absorbent liquid flows up the 
inside of the inner annulus pipe, and then is distributed by a cap to form liquid film. Gas 
inlet and outlet can be designed in the top or bottom of the system. If the gas inlet is in the 
top of the system, the gas and liquid will flow in the cocurrent. Oppositely, if the gas inlet is 
in the bottom of the system, the gas and liquid will flow in the countercurrent. While the 
liquid film flows down the outside of the inner annulus pipe, pollutant in the gas phase is 
absorbed by the liquid film between cap and gas outlet. The thickness of liquid film can be 
determined by the width between cap and inner annulus pipe and the liquid flow rate. For 
the falling-film absorption system shown in Fig. 18, the absorbent liquid may be introduced 
into the system by the slit-shape distributor or liquid nozzle so much that the thickness of 
liquid film can be determined by the liquid distributor and liquid flow rate. Similar to the 
device in Fig. 17, the depositions of gas inlet and outlet determine gas and liquid flowing in 
the cocurrent or countercurrent. 
Similar to the packed-bed distillation column, the gradient of surface tension can be formed 
by transferring a solute from a liquid phase to a gas phase, and promoting surface renewal 
by Marangoni convection. If the difference of surface tension between solute and solvent is 
large enough, the gradient of surface tension will be formed around the spot where the 
solute evaporates or desorbs. The interfacial disturbance is induced by the gradient of 
surface tension at the interface so much that the desorbed solute is called as surface-active 
solute. For example, the liquid-phase mass transfer coefficients with and without interfacial 
disturbance in the falling film absorption system were compared by Imaishi et al., 1982, and 
the results showed that desorption performance would be enhanced with the increased 
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concentration of solute, as shown in Fig. 19. Kashiwagi et al., 1993 also demonstrated that 
the mass transfer performance would be enhanced by addition of vapor of low surface 
tension in the falling film system, and the mass transfer enhanced by the surfactant 
concentration was shown in Fig. 19. The difference of activation of Marangoni convection 
between Kashiwagi et al., 1993 and Imaishi et al., 1982 is that Kashiwagi et al., 1993 added 
vapor of low surface tension to induce Marangoni convection artificially, and Imaishi et al., 
1982 used the surface-active solute desorbed from absorbent liquid to result in Marangoni 
convection spontaneously. Whatever the activated method of Marangoni convection was 
used, the mass transfer enhancements were demonstrated by experimental results how to 
activate the Marangoni convection. Besides, the solutal Marangoni effect can also be resulted 
from chemisorptions, such as carbon dioxide absorbed by aqueous solution of 
monoethanolamine Therefore, mass transfer enhancement for carbon dioxide absorbed by 
MEA solution was demonstrated by Brian et al., 1967, and the mass transfer enhancement 
affected by MEA concentration was shown in Fig. 19. Since the operating conditions were 
different for these three data point of Brian et al., 1967, the trend differed with other studies 
was not focused here. 
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solute. For example, the liquid-phase mass transfer coefficients with and without interfacial 
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concentration of solute, as shown in Fig. 19. Kashiwagi et al., 1993 also demonstrated that 
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concentration was shown in Fig. 19. The difference of activation of Marangoni convection 
between Kashiwagi et al., 1993 and Imaishi et al., 1982 is that Kashiwagi et al., 1993 added 
vapor of low surface tension to induce Marangoni convection artificially, and Imaishi et al., 
1982 used the surface-active solute desorbed from absorbent liquid to result in Marangoni 
convection spontaneously. Whatever the activated method of Marangoni convection was 
used, the mass transfer enhancements were demonstrated by experimental results how to 
activate the Marangoni convection. Besides, the solutal Marangoni effect can also be resulted 
from chemisorptions, such as carbon dioxide absorbed by aqueous solution of 
monoethanolamine Therefore, mass transfer enhancement for carbon dioxide absorbed by 
MEA solution was demonstrated by Brian et al., 1967, and the mass transfer enhancement 
affected by MEA concentration was shown in Fig. 19. Since the operating conditions were 
different for these three data point of Brian et al., 1967, the trend differed with other studies 
was not focused here. 
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Fig. 19. Effect of concentration of surfactant or solution on mass transfer enhancement 

4.4 Liquid-liquid contact system 
In order to investigate effect of Marangoni instability on mass transfer performance or 
interfacial phenomena induced by the gradient of surface tension for liquid-liquid contact 
system, some kinds of liquid-liquid contact devices were designed. Based on the direction of 
fluid flow, the liquid-liquid contact system can be generally categorized into vertical and 
horizontal liquid-liquid mass transfer devices. The schematic diagram of vertical liquid-
liquid contact device is shown in Fig. 20. The heavier liquid is introduced at A, and comes 
into contact with the lighter liquid in the cocurrent. Then the heavier liquid flows over the 
rod C, and leaves at the valve D. The lighter liquid is introduced at B and leaves the device 
at valve E. Described above, transport of solute between phases is occurred in the section 
between F and G. The horizontal liquid-liquid contact devices can also be divided into 
dynamic and static liquid-liquid contact devices, as shown in Fig. 21 and 22 respectively. As 
shown in Fig. 21, the heavier and the lighter liquids are introduced at the inlet A and B, and 
the divider C is used to smooth out the flow. The length between D and E decides the 
exposure time for transferring solute between phases. The heavier liquid leaves at valve F 
while the lighter liquid leaves at valve G after the exposure time. In order to observe 
periodic Marangoni instability in liquid-liquid mass transfer device, transport of a 
surfactant, such as cetyltrimethylammonium bromide, from an aqueous to an organic phase 
in the static liquid-liquid contact system, as shown in Fig. 22, was performed by Lavabre et 
al., 2005. In general, the organic solution was placed in the bottom of the beaker, and then 
the aqueous solution was introduced on the top of the organic solution. The advantage of 
this system is to make the visualization of interfacial disturbance easier.  
For the system of transferring a solute from one liquid phase to another liquid phase, 
development of interfacial instability depends on the differences of surface tension between 
liquid A and surfactant and that between surfactant and liquid B. Fig. 23 shows that a solute 
diffuses from liquid A to liquid B. Assuming that the surface tension of solute is less than 
those of liquid A and liquid B, and then the interfacial tension will be decreased with the 
increased concentration of solute. If a solute is transferred from bulk liquid A to the point S, 
a small disturbance near point S will be resulted from the gradient of interfacial tension. The 
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underlying liquid is brought with the small disturbance to the interface, and the interfacial 
instability is promoted. Furthermore, the solute diffuses from interface to bulk liquid B, and 
then the interfacial tension at point S increases with the decreased concentration of solute. 
Since the gradient of interfacial tension resulted from solute transferring from interface to 
liquid B is opposite to that transferring from liquid A to interface, the disturbance induced 
by transferring solute from interface to liquid B will be opposite to that transferring from 
liquid A to interface. Therefore, the interfacial instability will depend on the differences of 
surface tension between surfactant and liquid A and that between surfactant and liquid B. 
Mentioned above, transferring a solute from one liquid phase to another liquid phase might 
cause the gradient of concentration in the interface, and then the gradient of surface tension 
may be formed by the gradient of concentration. Once the difference of surface tension 
between surfactant and liquid A is differ from that between surfactant and liquid B 
significantly, the interfacial disturbance will be occurred by the solutal Marangoni effect. For 
example, Maroudas & Sawistowskis, 1964 used the F-factor to discuss transfer of solute 
across liquid/liquid system in the horizontal, and the F-factor was used to show the 
intensity of interfacial disturbance. Since the F-factor is greater than unity in the dynamic 
liquid/liquid system especially for the initial 500s, the spontaneous interfacial disturbance 
was verified for transferring phenol between carbon tetrachloride and water, as shown in 
Fig. 24. Besides, the mass transfer flux was used by Agble & Mendes, 2000 to discuss effect 
of surfactants on interfacial mass transfer for liquid-liquid contact system. As a result of the 
presence of ionic surfactant, such as dodecyl trimethyl ammonium bromide, the molar flux 
was enhanced by the induced Marangoni convection especially for the initial 2000s, as 
shown in Fig. 24. In contrast with nonionic surfactant, such as ATLAS G 1300, and pure 
water, the molar fluxes were lower than that addition of an ionic surfactant, and the molar 
fluxes seemed to be equal for the nonionic surfactant and pure water. The result means that 
Marangoni convection could be dampened by the addition of a nonionic surfactant. 
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in the static liquid-liquid contact system, as shown in Fig. 22, was performed by Lavabre et 
al., 2005. In general, the organic solution was placed in the bottom of the beaker, and then 
the aqueous solution was introduced on the top of the organic solution. The advantage of 
this system is to make the visualization of interfacial disturbance easier.  
For the system of transferring a solute from one liquid phase to another liquid phase, 
development of interfacial instability depends on the differences of surface tension between 
liquid A and surfactant and that between surfactant and liquid B. Fig. 23 shows that a solute 
diffuses from liquid A to liquid B. Assuming that the surface tension of solute is less than 
those of liquid A and liquid B, and then the interfacial tension will be decreased with the 
increased concentration of solute. If a solute is transferred from bulk liquid A to the point S, 
a small disturbance near point S will be resulted from the gradient of interfacial tension. The 
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underlying liquid is brought with the small disturbance to the interface, and the interfacial 
instability is promoted. Furthermore, the solute diffuses from interface to bulk liquid B, and 
then the interfacial tension at point S increases with the decreased concentration of solute. 
Since the gradient of interfacial tension resulted from solute transferring from interface to 
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liquid A to interface. Therefore, the interfacial instability will depend on the differences of 
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may be formed by the gradient of concentration. Once the difference of surface tension 
between surfactant and liquid A is differ from that between surfactant and liquid B 
significantly, the interfacial disturbance will be occurred by the solutal Marangoni effect. For 
example, Maroudas & Sawistowskis, 1964 used the F-factor to discuss transfer of solute 
across liquid/liquid system in the horizontal, and the F-factor was used to show the 
intensity of interfacial disturbance. Since the F-factor is greater than unity in the dynamic 
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Fig. 24. Besides, the mass transfer flux was used by Agble & Mendes, 2000 to discuss effect 
of surfactants on interfacial mass transfer for liquid-liquid contact system. As a result of the 
presence of ionic surfactant, such as dodecyl trimethyl ammonium bromide, the molar flux 
was enhanced by the induced Marangoni convection especially for the initial 2000s, as 
shown in Fig. 24. In contrast with nonionic surfactant, such as ATLAS G 1300, and pure 
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fluxes seemed to be equal for the nonionic surfactant and pure water. The result means that 
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Fig. 21. Schematic diagram of dynamic liquid-liquid contact device in the horizontal. 
(referred from Maroudas & Sawistowski, 1964) 
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Fig. 22. Schematic diagram of static liquid-liquid contact device in the horizontal. (referred 
from Lavabre et al. 2005) 

 
 
 

 
Fig. 23. Schematic diagram of Marangoni convection resulted from liquid-liquid contact 
system. (Referred from Miller & Neogi, 1985) 

Effects of Surface Tension on Mass Transfer Devices 

 

297 

0 1000 2000 3000 4000 5000 6000

1.0

1.5

2.0

2.5

3.0

3.5

J A
B*

10
4  (m

ol
es

/m
2 s)

          Marouda & Sawistowski, 1964
correspond to left axis (F-factor), 

           phenol transfer from carbon 
           tetrachloride to water F-

fa
ct

or

times of contact (sec)

5

10

15

20

25
          Agble & Mendes, 2000

 referred by JAB, water only 
 referred by JAB, water+ATLAS 
 referred by JAB, water+DTAB 

 
Fig. 24. Effects of contact time of mass transfer enhancement 

5. Conclusions 
The surface tension not only can apply for daily life but also can apply for engineering and 
scientific technology. For example, the surface tension can be applied into eye drops, ball 
pen, condensed liquid drop, capillary phenomenon, liquid lens, and etc. for the daily life. 
Besides, the surface tension can also be applied into semiconductor drying, artificial rainfall, 
and mass transfer enhancement for engineering and scientific technology. Since the effective 
area can be increased by interfacial disturbance, the surface tension plays an important role 
between phases. For example, the gradient of surface tension was used to induce interfacial 
disturbance to improve mass transfer efficiency by some studies. The purpose of this 
chapter is also to discuss the performance of mass transfer devices affected by the 
Marangoni effect, which is resulted from the gradient of surface tension.  
First, the fluid flow in thin liquid film, thinker liquid layer, and mass transfer devices was 
introduced, and then the observation of interfacial disturbance resulted from liquid drop 
instilled on the surface of TEG solution was presented by the author of this chapter. The 
disturbed phenomena of liquid drop on the surface of TEG solution was used to explain 
successfully why the Marangoni effect occurred in the absorber with continuous liquid 
phase. In addition, artificial and spontaneous Marangoni convection were described in this 
chapter. Table 2 and Table 3 show some studies related to artificial and spontaneous 
Marangoni convection in the mass transfer devices. Evaporation of ethanol was used by 
author to form the gradient of surface tension, and then the mass transfer performance 
increased with the induced interfacial disturbance was demonstrated by the experimental 
results. Finally, the interfacial disturbance resulted from the gradient of surface tension and 
performance affected by the interfacial disturbance for these devices, such as packed-bed 
distillation column, two-concentric absorption cell, falling-film absorber, and liquid-liquid 
contact system, were described and analyzed.  
Mentioned above, the surface tension is an important physics at the interface. The formed 
gradient of surface tension not only changes effective area between gas and liquid phases, 
but also affects the mass transfer mechanism. The results always make the traditional mass 
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Fig. 22. Schematic diagram of static liquid-liquid contact device in the horizontal. (referred 
from Lavabre et al. 2005) 

 
 
 

 
Fig. 23. Schematic diagram of Marangoni convection resulted from liquid-liquid contact 
system. (Referred from Miller & Neogi, 1985) 
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pen, condensed liquid drop, capillary phenomenon, liquid lens, and etc. for the daily life. 
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disturbance to improve mass transfer efficiency by some studies. The purpose of this 
chapter is also to discuss the performance of mass transfer devices affected by the 
Marangoni effect, which is resulted from the gradient of surface tension.  
First, the fluid flow in thin liquid film, thinker liquid layer, and mass transfer devices was 
introduced, and then the observation of interfacial disturbance resulted from liquid drop 
instilled on the surface of TEG solution was presented by the author of this chapter. The 
disturbed phenomena of liquid drop on the surface of TEG solution was used to explain 
successfully why the Marangoni effect occurred in the absorber with continuous liquid 
phase. In addition, artificial and spontaneous Marangoni convection were described in this 
chapter. Table 2 and Table 3 show some studies related to artificial and spontaneous 
Marangoni convection in the mass transfer devices. Evaporation of ethanol was used by 
author to form the gradient of surface tension, and then the mass transfer performance 
increased with the induced interfacial disturbance was demonstrated by the experimental 
results. Finally, the interfacial disturbance resulted from the gradient of surface tension and 
performance affected by the interfacial disturbance for these devices, such as packed-bed 
distillation column, two-concentric absorption cell, falling-film absorber, and liquid-liquid 
contact system, were described and analyzed.  
Mentioned above, the surface tension is an important physics at the interface. The formed 
gradient of surface tension not only changes effective area between gas and liquid phases, 
but also affects the mass transfer mechanism. The results always make the traditional mass 
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transfer fundamental underestimate the practical mass transfer data. In order to describe the 
interfacial disturbance resulted from the gradient of surface tension more precisely; some 
models and relevant governing equations had been established and solved to explain mass 
transfer affected by Marangoni effect. However, the phenomena of fluid flow dominated by 
Marnngoni effect seem to be still in the stage of speculation. Since the interfacial convection 
induced by the gradient of surface tension is difficult to observe by naked eyes, 
development of computational fluid dynamic can be suggested to describe effects of surface 
tension on fluid flow of the mass transfer devices in future. In order to promote the 
application of the Marangoni effect in the engineering and scientific technology, more 
researches discussed about Marangoni effect and more data confirmed the interfacial 
disturbance will be expected to fill the gap of this filed by more excellent scholars. 
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1. Introduction 
Wood is a biological material, hygroscopic, anisotropic and highly heterogeneous. To 
predict the wood drying rate, the drying kinetics need to be described. The wood drying 
kinetics can be described by three periods. Except in the first drying period, where the 
internal resistance of the water transfer can be neglected, it is necessary to take into 
account the internal transfer resistance during the second and third drying periods. It is 
sufficient to combine both the internal and external resistances, expressing the drying rate 
according to an overall mass transfer coefficient K. The driving force can be a physical 
characteristic of water in either the gas or solid phase. Karabagli et al. (1997) and 
Chrusciel et al. (1999), then Ananías et al. (2009a, 2009b) opted for an absolute average 
wood moisture content difference. The overall mass transfer coefficient is characterized by 
four operating parameters: wood thickness, air velocity, air temperature and air relative 
humidity. In general, K includes the internal resistance of the moisture movement through 
wood and the external resistance of the transfer of moisture from wood surface to the air. 
This chapter is a review of model permitting the determination of wood drying rate 
represented by an overall mass transfer coefficient, noted K, and a driving force expressed 
as the difference between the average wood moisture content and the equilibrium wood 
moisture content. 

2. Wood drying kinetics 

The drying rate Φ of wood can be represented by the derivative of the absolute wood 
moisture content (-d x /dt), then 
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1. Introduction 
Wood is a biological material, hygroscopic, anisotropic and highly heterogeneous. To 
predict the wood drying rate, the drying kinetics need to be described. The wood drying 
kinetics can be described by three periods. Except in the first drying period, where the 
internal resistance of the water transfer can be neglected, it is necessary to take into 
account the internal transfer resistance during the second and third drying periods. It is 
sufficient to combine both the internal and external resistances, expressing the drying rate 
according to an overall mass transfer coefficient K. The driving force can be a physical 
characteristic of water in either the gas or solid phase. Karabagli et al. (1997) and 
Chrusciel et al. (1999), then Ananías et al. (2009a, 2009b) opted for an absolute average 
wood moisture content difference. The overall mass transfer coefficient is characterized by 
four operating parameters: wood thickness, air velocity, air temperature and air relative 
humidity. In general, K includes the internal resistance of the moisture movement through 
wood and the external resistance of the transfer of moisture from wood surface to the air. 
This chapter is a review of model permitting the determination of wood drying rate 
represented by an overall mass transfer coefficient, noted K, and a driving force expressed 
as the difference between the average wood moisture content and the equilibrium wood 
moisture content. 

2. Wood drying kinetics 

The drying rate Φ of wood can be represented by the derivative of the absolute wood 
moisture content (-d x /dt), then 
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Also, the drying rate can be characterized by the transfer resistance of the gas phase 
(Bramhall 1979a, 1979b).  It is: 

 G i vΦ k (P P )= ⋅ −  (2) 

The transfer coefficient kG can be estimated by correlating with values reported in the 
literature, but the evaluation of Φ requires the knowledge of the partial pressure Pi. The 
relationship between this pressure and the average wood moisture content is not evident, 
and this relationship is applicable only during the first drying period, because Pi, the vapor 
pressure, is only equal to the saturated vapor pressure of the liquid water at the interface 
temperature. 
Van Meel (1958) proposed a characteristic drying curve to represent the three drying phases 
with a relationship between the reduced drying rate Φ+ and the non-dimensional parameter ϕ 
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Where x , x C, x* indicate the average wood moisture content, the wood moisture content at 
the end of the first drying period, and the wood moisture content at the end of drying 
(equilibrium moisture content), respectively. 
The equilibrium moisture content x* can be determined by Simpson correlations (Siau 1984): 
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And w1, w2 and w3 are coefficients as a function of temperatures T (ºC) 

 2
1 4.737 0.0477 0.0005w T T= + ⋅ − ⋅  (9) 

 6 2
2 0.7095 0.0017 5.5534 10w T T−= + ⋅ − ⋅ ⋅                        (10) 

Overall Mass-Transfer Coefficient for Wood Drying Curves Predictions   

 

303 

 2
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Φ+ represents the relation between the drying rate and the maximum drying rate obtained 
during the first drying period. The maximum drying rate can be estimated by equation 2, 
where the partial vapor pressure Pi is replaced by the saturated pressure of the liquid water 
at the interface temperature. However, Ananias et al. (2009a) used the heat and mass 
transfer analogy to estimate the maximal drying rate using the equation: 
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Where h is the external heat transfer coefficient, which can be estimated by various 
correlations according to the wood drier geometry: 
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In wich υ, ρ, λ  and CPa are the air properties defined as following (Jumah et al. 1997): 
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With dH and Δhv calculated as:  
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Van Meel's characteristic drying curve requires the knowledge of the maximum drying rate 
and the average wood moisture content x C, corresponding to the transition between the 
first and second drying periods.  
The concept of a characteristic drying curve is variously validated by the works of Moyne 
(1984), Basilico ( 1985 ), Moser ( 1992 ), Keey (1994), Martin et al. (1995), Pang (1996a) in 
convective wood drying at both high and very high temperatures, but the first drying 
period is rarely observed. For parameter φ values below 1, these authors have demonstrated 
that a functional relationship for Φ might be developed in terms of φ.  
Except during the first drying period, where the internal resistance of the water transfer can 
be neglected, it is necessary to take into account the internal transfer resistance during the 
second and third drying periods. It is sufficient to combine both the internal and external 
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transfer analogy to estimate the maximal drying rate using the equation: 
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Where h is the external heat transfer coefficient, which can be estimated by various 
correlations according to the wood drier geometry: 
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In wich υ, ρ, λ  and CPa are the air properties defined as following (Jumah et al. 1997): 

 μυ
ρ

=           (14) 

 5 8 11 2 14 31.691 10 4.984 10 3.187 10 1.319 10K K KT T Tμ − − − −= ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ ⋅     (15) 
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ρ =           (16) 
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With dH and Δhv calculated as:  

 4
H

P

Sd
W
⋅

=  (19) 

 2503 2.43V Kh TΔ = − ⋅           (20) 

Van Meel's characteristic drying curve requires the knowledge of the maximum drying rate 
and the average wood moisture content x C, corresponding to the transition between the 
first and second drying periods.  
The concept of a characteristic drying curve is variously validated by the works of Moyne 
(1984), Basilico ( 1985 ), Moser ( 1992 ), Keey (1994), Martin et al. (1995), Pang (1996a) in 
convective wood drying at both high and very high temperatures, but the first drying 
period is rarely observed. For parameter φ values below 1, these authors have demonstrated 
that a functional relationship for Φ might be developed in terms of φ.  
Except during the first drying period, where the internal resistance of the water transfer can 
be neglected, it is necessary to take into account the internal transfer resistance during the 
second and third drying periods. It is sufficient to combine both the internal and external 
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resistances, expressing the drying rate according to an overall mass transfer coefficient K. In 
this stage, the driving force can be a physical characteristic of water in either the gas or solid 
phase. Karabagli et al. (1997) and then Chrusciel et al. (1999) opted for an absolute average 
wood moisture content difference. Consequently, the drying rate is expressed as: 

 )Φ K (x x*= ⋅ −                                 (21) 

In general, K includes the internal resistance of the moisture movement through the wood 
and the external resistance of the transfer of moisture from the wood surface to the air.  
Ananias et al. (2009a) applied the drying model proposed by Van Meel and  justified the 
phenomenological drying model recommended by Karabagli et al. (1997) and Chrusciel et 
al. (1998). According to Ananias et al. (2009a), these curves do not show the period where 
the drying rate is constant nor the case when the initial wood moisture content is of the 
order of 100 %. The first drying period is not observed. This observation is also reported by 
other authors (Basilico 1985, Moser 1992), who suggest that the absence of the first drying 
period is due to the low initial wood moisture content values. However Keey et al. (2000) 
propose that with hardwoods and the heartwood of sapwoods, the critical moisture content 
is probably the initial value. 
Ananias et al (2009a) affirm that the drying rate decreases during the second and third 
drying period, and estimate that the relationship between the drying rate and the driving 
force ( x -x*) is substantially linear. They believe that under constant operating conditions 
(temperature, humidity and air velocity), the overall mass- transfer coefficient K (equation 21) 
is substantially constant, justifying the phenomenological law proposed by Karabagli et al. 
(1997) to express the drying rate. They have not observed a period of constant drying rate 
even when the initial wood moisture constant was high. Ananias et al (2009a) show that the 
highest point of the drying curves depends remarkably on the wood thickness, air velocity 
and air temperature (Fig. 1) 
By extrapolation of these linear relationships in the limit value of Φ+ equal to 1, Ananias et 
al. (2009a) obtain the critical value of the average wood moisture content, x C. They show 
that the critical wood moisture content depends on all of the studied operating parameters 
and that they are in  a range of absolute wood moisture content between 56.3 and 138.3 %. 
According to Ananias et al. (2009a), the x C values cannot be known a priori. Van Meel's 
representation does not lead to a unique characteristic drying curve. From these 
representations, they only obtained the existence of a considerably linear relationship 
between the drying rate and the driving force ( x -x*), which confirms the hypothesis of 
Karabagli et al. (1997) for the overall transfer coefficient K:  that an overall mass transfer 
coefficient remains constant during the kiln drying cycle when the operating conditions 
temperature, humidity relative and air velocity are also maintained constant. 
Ananias et al (2009a) show that for all the kiln-drying runs and for the analyzed operating 
conditions, the average relative error is below 7 %, justifying the selection of the 
phenomenological drying rate modeling and the hypothesis of a constant overall mass-
transfer coefficient. However, since the critical moisture content of the Van Meel's 
characteristic drying curve and the overall mass-transfer coefficient K depend on the 
operating conditions, the operating conditions will have a varying influence on the internal 
and external resistance. 
The influence of the operating parameters is demonstrated by Chrusciel et al. (1999). They 
show that the global mass transfer coefficient K could be represented by two partial mass 
transfer coefficients, it is, Kg in the gas phase (air) and Ks in the solid phase (wood). Then the 
water vapor flow rate exchanged between wood and the drying air is estimated by: 
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                    ( ) ( )g S S C SK A H H K A x xφ = ⋅ ⋅ − = ⋅ ⋅ −  (22) 

Where (HS-H) is the specific humidity slope between the air interface that is in equilibrium 
with the wood surface and the drying air flow. And (xC-xS) is the wood moisture content 
slope between the wood-core and the wood-surface. 
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Fig. 1. Effect of air velocity on wood drying rate (After Ananias et al. 2009a) 
Suppossing that xC is not too different from the average x-value and linking the specific 
humidity (HS) to the wood moisture content at the interface (xS) by a proportional coefficient 
(m), the following equation is obtained 

 S SH m x= ⋅  (23) 

Assuming that at the end of the drying cycle, HS=H and xS=x*, then the relation between air 
humidity and wood moisture content is 

 *H m x= ⋅  (24) 

The above equations (22)-(24) then becomes 

 1 1 1

S GK K m K
= +

⋅
 (25) 

Or 

 1
I ER R

K
= +  (26) 

According to Ananias et al (2009a), the internal resistance RI is proportional to wood 
thickness and the external resistance RE depends on air velocity according to the law of type 
v-n , where the exponent  n varies between 0.5 and 1. 
Chrusciel et al. (1999) have shown that the inverse of K, which can be assimilated to a global 
mass transfer resistance, is a decreasing exponential function of the residual air desiccation 
ratio z (z = 1 – RH/100).  
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Where (HS-H) is the specific humidity slope between the air interface that is in equilibrium 
with the wood surface and the drying air flow. And (xC-xS) is the wood moisture content 
slope between the wood-core and the wood-surface. 
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Fig. 1. Effect of air velocity on wood drying rate (After Ananias et al. 2009a) 
Suppossing that xC is not too different from the average x-value and linking the specific 
humidity (HS) to the wood moisture content at the interface (xS) by a proportional coefficient 
(m), the following equation is obtained 

 S SH m x= ⋅  (23) 

Assuming that at the end of the drying cycle, HS=H and xS=x*, then the relation between air 
humidity and wood moisture content is 
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The above equations (22)-(24) then becomes 
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Or 
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According to Ananias et al (2009a), the internal resistance RI is proportional to wood 
thickness and the external resistance RE depends on air velocity according to the law of type 
v-n , where the exponent  n varies between 0.5 and 1. 
Chrusciel et al. (1999) have shown that the inverse of K, which can be assimilated to a global 
mass transfer resistance, is a decreasing exponential function of the residual air desiccation 
ratio z (z = 1 – RH/100).  
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It is assumed that the global mass transfer resistance 1/K is the sum of two mass transfer 
resistances: one characterizing the solid phase (wood) and the second one the gas phase (wet 
air). It is supposed that only the resistance in the gas phase depends on the relative 
humidity RH and the air velocity v of the air while only the resistance in the solid phase 
depends on the wood thickness. 
It is hard to determine separately the influence of the air temperature on the gas resistance 
from the one on the solid phase. It is also difficult to distinguish the influence of the air 
relative humidity from the one of the air temperature on the global mass transfer coefficient. 
However, it has been demonstrated that the variations of K as a function of the air 
temperature can be represented by an Arrhenius law. It is then supposed that the influence 
of T on the two local mass transfer resistances is quite similar. All these considerations 
permit to propose a general correlation for the global mass transfer resistance: 
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In relation (27), xPSF – x* is the gap between the fiber saturation point and the equilibrium 
moisture content at the temperature T. According to the many authors such as Lartigue and 
Puiggali (1987) or Nadler et al. (1985), when z tends to 1 (so RH tends to 0 %), x* tends to a 
low but positive value (about 1 %) so that the ratio z / (xPSF – x*) is defined when T is lower 
than the water desorption temperature (about 103 °C at 1 atm). The limit of validity of 
equation (27) is reached when z is very closed from 0 (so when RH tends to 100 %) even if 
some authors such as Babiak and Kudela (1995) underline that the fiber saturation point can 
hardly be defined as the value of x* at RH = 100 %. 
Consequently, the overall mass-transfer coefficient K can be expressed in general, according 
to the operating parameters, as: 
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  (30) 

In the equation 30, RH is the relative humidity of kiln drying and x FSP is the wood moisture 
content at the fiber saturation point, taken equal to 0.3. 
If the exponent n is maintained at 0.8, then the three coefficients in equation 30, a0, b0 and c0 
are determined by optimization from the calculated values of the overall mass-transfer 
coefficients by minimizing the relative error function between the optimized values and the 
calculated values obtained with equation 30. The values of these three coefficients obtained 
for optimization are: a0= 0.12 (m.s.kg-1), b0= 23.9 (m².kg-1) and c0= 2683 (K). 
Fig 2 compares the calculated values and the optimized values for the overall mass-transfer 
coefficient. Equation 30 represents all the experimental determinations with an average 
relative error equal at 15.3 % (and a standard deviation equals at 11 %). This correlation is 
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Fig. 2. Comparison of the optimized and calculated values of overall mass transfer 
coefficient (After Ananias et al. 2009a) 
valid for two kinds of lumber studied (spruce and beech), and is satisfactory for a whole 
kiln-drying schedule. 

3. Mathematical model 
The model states that the drying rate is a linear function of the drying potential, the 
moisture-content difference ( x -x*), and a constant coefficient of proportionality, which is 
the overall mass-transfer coefficient.  This hypothesis has been verified in a previous study 
(Ananías et al. 2009a). 
The model further assumes that the mass and enthalpy transfer takes place unidirectionally, 
the initial moisture content is homogenous, and the air distribution through the stack is 
uniform. Heat losses and temperature changes throughout the stack are considered negligible. 
The model requires the initial values of moisture content and temperature for each sub-system 
(wood and air) to be known, as well as the overall mass (K) and heat-transfer (h) coefficients. 
The model equations (Karabagli et al. 1997) are from the mass balance of water in drying air, 

 G.(Wout – Win) = K.A.( x -x*) (31) 

the mass balance of water in the wood, 

 0
dxM . K.A.(x x*)
dt

− = −   (32) 

the enthalpy balance over the drying air, 
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and the enthalpy balance for the wood, 
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In the equation 30, RH is the relative humidity of kiln drying and x FSP is the wood moisture 
content at the fiber saturation point, taken equal to 0.3. 
If the exponent n is maintained at 0.8, then the three coefficients in equation 30, a0, b0 and c0 
are determined by optimization from the calculated values of the overall mass-transfer 
coefficients by minimizing the relative error function between the optimized values and the 
calculated values obtained with equation 30. The values of these three coefficients obtained 
for optimization are: a0= 0.12 (m.s.kg-1), b0= 23.9 (m².kg-1) and c0= 2683 (K). 
Fig 2 compares the calculated values and the optimized values for the overall mass-transfer 
coefficient. Equation 30 represents all the experimental determinations with an average 
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Fig. 2. Comparison of the optimized and calculated values of overall mass transfer 
coefficient (After Ananias et al. 2009a) 
valid for two kinds of lumber studied (spruce and beech), and is satisfactory for a whole 
kiln-drying schedule. 

3. Mathematical model 
The model states that the drying rate is a linear function of the drying potential, the 
moisture-content difference ( x -x*), and a constant coefficient of proportionality, which is 
the overall mass-transfer coefficient.  This hypothesis has been verified in a previous study 
(Ananías et al. 2009a). 
The model further assumes that the mass and enthalpy transfer takes place unidirectionally, 
the initial moisture content is homogenous, and the air distribution through the stack is 
uniform. Heat losses and temperature changes throughout the stack are considered negligible. 
The model requires the initial values of moisture content and temperature for each sub-system 
(wood and air) to be known, as well as the overall mass (K) and heat-transfer (h) coefficients. 
The model equations (Karabagli et al. 1997) are from the mass balance of water in drying air, 

 G.(Wout – Win) = K.A.( x -x*) (31) 

the mass balance of water in the wood, 

 0
dxM . K.A.(x x*)
dt

− = −   (32) 

the enthalpy balance over the drying air, 
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and the enthalpy balance for the wood, 



 Mass Transfer in Multiphase Systems and its Applications 

 

308 

 

( ) W
0 pS pL

pa out in pL W out in

pv out out in in

0 out in

dTM C C x
dt

C (T T ) (C T ) (W W )
G C (W T W T )

Δh (W W )

⋅ + ⋅ ⋅ =

⎡ ⎤⋅ − − ⋅ ⋅ − +
⎢ ⎥

− ⋅ ⋅ ⋅ − ⋅⎢ ⎥
⎢ ⎥
− ⋅ −⎢ ⎥⎣ ⎦

  (34) 

The four equations have been solved as an initial-value problem in a previous study 
(Ananias et al. 2001, Broche et al. 2002). If equation 32 is solved by means of a finite-
difference method, then we can calculate the theoretical wood moisture content at any time 
( x j+1). In rearranging this equation, the following relation is obtained: 

 dxk
(x x*)

= −
−

 (35) 

On making the transient terms discrete, the following equation is found: 
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 (36) 

Rearranging this equation to find moisture content at any time ( x j+1), we get: 

 
j j j 1
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Note that x j and x*j are experimental values and are related to the following error function: 

 
( )exp cal
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E 100
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Finally,  

 0k MK
A Δt
⋅

= −
⋅

 (39) 

Since the model assumes that coefficient K remains constant during drying, it is necessary to 
dry under constant conditions. 

4. Drying curves predictions 
We predicted kiln-drying curves, using Spruce (Picea abies), Beech (Fagus sylvatica) and 
chilean coigüe (Nothofagus dombeyi). The corresponding drying curves are presented in 
Figures 3-5. 
There were minor differences between the experimental and calculated moisture content of 
the wood. The magnitude of the overall mass-transfer coefficients K is in the range of 
0.43x10-5 kg/m2s in Chilean coigüe of 38-mm thickness to 12.5x10-5 kg/m2s in Spruce of  
18-mm thickness (Table 1). 
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Fig. 3. Kiln drying curves of Spruce wood (After Ananias et al. 2009a) 
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Fig. 4. Kiln drying curves of Beech wood (After Ananias et al 2009a) 

 

Wood 
Species 

e 
(mm)

T 
(°C)

Tw
(°C)

v 
(m/s) 

K.105 
(kg/m2.s) Reference 

Spruce 18 70 50 3 12.5 
Spruce 27 70 50 3 7.48 
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The four equations have been solved as an initial-value problem in a previous study 
(Ananias et al. 2001, Broche et al. 2002). If equation 32 is solved by means of a finite-
difference method, then we can calculate the theoretical wood moisture content at any time 
( x j+1). In rearranging this equation, the following relation is obtained: 

 dxk
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= −
−

 (35) 

On making the transient terms discrete, the following equation is found: 
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Rearranging this equation to find moisture content at any time ( x j+1), we get: 
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 (37) 

Note that x j and x*j are experimental values and are related to the following error function: 

 
( )exp cal

exp
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E 100

x

−
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Finally,  

 0k MK
A Δt
⋅

= −
⋅

 (39) 

Since the model assumes that coefficient K remains constant during drying, it is necessary to 
dry under constant conditions. 

4. Drying curves predictions 
We predicted kiln-drying curves, using Spruce (Picea abies), Beech (Fagus sylvatica) and 
chilean coigüe (Nothofagus dombeyi). The corresponding drying curves are presented in 
Figures 3-5. 
There were minor differences between the experimental and calculated moisture content of 
the wood. The magnitude of the overall mass-transfer coefficients K is in the range of 
0.43x10-5 kg/m2s in Chilean coigüe of 38-mm thickness to 12.5x10-5 kg/m2s in Spruce of  
18-mm thickness (Table 1). 
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Fig. 5. Kiln drying curve of Chilean coigüe 

5. Conclusion 
Many low-temperature conventional wood drying curves can be predicted by a constant 
overall mass-transfer coefficient. The model presented has been tested on different wood 
drying schedules and the results obtained are very satisfactory. For these reasons, it is 
suggested that it can be successfully used for drying schedule optimization at industrial scale. 

6. List of symbols 
A    Transfer surface (m2) 
a    Wood width (m) 
ab    Stickers width (m) 
ao, bo, co, n   Model constants  
Cpa    Air specific heat (J/kg.ºC) 
CpL    Water-Liquid specific heat (J/kg.ºC) 
Cpv    Water-Vapor specific heat (J/kg.ºC) 
dH    Hydraulic diameter (m) 
e    Wood thickness (mm) 
G    Air flow rate (kg/s) 
H    Specific humidity (kg/kg) 
h    Overall heat-transfer coefficient (W/m2.K) 
K    Overall mass-transfer coefficient (kg/m2.s) 
KS    Partial mass-transfer coefficient in air-phase (kg/m2.s) 
Kg    Partial mass-transfer coefficient in solid-phase (kg/m2.s) 
k    Mass-transfer coefficient (non-dimensional) 
kG    Mass-transfer coefficient (kg/m2.s.Pa) 
l    Wood length (m) 
Mo    Wood dry mass (kg) 
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Pi    Partial pressure at the interface (Pa) 
Pv    Partial pressure (Pa) 
PS    Saturation pressure (Pa) 
RH    Relative humidity (kg/kg) 
S    Wood surface (m2) 
t    Drying time (h)  
T    Air temperature (ºC) 
TK    Air temperature (K) 
Tw    Wet-bulb temperature (ºC)  
TKw    Wet-bulb temperature (K)  
v    Air velocity (m/s) 
WP    Wetted perimeter (m) _
x     Moisture content (kg/kg) _

Cx     Critical moisture content (kg/kg) 
xi    Initial moisture content (kg/kg) _

PSFx     Fiber saturation point (kg/kg) 
x*    Equilibrium moisture content (kg/kg) 
z    Residual air dessication ratio [/] 
Δh0     Heat of vaporization at T= 0 ºC (J/kg) 
ΔhV    Heat of vaporization (J/kg) 
    Drying rate [kg/m2s] 
MAX    Maximum drying rate (kg/m2.s)  

+Φ     Reduced drying rate 
ϕ     Non dimensional parameters 
u    Air dynamic viscosity (kg/m.s) 
υ    Air cinematic viscosity (m2/s) 
ρ    Air density (kg/m3) 
λ      Air thermal conductivity (W/m.K) 
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1. Introduction 
1.1 A brief historical perspective of paper and wood-based materials 
The pulp and paper industry is a vital manufacturing sector that meets the demands of 
individuals and society. Paper is an essential part of our culture and daily lives, as it is used 
to store and share information, for packaging goods, personal identification, among other 
end uses. In an age of computers and electronic communication, paper is still envisaged as 
one of the most convenient and durable option of data storage, and a material of excellence 
for artists and writers. It is not surprising that the birth of modern paper and printing 
industry is commonly marked from the increasing demand for books and important 
documents in the 15th century. In 2008 the Confederation of European Paper Industries 
(CEPI) reported a global world paper production of 390.9 million tonnes covering a wide 
range of graphic paper grades, household and sanitary, packaging and other carton board 
grades (CEPI, 2010). The CEPI member countries account for 25.3% of the world paper and 
board production, slightly above North America (24.5%) but far behind Asia (40.2%). In 
volume terms, graphic paper grades account for 48% of the Western European paper 
production, packaging paper grades for some 41%, and hygiene and utility papers for 11% 
(CEPI, 2010). Additionally, forecasts indicate that from 1998 to 2015 there will be an increase 
of 2.8% in the consumption of paper and board globally. It is clear, therefore, that despite 
the growth of alternatives to paper like electronic media, several paper grades will still play 
an important role in our lives. Moreover, other materials used in a day-to-day basis derive 
from wood fibres extracted from a diversity of arboraceous species. As an example, “wood-
based panels” (WBP) -  a general term for a variety of different board products which have 
an impressive range of engineering properties (Thoemen, 2010) - are used in a wide range of 
applications, from non-structural to structural applications, outdoor and indoor, mostly in 
construction and furniture, but also in decoration and packaging. The large-scale industrial 
production of wood composites started with the plywood industry in the late 19th century. 
A number of new types of wood based panels have been introduced since that time as 
hardboard, particleboard, Medium Density Fibreboard (MDF), Oriented Strand Board 
(OSB), LVL-Laminated Veneer Lumber and more recently LDF (Light MDF) and HDF (High 
Density Fibreboard). The production of wood-based panels is still an important part of the 
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world’s total volume of wood production. In 2009, FAO (Food and Agriculture Organization 
of the United Nations) reported that a total of 255 million m3 was produced in the world 
(Europe 29.7%, Asia 43.9%, North America 18.3% and others 2.5%). In case of MDF the 
production in Europe was 19.1 million m3 (Wood Based Panels International, 2010). 

1.2 Research and development in a high-tech industry: major advances and concerns 
Research, development and innovation are the key to many of the challenges paper and 
wood-based materials industry are facing today. In the last decades, substantial 
development work has been undertaken to improve the pulp and paper qualities of today, 
taking into account features such as printability, press runnability, sheet opacity/low 
grammage and barrier properties. Modern paper machines are giant tailor-made units that 
carry out the two major steps of papermaking: dewatering and consolidation of a wet paper 
web made of cellulose fibres, chemical additives and water. In fact, the production of paper 
is mainly a question of removing as much water as possible from the pulp at the lowest 
possible cost. During papermaking, water removal takes place in three stages, namely in the 
wire, press and drying sections of the paper machine. In the first stage, water content is 
reduced from 99% down to about 80% using gravitational force or with the aid of suction 
boxes. In the press section, the dewatering process continues by mechanical pressure, 
increasing the paper web dryness to about 35-50%. The paper then enters the drying section, 
which is comprised of several rotating heated cylinders, and most of the remaining water is 
evaporated from the paper. At this stage, the dryness of the web has increased up to about 
90-95%. Even though the water removal in the drying section is relatively modest, this is by 
far the most energy demanding stage of the web consolidation process, making mechanical 
dewatering a much more cost-effective process than evaporation. Also, the demand for 
higher productivity led to a significant increase in the speed of the paper machine, which in 
its turn results in higher water content after the press section, thus increasing the effort put 
in the dryer section. As a result, a considerable emphasis has been given over the last thirty 
years, by researchers and paper makers, to the development of more efficient press sections. 
In the 80’s, a new concept arised with the development of the so-called extended nip presses, 
which includes the terms high impulse presses, long-nip presses, wide-nip presses and shoe 
presses, the common feature to all being the increased contact time between the paper web 
and the pressing element, thus leading to a significant higher dryness (Pikulik, 1999). In 
some emerging techniques such as press drying, the Condebelt process and more recently 
impulse drying, higher levels of dryness are possible. Moreover, the implementation of these 
methods showed to significantly reduce the dimensions of the paper machine dryer section 
and the use of steam while allowing to obtain a drier and stronger sheet at the end of the 
press section. In summary, the overall-aim of developments in the press section has been to 
improve the energy efficiency of web consolidation and paper properties. 
Similar technological advances have been undertaken in the field of wood-based panels, which 
are produced from particles (as particleboard or OSB), fibres (as MDF, softboard or hardboard) 
or veneers (as plywood or LVL), using a thermosetting resin, through a hot pressing process. 
The hot-pressing operation is the final stage of its manufacturing process, where 
fibres/particles are compressed and heated to promote the cure of the resin. This operation is 
the most important and costly in the manufacture of wood-based panels. In the last decade, 
the technology for the production of wood-based panels had an important change in response 
to ever changing markets. The international research in this field is driven by improvements in 
quality (better resistance against moisture and better mechanical resistance) and cost reduction 
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by energy savings (shorter pressing times) as well as the use of more cost effective raw 
materials (cheaper and alternative raw materials, reuse and recycling) (Carvalho, 2008). 
Environmental regulations and legislation regarding VOCs (volatile organic compounds) 
emissions, in particular formaldehyde, are important driving forces for technological 
progresses. Although panel product emissions have been dramatically reduced over the last 
decades, the recent reclassification of formaldehyde by IARC (International Agency for 
Research and Cancer) as “carcinogenic to humans”, is forcing panels manufacturers, adhesive 
suppliers and researchers to develop systems that lead to a decrease in its emissions to levels 
as low as those present in natural wood (Athanassiadou et al., 2007).  

2. Heat and mass transfer phenomena in porous media 
2.1 Introduction 
Many problems in scientific and industrial fields as diverse as petroleum engineering, 
agricultural, chemical, textiles, biomedical and soil mechanics, involve multiphase flow and 
displacement processes in a heterogeneous porous medium. These processes are mainly 
controlled by the pore space morphology, the interplay between the viscous and capillary 
forces, and the contact angles of the fluids with the surface of the pores. Estimating the 
capillary pressure and relative fluid permeabilities across the porous media can therefore be 
very complex, especially if the medium is deformable as is the case of paper and wood-
based panels. In fact, the most important process in paper production is dewatering of the 
cellulose fibre suspension, which has a concentration less than 1% entering the forming 
section of the paper machine. In particular, the wet pressing of paper – or other wood based 
materials – may be envisaged as the simultaneous flow of two fluids, water and a mixture of 
air and water vapour, in a deformable porous medium.  The following sections address the 
drying processes of paper and MDF, with special emphasis in the dewatering and 
consolidation mechanisms involved in the press section. Here, a deep knowledge of the 
interactions between heat and water is of utmost importance to control and optimize this 
operation in order to improve paper/MDF quality and to reduce the operational costs. The 
development of theoretical models based on the many physical, chemical and mechanical 
phenomena that are involved in this operation, constitutes an attempt to understand and 
quantify the most diverse interacting transfer mechanisms (simultaneous heat and mass 
transfer with phase change, and the rheological behaviour of the fibrous material). 

2.2 Foundations of flow analysis in compressible porous media 
2.2.1 Consolidation mechanisms involved 
As previously mentioned, the production of paper and wood-based materials, such as MDF, 
is mainly a question of consolidation of the fibrous network by removing as much water or 
gas (air + water vapour) as possible from the interstitial void space. For instance, in the 
pressing process in a roll press, the paper web is squeezed together with one or more press 
felts between two rolls exerting a mechanical pressure on both materials (Fig. 1). During the 
compression phase water will flow from the paper web into the felt forced by a positive 
hydraulic pressure gradient. At the end of the press nip, when load is being released, the 
hydraulic pressure gradient will become negative, which may result in some rewetting 
caused by the back-flow of water and air from the felt to the paper web. Furthermore, if 
applying a heated press roll an energy flow from the roll to the paper web will be 
established at the moment the web makes contact with the press roll. Depending on the 
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world’s total volume of wood production. In 2009, FAO (Food and Agriculture Organization 
of the United Nations) reported that a total of 255 million m3 was produced in the world 
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presses, the common feature to all being the increased contact time between the paper web 
and the pressing element, thus leading to a significant higher dryness (Pikulik, 1999). In 
some emerging techniques such as press drying, the Condebelt process and more recently 
impulse drying, higher levels of dryness are possible. Moreover, the implementation of these 
methods showed to significantly reduce the dimensions of the paper machine dryer section 
and the use of steam while allowing to obtain a drier and stronger sheet at the end of the 
press section. In summary, the overall-aim of developments in the press section has been to 
improve the energy efficiency of web consolidation and paper properties. 
Similar technological advances have been undertaken in the field of wood-based panels, which 
are produced from particles (as particleboard or OSB), fibres (as MDF, softboard or hardboard) 
or veneers (as plywood or LVL), using a thermosetting resin, through a hot pressing process. 
The hot-pressing operation is the final stage of its manufacturing process, where 
fibres/particles are compressed and heated to promote the cure of the resin. This operation is 
the most important and costly in the manufacture of wood-based panels. In the last decade, 
the technology for the production of wood-based panels had an important change in response 
to ever changing markets. The international research in this field is driven by improvements in 
quality (better resistance against moisture and better mechanical resistance) and cost reduction 
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by energy savings (shorter pressing times) as well as the use of more cost effective raw 
materials (cheaper and alternative raw materials, reuse and recycling) (Carvalho, 2008). 
Environmental regulations and legislation regarding VOCs (volatile organic compounds) 
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progresses. Although panel product emissions have been dramatically reduced over the last 
decades, the recent reclassification of formaldehyde by IARC (International Agency for 
Research and Cancer) as “carcinogenic to humans”, is forcing panels manufacturers, adhesive 
suppliers and researchers to develop systems that lead to a decrease in its emissions to levels 
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Many problems in scientific and industrial fields as diverse as petroleum engineering, 
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displacement processes in a heterogeneous porous medium. These processes are mainly 
controlled by the pore space morphology, the interplay between the viscous and capillary 
forces, and the contact angles of the fluids with the surface of the pores. Estimating the 
capillary pressure and relative fluid permeabilities across the porous media can therefore be 
very complex, especially if the medium is deformable as is the case of paper and wood-
based panels. In fact, the most important process in paper production is dewatering of the 
cellulose fibre suspension, which has a concentration less than 1% entering the forming 
section of the paper machine. In particular, the wet pressing of paper – or other wood based 
materials – may be envisaged as the simultaneous flow of two fluids, water and a mixture of 
air and water vapour, in a deformable porous medium.  The following sections address the 
drying processes of paper and MDF, with special emphasis in the dewatering and 
consolidation mechanisms involved in the press section. Here, a deep knowledge of the 
interactions between heat and water is of utmost importance to control and optimize this 
operation in order to improve paper/MDF quality and to reduce the operational costs. The 
development of theoretical models based on the many physical, chemical and mechanical 
phenomena that are involved in this operation, constitutes an attempt to understand and 
quantify the most diverse interacting transfer mechanisms (simultaneous heat and mass 
transfer with phase change, and the rheological behaviour of the fibrous material). 
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2.2.1 Consolidation mechanisms involved 
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is mainly a question of consolidation of the fibrous network by removing as much water or 
gas (air + water vapour) as possible from the interstitial void space. For instance, in the 
pressing process in a roll press, the paper web is squeezed together with one or more press 
felts between two rolls exerting a mechanical pressure on both materials (Fig. 1). During the 
compression phase water will flow from the paper web into the felt forced by a positive 
hydraulic pressure gradient. At the end of the press nip, when load is being released, the 
hydraulic pressure gradient will become negative, which may result in some rewetting 
caused by the back-flow of water and air from the felt to the paper web. Furthermore, if 
applying a heated press roll an energy flow from the roll to the paper web will be 
established at the moment the web makes contact with the press roll. Depending on the 
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temperature and pressure conditions imposed to the paper web/felt sandwich steam may 
be generated inside the paper web and ultimately induce web delamination, which occurs 
when the force dissipated by the flow of steam generated inside the paper web is larger than 
its z-directional strength (Larsson et al., 1998; Orloff et al., 1998). It has been shown, 
however, that proper temperature/pressure control in the press nip may prevent steam 
generation inside the paper web. Moreover, the ability of pulp fibres to form fibre-to-fibre 
bonds during the consolidation process is an important characteristic, which strongly 
influences the structural and mechanical properties of paper and wood-based materials in 
general. It depends mainly on wood species, and/or pulping method, fines content, amount 
of bonding agents (additives, resins), chemical modification of fibres, refining and 
ultimately on the pressing conditions (Skowronski, 1987). In fact, when high temperature 
pressing conditions are employed, fibre flexibility and conformability are improved, which 
may explain the higher sheet densification levels observed under such intense operating 
conditions. 
 

 Felts

Paper

Belt
 

Fig. 1. Press nip of a shoe pressing machine (Aguilar Ribeiro, 2006). 

The thermal softening of the fibre's cell wall material is thus partially responsible for the 
increased mat consolidation and sheet density, but it also induces a significant drop in air and 
water permeability as the fibrous material dries and consolidates. Since the flow of water and 
air encounters different cumulative flow resistances across the thickness of the web, the final 
density profiles may show some signs of stratification, e.g. nonuniform z-direction density 
profiles. This is influenced by several factors such as the permeability of the pressing head 
contacting the fibrous material, the temperature/pressure conditions of the pressing event, the 
web moisture content and fibre's properties, and the uniformity of pressure application. 

2.2.2 Hydraulic and structural pressures generated during compression of a wet web: 
factors affecting the governing mechanisms of water removal 
According to Szikla, the role of various factors in dynamic compression of paper is greatly 
influenced by the moisture ratio of the web, suggesting different governing mechanisms 
over different ranges of moisture ratio and/or density (Szikla, 1992). In order to remove 
water by compaction from a web, the mechanical stiffness of the structure must be overcome 
and water must be transported. The mechanical stiffness of a fibrous mat is influenced by its 
moisture content, reaches its maximum when all the water has been removed from the web, 
and decreases continuously as the moisture content increases. Therefore, the pressure 
carried by the mechanical stiffness of a saturated web during the compression phase of a 
pressing event cannot be higher than the pressure measured at the same density when an 
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unsaturated web is pressed. The two values may be close to each other as long as significant 
water transport does not take place in the unsaturated web. The experimental results 
obtained by Szikla (1992) for 50 g.m−2 paper sheets of mechanical or chemical pulps under 
dynamic load and ingoing moisture ratios in the range 2.0-4.0 kg H20/kg dry fibres, showed 
that an increase in chemical pulp beating resulted in higher contribution from hydraulic 
pressure; an increase in fibre's stiffness, the removal of fines and a decrease in compression 
rate all lowered the hydraulic pressure. His results also showed that flow in the inter-fibre 
voids plays an important role in the dynamic compression behaviour of wet fibre mats. 
When the moisture ratio of the web is high and the compression is fast, as in paper 
machines, most of the compression force is balanced by the hydraulic pressure that builds 
up in the layers of the web close to the impermeable pressing surface. This is the case for 
low grammage paper (e.g. 40-50 g.m−2). The role of hydraulic pressure in balancing the 
compression force decreases as the compaction of the web increases. 
Regarding the mechanisms of dynamic compression of wet fibre mats, the following 
conclusions can be drawn from the work of Szikla (1992): 
• The mechanical stiffness of the structure must be overcome and water must be 

transported in order to bring about compression of a wet fibre mat. According to this, 
the force balance prevailing in pressing can be written in the following form: 

 t mec flowP P P= +  (1) 

where Pt is the total compressing pressure, Pmec the pressure carried by the mechanical  
stiffness of the mat, and Pflow the pressure required to transport water; 
• The load applied to a wet fibre mat is carried partly by the structure and partly by the 

water in the interstices of the structure. The structure is formed by fibre material and 
water. Water located in the lumen of the fibre wall and bound to external surfaces is an 
integral part of the structure. The pressure carried by the structure is often called 
structural pressure, Pst, and the load carried by the water hydraulic pressure, Ph. The 
pressure carried by the mechanical stiffness of a fibre mat constitutes only a part of the 
structural pressure. Another part of the structural pressure is a result of water transport 
within the fibre material. According to this classification, the force balance can be 
written in the following form: 

 ( )t st h mec fh hP P P P P P= + = + +  (2) 

where Pfh is the structural pressure due to water transport within the fibre material. The 
structural pressure is equal to the pressure carried by the mechanical stiffness of the fibre 
material only when water transport within the fibre material is negligible. On the other 
hand, in most paper sheets there are large density ranges over which the pressure generated 
by the water transport within the fibre material plays a dominant role in forming the 
structural pressure. 
Quantitatively, Terzaghi’s principle has to be used carefully in the case of highly deformable 
pulp fibre networks, as it applies rigorously only to solid undeformable particles with point-
like contact points. In a deformable porous material the hydraulic pressure is only effective 
on a share (1-α) of the area A (Fig. 2). So being, the stress balance may be written as: 

 (1 ) (1 )t st h t st hP A P A P A P P Pα α= + − ⇔ = + −  (3) 



 Mass Transfer in Multiphase Systems and its Applications 

 

316 
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unsaturated web is pressed. The two values may be close to each other as long as significant 
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obtained by Szikla (1992) for 50 g.m−2 paper sheets of mechanical or chemical pulps under 
dynamic load and ingoing moisture ratios in the range 2.0-4.0 kg H20/kg dry fibres, showed 
that an increase in chemical pulp beating resulted in higher contribution from hydraulic 
pressure; an increase in fibre's stiffness, the removal of fines and a decrease in compression 
rate all lowered the hydraulic pressure. His results also showed that flow in the inter-fibre 
voids plays an important role in the dynamic compression behaviour of wet fibre mats. 
When the moisture ratio of the web is high and the compression is fast, as in paper 
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up in the layers of the web close to the impermeable pressing surface. This is the case for 
low grammage paper (e.g. 40-50 g.m−2). The role of hydraulic pressure in balancing the 
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• The mechanical stiffness of the structure must be overcome and water must be 

transported in order to bring about compression of a wet fibre mat. According to this, 
the force balance prevailing in pressing can be written in the following form: 
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where Pt is the total compressing pressure, Pmec the pressure carried by the mechanical  
stiffness of the mat, and Pflow the pressure required to transport water; 
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material only when water transport within the fibre material is negligible. On the other 
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Fig. 2. Schematic diagram of the compression of a deformable porous medium (Δz0 and Δz 

are the initial and final thickness of the fibrous material, respectively). 
In conclusion, the dynamic compressing force is balanced in the paper web by the following 
factors: (i) the flow resistance in the inter-fibre channels; (ii) the flow resistance within the 
fibres (intra-fibre water); (iii) and the mechanical stiffness of the fibre material. 

2.3 Fundamentals of wet pressing and high-intensity drying processes: simultaneous 
heat and mass transfer 
2.3.1 Wet pressing 
It is convenient to think of wet pressing as a one-dimensional volume reduction process, 
with the fibrous matrix and water assumed to be a more or less homogeneous continuum. 
However, when visualized in the microscope (Fig. 3), wet pressing is a far more complex 
process which combines important mechanical changes in the fibre network with three-
dimensional, highly unsteady, two-phase flow through a rapidly collapsing interconnected 
porous network. 
In wet pressing, volume reduction, fluid flow, and static water pressure gradients are 
intimately interrelated. Classical Fluid Mechanics states that the static water pressure is 
reduced in the direction of flow by conversion into kinetic energy (water velocity). Some of 
the total energy available at each layer is lost to friction with the surrounding fibre and by 
microturbulence in the narrowing flow paths. This loss is associated with fluid shear 
stresses. However, the water-filled fibre network should not really be considered a 
continuous confined system (e.g. water flowing in a pipe). 
 

 Cell wall material, cw

+

Liquid water, l

Gas phase, g

Adsorbed water, b

 
Fig. 3. Micro-scale constituents of paper and MDF (in this case free liquid water should not 
be considered) (Aguilar Ribeiro, 2006). 
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The local velocity vector changes direction frequently as the water is forced to take a 
tortuous path across the collapsing fibre network. Despite the simplifications offered by 
classical fluid mechanics, it seems safe to say that the static water pressure is highest at the 
smooth roll surface (if referred to a roll press of a paper machine – or in a lab-scale platen 
press, as shown in Fig. 4), where water is not in motion relative to the fibres, and lowest at 
the felted side of the paper, where water velocity is highest. In a roll press the largest static 
water pressure gradient is not directly downward – it is oriented slightly upstream and, 
coupled with a significantly higher in-plane sheet permeability, must create some 
longitudinal water flow component towards the nip entrance. 
 

 

Paper sample 
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Sintered metal lamina 

Heated block 

Water and 

 vapor flow 

 
Fig. 4. Schematic drawing of a lab-scale platen press for paper consolidation experiments. 
The inset shows the water flow pattern and the paper/felt sample arrangement within the 
press nip (Aguilar Ribeiro, 2006). 
Wahlström showed that water is removed from the paper web in the converging part of the 
press nip due to web compression, but that part of the expressed water returns into the web 
on the outgoing side of the nip due to capillary forces (Wahlström, 1960). Another important 
pillar of wet pressing theories has been the division of the total applied load into hydraulic 
and structural components. The sum of the two pressure components has been considered 
to be constant in the z-direction and equal to the total applied pressure in the pressing 
machine but the contribution of these components is considered to change in that, 
progressing in the direction of water flow hydraulic pressure decreases and structural 
pressure increases. This idea of separating the two components of pressure, originating from 
Terzaghi (1943), was applied to the compression behaviour of paper webs by Campbell 
(1947). Later on, Carlsson’s and his co-workers’ studies (Carlsson et al., 1977) revealed the 
important role of water held within fibres in wet pressing, showing that water present in the 
intra-fibre voids must make a significant contribution to the structural pressure. Only the 
water in the inter-fibre voids is responsible for the hydraulic pressure. The rest of the 
structural pressure is the result of mechanical stiffness. 
However, it was gradually realized that the original definition of hydraulic and structural 
pressures was oversimplified. Classical wet pressing theory separates the total applied 
pressure into only two components – static water pressure and the network compressive 
stress (usually called mechanical pressure). The stress associated with the fluid drag force – 
here called fluid shear stress – and the static water pressure drop always appear together; 
one cannot exist without the other. The vertical component of fluid shear stress should be 
added to the fibre network stress to obtain the total compressive stress acting at each layer 
of the fibrous web. Fluid stress is maximum at the outflow side of the paper and nonexistent 
at the smooth press roll side. It is also nonexistent after the point of zero hydrodynamic 
pressure since water flow has ceased. Fluid shear stress also has an in-plane component 
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In conclusion, the dynamic compressing force is balanced in the paper web by the following 
factors: (i) the flow resistance in the inter-fibre channels; (ii) the flow resistance within the 
fibres (intra-fibre water); (iii) and the mechanical stiffness of the fibre material. 

2.3 Fundamentals of wet pressing and high-intensity drying processes: simultaneous 
heat and mass transfer 
2.3.1 Wet pressing 
It is convenient to think of wet pressing as a one-dimensional volume reduction process, 
with the fibrous matrix and water assumed to be a more or less homogeneous continuum. 
However, when visualized in the microscope (Fig. 3), wet pressing is a far more complex 
process which combines important mechanical changes in the fibre network with three-
dimensional, highly unsteady, two-phase flow through a rapidly collapsing interconnected 
porous network. 
In wet pressing, volume reduction, fluid flow, and static water pressure gradients are 
intimately interrelated. Classical Fluid Mechanics states that the static water pressure is 
reduced in the direction of flow by conversion into kinetic energy (water velocity). Some of 
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stresses. However, the water-filled fibre network should not really be considered a 
continuous confined system (e.g. water flowing in a pipe). 
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Fig. 3. Micro-scale constituents of paper and MDF (in this case free liquid water should not 
be considered) (Aguilar Ribeiro, 2006). 

Transport Phenomena in Paper and Wood-based Panels Production   

 

319 

The local velocity vector changes direction frequently as the water is forced to take a 
tortuous path across the collapsing fibre network. Despite the simplifications offered by 
classical fluid mechanics, it seems safe to say that the static water pressure is highest at the 
smooth roll surface (if referred to a roll press of a paper machine – or in a lab-scale platen 
press, as shown in Fig. 4), where water is not in motion relative to the fibres, and lowest at 
the felted side of the paper, where water velocity is highest. In a roll press the largest static 
water pressure gradient is not directly downward – it is oriented slightly upstream and, 
coupled with a significantly higher in-plane sheet permeability, must create some 
longitudinal water flow component towards the nip entrance. 
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Fig. 4. Schematic drawing of a lab-scale platen press for paper consolidation experiments. 
The inset shows the water flow pattern and the paper/felt sample arrangement within the 
press nip (Aguilar Ribeiro, 2006). 
Wahlström showed that water is removed from the paper web in the converging part of the 
press nip due to web compression, but that part of the expressed water returns into the web 
on the outgoing side of the nip due to capillary forces (Wahlström, 1960). Another important 
pillar of wet pressing theories has been the division of the total applied load into hydraulic 
and structural components. The sum of the two pressure components has been considered 
to be constant in the z-direction and equal to the total applied pressure in the pressing 
machine but the contribution of these components is considered to change in that, 
progressing in the direction of water flow hydraulic pressure decreases and structural 
pressure increases. This idea of separating the two components of pressure, originating from 
Terzaghi (1943), was applied to the compression behaviour of paper webs by Campbell 
(1947). Later on, Carlsson’s and his co-workers’ studies (Carlsson et al., 1977) revealed the 
important role of water held within fibres in wet pressing, showing that water present in the 
intra-fibre voids must make a significant contribution to the structural pressure. Only the 
water in the inter-fibre voids is responsible for the hydraulic pressure. The rest of the 
structural pressure is the result of mechanical stiffness. 
However, it was gradually realized that the original definition of hydraulic and structural 
pressures was oversimplified. Classical wet pressing theory separates the total applied 
pressure into only two components – static water pressure and the network compressive 
stress (usually called mechanical pressure). The stress associated with the fluid drag force – 
here called fluid shear stress – and the static water pressure drop always appear together; 
one cannot exist without the other. The vertical component of fluid shear stress should be 
added to the fibre network stress to obtain the total compressive stress acting at each layer 
of the fibrous web. Fluid stress is maximum at the outflow side of the paper and nonexistent 
at the smooth press roll side. It is also nonexistent after the point of zero hydrodynamic 
pressure since water flow has ceased. Fluid shear stress also has an in-plane component 



 Mass Transfer in Multiphase Systems and its Applications 

 

320 

which must be taken into account when considering paper properties. Although the value of 
Terzaghi’s principle as a tool for quantitative predictions has been questioned by Kataja et 
al. (1995), it still constitutes the basis of our understanding of wet pressing. Consequently, 
the operations of press nips are traditionally divided into two categories. In the first case, 
the press nip is considered to be compression-controlled. Here, the mechanical stress in the 
fibre network is the dominating factor, and the maximum web dryness is determined by the 
applied pressure, and is independent of the pressing time. On the other hand, the nip is 
considered to be flow-controlled when the viscous resistance between water and fibres 
controls the amount of dewatering. Here, web dryness increases with the residence time at 
the nip, and the fluid flow is proportional to the pressure impulse which is the product of 
pressure and time. Schiel’s work (1969) led to the conclusion that for many cases the 
problem was not in applying enough press load (this wouldn’t bring much dryness 
improvement), but in applying enough pressing time. Wahlström also coined the well 
known terms “pressure-controlled” and “flow-controlled” pressing as a way to denote 
whether the water removal was restricted by fibre compression response or by fluid flow 
resistance inside the paper sheet (Fig. 5). It was then concluded that the moisture content of 
a wet sheet leaving a press nip depends both on the compressibility of the solid fibrous 
skeleton and on the resistance to flow in the porous space (Wahlström, 1960). 
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Fig. 5. Schematic drawing of compression-controlled and flow-controlled press nips for an 
applied roll-like pressure profile on a paper machine (adapted from Carlsson et al., 1982; 
Aguilar Ribeiro, 2006). 
As a consequence of the applicability of Terzaghi’s principle to flow-controlled press nips, 
the web layers closer to the felt in a paper machine are compacted first, with the higher 
density at the sheet-felt interface. MacGregor (1983) described this phenomenon as 
stratification and its existence has been observed in laboratory experiments (Burns et al., 
1990; Szikla and Paulapuro, 1989a, 1989b; Szikla, 1992). Yet, a recent study performed by 
Lucisano shows opposing evidence to the existence of a density profile as it was previously 
reported by several authors. When trying to characterize the delamination process by the 
changes in transverse permeability and solidity profiles he found no evidence that wet 
pressing, and even impulse pressing (see section 2.3.3), induced stratification in non-
delaminated sheets and concluded that the parabolic solidity profiles observed were due to 
capillary forces present during oven drying and not a result of hydrodynamic forces 
induced onto the fibres during the pressing event (Lucisano, 2002). 
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2.3.2 Batch and continuous hot pressing of medium-density fiberboard (MDF) 
MDF, as other wood-based panels, can be manufactured using batch (single or 
multidaylight) or continuous presses. Steam injection, platen and/or radio-frequency or 
micro-waves can be used as heating systems. The most common type is the batch press with 
heated plates (multidaylight), but in the last decade batch presses are being substituted by 
continuous presses with moving belts. Continuous presses have heating zones along their 
length and are more efficient than batch presses for thin MDF, allowing to attain line speeds 
of 120 m/min (Irle & Barbu, 2010). 
The consolidation of MDF panels is therefore achieved through hot-pressing. The thermal 
energy is used to promote the cure of the thermosetting adhesive and soften the wood 
elements, and the mechanical compression is needed to increase the area of contact between 
the wood elements to allow the possibility of adhesive bond formation. The hot-pressing 
process should be regarded as a process of simultaneous mass and heat transfer. However, 
other mechanisms are also important as they are tightly coupled with heat and mass 
transfer: the rheological behaviour and the adhesive polymerisation reaction. The material’s 
rheological behaviour, affected by the development of adhesive bonds among fibres, as resin 
cures, will determine the formation of a density profile in the thickness direction of the MDF 
panel. These mechanisms are also dependent on temperature and moisture distributions 
and have direct influence on heat and mass transfer across the mattress porous structure. 
 

 
Fig. 6. Continuous press in a particleboard plant (courtesy from Sonae Indústria, Portugal). 

In MDF, the mat of fibres forms a capillary porous material in which voids between fibres 
contain a mixture of air and steam. In addition, liquid water may be adsorbed onto the fibres 
surface. During the hot-pressing process, heat is transported by conduction from the hot 
platen to the surface. This leads to a rapid rise in temperature, vaporising the adsorbed 
water in the surface and thus increasing the total gas pressure. The gradient between the 
surface and the core results in the flow of heat and vapour towards the core of the mattress, 
therefore increasing its pressure. As a consequence, a positive pressure differential is 
established from the interior towards the lateral edges, and then a mixture of steam and air 
will flow through the edges. So, the most important mechanisms of heat and mass transfer 
involved are (Pereira et al., 2006):  
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density at the sheet-felt interface. MacGregor (1983) described this phenomenon as 
stratification and its existence has been observed in laboratory experiments (Burns et al., 
1990; Szikla and Paulapuro, 1989a, 1989b; Szikla, 1992). Yet, a recent study performed by 
Lucisano shows opposing evidence to the existence of a density profile as it was previously 
reported by several authors. When trying to characterize the delamination process by the 
changes in transverse permeability and solidity profiles he found no evidence that wet 
pressing, and even impulse pressing (see section 2.3.3), induced stratification in non-
delaminated sheets and concluded that the parabolic solidity profiles observed were due to 
capillary forces present during oven drying and not a result of hydrodynamic forces 
induced onto the fibres during the pressing event (Lucisano, 2002). 
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2.3.2 Batch and continuous hot pressing of medium-density fiberboard (MDF) 
MDF, as other wood-based panels, can be manufactured using batch (single or 
multidaylight) or continuous presses. Steam injection, platen and/or radio-frequency or 
micro-waves can be used as heating systems. The most common type is the batch press with 
heated plates (multidaylight), but in the last decade batch presses are being substituted by 
continuous presses with moving belts. Continuous presses have heating zones along their 
length and are more efficient than batch presses for thin MDF, allowing to attain line speeds 
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energy is used to promote the cure of the thermosetting adhesive and soften the wood 
elements, and the mechanical compression is needed to increase the area of contact between 
the wood elements to allow the possibility of adhesive bond formation. The hot-pressing 
process should be regarded as a process of simultaneous mass and heat transfer. However, 
other mechanisms are also important as they are tightly coupled with heat and mass 
transfer: the rheological behaviour and the adhesive polymerisation reaction. The material’s 
rheological behaviour, affected by the development of adhesive bonds among fibres, as resin 
cures, will determine the formation of a density profile in the thickness direction of the MDF 
panel. These mechanisms are also dependent on temperature and moisture distributions 
and have direct influence on heat and mass transfer across the mattress porous structure. 
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i. Heat transfer by conduction due to temperature gradients and by convection due to the 
bulk flow of gas: conduction follows Fourier’s law;  

ii. The gaseous phase (air + water vapour) is transferred by convection; each component is 
transferred by diffusion and convection in the gas phase. Diffusion follows Fick’s law 
and the gas convective flow obeys Darcy’s law: the driving force for gas flow is the total 
pressure gradient, and diffuse flow is driven by the partial pressure gradient of each 
component;  

iii. The migration of water in the adsorbed phase occurs by molecular diffusion due to the 
chemical potential gradient of water molecules within the adsorbed phase;  

iv. phase change of water from the adsorbed to the vapour state and vice-versa. 
Heat transfer by conduction: Heat is transferred through the interface plate/mat to the interior 
by conduction and will be used to resin polymerisation and to remove water present in the 
mat as bound water. To evaporate this water it is necessary to supply energy equal to the 
sum of the water latent heat of vaporisation and the heat of wetting (or sorption) sufficient 
to break hydrogen bonds between water and wood constituents. 
Heat transfer by convection: Convection occurs because the heat transferred from the hot 
platens causes the vaporisation of moisture, increasing the water vapour pressure. A 
gradient of vapour partial pressure is formed across the board thickness, causing a 
convective flow of vapour towards the mat centre. On the other hand, the increase of gas 
pressure will cause a horizontal pressure gradient that will create a flow of heat by 
convection to the edges. When the temperature of the medium exceeds water ebullition 
point, imposed by the external pressure, the horizontal pressure gradient becomes the more 
important driving force (Constant et al., 1996). However, it is not necessary to attain the 
ebullition point of free water to have a vapour flow. Any change in temperature will affect 
the EMC (equilibrium moisture content) of wood and so the vapour partial pressure in the 
voids (Humphrey & Bolton, 1989). Also, if the vapour is cooled, it will condense, liberating 
the latent heat and a rapid rise of temperature will occur. So, there is also a phase change 
associated with the bulk flow, which imparts the temperature change (Kamke, 2004). This 
condensation will happen continuously from the surface to the core and not as a discrete 
event, which complicates the modelling of this system. 
Heat transfer by radiation: Heat transfer by radiation is usually neglected, since for the 
relatively lower range of temperatures (< 200 ºC), it would be insignificant compared with 
conduction and convection. However, during press closing and before the platen makes 
contact with the mat, as well as during the first instants of pressing while mat density is 
relatively low, heat transfer by radiation can be a significant part of the total heat transferred 
(Humphrey & Bolton, 1989). On the other hand, on the exposed edges the heat is 
continuously transported to the surroundings by radiation (Zombori, 2001). 
Other heat sources: The other possible sources are the exothermal reaction of the resin cure 
and the heat of compression. The contribution of the heat of compression is generally 
neglected. Bowen (1970) estimated that its contribution for heat transfer was around 2%. The 
contribution of the exothermic polymerisation of the resin depends on the reaction rate and 
condensation enthalpy. 
Mass transfer by convection: In WBP hot-pressing, it is generally assumed that moisture 
content is below the FSP (fibre saturation point) and so water is present as vapour in cell 
lumens and voids between particles/fibres, and bound water in cell walls (Kavvouras, 1977; 
Humphrey, 1982; Carvalho et al., 1998; Carvalho et al., 2003; Zombori, 2001; Thoemen & 
Humprey, 2006; Pereira et al., 2006). Two main phases are then considered, the gaseous 
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phase (air + water vapour) and the bound water; local thermodynamic equilibrium is also 
assumed. The gaseous phase is transferred by convection due to a gas pressure gradient 
(bulk flow) and the water vapour is transferred by diffusion. The bulk flow occurs in 
response to a gas pressure gradient caused by the vaporisation of moisture present in the 
mat. Diffusion inside the mat during hot-pressing includes vapour diffusion and bound 
water diffusion. The driving force for the diffusive flow of vapour is the partial pressure 
gradient. The convective and diffusive fluxes occur simultaneously, but it is widely accepted 
that convective gas flow is the predominant mass transfer mechanisms during hot-pressing 
(Denisov et al., 1975; Thoemen & Humphrey, 2006). 
Mass transfer by diffusion: The migration of water in the adsorbed phase occurs by molecular 
diffusion and follows Fick’s first law with the chemical potential gradient of water 
molecules within the adsorbed phase as the driving force to diffusive flux. This is a slow 
process and thus it is often considered negligible by some authors (Carvalho et al., 2003) in 
comparison with steam diffusion. Zombori and others (2002) studied the relative 
significance of these mechanisms and they found that the diffusion is negligible during the 
short time associated to the hot-pressing process. The adsorbed water and steam are then 
related by a sorption equilibrium isotherm. 
Capillary transport: At press entry the moisture content of the furnish is relatively low 
(generally below 14%) and although a possible presence of liquid water brought by the 
adhesive (water content around 50%) and capillary condensation in some tiny pores, it is 
generally assumed that the whole mat is below the FSP (Kavvouras, 1977; Humphrey, 1982; 
Zombori, 2001; Thoemen & Humprey; 2006). In case of particleboard, the moisture content 
at the press entry might be 11%, while the particle moisture content before resin blending 
could be around 2-4%. During blending, considerable quantities of water are added with the 
resin (water content around 50%), and so unless the equilibrium is achieved by the furnish 
before entering the press (in that case, the water will be adsorbed in the cell walls of wood) 
some capillary translation might occur (Humphrey & Bolton, 1989). In case of MDF, the fibre 
drying after the resin spraying in the blow-line results in the decrease of moisture and it is 
reasonable to consider that the equilibrium will be attained before the hot-pressing, and thus 
the water will be adsorbed in the fibres (Carvalho, 1999). There is also a possibility of 
capillary condensation in tiny pores. In case of WBPs, the relative humidity does not exceed 
90% (Humphrey, 1984, Kamke and Casey, 1988) and considering a temperature of 115 °C, 
inside the mat, the maximum pore diameter filled with water will be 0.007 μm. This will 
correspond to capillary pressures of 14.6 to 20 kPa, which are an order of magnitude less 
than the predicted maximum vapour pressure differential between the centre and the edges 
of board (at atmospheric pressure). So, even if some fine capillaries do fill by capillary 
condensation, it is unlikely that capillary translation of liquid will occur (Carvalho, 1999). 

2.3.3 The concept of impulse drying: application to paper production 
The most obvious goal driving the development of high-intensity pressing and drying 
techniques is the quest for higher drying rates and more efficient mechanisms of water 
removal. One such process seems to be impulse drying which combines wet pressing and 
drying into a single operation. Impulse drying has been postulated to be economically 
advantageous since it uses less energy than conventional drying because the increased 
amount of water removed in the improved press section may not need to be evaporated in 
the dryer section, which now may use less heated cylinders. Designing more compact and 
shorter paper machines would mean substantial savings in investments. The concept of 
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capillary condensation in tiny pores. In case of WBPs, the relative humidity does not exceed 
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impulse drying was first suggested in a Swedish patent application by Wahren (1978). 
Instead of conducting heat through thick steel dryer cylinders, heat was transferred rapidly 
from a hot surface to the paper web using a high pressure pulse. The high heat flow to the 
paper web generates steam in the vicinity of the paper web surface and the idea was that the 
formed steam would pass right through the paper web and drag the remaining free liquid 
water towards a “permeable surface” (the felt) on the other side of the paper web, which 
would result in extremely high water removal rates and energy efficiencies. According to 
Arenander and Wahren (1983), this could be explained if the following mechanisms would 
take place during the pressing/drying event: 
i. In the first part of the nip, the wet web is subjected to a compressive load and heat is 

transferred from the heated surface into the proximate layers of the web. The initial part 
of the drying event may be considered as a consolidation strategy which enhances 
dewatering by volume reduction and temperature effects on fibres compressibility and 
water viscosity; 

ii. If the boiling point of water at the actual hydraulic pressure is reached, some steam is 
generated near the hot surface; steam could only expand towards the felt due to the 
steam pressure gradient established between the upper and lower surfaces of the paper 
web; at this moment, the voids in the web are completely or partially filled with water, 
except for the steam pressurized layers close to the hot surface;  

iii. If the steam actually flows through the sheet, it may drag some interstitial water out of 
the web and into the felt (Fig. 7); moreover, water in the fibres walls and lumens is 
transferred into the inter-fibre space, becoming accessible to removal either by steam 
rushing through the web or evaporation.  

 

 
Fig. 7. Design of a shoe press nip. The inset shows a vapour front displacing liquid water in 
an impulse drying event, as suggested by Arenander and Wahren (1983). 
The concept of impulse drying today is somewhat different to Wahren’s idea, which 
consisted in pressing the paper web at a high pressure and high temperature over a short 
dwell time. Typical operating parameters would be a peak of 2-8 MPa, a temperature of 150-
480 ºC and a dwell time of 5-15 ms. Temperatures of 200-350 ºC and lower average pressures 
are now being used (Metso, 2010). The contact time in the press nip is 15-50 ms depending 
on the machine speed and the press nip length. A development of impulse drying is to 
increase the dwell time even further, to super-elongated press nips, to take full advantage of 
the effects of high pressing temperatures. For effective dewatering and densification of the 
paper web, it was therefore proposed that impulse drying should be used in the form of a 
longer nip dwell time or a so-called shoe press (Metso, 2010). In light of this, the heat and 
mass transfer mechanisms operating in such a complex event will be further addressed 
throughout the present manuscript. 
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2.3.3.1 Hot and superhot pressing, evaporative dewatering, steam assisted displacement 
dewatering: experimental highlights 
The high heat fluxes and water removal rates experienced during the impulse drying event 
suggest that the mechanisms that control dewatering differ substantially from those of 
conventional pressing and drying operations. Explanations for such high water removal 
rates are manifold, but an analysis of the literature published in the field suggests that three 
modes of water removal can take part in the impulse event:  
Hot and superhot pressing, i.e., dewatering by volume reduction, enhanced by temperature 
effects on network compressibility and water viscosity. The water inside the paper web is 
considered to be in the liquid state, even if temperature exceeds 100 ºC.  
Evaporative dewatering, in which thermal energy is used to evaporate water. Here, two modes 
of liquid-vapour phase change are considered: traditional evaporation or drying, and 
flashing. Drying refers to the water removal process in which thermal energy is used to 
overcome the latent heat of evaporation of the liquid phase. Flashing or flash evaporation is 
another mode of removing liquid water from a solid matrix in which water is exposed to a 
pressure lower than the saturation pressure at its temperature. In the press nip, water is kept 
in the liquid state and sensible heat is stored as superheat, which is then converted into 
latent heat of vaporisation upon nip opening – liquid water is flashed to vapour. The theory 
of a flash evaporation at the final stage of the impulse drying event was suggested by 
several authors to explain the dewatering process in impulse drying (Macklem & 
Pulkowski, 1988; Larsson et al., 2001).  
Steam-assisted displacement dewatering, in which liquid water is displaced by the action of a 
vapour phase. According to some authors (Arenander & Wahren, 1983; Devlin, 1986) the 
resulting steam pressure hypothetically developed in the initial stage of the pressing event is 
expected to act as the driving force for water removal, displacing the free liquid water from 
the wet web to the felt (Fig. 7). 
The two main opposing theories to explain the high heat fluxes observed in impulse drying 
– flashing evaporation and steam-assisted displacement dewatering – found experimental 
evidence in the works developed by Devlin (1986), Lavery (1987), Lindsay and Sprague 
(1989), and more recently Lucisano (2002) and Aguilar Ribeiro (2006). Lucisano et al. (2001) 
performed an investigation of steam forming during an impulse drying event by measuring 
the transient temperature profiles of wet paper webs subjected to a compressive load in a 
heated platen press. The initial temperature of the platen press was set from 150 to 300 ºC 
and the length of the applied pressure pulse varied from 100 ms to 5 s. In light of their 
findings, they advanced that for faster compression rates – as those used in impulse drying – 
the web stratification induced an increase in the hydraulic pressure which, in its turn, would 
tend to shift the boiling point of water and prevent steam generation. In summary, the 
authors believe that for short pulses the hydraulic pressure in most of the sheet is high 
enough to prevent steam generation and water is present in the liquid phase until the 
pressure is released. Also, with platen temperatures greater than 200 ºC and nip dwell times 
shorter than 500 ms, they observed a sudden increase in temperature when pressure was 
released from the paper samples. The same qualitative trends were observed by Aguilar 
Ribeiro (2006) when experiments were conducted with more realistic pressing conditions 
(pressing dwell times reaching down to 75 ms and pressure profiles resembling more those 
used in real press machines) – Fig. 8. The results show that platen temperatures below 150ºC 
did not induce steam generation as the temperature inside the web remained under 100ºC. 
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impulse drying was first suggested in a Swedish patent application by Wahren (1978). 
Instead of conducting heat through thick steel dryer cylinders, heat was transferred rapidly 
from a hot surface to the paper web using a high pressure pulse. The high heat flow to the 
paper web generates steam in the vicinity of the paper web surface and the idea was that the 
formed steam would pass right through the paper web and drag the remaining free liquid 
water towards a “permeable surface” (the felt) on the other side of the paper web, which 
would result in extremely high water removal rates and energy efficiencies. According to 
Arenander and Wahren (1983), this could be explained if the following mechanisms would 
take place during the pressing/drying event: 
i. In the first part of the nip, the wet web is subjected to a compressive load and heat is 

transferred from the heated surface into the proximate layers of the web. The initial part 
of the drying event may be considered as a consolidation strategy which enhances 
dewatering by volume reduction and temperature effects on fibres compressibility and 
water viscosity; 

ii. If the boiling point of water at the actual hydraulic pressure is reached, some steam is 
generated near the hot surface; steam could only expand towards the felt due to the 
steam pressure gradient established between the upper and lower surfaces of the paper 
web; at this moment, the voids in the web are completely or partially filled with water, 
except for the steam pressurized layers close to the hot surface;  

iii. If the steam actually flows through the sheet, it may drag some interstitial water out of 
the web and into the felt (Fig. 7); moreover, water in the fibres walls and lumens is 
transferred into the inter-fibre space, becoming accessible to removal either by steam 
rushing through the web or evaporation.  

 

 
Fig. 7. Design of a shoe press nip. The inset shows a vapour front displacing liquid water in 
an impulse drying event, as suggested by Arenander and Wahren (1983). 
The concept of impulse drying today is somewhat different to Wahren’s idea, which 
consisted in pressing the paper web at a high pressure and high temperature over a short 
dwell time. Typical operating parameters would be a peak of 2-8 MPa, a temperature of 150-
480 ºC and a dwell time of 5-15 ms. Temperatures of 200-350 ºC and lower average pressures 
are now being used (Metso, 2010). The contact time in the press nip is 15-50 ms depending 
on the machine speed and the press nip length. A development of impulse drying is to 
increase the dwell time even further, to super-elongated press nips, to take full advantage of 
the effects of high pressing temperatures. For effective dewatering and densification of the 
paper web, it was therefore proposed that impulse drying should be used in the form of a 
longer nip dwell time or a so-called shoe press (Metso, 2010). In light of this, the heat and 
mass transfer mechanisms operating in such a complex event will be further addressed 
throughout the present manuscript. 
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2.3.3.1 Hot and superhot pressing, evaporative dewatering, steam assisted displacement 
dewatering: experimental highlights 
The high heat fluxes and water removal rates experienced during the impulse drying event 
suggest that the mechanisms that control dewatering differ substantially from those of 
conventional pressing and drying operations. Explanations for such high water removal 
rates are manifold, but an analysis of the literature published in the field suggests that three 
modes of water removal can take part in the impulse event:  
Hot and superhot pressing, i.e., dewatering by volume reduction, enhanced by temperature 
effects on network compressibility and water viscosity. The water inside the paper web is 
considered to be in the liquid state, even if temperature exceeds 100 ºC.  
Evaporative dewatering, in which thermal energy is used to evaporate water. Here, two modes 
of liquid-vapour phase change are considered: traditional evaporation or drying, and 
flashing. Drying refers to the water removal process in which thermal energy is used to 
overcome the latent heat of evaporation of the liquid phase. Flashing or flash evaporation is 
another mode of removing liquid water from a solid matrix in which water is exposed to a 
pressure lower than the saturation pressure at its temperature. In the press nip, water is kept 
in the liquid state and sensible heat is stored as superheat, which is then converted into 
latent heat of vaporisation upon nip opening – liquid water is flashed to vapour. The theory 
of a flash evaporation at the final stage of the impulse drying event was suggested by 
several authors to explain the dewatering process in impulse drying (Macklem & 
Pulkowski, 1988; Larsson et al., 2001).  
Steam-assisted displacement dewatering, in which liquid water is displaced by the action of a 
vapour phase. According to some authors (Arenander & Wahren, 1983; Devlin, 1986) the 
resulting steam pressure hypothetically developed in the initial stage of the pressing event is 
expected to act as the driving force for water removal, displacing the free liquid water from 
the wet web to the felt (Fig. 7). 
The two main opposing theories to explain the high heat fluxes observed in impulse drying 
– flashing evaporation and steam-assisted displacement dewatering – found experimental 
evidence in the works developed by Devlin (1986), Lavery (1987), Lindsay and Sprague 
(1989), and more recently Lucisano (2002) and Aguilar Ribeiro (2006). Lucisano et al. (2001) 
performed an investigation of steam forming during an impulse drying event by measuring 
the transient temperature profiles of wet paper webs subjected to a compressive load in a 
heated platen press. The initial temperature of the platen press was set from 150 to 300 ºC 
and the length of the applied pressure pulse varied from 100 ms to 5 s. In light of their 
findings, they advanced that for faster compression rates – as those used in impulse drying – 
the web stratification induced an increase in the hydraulic pressure which, in its turn, would 
tend to shift the boiling point of water and prevent steam generation. In summary, the 
authors believe that for short pulses the hydraulic pressure in most of the sheet is high 
enough to prevent steam generation and water is present in the liquid phase until the 
pressure is released. Also, with platen temperatures greater than 200 ºC and nip dwell times 
shorter than 500 ms, they observed a sudden increase in temperature when pressure was 
released from the paper samples. The same qualitative trends were observed by Aguilar 
Ribeiro (2006) when experiments were conducted with more realistic pressing conditions 
(pressing dwell times reaching down to 75 ms and pressure profiles resembling more those 
used in real press machines) – Fig. 8. The results show that platen temperatures below 150ºC 
did not induce steam generation as the temperature inside the web remained under 100ºC. 
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Fig. 8. Internal web temperatures during press drying of 60 g.m−2 hardwood unsaturated 
paper samples. The hot plate temperature was set to 80, 150, 200, 250 and 350 ºC and the nip 
dwell time was 75 ms. Tp is the platen temperature and, Ta and Tb refer to the temperature at 
the platen/paper and paper/felt interfaces. (Aguilar Ribeiro, 2006). 
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However, at 200ºC and higher temperatures, a sudden increase of web temperature was 
recorded when the mechanical load was released. This suggests that thin paper sheets tend 
to exhibit phase change at the end of the press pulse. The flashing of water as pressure is 
relieved at the end of the nip is seen as a rapid temperature decrease down to 100 ºC. When 
even shorter pulses (30 ms) were applied to thin sheets no clear evidence of such 
temperature increase was found, except for temperatures of 250ºC or above. As suggested 
before, this may occur as the increasing compression rate causes an increase in the hydraulic 
pressure, which may imply almost no in-nip steam generation. According to Lucisano’s 
experimental results, this type of flashing phenomena might only be seen for pulse lengths 
well beyond those encountered in industrial pressing conditions. Lucisano et al. proposed 
that this mechanism should be termed “flashing-assisted displacement dewatering” since it 
differs from the steam-assisted displacement of liquid water originally proposed by Wahren 
(1982) because of the different driving force (Lucisano & Martin, 2006). 
Despite some similarities in the heat and mass transfer mechanisms involved in the 
consolidation process of paper and MDF, there are in fact significant technological 
differences in what concerns the operating conditions of the corresponding industrial 
pressing/drying units. Table 1 gives an overview of the typical operating conditions for 
high-intensity pressing and drying of paper and MDF. 
 

  Paper MDF 

  Press 
drying 

Condebelt 
drying 

Impulse 
drying 

Hot 
pressing 

Mechanical pressure MPa 0.1 – 0.4 0.02 – 0.5 1 – 5 3 – 4 
Temperature of 

pressing ºC 100 – 250 120 – 180 150 – 500 190 – 220 

Dwell time ms 200 – 300 250 – 10 000 5 – 50; 15 – 
100 – 

Maximal outgoing 
dryness % 45 – > 50 – 

Ingoing moisture 
content % – – – 11 

Machine speed m/min – 100 > 800 7 – 8 
Web initial thickness mm 0.7 –  0.8 40 – 50 
Web final thickness mm < 0.1 15 – 20 

Table 1. Typical operating conditions for continuous high-intensity pressing and drying of 
paper (adapted from Aguilar Ribeiro, 2006) and MDF (Pereira et al., 2006; Carvalho, 1999; 
Irle, M. & Barbu M., 2010). 

3. Modelling of the high-intensity drying processes  
3.1 Introduction 
The transport mechanisms in high-intensity drying processes are by nature very complex: 
modelling and simulation of transport mechanisms in a rigid porous medium pose many 
problems and the situation is even more complicated when the medium is compressible, 
such as paper and wood-based materials like, for instance, MDF. Moreover, the coupling 
between heat and mass transfer is strong, making the material description complicated. The 
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Fig. 8. Internal web temperatures during press drying of 60 g.m−2 hardwood unsaturated 
paper samples. The hot plate temperature was set to 80, 150, 200, 250 and 350 ºC and the nip 
dwell time was 75 ms. Tp is the platen temperature and, Ta and Tb refer to the temperature at 
the platen/paper and paper/felt interfaces. (Aguilar Ribeiro, 2006). 

Transport Phenomena in Paper and Wood-based Panels Production   

 

327 

However, at 200ºC and higher temperatures, a sudden increase of web temperature was 
recorded when the mechanical load was released. This suggests that thin paper sheets tend 
to exhibit phase change at the end of the press pulse. The flashing of water as pressure is 
relieved at the end of the nip is seen as a rapid temperature decrease down to 100 ºC. When 
even shorter pulses (30 ms) were applied to thin sheets no clear evidence of such 
temperature increase was found, except for temperatures of 250ºC or above. As suggested 
before, this may occur as the increasing compression rate causes an increase in the hydraulic 
pressure, which may imply almost no in-nip steam generation. According to Lucisano’s 
experimental results, this type of flashing phenomena might only be seen for pulse lengths 
well beyond those encountered in industrial pressing conditions. Lucisano et al. proposed 
that this mechanism should be termed “flashing-assisted displacement dewatering” since it 
differs from the steam-assisted displacement of liquid water originally proposed by Wahren 
(1982) because of the different driving force (Lucisano & Martin, 2006). 
Despite some similarities in the heat and mass transfer mechanisms involved in the 
consolidation process of paper and MDF, there are in fact significant technological 
differences in what concerns the operating conditions of the corresponding industrial 
pressing/drying units. Table 1 gives an overview of the typical operating conditions for 
high-intensity pressing and drying of paper and MDF. 
 

  Paper MDF 

  Press 
drying 

Condebelt 
drying 

Impulse 
drying 

Hot 
pressing 

Mechanical pressure MPa 0.1 – 0.4 0.02 – 0.5 1 – 5 3 – 4 
Temperature of 

pressing ºC 100 – 250 120 – 180 150 – 500 190 – 220 

Dwell time ms 200 – 300 250 – 10 000 5 – 50; 15 – 
100 – 

Maximal outgoing 
dryness % 45 – > 50 – 

Ingoing moisture 
content % – – – 11 

Machine speed m/min – 100 > 800 7 – 8 
Web initial thickness mm 0.7 –  0.8 40 – 50 
Web final thickness mm < 0.1 15 – 20 

Table 1. Typical operating conditions for continuous high-intensity pressing and drying of 
paper (adapted from Aguilar Ribeiro, 2006) and MDF (Pereira et al., 2006; Carvalho, 1999; 
Irle, M. & Barbu M., 2010). 

3. Modelling of the high-intensity drying processes  
3.1 Introduction 
The transport mechanisms in high-intensity drying processes are by nature very complex: 
modelling and simulation of transport mechanisms in a rigid porous medium pose many 
problems and the situation is even more complicated when the medium is compressible, 
such as paper and wood-based materials like, for instance, MDF. Moreover, the coupling 
between heat and mass transfer is strong, making the material description complicated. The 
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following sections present a brief description of the main heat and mass transfer models that 
constitute the basis of the development of more complex models used to explain what 
happens at high-intensity pressing conditions of highly deformable porous materials, such 
as paper and MDF. Although special emphasis is given to the main driving mechanisms of 
water removal (temperature and pressure) it is also worth mention the fundamental role of 
the fibre network consolidation process, which is here addressed in terms of a structural 
analysis similar to that used for composite materials. 

3.2 Mechanical models applied to dewatering processes of compressible fibrous 
networks 
3.2.1 Elasticity, viscoelasticity and plasticity of fibrous composites: paper and MDF 
A paper sheet is basically a multiphase material composed of moisture, fibres, voids, and 
chemical additives, bonded together in a complex network. Thus, it may be considered a 
composite material, with fibres tending to lie predominantly in the plane of the sheet. Wood 
itself may be thought of as a natural composite consisting of cellulose fibres interconnected 
by a primarily lignin binder. 
Low and medium-density solids, such as paper and MDF, can therefore be assembled as 
random networks of fibres, the contact points of which may be bonded together and, 
according to some authors, mechanical and thermal properties of these materials have much 
in common with those of cellular materials – honeycombs and foams (Gibson & Ashby, 
1988). The question now is to know the preferred mode of deformation experienced by 
paper and MDF during drying/pressing operations, and how it can be modelled.  
The rheological behaviour of paper or MDF in the course of a pressing event is quite 
complex: the stresses developed due to densification can be relaxed, blocked in the solid 
structure, released or originate elastic/plastic deformations. These physical processes are 
tightly coupled with temperature and humidity distributions; the density profile affects the 
heat and steam/liquid fluxes across the mattress porous structure. During MDF hot 
pressing, as the resin cures, it is expected that an increase of stress relaxation take place, 
because of the formation of a network structure that promotes the development of a uniform 
distribution of stresses (Carvalho et al., 2003). At the beginning of press closure, the 
compression of the mat is linear. A yield point is reached, when fibre to fibre contact is 
made from bottom to top of the mat and wide spread fibre bending occurs (Kamke, 2004). 
From this point on the compression is nonlinear due to the collapse of cell wall. The fibres 
begin to compress and lumen starts to diminish. The fibre mat behaves as a viscoelastic 
material and this behaviour is influenced by temperature, moisture content and time. 
During the hot-pressing event, it can be considered that the MDF mat responds with elastic 
strain, delayed elastic strain and viscous strain. The elastic stress is immediately recovered 
after the removal of stress. The delayed elastic strain is also recoverable but not 
immediately; in addition, the viscous strain is not recoverable upon removal of the stress 
(Kamke, 2004). So, the four-element Burger model is frequently used to model this 
behaviour (Fig. 9a). Pereira et al. (2006) used the burger model for modelling the continuous 
pressing of MDF. However, irreversible changes of the cell wall and mat structure that 
happen instantaneously upon loading are not represented by the Burger model. So, to 
account for both viscoelastic behaviour and the instantaneous but irreversible deformation, 
Thoemen and Humphrey (2003) considered a modified Burger model with a plastic and 
micro fracture element in series (represented by a spring that operates only in one direction) 
– Fig. 9b. Carvalho et al. (2006) and Zombori (2001) considered the Maxwell body (Fig. 9c) as 
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an alternative simplified model, due to excessive solution time of their global models for the 
hot-pressing of MDF and OSB, respectively. 
 

 
Fig. 9. Mechanical analogues used to describe the rheological behaviour of MDF throughout 
a pressing/drying event (Carvalho, 1999). 

 
Fig. 10. Mechanical analogue of the so-called modified Maxwell unit representing the 
“visco/elastoplastic” model proposed by Aguilar Ribeiro (2006) for the transverse 
compression of paper in a press nip. Ee and Ep represent the elastic and plastic moduli of the 
composite material, respectively. 
The rheological behaviour of wet paper samples is somehow similar to MDF mats. When 
subjected to low loads, paper behaves as a linear elastic material, but under very high loads 
its stress-strain curve shows a hysteresis. This phenomenon is due to a plastic strain of the 
web during compression, giving rise to a nonlinear stress-strain curve. In order to model the 
deformation of paper and MDF during compression, an approach to cellular materials 
theories is presented in Section 3.2.2. Meanwhile, a brief description of the rheological 
model for paper is presented herein, taking into account the flow resistance of intra- and 
extra-fibre water, the contribution of water vapour and air to the elastic modulus of the 
network, and the fibre rheology itself. At the risk of some simplification, the proposed 
model may be represented by a mechanical analogue consisting of three elements coupled in 
series and in parallel (Fig. 10). One element is purely elastic (recoverable), the other is plastic 
(the unrecoverable strain is associated with the structure of the material), and the third 
element is viscous (time-dependent). In summary, the elastic and plastic elements 
characterize the structural integrity of the medium, and the viscous elements the degree to 
which the medium components move or change position with time when subjected to a 
stress. In a press nip, paper deforms in three stages. At first, the volume is reduced; as 
higher pressure is imposed, the fibre network starts to take up load and deformation is 
achieved through elastic-plastic buckling; at some critical deformation of the fibre network, 
further deformation can only be achieved by “crushing” of the fibres (Rodal, 1989; Gibson & 
Ashby, 1988). Bearing this in mind, Aguilar Ribeiro (2006) proposed a modified Maxwell 
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following sections present a brief description of the main heat and mass transfer models that 
constitute the basis of the development of more complex models used to explain what 
happens at high-intensity pressing conditions of highly deformable porous materials, such 
as paper and MDF. Although special emphasis is given to the main driving mechanisms of 
water removal (temperature and pressure) it is also worth mention the fundamental role of 
the fibre network consolidation process, which is here addressed in terms of a structural 
analysis similar to that used for composite materials. 

3.2 Mechanical models applied to dewatering processes of compressible fibrous 
networks 
3.2.1 Elasticity, viscoelasticity and plasticity of fibrous composites: paper and MDF 
A paper sheet is basically a multiphase material composed of moisture, fibres, voids, and 
chemical additives, bonded together in a complex network. Thus, it may be considered a 
composite material, with fibres tending to lie predominantly in the plane of the sheet. Wood 
itself may be thought of as a natural composite consisting of cellulose fibres interconnected 
by a primarily lignin binder. 
Low and medium-density solids, such as paper and MDF, can therefore be assembled as 
random networks of fibres, the contact points of which may be bonded together and, 
according to some authors, mechanical and thermal properties of these materials have much 
in common with those of cellular materials – honeycombs and foams (Gibson & Ashby, 
1988). The question now is to know the preferred mode of deformation experienced by 
paper and MDF during drying/pressing operations, and how it can be modelled.  
The rheological behaviour of paper or MDF in the course of a pressing event is quite 
complex: the stresses developed due to densification can be relaxed, blocked in the solid 
structure, released or originate elastic/plastic deformations. These physical processes are 
tightly coupled with temperature and humidity distributions; the density profile affects the 
heat and steam/liquid fluxes across the mattress porous structure. During MDF hot 
pressing, as the resin cures, it is expected that an increase of stress relaxation take place, 
because of the formation of a network structure that promotes the development of a uniform 
distribution of stresses (Carvalho et al., 2003). At the beginning of press closure, the 
compression of the mat is linear. A yield point is reached, when fibre to fibre contact is 
made from bottom to top of the mat and wide spread fibre bending occurs (Kamke, 2004). 
From this point on the compression is nonlinear due to the collapse of cell wall. The fibres 
begin to compress and lumen starts to diminish. The fibre mat behaves as a viscoelastic 
material and this behaviour is influenced by temperature, moisture content and time. 
During the hot-pressing event, it can be considered that the MDF mat responds with elastic 
strain, delayed elastic strain and viscous strain. The elastic stress is immediately recovered 
after the removal of stress. The delayed elastic strain is also recoverable but not 
immediately; in addition, the viscous strain is not recoverable upon removal of the stress 
(Kamke, 2004). So, the four-element Burger model is frequently used to model this 
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– Fig. 9b. Carvalho et al. (2006) and Zombori (2001) considered the Maxwell body (Fig. 9c) as 
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an alternative simplified model, due to excessive solution time of their global models for the 
hot-pressing of MDF and OSB, respectively. 
 

 
Fig. 9. Mechanical analogues used to describe the rheological behaviour of MDF throughout 
a pressing/drying event (Carvalho, 1999). 

 
Fig. 10. Mechanical analogue of the so-called modified Maxwell unit representing the 
“visco/elastoplastic” model proposed by Aguilar Ribeiro (2006) for the transverse 
compression of paper in a press nip. Ee and Ep represent the elastic and plastic moduli of the 
composite material, respectively. 
The rheological behaviour of wet paper samples is somehow similar to MDF mats. When 
subjected to low loads, paper behaves as a linear elastic material, but under very high loads 
its stress-strain curve shows a hysteresis. This phenomenon is due to a plastic strain of the 
web during compression, giving rise to a nonlinear stress-strain curve. In order to model the 
deformation of paper and MDF during compression, an approach to cellular materials 
theories is presented in Section 3.2.2. Meanwhile, a brief description of the rheological 
model for paper is presented herein, taking into account the flow resistance of intra- and 
extra-fibre water, the contribution of water vapour and air to the elastic modulus of the 
network, and the fibre rheology itself. At the risk of some simplification, the proposed 
model may be represented by a mechanical analogue consisting of three elements coupled in 
series and in parallel (Fig. 10). One element is purely elastic (recoverable), the other is plastic 
(the unrecoverable strain is associated with the structure of the material), and the third 
element is viscous (time-dependent). In summary, the elastic and plastic elements 
characterize the structural integrity of the medium, and the viscous elements the degree to 
which the medium components move or change position with time when subjected to a 
stress. In a press nip, paper deforms in three stages. At first, the volume is reduced; as 
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further deformation can only be achieved by “crushing” of the fibres (Rodal, 1989; Gibson & 
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model to describe the nonlinear densification of paper in the pressing section of a paper 
machine, using simple arrangements of springs, dampers and “dry-friction” elements; the 
mechanical model has been referred to as “visco/elastoplastic” (Fig. 10). 
Considering that strain is only a function of two variables, i.e. time (t) and stress (σ), the 
governing equation for the modified Maxwell model, which defines paper’s behaviour 
when subjected to a dynamic stress, is given by Eq. (4). It clearly states that the total 
deformation (ε) of the material may be separated into elastoplastic and viscous deformation. 
Starting from Hooke’s law and taking the derivative form of the equation, it follows that 

 EE Eσσ ε ε
ε ε

∂ ∂
= ⋅ ⇒ = +

∂ ∂
 (6) 

As for the viscous constituent of the modified Maxwell unit, it can be represented by 
Newton’s law of viscosity: 
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where μvis is the viscous parameter of the network, including the viscosity of its constituents 
(Aguilar Ribeiro, 2006). 
Finally, the governing differential equation for a modified Maxwell element, describing the 
compression behaviour of paper, may be expressed as 

 1

vis

d d
Edt dtE

ε σ σ
με

ε

= +
∂

+
∂

 (8) 

A similar approach may be defined for MDF. In this case, a linear viscoelastic behaviour 
may be assumed, as suggested by Carvalho (1999) – the first term on the right-hand side of 
Eq. (8) is simplified to 1 d

E dt
σ . The following section presents a brief description of the 

cellular solids theory to estimate the elasticity modulus of the composite materials (E), paper 
and MDF. 

3.2.2 Application of cellular solids theory to paper and wood-based materials 
The applicability of the cellular material compression theories to describe the nonlinearity of 
the transverse compression of solid wood has been demonstrated by several authors 
(Wolcott et al., 1989; Lenth & Kamke, 1996a; Lenth & Kamke, 1996b; Easterling et. al, 1982). 
This same approach has been used to describe the consolidation of MDF and paper by 
Carvalho (1999) and Aguilar Ribeiro (2006), respectively.  
In a press nip of a paper machine, as the fibre network becomes compacted, a hydraulic 
pressure builds up in the water held within the fibre walls (intra-fibre water) and a part of it 
is driven out (Carlsson, 1983; Vomhoff, 1998). Thus, only a part of the structural stress is due 
to the mechanical stiffness of the fibre network (Szikla & Paulapuro, 1989a, 1989b). The main 
resistance is due to the flow of the intra-fibre water within and out of the fibre walls, which 
is inherently a viscous phenomenon. The rheology of the fibre network can therefore be 
expected to be rate-dependent, and a model of the fibre network rheology should capture 
the mechanical stiffness and the stress due to the flow resistance inside the fibres. From a 
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composite point of view, the “elastoplastic” modulus of a paper sheet (E) is therefore seen as 
the sum of the contributions of both solid and fluid phases. Consequently, the following 
relation based on the longitudinal rule of mixtures can be written, 

 s s g g l lE E E Eφ φ φ= + +  (9) 

where φs, φg and φl represent the volume fractions of the solid, gas and liquid phases in the 
composite material.  
In addition, it is known that for cellular materials, the elasticity modulus (E) depends both 
on strain and relative density of the solid (ρrel – defined as the ratio of the apparent density 
of the porous material (cell wall material + additives + adsorbed water), ρ, to the real density 
of the solid of which it is made, ρs). This relation has been described by Gibson and Ashby 
(1988) for closed cellular solids as 

 2 cw relE C E αρ=  (10) 

where C2 is a constant, Ecw the elasticity modulus of the fibre cell wall material, and α a 
parameter which is a function of the material structure (1.5 < α < 3.0). Bearing in mind the 
water removal mechanisms occurring in a paper pressing event, Aguilar Ribeiro (2006) 
considered the “open-celled foam” version of Eq. (10) to estimate the elasticity modulus of 
the fibrous solid structure (Maiti et al., 1984). The solid matrix is therefore assumed to 
consist of open interconnected cells through which fluids (liquid water, air and water 
vapour) flow as a consequence of material deformation: 

 2
2 cw relE C E ρ=  (11) 

Finally, it is worth mention that Eq. (9) is derived from Hooke’s law for linear elasticity, and 
this is not valid for the paper and MDF consolidation process since these materials exhibit 
nonlinear behaviour. As such, the corresponding compressive stress-strain curves are 
represented by the modified Hooke’s law, which takes into account the linear as well as the 
nonlinear mechanical response of the material by introducing an additional nonlinearising 
term, Φ(ε, ρrel) (Gibson & Ashby, 1988; Maiti et. al, 1984). Eq. (9) may now be written in its 
final form as 

 2
2 ( , )s rel rel g g l lE C E E Eρ Φ ε ρ φ φ= + +  (12) 

where Es accounts for the fibre cell wall material, adsorbed water on the surface of the 
cellulose fibres, and any possible additives or resins used in the fibre stock preparation.  

3.3 Heat and mass transfer models 
3.3.1 Simultaneous heat and mass transfer models for paper and MDF 
A rigorous model for high-temperature pressing of paper and other wood-based materials 
will involve the simultaneous solution of a wet pressing model and a heat transfer model. 
Such a model will be extremely complex and highly non-linear, especially if phase-change 
phenomena are to be included. 
Heat and mass transfer models for MDF: batch, continuous and HF pressing   
Since the eighties, several models have been published in the literature for the batch process, 
mostly for particleboard. However, these models have inherent limitations, either because 
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model to describe the nonlinear densification of paper in the pressing section of a paper 
machine, using simple arrangements of springs, dampers and “dry-friction” elements; the 
mechanical model has been referred to as “visco/elastoplastic” (Fig. 10). 
Considering that strain is only a function of two variables, i.e. time (t) and stress (σ), the 
governing equation for the modified Maxwell model, which defines paper’s behaviour 
when subjected to a dynamic stress, is given by Eq. (4). It clearly states that the total 
deformation (ε) of the material may be separated into elastoplastic and viscous deformation. 
Starting from Hooke’s law and taking the derivative form of the equation, it follows that 
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As for the viscous constituent of the modified Maxwell unit, it can be represented by 
Newton’s law of viscosity: 
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where μvis is the viscous parameter of the network, including the viscosity of its constituents 
(Aguilar Ribeiro, 2006). 
Finally, the governing differential equation for a modified Maxwell element, describing the 
compression behaviour of paper, may be expressed as 
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A similar approach may be defined for MDF. In this case, a linear viscoelastic behaviour 
may be assumed, as suggested by Carvalho (1999) – the first term on the right-hand side of 
Eq. (8) is simplified to 1 d

E dt
σ . The following section presents a brief description of the 

cellular solids theory to estimate the elasticity modulus of the composite materials (E), paper 
and MDF. 

3.2.2 Application of cellular solids theory to paper and wood-based materials 
The applicability of the cellular material compression theories to describe the nonlinearity of 
the transverse compression of solid wood has been demonstrated by several authors 
(Wolcott et al., 1989; Lenth & Kamke, 1996a; Lenth & Kamke, 1996b; Easterling et. al, 1982). 
This same approach has been used to describe the consolidation of MDF and paper by 
Carvalho (1999) and Aguilar Ribeiro (2006), respectively.  
In a press nip of a paper machine, as the fibre network becomes compacted, a hydraulic 
pressure builds up in the water held within the fibre walls (intra-fibre water) and a part of it 
is driven out (Carlsson, 1983; Vomhoff, 1998). Thus, only a part of the structural stress is due 
to the mechanical stiffness of the fibre network (Szikla & Paulapuro, 1989a, 1989b). The main 
resistance is due to the flow of the intra-fibre water within and out of the fibre walls, which 
is inherently a viscous phenomenon. The rheology of the fibre network can therefore be 
expected to be rate-dependent, and a model of the fibre network rheology should capture 
the mechanical stiffness and the stress due to the flow resistance inside the fibres. From a 
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composite point of view, the “elastoplastic” modulus of a paper sheet (E) is therefore seen as 
the sum of the contributions of both solid and fluid phases. Consequently, the following 
relation based on the longitudinal rule of mixtures can be written, 

 s s g g l lE E E Eφ φ φ= + +  (9) 

where φs, φg and φl represent the volume fractions of the solid, gas and liquid phases in the 
composite material.  
In addition, it is known that for cellular materials, the elasticity modulus (E) depends both 
on strain and relative density of the solid (ρrel – defined as the ratio of the apparent density 
of the porous material (cell wall material + additives + adsorbed water), ρ, to the real density 
of the solid of which it is made, ρs). This relation has been described by Gibson and Ashby 
(1988) for closed cellular solids as 

 2 cw relE C E αρ=  (10) 

where C2 is a constant, Ecw the elasticity modulus of the fibre cell wall material, and α a 
parameter which is a function of the material structure (1.5 < α < 3.0). Bearing in mind the 
water removal mechanisms occurring in a paper pressing event, Aguilar Ribeiro (2006) 
considered the “open-celled foam” version of Eq. (10) to estimate the elasticity modulus of 
the fibrous solid structure (Maiti et al., 1984). The solid matrix is therefore assumed to 
consist of open interconnected cells through which fluids (liquid water, air and water 
vapour) flow as a consequence of material deformation: 
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Finally, it is worth mention that Eq. (9) is derived from Hooke’s law for linear elasticity, and 
this is not valid for the paper and MDF consolidation process since these materials exhibit 
nonlinear behaviour. As such, the corresponding compressive stress-strain curves are 
represented by the modified Hooke’s law, which takes into account the linear as well as the 
nonlinear mechanical response of the material by introducing an additional nonlinearising 
term, Φ(ε, ρrel) (Gibson & Ashby, 1988; Maiti et. al, 1984). Eq. (9) may now be written in its 
final form as 
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where Es accounts for the fibre cell wall material, adsorbed water on the surface of the 
cellulose fibres, and any possible additives or resins used in the fibre stock preparation.  

3.3 Heat and mass transfer models 
3.3.1 Simultaneous heat and mass transfer models for paper and MDF 
A rigorous model for high-temperature pressing of paper and other wood-based materials 
will involve the simultaneous solution of a wet pressing model and a heat transfer model. 
Such a model will be extremely complex and highly non-linear, especially if phase-change 
phenomena are to be included. 
Heat and mass transfer models for MDF: batch, continuous and HF pressing   
Since the eighties, several models have been published in the literature for the batch process, 
mostly for particleboard. However, these models have inherent limitations, either because 
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they are one-dimensional or do not couple all the phenomena involved in the process. The 
first models that were developed for the hot-pressing of particleboard attempted to describe 
only simultaneous heat and mass transfer (Kamke & Wolcott, 1991). The improvement of 
computer performance induced the development of two or three-dimensional models, 
although with some limiting simplifications, namely treating the problem as pseudo-steady-
state (Humphrey & Bolton, 1989) or simply predicting the behaviour of a single variable 
(Hata et al., 1990). For MDF, a three-dimensional unsteady-state model was presented 
(Carvalho & Costa, 1998), describing the heat and mass transfer. A global model, integrating 
all the mechanisms involved (rheological behaviour and resin polymerisation reaction) was 
also presented later (Carvalho et al., 2003). Almost at the same time, a combined stochastic 
deterministic model was developed by Zombori (2001, 2002) to characterise the random mat 
formation and the physical mechanisms during the hot-pressing of OSB. A two-dimensional 
model of heat and mass transport within an oriented strand board (OSB) mat, during the hot 
pressing process, was presented also by Fenton et al. (2003). This model was later combined 
with a model to predict mat formation and compression (Painter el al., 2006a) and another to 
predict the mechanical properties (Painter et al., 2006b). The global model was also used in a 
genetic algorithm to carry out an optimisation study of batch OSB manufacturing (Painter et 
al., 2006b). Dai and Yu (2004, Dai et al., 2007) presented a model that provides a 
mathematical description of the coupled physical phenomenon in hot-pressing of OSB. This 
model was then validated with experimental data (temperature and gas pressure inside the 
mat) (Dai et al., 2007). 
As for the continuous pressing, the description of the phenomena involved corresponds to 
the modelling of a porous and heterogeneous media in movement. The main difficulty 
associated to this type of problems is the choice of the reference system to make easy the 
numerical solution of the equations of conservation of mass, energy and momentum. While 
the batch process represents an unsteady state problem, the continuous process can be 
described as a steady-state process using the press as the reference system. Thoemen and 
Humphrey (1999, 2001, 2003) presented an analytical model that is based on 
thermodynamics, rheological concepts and numerical solution used by Humphrey. This 
model accounts for combined heat and mass transfer, adhesive cure, mat densification and 
stress relaxation. Lee (2006) presented an optimisation of OSB manufacturing that focused 
on the continuous pressing process, but did not consider mechanical strength of the panel. 
Pereira et al. (2006) presented a three-dimensional model for the continuous pressing of 
MDF. A comprehensive description of the mechanisms involved, as well as the equations 
and the numerical method used for solving this problem were described. The set of 
equations for the conservation of energy, mass and momentum was deduced in an Eulerian 
reference system (taking the press as reference), then changed to a moving reference system 
(taking the mat as reference) and finally solved as an unsteady-state problem. 
An alternative to the hot-platen heating is the use of high frequency heating, which has the 
advantage of reducing the duration of the pressing cycle, the platen temperature and the 
post-curing time, for the same resin formulation. The reported work on modelling of HF 
heating in the production of wood-based panels is scarce. Pereira et al. (2004) presented an 
electromagnetic heating model that was coupled with a three-dimensional model for heat 
and mass transfer and resin polymerisation previously presented. This dynamic model was 
used to predict the evolution of the local variables related to heat and mass transfer 
(temperature and moisture content), as well as the variable connected to the electromagnetic 
behaviour (dielectric properties of the mat). 
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Heat and mass transfer models for paper: high-intensity processes and impulse drying 
Phase-change problems in which a phase boundary moves have received much attention in 
recent years, and impulse drying of paper is just an example. Here, and according to some 
authors (Ahrens, 1984; Pounder, 1986), the vapour-liquid boundary moves not only because 
of phase-change but also the liquid is driven out by the generated vapour pressure. Impulse 
drying is also related to another set of moving boundary problems involving phase 
displacement in porous media. Pounders (1986) and Ahrens (1984) presented a model for 
high-intensity drying of paper, which could be applied to impulse drying. The drying 
process is idealized in the sense that paper is divided in different zones comprising different 
amounts of fibre, liquid water and water vapour. The model is based on solving the 
conservation equations of heat and mass in the different zones, combining equations which 
describe the applied pressure and the physical properties of liquid and vapour, as well as 
equations describing the thermal properties, compressibility and permeability of paper. 
From their study it was found that in many cases the model predicted a higher degree of 
water removal than that observed in press drying experiments. Later, Lindsay (1991) 
proposed a model in which vapour and liquid are assumed to be in equilibrium in a two-
phase zone between the dry zone (close to the hot surface of the press machine) and the wet 
zone (near the felt). Heat transfer is then governed by evaporation occurring at the dry 
interface and condensation at the wet interface, thus predicting an almost constant 
temperature profile within the two-phase zone. Experimental temperature profiles used for 
comparison in his study showed similar behaviour, a plateau of almost constant 
temperature.  In addition, Lindsay found that the model could predict the heat fluxes during 
impulse drying, showing the basic features found in the experimental investigations, but 
they were somehow overestimated. 
Unlike the earlier authors, Riepen (2000) proposed a model in which conduction and 
convective heat transfer was considered. His model includes the coupling of a wet pressing 
model and a heat transfer model, and it describes the transfer of mass and energy through 
the paper, providing the possibility of studying flash expansion during nip opening. 
According to Riepen’s model, the steam formed could increase the hydraulic pressure and 
thus the hydraulic pressure gradient across the paper thickness, which is the driving force in 
the impulse drying dewatering process (Riepen, 2000). 
In an effort to use a simple model describing the dewatering process in impulse drying, 
Nilsson and Stenström (2001) treated paper as a two-phase medium of cellulose fibres and 
water where the two components constitute a homogeneous matrix. The model is based on 
solving the energy equations for a compressible medium and is limited to the compression 
phase of the impulse drying event, without phase change and not considering the structural 
aspects of the fibrous network. According to the authors, the good agreement between the 
predicted temperature profiles and the experiments performed at elevated temperatures 
reinforces the assumption that impulse drying is a process with enhanced wet pressing due 
to the increased web temperature followed by flashing of superheated water. In addition, 
they advanced that heat conduction and convection are always present regardless of the 
temperature and pressure (and the transport mechanisms involved in impulse drying can 
occur simultaneously in different parts of the web), although the convective heat transfer is 
low and of minor importance (Nilsson & Stenström, 2001). 
Gustafsson and Kaul (2001) presented a general model of wet pressing at high temperature, 
in which the fibrous network rheology was described by the model suggested by Lobosco 
and Kaul (2001). The model includes the rate dependency of the fibre network stress and 
thus takes into account the flow resistance of the intra-fibre water, something not done in 
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they are one-dimensional or do not couple all the phenomena involved in the process. The 
first models that were developed for the hot-pressing of particleboard attempted to describe 
only simultaneous heat and mass transfer (Kamke & Wolcott, 1991). The improvement of 
computer performance induced the development of two or three-dimensional models, 
although with some limiting simplifications, namely treating the problem as pseudo-steady-
state (Humphrey & Bolton, 1989) or simply predicting the behaviour of a single variable 
(Hata et al., 1990). For MDF, a three-dimensional unsteady-state model was presented 
(Carvalho & Costa, 1998), describing the heat and mass transfer. A global model, integrating 
all the mechanisms involved (rheological behaviour and resin polymerisation reaction) was 
also presented later (Carvalho et al., 2003). Almost at the same time, a combined stochastic 
deterministic model was developed by Zombori (2001, 2002) to characterise the random mat 
formation and the physical mechanisms during the hot-pressing of OSB. A two-dimensional 
model of heat and mass transport within an oriented strand board (OSB) mat, during the hot 
pressing process, was presented also by Fenton et al. (2003). This model was later combined 
with a model to predict mat formation and compression (Painter el al., 2006a) and another to 
predict the mechanical properties (Painter et al., 2006b). The global model was also used in a 
genetic algorithm to carry out an optimisation study of batch OSB manufacturing (Painter et 
al., 2006b). Dai and Yu (2004, Dai et al., 2007) presented a model that provides a 
mathematical description of the coupled physical phenomenon in hot-pressing of OSB. This 
model was then validated with experimental data (temperature and gas pressure inside the 
mat) (Dai et al., 2007). 
As for the continuous pressing, the description of the phenomena involved corresponds to 
the modelling of a porous and heterogeneous media in movement. The main difficulty 
associated to this type of problems is the choice of the reference system to make easy the 
numerical solution of the equations of conservation of mass, energy and momentum. While 
the batch process represents an unsteady state problem, the continuous process can be 
described as a steady-state process using the press as the reference system. Thoemen and 
Humphrey (1999, 2001, 2003) presented an analytical model that is based on 
thermodynamics, rheological concepts and numerical solution used by Humphrey. This 
model accounts for combined heat and mass transfer, adhesive cure, mat densification and 
stress relaxation. Lee (2006) presented an optimisation of OSB manufacturing that focused 
on the continuous pressing process, but did not consider mechanical strength of the panel. 
Pereira et al. (2006) presented a three-dimensional model for the continuous pressing of 
MDF. A comprehensive description of the mechanisms involved, as well as the equations 
and the numerical method used for solving this problem were described. The set of 
equations for the conservation of energy, mass and momentum was deduced in an Eulerian 
reference system (taking the press as reference), then changed to a moving reference system 
(taking the mat as reference) and finally solved as an unsteady-state problem. 
An alternative to the hot-platen heating is the use of high frequency heating, which has the 
advantage of reducing the duration of the pressing cycle, the platen temperature and the 
post-curing time, for the same resin formulation. The reported work on modelling of HF 
heating in the production of wood-based panels is scarce. Pereira et al. (2004) presented an 
electromagnetic heating model that was coupled with a three-dimensional model for heat 
and mass transfer and resin polymerisation previously presented. This dynamic model was 
used to predict the evolution of the local variables related to heat and mass transfer 
(temperature and moisture content), as well as the variable connected to the electromagnetic 
behaviour (dielectric properties of the mat). 
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Heat and mass transfer models for paper: high-intensity processes and impulse drying 
Phase-change problems in which a phase boundary moves have received much attention in 
recent years, and impulse drying of paper is just an example. Here, and according to some 
authors (Ahrens, 1984; Pounder, 1986), the vapour-liquid boundary moves not only because 
of phase-change but also the liquid is driven out by the generated vapour pressure. Impulse 
drying is also related to another set of moving boundary problems involving phase 
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model and a heat transfer model, and it describes the transfer of mass and energy through 
the paper, providing the possibility of studying flash expansion during nip opening. 
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the impulse drying dewatering process (Riepen, 2000). 
In an effort to use a simple model describing the dewatering process in impulse drying, 
Nilsson and Stenström (2001) treated paper as a two-phase medium of cellulose fibres and 
water where the two components constitute a homogeneous matrix. The model is based on 
solving the energy equations for a compressible medium and is limited to the compression 
phase of the impulse drying event, without phase change and not considering the structural 
aspects of the fibrous network. According to the authors, the good agreement between the 
predicted temperature profiles and the experiments performed at elevated temperatures 
reinforces the assumption that impulse drying is a process with enhanced wet pressing due 
to the increased web temperature followed by flashing of superheated water. In addition, 
they advanced that heat conduction and convection are always present regardless of the 
temperature and pressure (and the transport mechanisms involved in impulse drying can 
occur simultaneously in different parts of the web), although the convective heat transfer is 
low and of minor importance (Nilsson & Stenström, 2001). 
Gustafsson and Kaul (2001) presented a general model of wet pressing at high temperature, 
in which the fibrous network rheology was described by the model suggested by Lobosco 
and Kaul (2001). The model includes the rate dependency of the fibre network stress and 
thus takes into account the flow resistance of the intra-fibre water, something not done in 
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previous works. The capability of the model to predict changes in the solids content and 
structural properties of the fibre web as it passes through the press nip was good within the 
range of temperatures and linear loads studied by the authors. 
More recently, a similar approach was used to describe the consolidation of paper in an 
impulse drying event taking into account its nonlinear behaviour to compression 
resembling that of cellular structures (Aguilar Ribeiro, 2006; Aguilar Ribeiro & Costa, 
2007a). Paper is seen as a medium composed of three phases, solid, liquid and gas (air and 
water vapour) in thermodynamic equilibrium; and three main heat and mass transfer 
mechanisms are assumed: heat conduction, convective heat and mass transfer, and phase 
change of water either from the adsorbed or liquid state into vapour. A brief description of 
the model is presented hereafter, and a more detailed explanation can be found elsewhere 
(Aguilar Ribeiro, 2006; Aguilar Ribeiro & Costa, 2007a; Aguilar Ribeiro & Costa, 2007b). 
The development of a mathematical model for any system involves the formulation of 
equations describing the physics of the process based on the fundamental laws of 
conservation of matter and energy. For high temperature pressing, five coupled equations 
have to be solved to calculate the heat and mass transfer in the wet fibre web: the continuity 
equations for free liquid water (if it exists), water vapour, gas phase and energy; and one 
equilibrium equation (moisture sorption isotherm or one describing the liquid/vapour 
saturation). Finally, the mechanical behaviour of the mat to compression is described by one 
equation that relates the vertical position in the web thickness direction and local 
deformation, one to determine the stress development inside the mat, and one equation for 
the total thickness of the web. The description of the model presented hereafter does not 
intend to be exhaustive, but rather give some insight into the main constitutive equations 
that govern the heat and mass transfer phenomena during a press/drying event of a wet 
fibre mat, such as paper or MDF. In particular, this work focus the compression of a paper 
web as it passes through the nip of an impulse drying unit of a paper machine. A more 
complete and detailed description of the models can be found elsewhere (Aguilar Ribeiro, 
2006; Aguilar Ribeiro & Costa, 2007a; Aguilar Ribeiro & Costa, 2007b; Carvalho, 1999). 
3.3.1.1 The energy conservation equation 
The first term in Eq. (13) refers to the accumulation of heat in the wet web followed by the 
terms concerning the liquid/vapour phase change, which equal the conductive and 
convective heat fluxes in the three main directions, x, y and z (machine, cross-machine and 
thickness direction, respectively): 
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where T is the temperature inside the mat, ρ and Cp are the density and the specific heat 

capacity of the mat, M
•

 the amount of vaporised water per unit time and volume, vapHΔ  the 

latent heat of vaporisation of water, lQ  the differential heat of sorption for the wood-water 
system, and 

itϕ (i = x, y, z) is the total heat flux in the three main directions of the mat 

defined as:   
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where iλ is the thermal conductivity of the mat in a given i direction, gρ , lρ , 
gpC and 

lpC the specific densities and heat capacities of both gas and liquid phases, and finally 

igv and 
ilv represent the superficial velocity of gas and liquid in the three main directions 

defined by Darcy’s law. 
3.3.1.2 The mass conservation equations: liquid and gas phases 
Water vapour phase 
To establish the mass balance for water vapour, two possible scenarios may be drawn: (i) 
below the fibre saturation point: at this stage there is no free liquid water in the web, which 
means that the vapour formed comes entirely from the vaporisation of the adsorbed water 
on the cellulose fibres (this is the case of MDF, in which only adsorbed water is present); (ii) 
above the fibre saturation point: as adsorbed water is assumed to be retained on the surface of 
the cellulose fibres, the liquid water is considered to be in equilibrium with its saturated 
vapour. The water vapour mass balance may then be expressed as: 
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are the amount of adsorbed or liquid water vaporised per unit time and 
volume, φg is the volume fraction of gas (air and water vapour) in the entire mat, ρv the 
specific density of vapour and 
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eff
iD  is the effective diffusivity of water vapour in the pores of the mat for a given i 

direction, MMv the molar mass of water, R the universal gas constant and Pv the vapour 
partial pressure. 
Gas phase (air + water vapour) 
Following the same approach used for the vapour mass balance, the conservation equation 
for the gas phase may be written as: 
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where ρg is the specific density of the gas phase, and the gas flux in the i direction (
igϕ ) is 

given by: 
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and 
igK  and μg are the permeabilities and the viscosity of the gas phase in the porous 

medium. 
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previous works. The capability of the model to predict changes in the solids content and 
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where iλ is the thermal conductivity of the mat in a given i direction, gρ , lρ , 
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where ρg is the specific density of the gas phase, and the gas flux in the i direction (
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given by: 

 i
i i

g g
g g g g

g

K P
v

i
ϕ ρ ρ

μ

⎛ ⎞∂
⎜ ⎟= = −
⎜ ⎟∂⎝ ⎠

 (18) 

and 
igK  and μg are the permeabilities and the viscosity of the gas phase in the porous 

medium. 
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Liquid phase 
When the material is above the fibre saturation point, the amount of vapour generated 
comes from the liquid phase in equilibrium with its saturated vapour (in this case, 

lM M
• •
= and 0bM

•
= ). Therefore, the amount of vaporised liquid is defined by the 

liquid/vapour equilibrium relation, given by the water vapour saturation pressure (Psaturation) 
at a temperature T: 

 ( )
saturation saturation

saturation v
v

P P P TP P f T
t t T t

⎛ ⎞∂ ∂ ∂ ∂⎛ ⎞= = ⇒ = = ⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠
 (19) 

The mass balance for the liquid phase is then expressed as: 

 ( ) yx zll ll l
lM

t x y z

ϕϕ ϕφ ρ •∂⎛ ⎞∂ ∂∂
= − + + −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

 (20) 

where ρl is the specific density of the liquid phase, and the water flux in the i direction (
ilφ ) 

is given by: 
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i i
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i i

ρ
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μ

∂⎛ ⎞∂
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 (21) 

and 
ilK , μl and Pc are the permeabilities, the viscosity and the capillary pressure of the 

liquid water in the porous medium. 
On the other hand, if no liquid water is present in the mat (this is the case for MDF), the 
vapour results exclusively from the vaporisation of adsorbed water which is now in 

equilibrium with the vapour in the pores (in this case, bM M
• •
= and 0lM

•
= ). Therefore, the 

water/vapour equilibrium may be described by a sorption isotherm as that derived by 
Nadler et al. (1985). The relative humidity, RH, and the moisture ratio at the equilibrium 
(here defined as MReq) are related by the following equation: 

 ( ) v
eq saturation

PMR f RH f
P

⎛ ⎞= = ⎜ ⎟
⎝ ⎠

 (22) 

Assuming that the amount of water being vaporised per unit time and volume is given by 
the variation of the moisture ratio of the web, 

 ( )dry eqb
b dry eq

m MRmM MR
t t V t

ρ
• ⋅⎛ ⎞∂ ∂ ∂

= − = − = − ⋅⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠
 (23) 

where ρdry is the apparent density of the dry solid defined as the mass of the fibre cell wall 
material and additives, mdry, per unit volume V. 
Finally, if no liquid water is present in the web, Eq. (19) may be rewritten as follows: 
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3.3.1.3 The momentum conservation equation 
The governing differential equations describing the consolidation of the web take into 
account the viscoelastic behaviour of the mat under compression, as explained in section 3.2. 
According to the mat discretisation grid, used to model the entire mat (Fig.11), the vertical 
position for each ijk representative volume element is given by Eq. (25a). 
 

 
Fig. 11. Schematic representation of the mechanical model in compression, with 
discretisation in the thickness direction of the web (here divided in Ni×Nj×Nk control 
volumes) (Aguilar Ribeiro, 2006). 
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The applied stress in every ij column of the web (σij) may be expressed in terms of the local 
deformation (εij): 
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Liquid phase 
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where ρl is the specific density of the liquid phase, and the water flux in the i direction (
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and 
ilK , μl and Pc are the permeabilities, the viscosity and the capillary pressure of the 
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The applied stress in every ij column of the web (σij) may be expressed in terms of the local 
deformation (εij): 
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where Eij and μij are the elastic and viscous parameters defined for each ij column. Again, for 
the entire mat it will be assumed the same rheological behaviour, i.e. the total deformation 
of the fibrous network (εT) is described by the viscoelastic constitutive relation: 

 1T T T

T Tt E t
ε σ σ

μ
∂ ∂

= +
∂ ∂

 (27a) 

 1
T ij

i j ij
E E

N N
= ∑  (27b) 

 1
T ij

i j ijN N
μ μ= ∑  (27c) 

where the subscript “T” refers to the entire structure. The initial and boundary conditions, 
as well as the physical, mechanical and thermodynamic properties of the web,  required to 
solve this set of partial differential equations are described elsewhere (Aguilar Ribeiro, 2006; 
Aguilar Ribeiro & Costa, 2007a; Aguilar Ribeiro & Costa, 2007b; Carvalho, 1999). 

4. Technological barriers and future perspectives 
Although the knowledge concerning the phenomena involved in high temperature pressing 
of paper, including impulse drying, has increased tremendously over the years, modelling 
and simulation of the process must me continued. Improvements and extensions are 
required to describe the post-nip stage of the process and to clarify the amount and severity 
of the flash expansion. As the highest temperature occurs at the paper side in contact with 
the heated cylinder of the press machine, the application of coatings with special thermal 
properties (high thermal mass) at this interface would influence the interface temperature as 
well as the distribution inside the paper sheet and most probably reduce the effects of flash 
expansion. 
Concerning wood-based panels, advances particularly in the fields of adhesive formulation, 
production technology, as well as online measuring and control techniques, have triggered a 
technology push in the manufacture of these materials (Thoemen, 2010). However, in the 
majority of production lines, the scheduling of the press cycle is still done empirically, based 
on a trial and error methodology in the production line. Models are important tools for the 
scheduling of the press cycle as well as for the prediction of the final product properties, but 
technological barriers still exist for the direct application in industry. Despite the advances 
on computer modelling in other areas during the last two decades, the full potential of 
today’s models have not been exploited yet, and not all the models meet the needs of the 
industry (COST Action E49, 2004). The increase in complexity (real world conditions, raw 
material variability due to the use of wood residues and recycled wood) and the need for 
faster numerical solutions (real time simulator) might well be the driving forces for the use 
of other numerical strategies, including the use of artificial intelligence methods (genetic 
algorithms, neural networks, fractals) and distributed agents methods. 
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where Eij and μij are the elastic and viscous parameters defined for each ij column. Again, for 
the entire mat it will be assumed the same rheological behaviour, i.e. the total deformation 
of the fibrous network (εT) is described by the viscoelastic constitutive relation: 
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where the subscript “T” refers to the entire structure. The initial and boundary conditions, 
as well as the physical, mechanical and thermodynamic properties of the web,  required to 
solve this set of partial differential equations are described elsewhere (Aguilar Ribeiro, 2006; 
Aguilar Ribeiro & Costa, 2007a; Aguilar Ribeiro & Costa, 2007b; Carvalho, 1999). 

4. Technological barriers and future perspectives 
Although the knowledge concerning the phenomena involved in high temperature pressing 
of paper, including impulse drying, has increased tremendously over the years, modelling 
and simulation of the process must me continued. Improvements and extensions are 
required to describe the post-nip stage of the process and to clarify the amount and severity 
of the flash expansion. As the highest temperature occurs at the paper side in contact with 
the heated cylinder of the press machine, the application of coatings with special thermal 
properties (high thermal mass) at this interface would influence the interface temperature as 
well as the distribution inside the paper sheet and most probably reduce the effects of flash 
expansion. 
Concerning wood-based panels, advances particularly in the fields of adhesive formulation, 
production technology, as well as online measuring and control techniques, have triggered a 
technology push in the manufacture of these materials (Thoemen, 2010). However, in the 
majority of production lines, the scheduling of the press cycle is still done empirically, based 
on a trial and error methodology in the production line. Models are important tools for the 
scheduling of the press cycle as well as for the prediction of the final product properties, but 
technological barriers still exist for the direct application in industry. Despite the advances 
on computer modelling in other areas during the last two decades, the full potential of 
today’s models have not been exploited yet, and not all the models meet the needs of the 
industry (COST Action E49, 2004). The increase in complexity (real world conditions, raw 
material variability due to the use of wood residues and recycled wood) and the need for 
faster numerical solutions (real time simulator) might well be the driving forces for the use 
of other numerical strategies, including the use of artificial intelligence methods (genetic 
algorithms, neural networks, fractals) and distributed agents methods. 
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1. Introduction     
Thermal barrier coatings (TBCs) are widely used for hot section components of gas turbine 
engines to protect the underlying metals from the high operating temperatures; they serve 
to both increase the engine efficiency and improve the durability of components. TBC 
systems typically consist of a Ni-based superalloy substrate, an alumina forming-alloy bond 
coat and an yttria-stabilized zirconia topcoat. When TBCs are exposed to high temperatures 
in oxidizing environments, a thermally grown oxide (TGO) develops on the bond coat 
surface underneath the top coat. Fracture of TBCs progresses in the vicinity of the TGO, 
which attains a critical thickness during thermal cycling operations (Evans et al., 2001). 
Thus, suppressing oxidation of the bond coat is anticipated to enhance the durability of TBCs. 
Alumina-forming alloys tend to form metastable Al2O3 polymorphs such as gamma- and 
theta-phases in oxidizing environments at 1100-1450 K (Brumm et al., 1992, Tolpygo et al., 
2000). The thermodynamically stable alpha-Al2O3 typically forms at longer oxidation times 
and/or higher temperatures. Metastable oxide scales consisting of the gamma- and theta-
phases contain lattice defects so that they hardly act as a protective layer to further oxidation 
of the alloys compared with a alpha-Al2O3 scale (Brumm et al., 1992). It is also well known 
that the transformation of the alpha-phase from metastable polymorphs involves large 
changes in volume (~13%) and morphology. 
Metastable oxides tend to form on the bond coat during coating with the topcoat in an 
oxygen-containing atmosphere at high temperatures, so that they are present at the interface 
between the bond coat and topcoat. The transformation of these oxides to the stable alpha-
phase at higher operating temperatures promotes topcoat spalling. Thus, in order to 
enhance the durability of TBCs, the as-processed TBC microstructures should contain a thin 
layer of alpha-Al2O3 at the interface with no the metastable oxides. The standard grit-
blasting procedure that is used in practical applications to prepare the bond coat for topcoat 
deposition promotes the formation of alpha-Al2O3. However, it also results in severe 
contamination of the coating surface and accelerates oxidation of the bond coat (Tolpygo et 
al., 2001). Some studies have revealed that a pre-oxidation step that forms a alpha-Al2O3 
TGO on the bond coat without grit blasting reduces further oxidation of the bond coat and 
improves the durability of the TBC (Tolpygo et al., 2005, Nijdam et al., 2006, Matsumoto et 
al., 2006, 2008). Although it is generally preferable to perform pre-oxidation above 1450 K to 
produce a thin alpha-Al2O3 oxide and avoid producing metastable oxides, high temperature 



 Mass Transfer in Multiphase Systems and its Applications 

 

342 

Schiel, C. (1969). Optimizing the nip geometry of transversal-flow presses. Pulp and Paper 
Magazine of Canada, 70, 3, T71-T76. 

Skowronski, J. & Bichard, W. (1987). Fibre-to-fibre bonds in paper. Part I. Measurement of bond 
strength and specific bond strength. Journal of Pulp and Paper Science, 13, 5, 165-169. 

Szikla, Z. (1992). On the Basic Mechanisms of Wet Pressing. PhD thesis, Helsinki University 
of Technology, Finland. 

Szikla, Z. & Paulapuro, H. (1989a). Changes in z-direction density distributions of paper in 
wet pressing. Journal of Pulp and Paper Science, 15, 1, J11-J17. 

Szikla, Z. & Paulapuro., H. (1989b). Compression behaviour of fibre mats in wet pressing.In: 
Fundamentals of Papermaking. In: Transactions of the Ninth Fund. Res. Symp., C. F. Baker 
and V. W. Punton (Ed.), 587-624, Mechanical Engineering Publications, London, UK.  

Terzaghi, K. (1943). Theoretical Soil Mechanics. John Wiley Sons, ISBN 0471853054, New York. 
Thoemen, H., (2010). Preface In: Wood-based Panels: An Introduction to Specialists, H. 

Thoemen, M. Irle & M. Sernek (Ed.), 123-176, Brunel University Press, ISBN 978-1-
902316-82-6, London, England. 

Thoemen, H. & Humprey, P.E. (1999). The Continuous pressing process for WBPs: an 
analytical model. Proceedings of The Third European Panel Products Symposium, pp. 
18-30, Llandudno, Wales, UK. 

Thoemen, H. & Humprey, P. (2001). Hot pressing of wood-based composites: selected 
aspects of the physics investigated by means of a simulation, Proceedings of The Fifth 
European Panel Products Symposium, pp. 18-30, Llandudno, Wales, UK. 

Thoemen, H. & Humprey, P.E. (2003). Modeling the continuous pressing process for wood-
based composites. Wood and Fibre Sci., 35, 456-468. 

Thoemen, H. & Humprey, P.E. (2006). Modeling the physical processes relevant during hot 
pressing of wood-based composites. Part I. Heat and Mass transfer. Holz Roh- 
Werkst., 35, 456-468. 

Vomhoff, H. (1998). Dynamic Compressibility of Water-Saturated Fibre Networks and 
Influence of Local Stress Variations in Wet Pressing. PhD thesis, Royal Institute of 
Technology, Sweden. 

Wahlström, B. (1960). A long term study of water removal and moisture distribution on a 
newsprint machine press section - Part I. Pulp and Paper Magazine of Canada, 61, 8, 
T379-T401. 

Wahren, D. (1978). Förfarande och anordning för konsolidering och torkning av en fuktig 
porös bana, Swedish Patent no. 7803672-0. 

Wahren, D. (1982). Method and apparatus for the rapid consolidation of moist porous web, 
USA Patent no. 4,324,613. 

Wolcott, M.P.; Kasal, B.;  Kamke, F.A. & Dillard, D.A. (1989). Modeling wood as a polymeric 
foam: An application to wood-based composite manufacture, Proceedings of the 
Third Joint ASCE-ASME Mechanics Conference, pp. 53—60, San Diego, LaJolla, CA, 
July 1989. University of California. 

Wood-based Panels International (2010). Particleboard survey part 1, In: Wood-based Panels 
International, issue 5. 

Zombori, B. (2001). Modeling the transient effects during the Hot-Pressing of Wood-based 
Composites. PhD Thesis, Faculty of the Virginia Polytechnic Institute and State 
University, Blacksburg, Virginia, USA. 

Zombori, B.; Kamke, F.A. & Watson, L.T. (2002). Simulation of the internal conditions 
during the hot-pressing process. Wood and Fibre Sci., 35,1, 2-23. 

 

16 

Control of Polymorphism and  
Mass-transfer in Al2O3 Scale Formed by 

Oxidation of Alumina-Forming Alloys 
Satoshi Kitaoka, Tsuneaki Matsudaira and Masashi Wada 

Japan Fine Ceramics Center 
Japan 

1. Introduction     
Thermal barrier coatings (TBCs) are widely used for hot section components of gas turbine 
engines to protect the underlying metals from the high operating temperatures; they serve 
to both increase the engine efficiency and improve the durability of components. TBC 
systems typically consist of a Ni-based superalloy substrate, an alumina forming-alloy bond 
coat and an yttria-stabilized zirconia topcoat. When TBCs are exposed to high temperatures 
in oxidizing environments, a thermally grown oxide (TGO) develops on the bond coat 
surface underneath the top coat. Fracture of TBCs progresses in the vicinity of the TGO, 
which attains a critical thickness during thermal cycling operations (Evans et al., 2001). 
Thus, suppressing oxidation of the bond coat is anticipated to enhance the durability of TBCs. 
Alumina-forming alloys tend to form metastable Al2O3 polymorphs such as gamma- and 
theta-phases in oxidizing environments at 1100-1450 K (Brumm et al., 1992, Tolpygo et al., 
2000). The thermodynamically stable alpha-Al2O3 typically forms at longer oxidation times 
and/or higher temperatures. Metastable oxide scales consisting of the gamma- and theta-
phases contain lattice defects so that they hardly act as a protective layer to further oxidation 
of the alloys compared with a alpha-Al2O3 scale (Brumm et al., 1992). It is also well known 
that the transformation of the alpha-phase from metastable polymorphs involves large 
changes in volume (~13%) and morphology. 
Metastable oxides tend to form on the bond coat during coating with the topcoat in an 
oxygen-containing atmosphere at high temperatures, so that they are present at the interface 
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blasting procedure that is used in practical applications to prepare the bond coat for topcoat 
deposition promotes the formation of alpha-Al2O3. However, it also results in severe 
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TGO on the bond coat without grit blasting reduces further oxidation of the bond coat and 
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al., 2006, 2008). Although it is generally preferable to perform pre-oxidation above 1450 K to 
produce a thin alpha-Al2O3 oxide and avoid producing metastable oxides, high temperature 
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treatment degrades the bond coat or causes excessive oxidation. Thus, pre-oxidation should 
be carried out at lower temperatures and with shorter oxidizing times to form a thin alpha-
Al2O3 layer. Matsumoto et al. (2006, 2008) reported that pre-oxidation of CoNiCrAlY under 
a low oxygen partial pressure (PO2) and at lower temperature of 1323 K for 4 h, for which 
thermodynamic calculations predict that only alpha-(Al,Cr)2O3 will be produced, resulted in 
the formation of a dense alpha-Al2O3 scale with large grains, which functioned as an 
excellent protective layer against further oxidation of the alloy. They also reported that the 
theta-phase remained when (Co,Ni)(Al,Cr)2O4 was produced by oxidation under a higher 
PO2, despite using the same oxidizing time as that under the lower PO2. These results suggest 
that reducing the PO2 in pre-oxidized environments accelerates the polymorph 
transformation to the alpha-phase, but the extent of this acceleration and its mechanism 
remain unclear. 
It is well known that adding chromium or iron to alumina-forming alloys accelerates the 
transformation from metastable polymorphs to alpha-Al2O3 (Brumm et al., 1992, Pint et al., 
1997, Peng et al., 2003). Because these isovalent ions, which are larger than Al3+, can dissolve 
into both the metastable phases and the alpha-phase, they partially compensate for the 
dilatational stress field of the dislocation and transformation (Clarke, 1998). This may be 
why the transformation is accelerated by adding chromium or iron. By contrast, the 
transformation is retarded when gamma-Al2O3 powders are substituted with 0.1-0.5 mol% 
of divalent cations such as Co2+ or Ni2+ (Odaka et al., 2008). Doping gamma-Al2O3 with 5 
mol% Ni2+ also increases the hydrothermal stability relative to non-doped gamma-Al2O3 
(Nagano et al, 2008). They may be due to their poor solvencies in the alpha-phase, although 
the divalent cations are larger than Al3+ ions. Thus, it is anticipated that the polymorphism 
of the Al2O3 scale can be controlled by controlling the PO2 during the pre-oxidation step. In 
other words, the transformation is accelerated under lower PO2, when both aluminum and 
chromium in the alloy are simultaneously oxidized to form alpha-(Al,Cr)2O3, but it may be 
retarded under higher PO2, when cobalt and nickel in the alloy are oxidized in addition to 
aluminum and chromium, resulting in the formation of (Co,Ni)(Al,Cr)2O4. In this chapter, 
control of Al2O3 polymorph formation was verified by the oxidation of specific components 
in CoNiCrAlY under a thermodynamically determined PO2, resulting in the rapid formation 
of a dense, smooth alpha-Al2O3 scale (Kitaoka et al., 2010). 
Suppressing mass-transfer through the alpha-Al2O3 scale is also anticipated to further 
improve the durability of the TBCs. When oxidation of the alumina forming alloys takes 
place through alumina scale under higher oxygen partial pressures (PO2), such as in air, an 
oxygen potential gradient is generally induced in the direction opposite to the aluminum 
potential gradient in accordance with the Gibbs-Duhem equation. Thus, the alumina scale is 
grown on the alloys by the inward grain boundary diffusion of oxygen and the outward 
grain boundary diffusion of aluminum, resulting in the development of the grain boundary 
ridges on the scale surfaces. By contrast, ridges do not form when oxidation is carried out 
through alumina scale in a low PO2 environment, such as in a purified argon flow (Nychka 
et al., 2005). The ridge formation mechanism (i.e., mass-transfer through the alumina scale) 
is thus thought to depend on the PO2. 
The inherent effectiveness of monolithic alumina as a barrier to oxygen permeation has been 
estimated directly by measuring oxygen permeation through a polycrystalline alumina 
wafer exposed to oxygen potential gradients at high temperatures, where the each surface of 
the wafer is deliberately subjected to different PO2 values (Matsudaira et al., 2008, Wada et 
al., 2008, Kitaoka et al., 2009, Volk et al., 1968, Courtright et al., 1992, Ogura et al., 2001). 
When the potential gradients are produced by a combination of high PO2 values, oxygen 
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permeates mainly via grain boundary diffusion of aluminum through aluminum vacancies 
from the lower to the higher PO2 surface, resulting in the formation of grain boundary ridges 
on the latter surface (Matsudaira et al., 2008, Wada et al., 2008, Kitaoka et al., 2009). In other 
words, O2 molecules are adsorbed onto the surface at higher PO2 and subsequently 
dissociate into oxygen ions (forming alumina), whereas oxygen ions on the opposite surface 
at a lower PO2 are desorbed by association into O2 molecules (decomposition of alumina). 
Conversely, under an oxygen potential gradient generated by a combination of low PO2 
values, oxygen permeation occurs by grain boundary diffusion of oxygen through oxygen 
vacancies from the higher to the lower PO2 surface. In this case, very little ridge formation 
occurs at grain boundaries because of the very low aluminum flux (Kitaoka et al., 2009). 
Thus, the main diffusing species leading to oxygen permeation through the grain 
boundaries depends on the PO2 values producing the oxygen potential gradients. This 
readily explains the absence of grain boundary ridges on alumina scale formed under low 
PO2 conditions, such as in a purified argon flow (Nychka et al., 2005).  
Many studies have focused on oxygen grain boundary diffusion in polycrystalline alumina 
using either secondary ion mass spectroscopy (SIMS) (Plot et al., 1996, Nakagawa et al., 
2007, Messaoudi et al., 1998) or nuclear reaction analysis (NRA) (Heuer, 2008) to determine 
18O depth profiles after high temperature exchange with 18O-enriched oxygen. Messaoudi et 
al. (1998) determined oxygen grain boundary diffusion coefficients during transport 
through a growing alumina scale. This was done by oxidizing alumina-forming alloys in a 
16O2 atmosphere, further oxidizing them in 18O2 and then determining the 18O distribution in 
the alumina scale using SIMS. The oxygen grain boundary diffusion coefficients measured 
by this procedure were larger than those determined from extrapolated diffusion data for 
polycrystalline alumina annealed in a homogeneous environment without any oxygen 
potential gradients (Plot et al., 1996, Nakagawa et al., 2007, Heuer, 2008). The corresponding 
activation energies (Messaoudi et al., 1998) derived using the double oxidation technique 
were smaller than those obtained by annealing (Plot et al., 1996, Nakagawa et al., 2007, 
Heuer, 2008). Kitaoka et al. (2009) have reported that the oxygen grain boundary diffusion 
coefficients, which were determined from the oxygen permeation coefficients of undoped 
polycrystalline alumina wafers exposed to oxygen potential gradients at high temperatures, 
decreased with increasing PO2, and the corresponding activation energies were similar to 
those for the actual alumina scales formed on the alloys (Messaoudi et al., 1998). Thus, 
oxygen grain boundary diffusivity in polycrystalline alumina under oxygen potential 
gradients is apparently different from that in a homogeneous environment. 
On the other hand, there has been only two reports of aluminum lattice diffusion 
coefficients determined using SIMS (Paladino et al., 1962, Le Gall et al., 1994). In this case, 
the appropriate tracer, 26Al, has a very low specific activity and an extremely long half-life of 
7.2×105 years, making it very difficult to perform radiotracer diffusion experiments. Recent 
studies have used Cr3+ instead of Al3+ as the diffusion species because of the extremely long 
half-life of the 26Al isotope. Cr3+ is a suitable substitute for Al3+ because it has a similar ionic 
radius and is isovalent. For example, Bedu-Amissah et al. used a diffusion couple of 
alumina and chromia to measure grain boundary diffusion coefficients from Cr3+ 
concentration profiles obtained using an X-ray microprobe (Amissah et al., 2007). Kitaoka et 
al. (2009) have recently estimated aluminum grain boundary diffusion coefficients from the 
oxygen permeation coefficients of undoped polycrystalline alumina wafers exposed to 
oxygen potential gradients at high temperatures (Kitaoka et al., 2009). The aluminum grain 
boundary diffusion coefficients were found to increase with increasing PO2, in an inverse 
relationship to the PO2 dependence of the oxygen grain boundary diffusion coefficients. 
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gradients is apparently different from that in a homogeneous environment. 
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relationship to the PO2 dependence of the oxygen grain boundary diffusion coefficients. 
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Alumina-forming alloys contain small quantities of oxygen-reactive elements (REs) (e.g., Y, 
La, Ti, Zr, and Hf) to improve the oxidation-resistance of the alloys. These REs segregate at 
grain boundaries in growing alumina scales during oxidation of the alloys. The obvious 
difficulty is that it is not known what the diffusing species along the grain boundaries in the 
scales might be. Nevertheless, the REs are speculated to inhibit the scale growth by 
effectively blocking the outward grain-boundary diffusion of aluminum due to an ionic size 
misfit, since the ionic sizes of the REs are larger than Al3+ (Nychka et al., 2005, Pint et al., 
1998). However, during long-duration, high-temperature oxidation, REs that segregated at 
grain boundaries were found to diffuse toward the scale surfaces together with aluminum, 
resulting in the precipitation of RE-rich particles on the surfaces (Pint et al., 1998). This casts 
a doubt on the conjecture that the REs can effectively control the movement of aluminum. 
The coexistence of various kinds of REs further complicates the interpretation of the 
experimental results. On the other hand, rare earth doping can significantly increase the high-
temperature creep resistance of polycrystalline alumina (Matsunaga et al., 2003, Ikuhara et al., 
2001, Yoshida et al., 2002). Several studies have suggested that segregation of large dopant 
elements changes the grain boundary environment by ‘site blocking’ critical oxygen diffusion 
pathways (Amissah et al., 2007, Wang et al., 1999, Cho et al., 1999, Cheng et al., 2008, Priester, 
1989, Korinek et al., 1994) and/or by strengthening grain boundaries by enhancing bond 
strengths in the vicinity of dopant ions (Yoshida et al., 2002, Buban et al., 2006). 
As mentioned above, when undoped polycrystalline alumina wafers were exposed to 
oxygen potential gradients at high temperatures, the main diffusing species depended on 
PO2. This phenomenon will be useful for elucidating how much the migration of oxygen and 
aluminum is affected by REs segregated at the grain boundaries. 
In this chapter, the effect of lutetium doping on oxygen permeability in polycrystalline 
alumina wafers exposed to steep oxygen potential gradients was evaluated at high 
temperatures to investigate the mass-transfer phenomena through the scale (Matsudaira et 
al., 2010). It is well known that lutetium doping can significantly improve high-temperature 
creep resistance in polycrystalline alumina (Matsunaga et al., 2003, Ikuhara et al., 2001, 
Yoshida et al., 2002); therefore, it is also expected to retard mass-transfer in alumina under 
oxygen potential gradients. 

2. Control of polymorphism in Al2O3 scale 
2.1 Thermodynamic prediction of stable oxides 
The PO2 dependence of equilibrium amounts and components of stable condensed oxide 
species are first estimated thermodynamically when CoNiCrAlY (Co-28%Ni-21%Cr-16%A-
0.3%Y (in atomic %)) is exposed to an oxidizing environment at a high temperature. The 
equilibrium calculation was conducted using FactSage_free-energy minimization computer 
code together with a database for the Co-Ni-Cr-Al-Y-O system that mainly consists of the 
SGTE database and some solution models of condensed phases. The Redlich-Kister-
Muggianu polynomial model was applied to solid solution phases such as the gamma-phase 
(alloy) and (Co,Ni)O, and multi-sublattice formalism to the beta-phase (alloy) and 
(Co,Ni)(Al,Cr)2O4. Subregular (Degterov et al., 1996) and sublattice (Ansara et al., 1997) 
models were used for (Al,Cr)2O3 and the gamma'-phase, respectively. Initial conditions for 
the calculation were 1 mol of CoNiCrAlY, a total pressure of 105 Pa (equal to the sum of 
partial pressures of O2 and Ar), and a temperature of 1323 K. 
Figure 1 shows the equilibrium amounts of the condensed species as a function of the 
equilibrium PO2 at 1323K. alpha-(Al,Cr)2O3 is thermodynamically stable under the 
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equilibrium PO2 below 10-9 Pa. On the contrary, (Co,Ni)(Al,Cr)2O4 and (Co,Ni)O are stable 
under the PO2 above 10-9 Pa and 10-5 Pa, respectively. All the yttrium in the alloy is also 
oxidized to produce about 10-3 mol of Al5Y3O12 in the PO2 range shown in Fig. 1. 
 

1.0

0.8

0.6

0.4

0.2

0
-20 -15 -10 -5 0 5

E
qu

ili
br

iu
m

 a
m

ou
nt

 o
f s

pe
ci

es
 / 

m
ol

Log (PO   / Pa)
2

α-(Al,Cr)2O3 

(Co,Ni)O

(Co,Ni)(Al,Cr)2O4

γ

1.0

0.8

0.6

0.4

0.2

0
-20 -15 -10 -5 0 5

E
qu

ili
br

iu
m

 a
m

ou
nt

 o
f s

pe
ci

es
 / 

m
ol

Log (PO   / Pa)
2

Log (PO   / Pa)
2

α-(Al,Cr)2O3 

(Co,Ni)O

(Co,Ni)(Al,Cr)2O4

γ

 
Fig. 1. Equilibrium amount of species as a function of partial pressure of O2 (PO2) at 1323 K 
for Co-0.28Ni-0.21Cr-0.16Al-0.003Y (at %). γ-phase represents a metallic phase. 
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Fig. 2. Equilibrium concentration of each element in the solid solution phases of alpha-
(Al,Cr)2O3 and (Cr,Ni)(Al,Cr)2O4 as a function of PO2 at 1323 K for Co-0.28Ni-0.21Cr-0.16Al-
0.003Y  (at %). 
The equilibrium concentration of each element in the solid solution phases of alpha-
(Al,Cr)2O3 and (Cr,Ni)(Al,Cr)2O4 as a function of PO2 at 1323 K for the CoNiCrAlY alloy is 
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Alumina-forming alloys contain small quantities of oxygen-reactive elements (REs) (e.g., Y, 
La, Ti, Zr, and Hf) to improve the oxidation-resistance of the alloys. These REs segregate at 
grain boundaries in growing alumina scales during oxidation of the alloys. The obvious 
difficulty is that it is not known what the diffusing species along the grain boundaries in the 
scales might be. Nevertheless, the REs are speculated to inhibit the scale growth by 
effectively blocking the outward grain-boundary diffusion of aluminum due to an ionic size 
misfit, since the ionic sizes of the REs are larger than Al3+ (Nychka et al., 2005, Pint et al., 
1998). However, during long-duration, high-temperature oxidation, REs that segregated at 
grain boundaries were found to diffuse toward the scale surfaces together with aluminum, 
resulting in the precipitation of RE-rich particles on the surfaces (Pint et al., 1998). This casts 
a doubt on the conjecture that the REs can effectively control the movement of aluminum. 
The coexistence of various kinds of REs further complicates the interpretation of the 
experimental results. On the other hand, rare earth doping can significantly increase the high-
temperature creep resistance of polycrystalline alumina (Matsunaga et al., 2003, Ikuhara et al., 
2001, Yoshida et al., 2002). Several studies have suggested that segregation of large dopant 
elements changes the grain boundary environment by ‘site blocking’ critical oxygen diffusion 
pathways (Amissah et al., 2007, Wang et al., 1999, Cho et al., 1999, Cheng et al., 2008, Priester, 
1989, Korinek et al., 1994) and/or by strengthening grain boundaries by enhancing bond 
strengths in the vicinity of dopant ions (Yoshida et al., 2002, Buban et al., 2006). 
As mentioned above, when undoped polycrystalline alumina wafers were exposed to 
oxygen potential gradients at high temperatures, the main diffusing species depended on 
PO2. This phenomenon will be useful for elucidating how much the migration of oxygen and 
aluminum is affected by REs segregated at the grain boundaries. 
In this chapter, the effect of lutetium doping on oxygen permeability in polycrystalline 
alumina wafers exposed to steep oxygen potential gradients was evaluated at high 
temperatures to investigate the mass-transfer phenomena through the scale (Matsudaira et 
al., 2010). It is well known that lutetium doping can significantly improve high-temperature 
creep resistance in polycrystalline alumina (Matsunaga et al., 2003, Ikuhara et al., 2001, 
Yoshida et al., 2002); therefore, it is also expected to retard mass-transfer in alumina under 
oxygen potential gradients. 

2. Control of polymorphism in Al2O3 scale 
2.1 Thermodynamic prediction of stable oxides 
The PO2 dependence of equilibrium amounts and components of stable condensed oxide 
species are first estimated thermodynamically when CoNiCrAlY (Co-28%Ni-21%Cr-16%A-
0.3%Y (in atomic %)) is exposed to an oxidizing environment at a high temperature. The 
equilibrium calculation was conducted using FactSage_free-energy minimization computer 
code together with a database for the Co-Ni-Cr-Al-Y-O system that mainly consists of the 
SGTE database and some solution models of condensed phases. The Redlich-Kister-
Muggianu polynomial model was applied to solid solution phases such as the gamma-phase 
(alloy) and (Co,Ni)O, and multi-sublattice formalism to the beta-phase (alloy) and 
(Co,Ni)(Al,Cr)2O4. Subregular (Degterov et al., 1996) and sublattice (Ansara et al., 1997) 
models were used for (Al,Cr)2O3 and the gamma'-phase, respectively. Initial conditions for 
the calculation were 1 mol of CoNiCrAlY, a total pressure of 105 Pa (equal to the sum of 
partial pressures of O2 and Ar), and a temperature of 1323 K. 
Figure 1 shows the equilibrium amounts of the condensed species as a function of the 
equilibrium PO2 at 1323K. alpha-(Al,Cr)2O3 is thermodynamically stable under the 
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equilibrium PO2 below 10-9 Pa. On the contrary, (Co,Ni)(Al,Cr)2O4 and (Co,Ni)O are stable 
under the PO2 above 10-9 Pa and 10-5 Pa, respectively. All the yttrium in the alloy is also 
oxidized to produce about 10-3 mol of Al5Y3O12 in the PO2 range shown in Fig. 1. 
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Fig. 1. Equilibrium amount of species as a function of partial pressure of O2 (PO2) at 1323 K 
for Co-0.28Ni-0.21Cr-0.16Al-0.003Y (at %). γ-phase represents a metallic phase. 
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Fig. 2. Equilibrium concentration of each element in the solid solution phases of alpha-
(Al,Cr)2O3 and (Cr,Ni)(Al,Cr)2O4 as a function of PO2 at 1323 K for Co-0.28Ni-0.21Cr-0.16Al-
0.003Y  (at %). 
The equilibrium concentration of each element in the solid solution phases of alpha-
(Al,Cr)2O3 and (Cr,Ni)(Al,Cr)2O4 as a function of PO2 at 1323 K for the CoNiCrAlY alloy is 
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shown in Fig. 2. For a PO2 below 10-9 Pa, where alpha-(Al,Cr)2O3 is thermodynamically 
stable, the concentration of chromium dissolved in the oxide increases sharply with an 
increase in PO2 above 10-17 Pa, up to about 60 cation % for a PO2 above 10-13 Pa. By contrast, 
for a PO2 above 10-9 Pa, at which (Co,Ni)(Al,Cr)2O4 is stable, both cobalt and nickel dissolve 
in the complex oxide in addition to aluminum and chromium. 
In the actual system, it is speculated that initially amorphous and/or gamma-alumina, 
which can dissolve in oxides consisting of other elements such as chromium, and/or cobalt 
and nickel in the alloy, are produced at lower temperatures during heating in the oxidation 
treatment. This is followed by transformation into the theta-phase, and finally conversion 
into thermodynamically stable phases such as alpha-alumina and/or (Co,Ni)(Al,Cr)2O4 
while holding at a higher temperature. Thus, the oxidation of the alloy under a PO2 at which 
both aluminum and chromium are oxidized and at which neither cobalt nor nickel is 
oxidized will accelerate transformation into the alpha-alumina phase. According to Figs. 1 
and 2, a suitable PO2 for promoting the polymorph transformation lies below 10-9 Pa at 1323 
K. By contrast, the transformation will be retarded in a PO2 above 10-9 Pa. In this chapter, 
control of Al2O3 polymorph formation was verified by the oxidation of CoNiCrAlY under a 
thermodynamically determined PO2 of 10-14 Pa at 1323 K, compared with oxidation under 
PO2 of 1 and 105 Pa (Kitaoka et al., 2010). 

2.2 Experimental procedures 
CoNiCrAlY alloy (Co-28%Ni-21%Cr-16%Al-0.3%Y (in atomic %)) was coated by vacuum 
plasma spraying to a thickness of 150 micrometer on a 20 × 40 × 2.5-mm grit-blasted 
substrate of Inconel 738LC and the alloy surface was then polished to Ra = 0.25 micrometer. 
Each sample was introduced into a V-notch with a radius of curvature below 20 micrometer 
on the substrate side to prepare the cross-section of the sample after the subsequent 
oxidation treatment by brittle fracture in liquid N2. The V-notched samples were 
ultrasonically cleaned in acetone and dried at 393 K for 1 h. Each sample was set in a 
furnace, the internal atmosphere of which was replaced with either O2, commercial Ar, or 
PO2 controlled Ar using a solid-state electrochemical oxygen pump system (Matsumoto et 
al., 2006, 2008). The gas flow rate was 3 × 10-4 m3/min. The sample was heated to 1323 K at a 
rate of 5 K/min, and then held at the temperature for 10, 200, and 600 min, where the PO2 
values were 105 Pa for O2, 10 Pa for the commercial Ar, and 10-14 Pa for the controlled Ar. 
After that, the samples were cooled to room temperature at a rate of 5 K/min. 
Crystalline phases in the scale formed by oxidation were identified by X-ray diffraction 
(XRD). Identification of Al2O3 polymorphs in the scale such as the theta- and alpha-phases 
was also performed by photostimulated Cr3+ luminescence spectroscopy (PSLS). The surface 
morphology and cross-sections of the scales were measured by scanning electron 
microscopy (SEM). Elemental depth profiles of the scale were measured by secondary ion 
mass spectrometry (SIMS). 

2.3 Characteristics of oxide scales 
The crystalline phases in the oxide scales, which were identified by XRD and PSLS, are 
summarized in Table 1. The higher the PO2 used for oxidation was, the longer the metastable 
theta-phase survived. The PO2 dependence for the formation of the oxide phases in the scale 
on oxidation time is in good agreement with the thermodynamic predictions shown in Fig. 
1. This demonstrates that the oxidation of the alloy under a precisely regulated PO2 can be 
used to control the polymorphism of the Al2O3 scale. 
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Table 1. Crystalline phases in the oxide scales. 
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Fig. 3. SEM micrographs of the surfaces and cross-sections of the samples oxidized at 1323 K 
for 600 min under PO2 of 10-14, 10, and 105 Pa. 
The SEM micrographs of the surfaces and cross-sections of the samples oxidized at 1323 K 
for 600 min under PO2 of 10-14, 10, and 105 Pa, respectively, are shown in Fig. 3. The surface 
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shown in Fig. 2. For a PO2 below 10-9 Pa, where alpha-(Al,Cr)2O3 is thermodynamically 
stable, the concentration of chromium dissolved in the oxide increases sharply with an 
increase in PO2 above 10-17 Pa, up to about 60 cation % for a PO2 above 10-13 Pa. By contrast, 
for a PO2 above 10-9 Pa, at which (Co,Ni)(Al,Cr)2O4 is stable, both cobalt and nickel dissolve 
in the complex oxide in addition to aluminum and chromium. 
In the actual system, it is speculated that initially amorphous and/or gamma-alumina, 
which can dissolve in oxides consisting of other elements such as chromium, and/or cobalt 
and nickel in the alloy, are produced at lower temperatures during heating in the oxidation 
treatment. This is followed by transformation into the theta-phase, and finally conversion 
into thermodynamically stable phases such as alpha-alumina and/or (Co,Ni)(Al,Cr)2O4 
while holding at a higher temperature. Thus, the oxidation of the alloy under a PO2 at which 
both aluminum and chromium are oxidized and at which neither cobalt nor nickel is 
oxidized will accelerate transformation into the alpha-alumina phase. According to Figs. 1 
and 2, a suitable PO2 for promoting the polymorph transformation lies below 10-9 Pa at 1323 
K. By contrast, the transformation will be retarded in a PO2 above 10-9 Pa. In this chapter, 
control of Al2O3 polymorph formation was verified by the oxidation of CoNiCrAlY under a 
thermodynamically determined PO2 of 10-14 Pa at 1323 K, compared with oxidation under 
PO2 of 1 and 105 Pa (Kitaoka et al., 2010). 

2.2 Experimental procedures 
CoNiCrAlY alloy (Co-28%Ni-21%Cr-16%Al-0.3%Y (in atomic %)) was coated by vacuum 
plasma spraying to a thickness of 150 micrometer on a 20 × 40 × 2.5-mm grit-blasted 
substrate of Inconel 738LC and the alloy surface was then polished to Ra = 0.25 micrometer. 
Each sample was introduced into a V-notch with a radius of curvature below 20 micrometer 
on the substrate side to prepare the cross-section of the sample after the subsequent 
oxidation treatment by brittle fracture in liquid N2. The V-notched samples were 
ultrasonically cleaned in acetone and dried at 393 K for 1 h. Each sample was set in a 
furnace, the internal atmosphere of which was replaced with either O2, commercial Ar, or 
PO2 controlled Ar using a solid-state electrochemical oxygen pump system (Matsumoto et 
al., 2006, 2008). The gas flow rate was 3 × 10-4 m3/min. The sample was heated to 1323 K at a 
rate of 5 K/min, and then held at the temperature for 10, 200, and 600 min, where the PO2 
values were 105 Pa for O2, 10 Pa for the commercial Ar, and 10-14 Pa for the controlled Ar. 
After that, the samples were cooled to room temperature at a rate of 5 K/min. 
Crystalline phases in the scale formed by oxidation were identified by X-ray diffraction 
(XRD). Identification of Al2O3 polymorphs in the scale such as the theta- and alpha-phases 
was also performed by photostimulated Cr3+ luminescence spectroscopy (PSLS). The surface 
morphology and cross-sections of the scales were measured by scanning electron 
microscopy (SEM). Elemental depth profiles of the scale were measured by secondary ion 
mass spectrometry (SIMS). 

2.3 Characteristics of oxide scales 
The crystalline phases in the oxide scales, which were identified by XRD and PSLS, are 
summarized in Table 1. The higher the PO2 used for oxidation was, the longer the metastable 
theta-phase survived. The PO2 dependence for the formation of the oxide phases in the scale 
on oxidation time is in good agreement with the thermodynamic predictions shown in Fig. 
1. This demonstrates that the oxidation of the alloy under a precisely regulated PO2 can be 
used to control the polymorphism of the Al2O3 scale. 
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Table 1. Crystalline phases in the oxide scales. 
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Fig. 3. SEM micrographs of the surfaces and cross-sections of the samples oxidized at 1323 K 
for 600 min under PO2 of 10-14, 10, and 105 Pa. 
The SEM micrographs of the surfaces and cross-sections of the samples oxidized at 1323 K 
for 600 min under PO2 of 10-14, 10, and 105 Pa, respectively, are shown in Fig. 3. The surface 



 Mass Transfer in Multiphase Systems and its Applications 

 

350 

of the oxide scale formed under a PO2 of 10-14 Pa is relatively smooth and its thickness is 
about 1 micrometer. On the other hand, the higher the PO2 for the oxidation is, the larger the 
oxide crystals are which are exposed on the scales, increasing the density of surface 
irregularities. The scale thickness increases with an increase in PO2 for the oxidation: the 
scale thickness for oxidation under a PO2 of 105 Pa is at least twice that under a PO2 of 10-14 
Pa. Some of the crystals grown on the oxide scales under the higher PO2 are considered to be 
(Co,Ni)(Al,Cr)2O4, as shown in Fig. 1 and Table 1. It is well known that the morphology of 
theta-Al2O3 consists of blade-like crystals (known as whiskers). In addition, when theta-
Al2O3 survives for a long time at high temperatures, this oxide crystal grows outward about 
an order of magnitude faster than alpha-Al2O3 (Tolpygo et al., 2000). Therefore, since the 
theta-phase exists longer under a higher PO2, the oxide has longer whiskers than those 
transformed earlier, resulting in the formation of an oxide scale with a rougher surface. 
Figure 4 shows the SIMS depth profiles of selected elements through the CoNiCrAlY coats 
of the samples oxidized at 1323 K for 600 min under PO2 of 10-14 and 105 Pa, respectively. For 
the oxidation under a PO2 of 10-14 Pa (Fig. 4(a)), chromium, cobalt, and nickel are 
concentrated near the surface of the scale, which consists of only the crystalline alpha-Al2O3 
phase, and high-purity alpha-Al2O3 is formed near the scale side of the interface between the 
scale and alloy. Chromium in the scale formed under a lower PO2 should be oxidized to form 
a solid solution of alpha-(Al,Cr)2O3, whereas both cobalt and nickel detected in the 
subsurface should segregate as metals, as shown in Figs. 1 and 2. For oxidation under a PO2 
of 105 Pa (Fig. 4(b)), the concentrations of chromium, cobalt, and nickel in the scale are 
considerably higher than those under a PO2 of 10-14 Pa, and such a high-purity alpha-Al2O3 
layer evidently does not exist at the interface between the scale and alloy. 
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Fig. 4. SIMS depth profiles of selected elements through the CoNiCrAlY coats of the samples 
oxidized at 1323 K for 600 min under a PO2 of (a) 10-14 and (b) 105 Pa. 

We have evaluated the oxygen permeability of polycrystalline alpha-Al2O3 wafers exposed to 
steep oxygen potential gradients at high temperatures to investigate complicated mass-transfer 
phenomena through the alpha-Al2O3 scale formed on the alloy, as discussed later (Matsudaira 
et al., 2008, 2010, Wada et al., 2008, Kitaoka et al., 2009). Diffusion of aluminum and oxygen 
species, which were responsible for the oxygen permeation along the grain boundaries of 
alpha-Al2O3, was found to be strongly dependent on PO2, forming oxygen potential gradients. 
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When the wafer was subjected to potential gradients caused by a combination of low PO2 
values, oxygen permeation primarily occurred by grain boundary diffusion of oxygen through 
oxygen vacancies from the higher PO2 surface to the lower PO2 surface. Grain boundary ridges 
were hardly formed on the surfaces under higher PO2 because of the very low aluminum flux. 
Thus, oxidation of CoNiCrAlY through the alpha-Al2O3 scale under a PO2 of below 10-14 Pa is 
thought to be mainly controlled by inward grain boundary diffusion of oxygen, because 
oxidation progressed without grain boundary ridges in similar to oxidation under purified 
argon (Nychka et al., 2005). Nevertheless, chromium, cobalt, and nickel are concentrated near 
the scale surface formed by oxidation under a PO2 of 10-14 Pa, as shown in Fig. 4(a). The reason 
for the segregation of these elements near the scale surface is discussed below. 
Figure 5 shows the thermodynamic equilibrium phase boundary (solid line) between alpha-
(Al,Cr)2O3 and (Cr,Ni)(Al,Cr)2O4 as a function of T-1. Lower oxidation temperature results in a 
larger stability region for (Co,Ni)(Al,Cr)2O4. Broken line (A) in Fig. 5 indicates the transition of 
PO2 in the furnace as the temperature increased during oxidation treatment under a PO2 of 10-14 
Pa at 1323 K, corresponding to the testing conditions of Fig. 4(a). The segregation of both 
cobalt and nickel near the scale surface shown in Fig. 4(a) seems to be caused by initial 
oxidation during temperature increase to produce (Co,Ni)(Al,Cr)2O4, followed by reduction 
and decomposition to cobalt, nickel, and alpha-(Al,Cr)2O3. According to Fig. 2, the surface 
segregation of chromium may be thermodynamically promoted by reducing the solubility of 
chromium ions in the alpha-phase with decreasing oxygen chemical potential in the scale from 
the scale surface to the interface between the scale and the alloy. 
In TBC systems, if a topcoat such as yttria-stabilized zirconia is coated on the pre-oxidized 
bond coat of CoNiCrAlY, where metallic cobalt and nickel are segregated near the surface of 
the alpha-(Al,Cr)2O3 scale on the alloy (Fig. 4(a)), these segregated metals will react with alpha-
(Al,Cr)2O3 in the scale to produce (Co,Ni)(Al,Cr)2O4 in oxidizing environments at high 
temperatures, promoting the spalling of TBCs. If the oxidation of the alloy is carried out under 
a PO2 exactly controlled according to broken line (B) in Fig. 5, which indicates the transition of 
PO2 in the furnace when the temperature is increasing, production of (Co,Ni)(Al,Cr)2O4 at low 
temperatures will be inhibited. In other words, although the thickness of the scale formed 
along line (B) in Fig. 5 will be similar to that formed along line (A) in Fig. 5, the surface 
segregation of cobalt and nickel in the alpha-(Al,Cr)2O3 scale will be suppressed. 
The SIMS depth profiles of cobalt and nickel through the CoNiCrAlY coats of the samples 
oxidized at a holding temperature of 1323 K under a PO2 of 10-14 Pa are shown in Fig. 6. 
Lines (a) and (b) in Fig. 6 are when the temperature was increased to 1323 K according to the 
PO2 along line (A) in Fig. 5 and then held at 1323 K for 10 and 600 min, respectively. Line (c) 
in Fig. 6 is when the temperature was increased up to 1323 K according to the PO2 along line 
(B) in Fig. 5 and then held for 600 min. When the samples were treated during oxidation 
under the PO2 along line (A) in Fig. 5, only varying the holding time at 1323 K, the 
concentration depths of both cobalt and nickel near the scale surface are constant and 
independent of the holding time, as shown by lines (a) and (b) of Fig. 6. Because the 
oxidation treatments use the same PO2 transition and heating rate when the temperature was 
increased, the amount of (Co,Ni)(Al,Cr)2O4 produced at lower temperature was thought to 
be constant and did not depend on the holding time at 1323K. As shown in Fig. 6(c), when 
PO2 during the temperature increase in the oxidation treatment is reduced in the manner 
indicated by line (B) in Fig. 5, concentrations of cobalt and nickel at the top surface of the 
scale are decrease to about 1/10 those under the PO2 indicated by line (A) in Fig. 5. The 
lower PO2 during the temperature increase in the oxidation treatment is, the lower surface 
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of the oxide scale formed under a PO2 of 10-14 Pa is relatively smooth and its thickness is 
about 1 micrometer. On the other hand, the higher the PO2 for the oxidation is, the larger the 
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(Co,Ni)(Al,Cr)2O4, as shown in Fig. 1 and Table 1. It is well known that the morphology of 
theta-Al2O3 consists of blade-like crystals (known as whiskers). In addition, when theta-
Al2O3 survives for a long time at high temperatures, this oxide crystal grows outward about 
an order of magnitude faster than alpha-Al2O3 (Tolpygo et al., 2000). Therefore, since the 
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transformed earlier, resulting in the formation of an oxide scale with a rougher surface. 
Figure 4 shows the SIMS depth profiles of selected elements through the CoNiCrAlY coats 
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subsurface should segregate as metals, as shown in Figs. 1 and 2. For oxidation under a PO2 
of 105 Pa (Fig. 4(b)), the concentrations of chromium, cobalt, and nickel in the scale are 
considerably higher than those under a PO2 of 10-14 Pa, and such a high-purity alpha-Al2O3 
layer evidently does not exist at the interface between the scale and alloy. 
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Fig. 4. SIMS depth profiles of selected elements through the CoNiCrAlY coats of the samples 
oxidized at 1323 K for 600 min under a PO2 of (a) 10-14 and (b) 105 Pa. 

We have evaluated the oxygen permeability of polycrystalline alpha-Al2O3 wafers exposed to 
steep oxygen potential gradients at high temperatures to investigate complicated mass-transfer 
phenomena through the alpha-Al2O3 scale formed on the alloy, as discussed later (Matsudaira 
et al., 2008, 2010, Wada et al., 2008, Kitaoka et al., 2009). Diffusion of aluminum and oxygen 
species, which were responsible for the oxygen permeation along the grain boundaries of 
alpha-Al2O3, was found to be strongly dependent on PO2, forming oxygen potential gradients. 
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When the wafer was subjected to potential gradients caused by a combination of low PO2 
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chromium ions in the alpha-phase with decreasing oxygen chemical potential in the scale from 
the scale surface to the interface between the scale and the alloy. 
In TBC systems, if a topcoat such as yttria-stabilized zirconia is coated on the pre-oxidized 
bond coat of CoNiCrAlY, where metallic cobalt and nickel are segregated near the surface of 
the alpha-(Al,Cr)2O3 scale on the alloy (Fig. 4(a)), these segregated metals will react with alpha-
(Al,Cr)2O3 in the scale to produce (Co,Ni)(Al,Cr)2O4 in oxidizing environments at high 
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indicated by line (B) in Fig. 5, concentrations of cobalt and nickel at the top surface of the 
scale are decrease to about 1/10 those under the PO2 indicated by line (A) in Fig. 5. The 
lower PO2 during the temperature increase in the oxidation treatment is, the lower surface 
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concentrations of these elements are, and monolithic alpha-(Al,Cr)2O3 scale will certainly 
form. It is expected that the adherence between the topcoat and bond coat will be 
considerably improved by controlling the PO2 transition during the temperature increase, 
resulting in further improvement in the durability of TBC systems. 
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Fig. 5. Thermodynamic equilibrium phase boundary line (solid line) between alpha-(Al,Cr)2O3 
and (Cr,Ni)(Al,Cr)2O4 as a function of T-1. The broken lines A and B in Fig. 5 indicate the 
transition of PO2 in the furnace during the temperature increase in the oxidation treatment 
under a PO2 of 10-14 Pa at 1323 K. 
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Fig. 6. SIMS depth profiles of Co and Ni through the CoNiCrAlY coats of the samples 
oxidized at a holding temperature of 1323 K under a PO2 of 10-14 Pa. Lines (a) and (b) in Fig. 8 
are when the temperature was increased to 1323 K according to PO2 along line A in Fig.5 and 
then held for 10 and 600 min, respectively. Line (c) in Fig. 6 is when the temperature was 
increased to 1323 K according to PO2 along line B in Fig. 5 and then held for 600 min. 

Control of Polymorphism and Mass-transfer in  
Al2O3 Scale Formed by Oxidation of Alumina-Forming Alloys   

 

353 

3. Mass-transfer of  Al2O3 polycrystals under oxygen potential gradients 
3.1 Experimental procedures 
3.1.1 Materials 
Commercial, high-purity alumina powder (TM-DAR, Taimei Chemicals Co., Ltd., Nagano, 
Japan, purity > 99.99 wt%) was used for the undoped alumina. Lutetia-doped powders (0.2 
mol% of Lu2O3) were also prepared by mixing the alumina powder and an aqueous solution 
of lutetium nitrate hydrate (Lu(NO)3·xH2O (>99.999%), Sigma-Aldrich Co., MO, USA) and 
subsequent drying to remove the water solvent. Each powder was molded by a uniaxial 
press at 20 MPa and then subjected to cold isostatic pressing at 600 MPa. The green 
compacts were pressureless sintered in air at 1773 K for 5 h. Wafers with dimensions of 
diameter 23.5×0.25 mm were cut from the sintered bodies and then polished so that their 
surfaces had a mirror-like finish. The relative density of the wafers was 99.5% of the 
theoretical density. All the wafers had similar microstructures with an average grain size of 
about 10 micrometer. 

3.1.2 Oxygen permeability constants 
Figure 7 shows a schematic diagram of the oxygen permeability apparatus. A polycrystalline 
alpha-Al2O3 wafer was set between two alumina tubes in a furnace. Platinum gaskets were 
used to create a seal between the wafer and the Al2O3 tubes by loading a dead weight from 
the top of the upper tube. A gas-tight seal was achieved by heating at 1893-1973 K under an 
Ar gas flow for 3 hrs or more. After that, a PO2 of oxygen included as an impurity in the Ar 
gas was monitored at the outlets of the upper and lower chambers that enclosed the wafer 
and the Al2O3 tubes using a zirconia oxygen sensor at 973K. The partial pressure of water 
vapor (PH2O) was measured at room temperature using an optical dew point sensor. These 
measured PO2 and PH2O were regarded as backgrounds. Then, pure O2 gas or Ar gas 
containing either 1-10 vol% O2 or 0.01-1 vol% H2 was introduced into the upper chamber at a 
flow rate of 1.67×10-6 m3/s. A constant flux for oxygen permeation was judged to be achieved 
when the values of the PO2 and PH2O monitored in the outlets became constant.   
When either O2 gas or the Ar/O2 mixture was introduced into the upper chamber and Ar 
was introduced into the lower chamber to create an oxygen gradient across the wafer, 
oxygen permeated from the upper chamber to the lower chamber. The PO2 values in the 
lower chamber at the experimental temperatures were calculated thermodynamically from 
the values measured at 973 K. The calculated values were almost the same as those at 973 K. 
On the other hand, when the Ar/H2 mixture was introduced into the upper chamber and Ar 
was introduced into the lower chamber, a tiny amount of oxygen in the Ar permeated from 
the lower chamber to the upper chamber and reacted with H2 to produce water vapor. As a 
result, the PH2O in the upper chamber increased while the H2 partial pressure (PH2), which 
was measured at room temperature by gas chromatography, in the upper chamber 
decreased. The increase of PH2O in the upper chamber was comparable to the reduction of 
PO2 in the lower chamber in terms of oxygen, and the PH2O in the lower chamber remained 
constant during the permeation tests; thus, hydrogen permeation from the upper chamber 
to the lower chamber was negligibly small in comparison with the oxygen permeation in the 
opposite direction. The PO2 values in the upper chamber at the experimental temperatures 
were estimated thermodynamically from the PH2O and PH2 measured at room temperature.  
The oxygen permeability constant, PL, was calculated from the difference between the PO2 
estimated thermodynamically in one chamber (which had a lower PO2 than that in another 
chamber) and the background in the lower PO2 chamber using 20), 22), 23) 
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form. It is expected that the adherence between the topcoat and bond coat will be 
considerably improved by controlling the PO2 transition during the temperature increase, 
resulting in further improvement in the durability of TBC systems. 
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Fig. 5. Thermodynamic equilibrium phase boundary line (solid line) between alpha-(Al,Cr)2O3 
and (Cr,Ni)(Al,Cr)2O4 as a function of T-1. The broken lines A and B in Fig. 5 indicate the 
transition of PO2 in the furnace during the temperature increase in the oxidation treatment 
under a PO2 of 10-14 Pa at 1323 K. 
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Fig. 6. SIMS depth profiles of Co and Ni through the CoNiCrAlY coats of the samples 
oxidized at a holding temperature of 1323 K under a PO2 of 10-14 Pa. Lines (a) and (b) in Fig. 8 
are when the temperature was increased to 1323 K according to PO2 along line A in Fig.5 and 
then held for 10 and 600 min, respectively. Line (c) in Fig. 6 is when the temperature was 
increased to 1323 K according to PO2 along line B in Fig. 5 and then held for 600 min. 
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where Cp is the concentration of permeated oxygen (PO2/PT, where PT = total pressure), Q is 
the flow rate of the test gases, Vst is the standard molar volume of an ideal gas, S is the 
permeation area of the wafer, and L is the wafer thickness. 
The wafer surfaces exposed to oxygen potential gradients at 1923 K for 10 hrs were observed 
by scanning electron microscopy (SEM) combined with energy dispersive spectroscopy 
(EDS), and X-ray diffraction (XRD). The volume of the grain boundary ridges formed on the 
surfaces by the oxygen potential gradients was measured by 3D laser scanning microscopy, 
and was compared with the total amount of the oxygen permeated in the wafer. 
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Fig. 7. Schematic diagram of the gas permeability apparatus. 

3.1.3 Determination of grain boundary diffusion coefficients 
(a) Fluxes of charged particles 
The charged particle flux is described as 
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where Zi is the charge of the diffusing particle, Ci is the molar concentration per unit 
volume, Di is the diffusion coefficient, R is the gas constant, T is the absolute temperature, x 
is a space coordinate, and ηi is the electrochemical potential. 
The flux of oxygen that permeates through the wafer is equal to the sum of JAl and JO, 
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where ti is the transport number and Oμ  is the oxygen chemical potential. 
Integrating Eq. (3) from x = 0 to x = L gives 
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Equation (4) is applicable to the case of ideal oxygen permeation when there is no 
interaction between electrons and holes, or when either electrons or holes exclusively 
participate (Kitaoka et al., 2009, Matsudaira et al., 2010). 

(b) Oxygen grain boundary diffusion 
The flux of oxygen that permeates through the wafer is postulated to be equal only to JO. It is 
also assumed that oxygen permeates only through reactions between defects, in which both 
oxygen vacancies and electrons participate. In these reactions, dissociative adsorption of O2 
molecules is assumed to progress on the surface exposed to the higher PO2 (i.e., PO2(II)) as 
follows. 

 X
2  O O1/2O V 2e' O     + + →ii  (5) 

Oxygen ions migrate through oxygen vacancies from the PO2(II) side to the lower PO2 side 
(i.e., PO2(I)), and oxygen vacancies and electrons diffuse in the opposite direction to the 
oxygen flux. The inverse reaction to Eq. (5) proceeds on the PO2(I) surface, and oxygen ions 
recombine to produce O2 molecules. 
If the diffusing species migrate mainly along the grain boundaries of polycrystalline Al2O3, 
the grain boundary diffusion coefficient of oxygen related to Eq. (5), is written as 
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where OgbD  is the grain boundary diffusion coefficient of oxygen, δ  is the grain boundary 

width, COb is the molar concentration of oxygen per unit volume, Sgb is the grain boundary 
density, which is determined from the average grain size in the Al2O3. 

OgbVD
��

is the grain 

boundary diffusion coefficient of an oxygen vacancy and 
OgbVK
��

 is the equilibrium constant 

of reaction (5) that occurs at grain boundaries. Assuming that te’ = 1 and OgbD  >> lgA bD , 

and inserting ZO = -2 and Eq. (6) into Eq. (4) gives 
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Fig. 7. Schematic diagram of the gas permeability apparatus. 
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Equation (4) is applicable to the case of ideal oxygen permeation when there is no 
interaction between electrons and holes, or when either electrons or holes exclusively 
participate (Kitaoka et al., 2009, Matsudaira et al., 2010). 

(b) Oxygen grain boundary diffusion 
The flux of oxygen that permeates through the wafer is postulated to be equal only to JO. It is 
also assumed that oxygen permeates only through reactions between defects, in which both 
oxygen vacancies and electrons participate. In these reactions, dissociative adsorption of O2 
molecules is assumed to progress on the surface exposed to the higher PO2 (i.e., PO2(II)) as 
follows. 
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Oxygen ions migrate through oxygen vacancies from the PO2(II) side to the lower PO2 side 
(i.e., PO2(I)), and oxygen vacancies and electrons diffuse in the opposite direction to the 
oxygen flux. The inverse reaction to Eq. (5) proceeds on the PO2(I) surface, and oxygen ions 
recombine to produce O2 molecules. 
If the diffusing species migrate mainly along the grain boundaries of polycrystalline Al2O3, 
the grain boundary diffusion coefficient of oxygen related to Eq. (5), is written as 
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where OgbD  is the grain boundary diffusion coefficient of oxygen, δ  is the grain boundary 

width, COb is the molar concentration of oxygen per unit volume, Sgb is the grain boundary 
density, which is determined from the average grain size in the Al2O3. 

OgbVD
��

is the grain 

boundary diffusion coefficient of an oxygen vacancy and 
OgbVK
��

 is the equilibrium constant 

of reaction (5) that occurs at grain boundaries. Assuming that te’ = 1 and OgbD  >> lgA bD , 

and inserting ZO = -2 and Eq. (6) into Eq. (4) gives 
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If the constant AO is determined experimentally using Eq. (7), OgbD δ  for a certain PO2 can be 
estimated from Eq. (6). 
(c) Aluminum grain boundary diffusion 
The flux of oxygen that permeates through the wafer is premised to be equal only to JAl. 
Oxygen permeation is also assumed to occur by reactions in which both aluminum 
vacancies and holes participate. O2 molecules are absorbed on the surface exposed to PO2(II) 
as follows. 
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Aluminum vacancies move from the PO2(II) side to the PO2(I) side, and aluminum ions and 
holes migrate in the opposite direction. Finally, the inverse reaction of (8) occurs on the 
PO2(I) surface, and oxygen ions recombine to produce an O2 molecule. 
In a similar way to Section 3.1.3(b), the grain boundary diffusion coefficient of aluminum, 

lgA bD , is obtained as follows. 
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CAlb denotes the molar concentration of aluminum per unit volume, 
lgA bVD ′′′  is the grain 

boundary diffusion coefficient of aluminum vacancies, 
lgA bVK ′′′ is the equilibrium constant of 

reaction (8) that occurs at the grain boundaries. If it is assumed that th･=1 and lgA bD  >> 
OgbD , then substituting ZAl = +3 and ZO = -2 into Eq. (4) gives 
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If the experimental value of AAl is obtained using Eq. (10), lgA bD δ  for a certain PO2 can be 
calculated from Eq. (9). 

3.2 Oxygen permeation 
Figure 8 shows the temperature dependence of oxygen permeability constant of 
polycrystalline Al2O3  (non-doped and doped with 0.2 mol% Lu2O3) exposed to oxygen 
potential gradients (ΔPO2). The solid and open symbols indicate data for specimens exposed 
under PO2(II)/ PO2(I)= 1 Pa/10-8 Pa and 105 Pa/1 Pa, respectively. The other lines are data 
from the literature under a similar ΔPO2 as that for the open symbols. The oxygen 
permeability constants are found to increase with increasing temperature, such that they are 
proportional to T-1, in a similar manner as the data from the literature. The oxygen 
permeability constants tend to decrease with increasing purity of Al2O3. For PO2(II)/ PO2(I) = 
105 Pa/1 Pa, the oxygen permeability constants of the lutetia-doped wafer are similar to 
those of the undoped wafer. Although the slopes of the curves for PO2(II)/ PO2(I) = 1 Pa/10-8 
Pa are the same for both samples, they are markedly different from those for PO2(II)/ PO2(I)= 
105 Pa/1 Pa. Furthermore, the permeability constants obtained for PO2(II)/ PO2(I) = 1 Pa/10-8 Pa 
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are clearly reduced by lutetia doping. These results suggest that the effect of lutetia doping 
on the oxygen permeation and the corresponding permeation mechanism vary depending 
on the oxygen potential gradients. 
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Fig. 8. Temperature dependence of oxygen permeability constant of polycrystalline Al2O3  
(non-doped and doped with 0.2 mol% Lu2O3) exposed to oxygen potential gradients (ΔPO2). 
The solid and open symbols indicate data for specimens exposed under PO2(II)/ PO2(I)= 1 
Pa/10-8 Pa and 105 Pa/1 Pa, respectively. The other lines are data from the literature under a 
similar ΔPO2 as that for the open symbols. 

Because the oxygen permeability constants of a single-crystal Al2O3 wafer were lower than 
the measurable limit of this system (below 1×10-12 mol·m-1s-1 at 1773 K), the oxygen 
permeation is thought to occur preferentially through the grain boundaries for the 
polycrystalline Al2O3 (Matsudaira et al., 2008). Furthermore, the oxygen permeability 
constants of the polycrystalline wafers were inversely proportional to the wafer thickness. 
According to Eq.(2), therefore, the oxygen permeation is considered to be controlled by 
diffusion in the wafer, not by interfacial reaction between the wafer surfaces and ambient 
gases. 
Figure 9 shows the effect of PO2 under a steady state in the upper chamber on the oxygen 
permeability constants of polycrystalline alumina (undoped and doped with 0.20 mol% 
Lu2O3) at 1923 K, where the PO2 in the lower chamber is constant at about 1 Pa. For PO2 
values of less than 10-3 Pa, the oxygen permeability constants decrease with increasing PO2 
for both the undoped and lutetia-doped wafers. The slopes of the curves correspond to a 
power constant of n = -1/6, which is applicable to the defect reaction given in Eq. (5) and is 
related to PO2(I) in accordance with Eq. (7), since PO2(II) >> PO2(I). O2 molecules are assumed 
to permeate mainly by grain boundary diffusion of oxygen through the oxygen vacancies 
from the higher to the lower PO2 surface. When the doping level is 0.2 mol%, the oxygen 
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The flux of oxygen that permeates through the wafer is premised to be equal only to JAl. 
Oxygen permeation is also assumed to occur by reactions in which both aluminum 
vacancies and holes participate. O2 molecules are absorbed on the surface exposed to PO2(II) 
as follows. 
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holes migrate in the opposite direction. Finally, the inverse reaction of (8) occurs on the 
PO2(I) surface, and oxygen ions recombine to produce an O2 molecule. 
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CAlb denotes the molar concentration of aluminum per unit volume, 
lgA bVD ′′′  is the grain 

boundary diffusion coefficient of aluminum vacancies, 
lgA bVK ′′′ is the equilibrium constant of 

reaction (8) that occurs at the grain boundaries. If it is assumed that th･=1 and lgA bD  >> 
OgbD , then substituting ZAl = +3 and ZO = -2 into Eq. (4) gives 
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If the experimental value of AAl is obtained using Eq. (10), lgA bD δ  for a certain PO2 can be 
calculated from Eq. (9). 

3.2 Oxygen permeation 
Figure 8 shows the temperature dependence of oxygen permeability constant of 
polycrystalline Al2O3  (non-doped and doped with 0.2 mol% Lu2O3) exposed to oxygen 
potential gradients (ΔPO2). The solid and open symbols indicate data for specimens exposed 
under PO2(II)/ PO2(I)= 1 Pa/10-8 Pa and 105 Pa/1 Pa, respectively. The other lines are data 
from the literature under a similar ΔPO2 as that for the open symbols. The oxygen 
permeability constants are found to increase with increasing temperature, such that they are 
proportional to T-1, in a similar manner as the data from the literature. The oxygen 
permeability constants tend to decrease with increasing purity of Al2O3. For PO2(II)/ PO2(I) = 
105 Pa/1 Pa, the oxygen permeability constants of the lutetia-doped wafer are similar to 
those of the undoped wafer. Although the slopes of the curves for PO2(II)/ PO2(I) = 1 Pa/10-8 
Pa are the same for both samples, they are markedly different from those for PO2(II)/ PO2(I)= 
105 Pa/1 Pa. Furthermore, the permeability constants obtained for PO2(II)/ PO2(I) = 1 Pa/10-8 Pa 
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are clearly reduced by lutetia doping. These results suggest that the effect of lutetia doping 
on the oxygen permeation and the corresponding permeation mechanism vary depending 
on the oxygen potential gradients. 
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Fig. 8. Temperature dependence of oxygen permeability constant of polycrystalline Al2O3  
(non-doped and doped with 0.2 mol% Lu2O3) exposed to oxygen potential gradients (ΔPO2). 
The solid and open symbols indicate data for specimens exposed under PO2(II)/ PO2(I)= 1 
Pa/10-8 Pa and 105 Pa/1 Pa, respectively. The other lines are data from the literature under a 
similar ΔPO2 as that for the open symbols. 

Because the oxygen permeability constants of a single-crystal Al2O3 wafer were lower than 
the measurable limit of this system (below 1×10-12 mol·m-1s-1 at 1773 K), the oxygen 
permeation is thought to occur preferentially through the grain boundaries for the 
polycrystalline Al2O3 (Matsudaira et al., 2008). Furthermore, the oxygen permeability 
constants of the polycrystalline wafers were inversely proportional to the wafer thickness. 
According to Eq.(2), therefore, the oxygen permeation is considered to be controlled by 
diffusion in the wafer, not by interfacial reaction between the wafer surfaces and ambient 
gases. 
Figure 9 shows the effect of PO2 under a steady state in the upper chamber on the oxygen 
permeability constants of polycrystalline alumina (undoped and doped with 0.20 mol% 
Lu2O3) at 1923 K, where the PO2 in the lower chamber is constant at about 1 Pa. For PO2 
values of less than 10-3 Pa, the oxygen permeability constants decrease with increasing PO2 
for both the undoped and lutetia-doped wafers. The slopes of the curves correspond to a 
power constant of n = -1/6, which is applicable to the defect reaction given in Eq. (5) and is 
related to PO2(I) in accordance with Eq. (7), since PO2(II) >> PO2(I). O2 molecules are assumed 
to permeate mainly by grain boundary diffusion of oxygen through the oxygen vacancies 
from the higher to the lower PO2 surface. When the doping level is 0.2 mol%, the oxygen 
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permeability constants are about three times smaller than for undoped alumina, although 
the slopes of the curves are similar. Thus, lutetium doping seems to suppress the mobility of 
oxygen without changing the oxygen diffusion mechanism. On the other hand, the oxygen 
permeability constants for all the polycrystals for PO2 values above 103 Pa in the upper 
chamber are similar to each other and increase with increasing PO2, as shown in Fig. 9. Their 
slopes correspond to a power constant of n = 3/16 that suggests participation in the defect 
reaction given in Eq. (8) and PO2(II) in accordance with Eq. (10), since PO2(II) >> PO2(I). 
Under potential gradients generated by PO2 values above approximately 103 Pa, O2 
molecules seem to permeate mainly by grain boundary diffusion of aluminum through 
aluminum vacancies from the lower to the higher PO2 surface. In this case, the lutetium 
segregated at grain boundaries would be expected to have little effect on the diffusivity of 
aluminum. 
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Fig. 9. Effect of PO2 in the upper chamber on the oxygen permeability constants of 
polycrystalline alumina (non-doped and doped with 0.2 mol% Lu2O3) at 1923 K. The solid 
symbols indicate data for specimens exposed to a ΔPO2 between about PO2(II) = 1 Pa in the 
lower chamber and a much lower PO2 (PO2(I)) in the upper chamber. The open symbols 
indicate data for specimens exposed to a ΔPO2 between PO2(I) = 1 Pa in the lower chamber 
and a much higher PO2 ( PO2(II)) in the upper chamber.  
Figure 10 shows  SEM micrographs of the surfaces and cross-sections of non-doped 
polycrystalline alumina exposed at 1923 K for 10 h under ΔPO2 with PO2(II)/ PO2(I)= 1 Pa/10-

8 Pa and 105 Pa/1 Pa. For PO2(II)/ PO2(I)= 1 Pa/10-8 Pa, grain boundary grooves are observed 
on both the surfaces, of which morphology is similar to that formed by ordinary thermal 
etching. The oxygen potential gradients with combination of the lower PO2 values hardly 
affect the surface morphological change. The absence of the grain boundary ridges suggests 
that the migration of aluminum was scarcely related to the oxygen permeation. This surface 
morphology supports the oxygen permeation mechanism with n = -1/6 as shown in Fig. 9. 
For PO2(II)/ PO2(I)= 105 Pa/1 Pa, grain boundary ridges with heights of a few micrometers 
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can be seen on the PO2(II) surface, while deep crevices are formed at the grain boundaries on 
the PO2(I) surface. The total volume of the grain boundary ridges, measured by 3D laser 
scanning microscopy, was consistent with the volume of alumina that should be produced 
given the observed amount of oxygen permeation (Kitaoka et al., 2009). This result provides 
adequate support for an oxygen permeation mechanism with n = 3/16, as shown in Fig. 9. 
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Fig. 10. shows  SEM micrographs of the surfaces and cross-sections of non-doped 
polycrystalline alumina exposed at 1923K for 10h under ΔPO2 with PO2(II)/PO2(I)=1 Pa/10-8 Pa 
and 105 Pa/1 Pa. 
Figure 11 shows SEM micrographs of the surfaces and cross-sections of polycrystalline 
alumina doped with 0.2 mol% Lu2O3 exposed at 1923 K for 10 h under ΔPO2 with PO2(II)/ 
PO2(I)= 1 Pa/10-8 Pa and 105 Pa/1 Pa. Figure 12 shows top-view SEM images of the surfaces 
corresponding to Fig. 11. In the case of PO2(II)/ PO2(I) = 1 Pa/10-8 Pa, as shown in Fig. 11, 
shallow grain boundary grooves, similar to those produced by conventional thermal 
etching, are observed on both surfaces, as in the case of undoped alumina. In addition, as 
seen in Fig. 12, a large number of particles with diameters of about 1 micrometer are 
uniformly distributed at the grain boundaries on both surfaces. The distribution of the 
particles was maintained during exposure under the oxygen potential gradient at 1923 K. 
These particles were identified as Al5Lu3O12 by XRD and EDS and had already precipitated 
at the grain boundaries by reaction of alumina grains with excess lutetium during sintering 
the sample. The remainder of the added lutetium should then become segregated at the 
grain boundaries. This implies that the lutetium species scarcely migrates, remaining in the 
wafer during oxygen permeation, and inhibiting the mobility of oxygen from the region of 
higher PO2 to the region of lower PO2 (Fig. 9). 
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slopes correspond to a power constant of n = 3/16 that suggests participation in the defect 
reaction given in Eq. (8) and PO2(II) in accordance with Eq. (10), since PO2(II) >> PO2(I). 
Under potential gradients generated by PO2 values above approximately 103 Pa, O2 
molecules seem to permeate mainly by grain boundary diffusion of aluminum through 
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segregated at grain boundaries would be expected to have little effect on the diffusivity of 
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Fig. 9. Effect of PO2 in the upper chamber on the oxygen permeability constants of 
polycrystalline alumina (non-doped and doped with 0.2 mol% Lu2O3) at 1923 K. The solid 
symbols indicate data for specimens exposed to a ΔPO2 between about PO2(II) = 1 Pa in the 
lower chamber and a much lower PO2 (PO2(I)) in the upper chamber. The open symbols 
indicate data for specimens exposed to a ΔPO2 between PO2(I) = 1 Pa in the lower chamber 
and a much higher PO2 ( PO2(II)) in the upper chamber.  
Figure 10 shows  SEM micrographs of the surfaces and cross-sections of non-doped 
polycrystalline alumina exposed at 1923 K for 10 h under ΔPO2 with PO2(II)/ PO2(I)= 1 Pa/10-

8 Pa and 105 Pa/1 Pa. For PO2(II)/ PO2(I)= 1 Pa/10-8 Pa, grain boundary grooves are observed 
on both the surfaces, of which morphology is similar to that formed by ordinary thermal 
etching. The oxygen potential gradients with combination of the lower PO2 values hardly 
affect the surface morphological change. The absence of the grain boundary ridges suggests 
that the migration of aluminum was scarcely related to the oxygen permeation. This surface 
morphology supports the oxygen permeation mechanism with n = -1/6 as shown in Fig. 9. 
For PO2(II)/ PO2(I)= 105 Pa/1 Pa, grain boundary ridges with heights of a few micrometers 
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can be seen on the PO2(II) surface, while deep crevices are formed at the grain boundaries on 
the PO2(I) surface. The total volume of the grain boundary ridges, measured by 3D laser 
scanning microscopy, was consistent with the volume of alumina that should be produced 
given the observed amount of oxygen permeation (Kitaoka et al., 2009). This result provides 
adequate support for an oxygen permeation mechanism with n = 3/16, as shown in Fig. 9. 
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Fig. 10. shows  SEM micrographs of the surfaces and cross-sections of non-doped 
polycrystalline alumina exposed at 1923K for 10h under ΔPO2 with PO2(II)/PO2(I)=1 Pa/10-8 Pa 
and 105 Pa/1 Pa. 
Figure 11 shows SEM micrographs of the surfaces and cross-sections of polycrystalline 
alumina doped with 0.2 mol% Lu2O3 exposed at 1923 K for 10 h under ΔPO2 with PO2(II)/ 
PO2(I)= 1 Pa/10-8 Pa and 105 Pa/1 Pa. Figure 12 shows top-view SEM images of the surfaces 
corresponding to Fig. 11. In the case of PO2(II)/ PO2(I) = 1 Pa/10-8 Pa, as shown in Fig. 11, 
shallow grain boundary grooves, similar to those produced by conventional thermal 
etching, are observed on both surfaces, as in the case of undoped alumina. In addition, as 
seen in Fig. 12, a large number of particles with diameters of about 1 micrometer are 
uniformly distributed at the grain boundaries on both surfaces. The distribution of the 
particles was maintained during exposure under the oxygen potential gradient at 1923 K. 
These particles were identified as Al5Lu3O12 by XRD and EDS and had already precipitated 
at the grain boundaries by reaction of alumina grains with excess lutetium during sintering 
the sample. The remainder of the added lutetium should then become segregated at the 
grain boundaries. This implies that the lutetium species scarcely migrates, remaining in the 
wafer during oxygen permeation, and inhibiting the mobility of oxygen from the region of 
higher PO2 to the region of lower PO2 (Fig. 9). 
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Fig. 11. SEM micrographs of the surfaces and cross-sections of polycrystalline alumina 
doped with 0.2 mol% Lu2O3 exposed at 1923 K for 10 h under ΔPO2 with PO2(II)/ PO2(I)= 1 
Pa/10-8 Pa and 105 Pa/1 Pa. 
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Fig. 12. SEM micrographs of the surfaces of polycrystalline alumina doped with 0.2 mol% 
Lu2O3 exposed at 1923K for 10h under ΔPO2 with PO2(II)/PO2(I)=1 Pa/10-8Pa and 105Pa/1Pa. 
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For PO2(II)/ PO2(I) = 105 Pa/1 Pa, Fig. 11 reveals that the grain boundaries on the higher PO2 
surface are raised to a height of a few micrometer, while deep trenches are formed at the 
grain boundaries on the lower PO2 surface, similar to the case for undoped alumina. 
Furthermore, as seen in Fig. 12, the higher PO2 surface exhibits Al5Lu3O12 particles with 
diameters of several micrometer, but such particles are not found on the opposite surface. 
This can be explained by a migration of both lutetium and aluminum from the lower to the 
higher PO2 region. 

3.3 Grain boundary diffusion coefficients 
The grain boundary diffusion coefficients of oxygen and aluminum ( gbD δ ) are estimated 
from the oxygen permeability constants shown in Fig.9 by the procedure described in 
Section 3.1.3. Figure 13 shows gbD δ  for oxygen and aluminum in polycrystalline alumina 
(undoped and doped with 0.20 mol% Lu2O3) as a function of the equilibrium partial 
pressure of oxygen in the upper chamber at 1923 K. Values of oxygen diffusion coefficients 
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taken from the literature (Plot et al., 1996, Nakagawa et al., 2007, Heuer, 2008) are also 
shown in Fig. 13. They were determined using an 18O isotopic tracer profiling technique for 
bicrystalline or polycrystalline alumina annealed in a homogeneous environment in the 
absence of an oxygen potential gradient, and their PO2 values on the abscissa correspond to 
those in the annealing environments. The data for refs. (Nakagawa et al., 2007, Heuer, 2008) 
are estimated by extrapolating to 1923 K. For lutetia-doped polycrystalline alumina, there 
are unfortunately no data for oxygen grain boundary diffusion coefficients determined by 
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the tracer profiling technique, but some measurements have been carried out on yttria-
doped alumina. On the other hand, it has been reported that creep resistance in 
polycrystalline alumina was improved remarkably by doping to only 0.05-0.1 mol% with 
oxides such as Lu2O3 and Y2O3 in a similar effect on the creep resistance to each other 
(Ikuhara et al., 2001). Thus, the grain boundary coefficients for oxygen in yttria-doped 
alumina (polycrystal and bicrystal) are shown in Fig. 13 for reference. 
The gbD δ  value for oxygen is seen to decrease with increasing PO2, whereas the value for 
aluminum increases for both undoped and lutetia-doped alumina. Increasing the doping 
level to 0.2 mol% lutetia causes an approximately three times reduction in gbD δ , while 
maintaining the slope of the curve. In contrast, the gbD δ  value of aluminum is unaffected 
by lutetia doping. Thus, lutetia doping has the effect of reducing the mobility of oxygen 
along the grain boundaries, but has little influence on the diffusion of aluminum. 
For the undoped alumina, the line extrapolated to higher PO2 for gbD δ  of oxygen is 
consistent with previous reported data obtained using SIMS (Plot et al., 1996, Nakagawa et 
al., 2007), but deviates widely from data using NRA (Heuer, 2008). There is a thermal 
equilibrium level of defects such as Schottky pairs (Buban et al., 2006) or Frenkel pairs 
(Heuer, 2008) in alumina held in uniform environments at high temperatures. As shown in 
Figs. 9-13, the oxygen potential gradients through the wafer seem to result in the formation 
of new defects such as oxygen vacancies for lower PO2 ranges and aluminum vacancies for 
higher PO2 ranges, in addition to the thermally induced defects. Because gbD δ  for oxygen 
and aluminum are proportional to the concentration of their respective vacancies, the 
dominant defects in the wafer are probably oxygen vacancies for lower PO2 values and 
aluminum vacancies for higher PO2 values. Therefore, the extrapolated line in Fig. 8 may 
correspond to the SIMS data (Plot et al., 1996, Nakagawa et al., 2007), where the 
concentration of oxygen vacancies induced by the oxygen potential gradient for the higher 
PO2 ranges is asymptotic to that under thermal equilibrium. Nevertheless, the reason why 
the NRA result deviates so much cannot be ascertained based on the descriptions given in 
the paper (Heuer, 2008). 
As mentioned above, elements such as yttrium and lutetium that were segregated at the 
grain boundaries of alumina by addition of only 0.05-0.1 mol% Ln2O3 effectively retarded 
oxygen grain boundary diffusivity, creep deformation and final-stage sintering under 
uniform environments (Nakagawa et al., 2007, Ikuhara et al., 2002, Yoshida et al., 2002, 2007, 
Watanabe et al., 2003). Retardation of such mass transfer can be explained by a ‘site-
blocking’ mechanism (Amissah et al., 2007, Wang et al., 1999, Cho et al., 1999, Cheng et al., 
2008, Priester, 1989, Korinek et al., 1994) and/or grain boundary strengthening (Yoshida et 
al., 2002, Buban et al., 2006). Under the oxygen potential gradients used in this study, it was 
found that oxygen diffusitivity was unaffected by 0.05 mol% lutetia-doping (Matsudaira et 
al., 2010), and even for 0.2 mol% doping, the retardation was small compared to the effect in 
uniform environments. This may be related to the generation of a large number of oxygen 
vacancies in the vicinity of the grain boundaries under an oxygen potential gradient, despite 
the fact that Lu3+ is isovalent with Al3+.  
As mentioned in the Introduction, Bedu-Amissah et al. measured Cr3+ diffusion in alumina 
under a Cr3+ concentration gradient (Amissah et al., 2007). From the chromium diffusion 
profile, they found that yttrium doping retards cation diffusion in the vicinity of the grain 
boundary, reducing gbD δ  by at least one order of magnitude (Amissah et al., 2007).  In 
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contrast, the gbD δ  value of aluminum under oxygen potential gradients is unaffected by 
lutetia doping. Thus, lutetia doping has little influence on the diffusion of aluminum along 
grain boundaries. This may be related to the generation of a large number of aluminum 
vacancies around grain boundaries under an oxygen potential gradient, which reduces the 
effect of ‘site-blocking’ and/or grain boundary strengthening, resulting in outward 
diffusion of both lutetium and aluminum, as shown in Figs. 11 and 12. 

4. Conclusions 
The oxidation of the CoNiCrAlY alloy under a PO2 of 10-14 Pa at 1323 K, during which both 
aluminum and chromium in the alloy were oxidized and elements such as cobalt and nickel 
were not oxidized, accelerated the transformation from metastable theta-Al2O3 to stable 
alpha-Al2O3, resulting in the formation of a dense, smooth alpha-(Al,Cr)2O3 scale. The 
surface concentrations of cobalt and nickel in the scale, which was evolved by formation of 
(Co,Ni)(Al,Cr)2O4 during the temperature increase and subsequent reduction and 
decomposition of the oxide at a higher temperature, could be effectively reduced by 
decreasing the PO2 during the temperature rise in the oxidation treatment. By contrast, 
oxidation at a higher PO2 required a longer time for the transformation and 
(Co,Ni)(Al,Cr)2O4 was also produced in the scale with a rougher surface. 
The oxygen permeability of undoped and lutetia-doped polycrystalline alpha-alumina 
wafers that were exposed to oxygen potential gradients (ΔPO2) was evaluated at high 
temperatures to investigate the mass-transfer phenomena through the alumina scale. The 
main diffusion species during oxygen permeation through the alumina grain boundaries 
was found to depend on PO2 values, which created ΔPO2. Under ΔPO2 generated by low PO2 
values, where oxygen permeation occurred by oxygen diffusion from regions of higher to 
low PO2, segregated lutetium at the grain boundaries suppressed only the mobility of 
oxygen in the wafers, without affecting the oxygen permeation mechanism. By contrast, 
under ΔPO2 generated by high PO2 values, where oxygen permeation proceeded by 
aluminum diffusion from regions of lower to higher PO2, lutetium had little effect on 
aluminum diffusion and migrated together with aluminum, resulting in precipitation and 
growth of Al5Lu3O12 particles on the higher PO2 surface. 
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1. Introduction 
Organic acids have been used in producing biodegradable polymeric materials (polylactate) 
and they are also being considered for manufacture of drugs, perfumes and flavours as raw 
materials. Therefore the production of high purity organic acids is very important. They can 
be produced by chemical methods. However, fermentation technology has proven to be the 
best alternative being more energy efficient and having potential. To allow production and 
separation simultaneously. The major part of the production cost accounts for the cost of 
separation from very dilute reaction media where productivity is low due to the inhibitory 
nature of many organic acids. The current method of extraction/separation is both 
expensive and environmentally unfriendly. Therefore, there is great scope for development 
of an alternative technology that will offer increased productivity, efficiency, economic and 
environmental benefits. One of the promising technologies for recovery of organic acids 
from fermentation broth is reactive liquid-liquid extraction (Tamada and King, 2001, Dutta 
et al., 2006). However, common organic solvents when used alone show low distribution 
coefficients and do not give efficient separation. Reactive liquid-liquid extraction (RLLE) 
utilizes a combination of an extractant (also known as carrier) and diluents to intensify the 
separation through simultaneous reaction and extraction. Thus this method provides high 
selectivity and enhances the recovery. RLLE has been applied in many analytical, industrial, 
environmental and metallurgical processes (Parthasarathy et al., 1997; Klassen, et al., 2005; 
Kumar et al., 2001; Urtiaga et al., 2005; Carrera et al., 2009). In most of these applications one 
of these following solvents: kerosene, toluene/mixtures of kerosene and methyl isobutyl 
ketone (MIBK), hexane/decanol/octanol or any solvent system with similar toxic 
characteristics have been examined. These solvents have been proven to separate the 
“target” component from the aqueous solutions containing it. However, they have the issues 
of sustainability, health and safety, operator-friendliness and environmental impact. 
Therefore, efforts are devoted to determine a solvent that will partially or fully address these 
issues. In this chapter, a new, non-traditional solvent is examined for its ability to separate a 
specific component by applying the reactive extraction. Lactic acid (an organic acid) is 
chosen as the specific component (as a model for all other organic acids), experiments are 
presented to show its capacity and finally the analysis is extended to include the mass 
transfer processes in microporous hollow-fiber membrane module (HFMM). In the next few 
paragraphs lactic acid is described with the processes of production and ongoing research in 
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the development of techniques to separate it from the production media. From the methods 
one is selected (i.e. RLLE) and the new solvent system that has the potential to overcome the 
disadvantages of the currently practiced solvent, is examined. 
Lactic acid (2-hydroxypropanoic acid, CH3CHOHCOOH) is a colorless, organic liquid. It has 
a variety of applications in the food, chemical, pharmaceutical and cosmetic industries 
[Hong, et al., 2002]. The Food and Drug Administration (FDA) have approved lactic acid 
and its salts to be GRAS (Generally Recognized as Safe) [Lee, et al., 2004]. It can be 
converted to a polylactic acid used for the synthesis of biodegradable materials [Coca, et al., 
1992]. As well as being environmentally friendly, there is a growing demand; due to strict 
environmental laws being legislated for biodegradable polymers as a substitute for 
conventional plastic materials. Biodegradable copolymers are also used for the production of 
new materials with biomedical applications such as drug delivery systems [Choi, and Hong, 
1999]. 
Lactic acid is typically produced via either chemical synthesis or the fermentation of whey 
or another in-expensive carbon source [Lee, et al., 2004]. Due to the increasing cost of the 
common raw material for the chemical synthesis, the efficient production of lactic acid 
through fermentation has become increasingly important [Han, et al., 2000; Heewsink, et al., 
2002; Drioli, et al., 1996; Hano, et al., 1993; Siebold, et al., 1995]. As mentioned earlier, an 
economical and efficient method for the recovery from fermentation broth is vital as the 
overall cost of production is dominated by the cost of recovery [Han, et al., 2000; Drioli, et 
al., 1996].  
The production of most organic acids from fermentation media are subject to product 
inhibition as the reaction proceeds [Hano, et al., 1993; Hong and Hong, 1999; Yuchoukov, et 
al., 2005]. Hence, the separation of the organic acid as it is being produced is highly 
desirable. The extractive fermentation, in situ application of the solvent extraction technique, 
keeps the product concentration in the broth at a low level and suppresses the product 
inhibition by continuously removing them from a fermentation broth [Siebold, et al., 1995; 
Yankov et al., 2005; Frieling and Schugerl, 1999].  
Various methods for the extraction of lactic acid have been reported such as precipitation, 
ion exchange process, adsorption, diffusion dialysis, microcapsules, esterification and 
hydrolysis, reactive extraction as well as a simulated moving bed process (Hong, et al., 2002; 
Tik, et al., 2001; Tong, et al., 1999; Ju, and Verma, 1994; Gong, et al., 2006; Sun et al., 2006). 
These methods have several disadvantages including high cost, and they produce large 
volumes of waste, require multiple steps, and operate with low efficiency under practical 
conditions. As mentioned earlier, the RLLE method using microporous Hollow Fibre 
Membrane Contactor (HFMC) may potentially overcome many of the disadvantages and 
provide a better alternative for the recovery of lactic acid (Wasewar, et al., 2002; Datta and 
Henry, 2006;  Schlosser, 2001; Lin, and Chen, 2006). In a recent review, a process based on 
RLLE in HFMM has been found to be competitive from the process, economic and 
environmental points of view (Sun, et al., 2006; Joglekar, et al., 2006; Datta, et al., 2006). The 
advantages of the membrane mass transfer process over the conventional systems are (Lin, 
and Chen, 2006; Sun, et al., 2006; Joglekar, et al., 2006; Datta, et al., 2006):  
• Selectivity and flexibility of extraction 
• in situ  application to reduce any inhibitory effect 
• Reduction of number of steps (improved productivity) 
• Use of operator and environmentally-friendly organic system  
• Minimal dispersion of phases (less contamination) 
• Recycle of extracting media and generation of smaller wastes 
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• Lower temperature operation requiring less energy  
• Ability to operate on identical density systems 
• Availability of large-scale module (i.e. easy scale up methods). 
Amine compounds have been found useful as extractants for the separation of organic acids 
(Tamada and King, 2000; Kertesz, and Schlosser, 2005). They provide high efficiency and 
selectivity. Secondary, tertiary and quaternary amines and their mixtures have been 
employed for this purpose. An organic solvent is required to dissolve the reaction product, 
and a diluent is required to control the viscosity and to stop formation of any third phase. 
Active polar and proton-donating diluents as alcohols have been shown to be the most 
suitable diluents for amines as they show high distribution coefficient. The reaction 
mechanism changes with the combination of the extractant and solvent type. But the mass 
transfer equations and analysis of the processes involved are similar to those developed in 
the following section.   
To understand and explore more of this process the main aims were set 
• to determine a less toxic, environmentally-friendly solvent and a carrier or a mixture of 

carriers for extraction of lactic acid and the effect of conditions (temperature and pH) 
similar to the fermentation,  

• to discuss the results of the experiments on liquid-liquid extraction 
• to develop a mathematical model for the mass transfer processes in a small pilot-scale 

contactor  
• to evaluate the performance of the less toxic solvent for extraction under fermentation 

conditions (i.e. in presence of salts and lactose).  
• to compare the results of the hollow-fibre experiments. 
The results show that the new system has the potential to overcome some of the 
disadvantages mentioned above. More research is required to optimise the experimental 
conditions, to develop a more comprehensive mathematical model including extraction and 
re-extraction and obtain performance data with “real” (rather than synthetic system) system. 
In the next section, mathematical modelling is presented for liquid-liquid extraction and 
mass transfer processes in a commercially available membrane module (i.e. HFMM). Rather 
than a comprehensive approach a simple analysis is proposed to provide an understanding 
of the mass transfer phenomena in a small pilot-scale module. 

2. Modeling of equilibrium and mass transfer 
2.1 Liquid-liquid extraction 
The reaction of undissociated lactic acid (HLA) with a carrier (B) dissolved in the solvent 
gives a reaction complex (BHLA) which remains largely in the organic phase and may be 
represented by (Juang and Huang, 1997; Datta, et al., 2006; Yuchoukov, et al., 2005): 

 ( ) ( ) ( )-ΗLA B B LAaq org org
++ ⇔ Η  (1) 

A simple 1:1 stoichiometry (the molar ratio of organic acid to that of extractant) has been 
proposed. However, this depends on the type of the organic acid and its ionic state, the type 
of the extractant and the type of the solvent (Uslu et al., 2009). The reaction mechanism does 
not change the mass transfer processes. 
For reactive extractions microporous hollow fiber membrane contactors, in various 
configurations have been evaluated (Klassen et al., 2005; Yang, and Cussler, 2000; Ren et al., 
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2005; Tong et al., 1998; Juang, et al., 2000; Prasad and Sirkar, 1988). Typically two modules 
are used, one for the extraction and the other for the re-extraction or stripping process. 
 

 
Fig. 1. A schematic diagram of the mass transfer operation of the hollow-fibre membrane 
contactor. 

These are commercially available modules, e.g. a module with catalogue No. 5PCM-218, 
obtained from Separation Products Division, Hoechst Celanese Corporation, Charlotte, NC, 
USA, have been extensively used for mass transfer operation. The contactor has a shell-and-
tube configuration with a total of 10,000 polypropylene hollow fibers (Celgard X-30, 240 µm 
ID, 300 µm, OD, length 15 cm) potted in polyethylene in a polypropylene case of 6 cm ID. 
The surface area of the contactor is 1.4 m2. The hollow fiber module is usually set up as 
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shown in Figure 1. When these modules are used, aqueous and organic solutions flow 
continuously, one through the lumen side of the fibre and the other through the shell side. 
The both the solutions get into contact through the pores of the wall. Phase entrainment is 
avoided by applying a little higher pressure on the aqueous side. The pressure difference 
between the phases is between 0.2 – 0.3 bar and it has been reported that it has no influence 
on the mass transfer processes.  
These contactors have been used in various process configurations such as hollow fibre 
contained liquid membranes, HFCLM (Yang et al., 2003; Dai et al., 2000), hollow fibre 
supported liquid membrane, HFSLM, (Yang and Kocherginsky, 2006; Rathore, et al., 2001), 
non-dispersive solvent extraction, NDSX, Ortiz, et al., 2004) and hollow fibre renewal liquid 
membranes, HFRLM, (Ren et al., 2008). The main difference between these configurations is 
that the contacting pattern of the liquid phases are different. In a newly developed mass 
transfer operation known as emulsion pertraction, PERT, a single module is used for 
extraction and stripping simultaneously (Klaassen and Jansen, 2001; Klassen et al., 2005). 
The emulsion consists of an organic solvent with a dissolved extractant phase with droplets 
of strip liquid dispersed in it. The phases are separated by the hydrophobic membrane 
surface. The contact between the water phase and emulsion phase occurs at the pore mouth. 
The organic acid-extractant complex diffuses through the pores and on the other side of the 
membrane the extractant is regenerated by strip liquid. The analysis below is not applicable 
to the PERT process, it is devoted to extraction in a single module.    

2.2 Mass transfer in a hollow fibre membrane contactor 
A schematic of the transport mechanism of solute molecules from an aqueous feed side to 
the organic side through hollow-fibre wall is shown in Figure 2 (Hossain and Mysuria, 
2008). The mass transfer processes can be described by the solute transport through the 
resistances from the aqueous feed (inside the fibre) to the organic phase (shell side). The 
steps considered for the mass transport and reactive extraction, the solute (lactic acid) 
molecules: 
• are transported from the feed solution to the feed-pore interface and can be expressed 

by Eq. (2).  
• at the interface the reaction between the solute and the carrier takes place (Eq.1) to form 

a solute-carrier complex. The equilibrium concentrations at the interface in the aqueous 
and organic phases can be related by an apparent distribution coefficient (DE), given by 
Eq. (3). 

• The diffusion of the solute-carrier complex through the pores of the hollow-fibers filled 
with the organic phase and this can be expressed by Eq. (4).  

• The final step is the transport through the solvent boundary layer at the outer end of the 
pore mouth and this step can be expressed as in Eq. (5). 

The following assumptions have been considered for writing the model equations: 
• The system works at isothermal conditions. 
• Equilibrium is reached at the interfaces of the aqueous and organic phases. 
• The curvature of the interfaces does not affect significantly the processes. 
• The distribution coefficient of the solute is considered to be constant with the conditions 

used  
• Uniform pore size along the entire length of the contactor. 
• The mass transfer processes in the boundary layer is described by the diffusion model.  
• The phases are immiscible and the pores are wetted by the organic phase only. 
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Fig. 2.(a) A schematic of the mass transfer processes in the membrane module. 

 

 
Fig. 2.(b) Concentration profiles of lactic acid in the feed phase (fibre side), in membrane 
wall and in the organic phase (shell side). 
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The transport equations are 

 ( )LAf f LAf LAfiN k C C= −  (2) 

 /E LAOi LAfiD C C=  (3) 

 ( )LAm mf LAfi LAOiN k C C= −  (4) 

 ( )LAo o LAOi LAON k C C= −  (5) 

where kf , kmf and ko are the mass transfer coefficient in the feed side, on the membrane and 
in the organic side, respectively. The concentrations CLAf and CLAfi are the total lactic acid 
concentrations in the bulk and at the interface, respectively. The concentrations CLAOi and 
CLAO are the concentration of lactic acid at the membrane-organic interface and in the bulk 
organic phase, respectively.  
Combining the above equations the flux in the system at the steady state is obtained as: 

 ( )LAf of LAf LAO EN K C C D= −  (6) 

where Kof is the overall mass transfer coefficient of the process. Kof is related to the 
individual transfer coefficients by the following equation: 

 1 1 1 1

of f E mf O EK k D k k D
= + +  (7) 

In order to calculate the overall mass transfer coefficient from the above equation the 
individual mass transfer coefficients have to be known in addition to the distribution ratio of 
lactic acid between the aqueous-organic solutions. There are many correlations available in the 
literature for calculating the individual mass transfer coefficients (Lin, and Chen, 2006; 
Bringas, et al., 2009; Coelhoso et al. 2000). Each of the correlation is based on the specific 
experimental conditions and equipment set-up used to develop the correlation. So the 
assumption of the correlation needs to be matched for its appropriateness before applying to 
any other system. The calculations from the correlations will be discussed later. In the section 
below an approximate solution is presented for hollow-fibre membrane modules to evaluate 
the overall mass transfer coefficient from an analysis of concentration versus time data.  

2.3 Approximate solution for the mass transfer model  
The membrane modules are operated in recycling mode as the percentage extraction in 
once-through operation is small. In the recycling mode, it is considered that the feed and the 
organic solutions are circulated through the fiber side and shell side of the module, 
respectively. 
The mathematical model consists of two mass balance equations, Eq. (8) and (9) that defines 
the change in solute concentration (i) in the module and (ii) in the feed tank, where aqueous 
solution is continuously circulated. 

 
m m m
LAf LAf m LAO

f of LAf
Ein in

C C CV Vu K C
A t A Z D

∂ ∂ ⎛ ⎞⎛ ⎞ ⎛ ⎞= − − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (8) 



 Mass Transfer in Multiphase Systems and its Applications 

 

372 

        

( )
aq org org

mCV LAfConvective flux  -uf Α zin
The interfacial reaction:

(HLA)  (B) (BH LΑ )

BH LΑ  diffuses through the wall 

to the shell side (the diffusive flux)
mCm LAoFlux  -K Cof LAf DE

∂⎛ ⎞= ⎜ ⎟ ∂⎝ ⎠

− + −+ ⇔

+ −

⎛ ⎞
⎜ ⎟= −⎜ ⎟⎜ ⎟
⎝ ⎠  

Fig. 2.(a) A schematic of the mass transfer processes in the membrane module. 

 

 
Fig. 2.(b) Concentration profiles of lactic acid in the feed phase (fibre side), in membrane 
wall and in the organic phase (shell side). 

Mass Transfer Investigation of Organic Acid Extraction  
with Trioctylamine and Aliquat 336 Dissolved in Various Solvents   

 

373 
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the overall mass transfer coefficient from an analysis of concentration versus time data.  
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The membrane modules are operated in recycling mode as the percentage extraction in 
once-through operation is small. In the recycling mode, it is considered that the feed and the 
organic solutions are circulated through the fiber side and shell side of the module, 
respectively. 
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 is the ratio of the volume to inner area of mass transfer in the fibers, L is the 

length of the fiber, uf is the linear velocity, qf is the feed flow rate and vT is the tank volume.  
The superscripts m and T refer to the membrane module and tank, respectively. 
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, is a small number for 

this type of contactor, i.e. approx. 4 x 10-4. Using this and assuming a slow rate of change of 
solute concentration in the module, Eqn (8) can be simplified to 
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An approximate solution of the model equations form is given by 
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where B has been defined by the following equation: 
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The overall mass transfer coefficient (Kof) can be determined from the value of the slope of 
the linear plots of the left hand side (LHS) of equation (11) versus t (time). The LHS of 
equation (11) requires (i) the experimental values of the concentrations and (ii) the partition 
coefficient of the solute. We also need to calculate B from equation (12) which requires the 
velocity inside the fibre, module characteristics (volume, mass transfer area) and the 
partition coefficient. 
As mentioned earlier in Equation (7), the overall mass transfer coefficient can be calculated 
using the individual mass transfer coefficients: mass transfer coefficient in the aqueous side 
(kf), membrane mass transfer coefficient (kmf) and the mass transfer coefficient in the organic 
side (ko). In most of the hollow fibre systems, the aqueous phase containing the “target” 
component is allowed to flow (under laminar conditions) through the inside of the hollow 
fibres. The mass transfer coefficient in the aqueous side can be calculated using an equation 
of the following form (Skelland, 1974): 
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 0.33(1.5 or 1.62) ( )Sh Gz= ×  (13) 

where Sh and Gz are, respectively the Sherwood and Graetz numbers. The values of kf 
reported (Bringas et al., 2009) within the Renolds number range, Re (0.08-200) are 1.8 x 10 -6 
m/s to 9.5 x 10 -4 m/s. It is noted that the equation will be different (if the organic flow is 
allowed through the fibres) as used in Lin and Chen (2006). 
For the membrane mass transfer coefficient (kmf), the following equations have been 
suggested (Schlosser, 2001; Prasad and Sirkar, 1988): 

 . .mf mk D ε σ τ=  (14) 

where σ is the thickness of the hollow fibre, τ is the membrane totuosity, ε is the membrane 
porosity and Dm is the molecular diffusivity of the carrier-solute complex. The values 
estimated (Bringas et al.; 2009) using the reported values of Dm are: 1.1 x 10 -8 m/s to 1.5 x 10 
-5 m/s. Other equations have also been used by researchers in this field (de Haan, et al., 
1989; Hu and Wiencek, 1998). 
For the organic phase flowing through the shell side of the contactor, the value of (ko) can be 
estimated using the following equation (Yang and Cussler, 1986): 

 0.93 0.331.25 (Re. ) .( )hSh d L Sc=  (15) 

Where dh is the hydraulic diameter, L is the effective length of the fibres. The dimensionless 
numbers: Re and Sc represent the Reynolds and Schmidt numbers, respectively. The values 
of ko reported (Bringas et al., 2009) are in the range 7.4 x 10 -7 m/s to 6.5 x 10 -5 m/s.  
A detailed discussion of various systems and the estimated values of the mass transfer 
coefficients are available in Bringas et al. (2009). It is concluded that the estimation by any 
empirical correlation mentioned in the literature require a description of the specific system, 
the characteristics of the fibres and contactor, the physical and transport properties of the 
system under study, the operating conditions and the assumption that the specific system is 
at least similar to the one where the correlation was developed. 
The degree of extraction, E(%), for the HFM experiments is measured by the extraction 
efficiency which is defined by the following equations: 

 ( )% 100LAi LAf

LAi

C C
E

C
−

= ×  (16) 

where CLAi and CLAf are the initial and final concentration values of the feed solution in the 
recirculation system, respectively. 

3. Equilibrium experiments 
3.1 Effect of organic solvent 
In the mass transfer analysis of the process the value of the distribution coefficient (DE) is 
required. It is worthwhile to know the range of values obtained for the extraction of organic 
acids. The physical extraction of lactic acid with pure solvent (no carrier added) is less and 
these values for various organic phases are listed in Table 1. 
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required. It is worthwhile to know the range of values obtained for the extraction of organic 
acids. The physical extraction of lactic acid with pure solvent (no carrier added) is less and 
these values for various organic phases are listed in Table 1. 
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Solvent Distribution Coefficient, DE(-) 
Tri-butyl phosphate (TBP) 0.82 
Oleyl Alcohol (OlA) 0.25 
Decanol (D) 0.43 
Hexane (H) 0.25 
Dodecane (DD) 0.25 
Shellsol TK (STK) 0.11 
Oleic Acid (OA) 0.67 
Sunflower oil 0.11 

Table 1. The values of the distribution coefficient of lactic acid at pH 2.4. 
The data in Table 1 suggest that TBP is the optimum solvent for extraction of lactic acid. TBP 
is followed by oleic acid, decanol, oleyl alcohol, hexane, dodecane. Shellsol TK and 
sunflower oil gave the lowest distribution ratio of lactic acid. It is evident that active 
solvents (with functional groups), e.g. TBP, oleic acid have greater extraction power than the 
inactive solvents, e.g. shellsol TK, dodecane. The active solvent can assist the solvation of the 
lactic acid molecules and enhance the solubility of the lactic acid complex (Wasewar, et al., 
2002). The complex formed with the functional group of the active solvent may be more 
stable and soluble in the organic phase and thus allow greater extraction compared to those 
solvents without any functional groups (Tamada, and King, 2000). Although this result with 
active solvent is good, other points like solvent loss (due to solubility in the aqueous phase) 
and environmental effects should also be considered before the final selection of the solvent. 
It has been reported that the solvents containing phosphorus-bonded oxygen atoms (like 
tributyl phosphate) are not favourable from the points of water solubility and 
environmental considerations (Matsumoto, et al., 2003).  
As mentioned earlier that the reaction with the carrier molecules can enhance the values of 
DE. The values of DE increased when extraction is performed with adding carrier in the 
solvent phase. These values at natural pH (2.4) of lactic acid and at room temperature are 
presented in Table 2 for the extraction using tributyl phosphate as solvent. At this low pH 
the values of the distribution coefficient were moderate to high for all the carriers. The 
organic system of 10 wt% TOA – 90 wt% TBP gave a distribution coefficient as 4.88. This 
value increased with the increase in the concentration of TOA for a fixed feed concentration. 
 

10 wt% Carrier in TBP Distribution Coefficient, DE (-) 
2-octyl amine  4.26 
Trioctyl amine  4.88 
Aliquat 336  1.22 

Table 2. Effects of carrier in tri-butyl phosphate on lactic acid extraction at pH 2.4. 
Oleic acid, a component of sunflower oil, did not perform as well when carrier was added to 
it. However, the best organic solvent, TBP, is expensive and is not recognized as a GRAS 
(generally regarded as safe) solvent. Sunflower oil is a non-toxic, cheap and can be regarded 
as an environmentally friendly solvent. It is worth mentioning that the solvents used in this 
study are less toxic to the fermentation media compared to those reported in the study of 
organic acid extraction (Wasewar, et al., 2002). 
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Fig. 3. Effect of feed solution pH on reactive extraction of lactic acid. 

 

 
Fig. 4. Effect of temperature on the extraction of lactic acid with sunflower oil. 
The values of the distribution coefficient also depend on the extraction condition such as 
feed solution pH (Canari and Eyal, 2003) and temperature. The values for extraction of 0.2M 
lactic acid with sunflower oil (as diluent) and Aliquat 336/TOA (as carriers) is shown in 
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pH range 4-6 (Kyuchoukov, et al., 2006). The magnitude of the distribution ratio was greater 
with Aliquat 336 than for TOA at higher pH. The two extractants when combined also gave 
considerably higher distribution ratios than the individual extractant. The synergistic effect 
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is apparent in these results, as reported in the literature (Hong, and Hong, 1999; 
Kyuchoukov, et al., 2001; Yankov, et al., 2005). However, this synergistic effect is much more 
apparent at lower pH (pH 4) than at higher pH (pH 6). The organic phase which comprised 
of 15% Aliquat 336 and 15% TOA give the highest distribution ratios at all pH values. Since 
pH used for fermentative production of lactic acid is approx. 6, the values at high pH are 
useful in the analysis of mass transfer processes. This will determine their applicability in 
the in situ recovery of lactic acid and thus reduce its the inhibitory effect to enhance its 
productivity. 
The values of DE also depend on the operating temperature. As shown in Figure 4 the 
temperature (both phases at the same temperature) increased the value of distribution 
coefficient. Hence, better extraction could be expected at temperatures higher than the room 
temperature (Martak, J. and Schlosser, 2004). This trend is a positive result, as the optimal 
temperature for lactic acid fermentation could be in the range 30-38°C. 

3.2 Hollow fibre experiments 
For the analysis of the mass transfer processes the experiments in hollow-fibre were chosen 
and a typical base case of the operating conditions are presented in Table 3. The effects of 
the flow rate, the fermentation media, the carrier, the operating temperature with the 
solvents: TBP and sunflower oil are discussed below. 
 

Feed Solution  

Concentration of lactic acid (M): 0.2  
Volume (L) 0.5  
pH (-): 2.4-4.5 
Flow rate (L/h): 12-13 
Organic solution  

Concentration of carrier in the solvent (%w/w): 5,10 
Volume (L): 0.5 
Flow rate (L/h): 9-10  

Table 3. The operating conditions for mass transfer experiments in the HFMC. 

3.2.1 Effect of flow rate 
The maximum extraction percentage of approx. 93% was obtained with 10% TOA-TBP 
organic phase within a processing time of 2 - 3 h (Figure 5). The extraction profiles for three 
different flow rates were identical except for the profile of 8.33 mL/s that attained lower 
than the other two organic systems. This could be due to the experimental error (as is 
observed in Figure 5) that occurred during the initial period of monitoring. The effect of 
flow rate in the tested range is small and suggests that the overall extraction is not significantly 
affected by the external mass transfer of lactic acid (i.e. the aqueous side resistance). 

3.2.2 Effect of solvent type 
Oleyl alcohol (OA) is non- toxic to acid producing bacteria and the results for extraction of 
lactic acid with this solvent are presented. The percentage extraction increased with time 
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and then attained a plateau at approx. 93% within 2-3 h (Figure 6). With OA the extraction 
rate was initially slower, increased with time and finally attained approx. 84% (which is 
within 10% of that for TBP). The lower efficiency and slower rate could be attributed to the 
high viscosity of oleyl alcohol resulting in a decreased mass transfer rate and requiring 
longer time to complete the process compared to the less viscous solvent systems viscous.  
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Fig. 5. Effect of flow rate on the extraction of lactic acid with TOA-TBP system. 
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Fig. 6. Effect of the solvent type with TOA as a carrier in the extraction of lactic acid. 

3.2.3 Effect of fermentation media 
The synthetic fermentation broths (containing lactose and salts) and the pure lactic acid 
solution gave nearly the same extraction efficiency of about 90% as shown in Figure 7. The 
variation of the solution pH, i.e. a pH of 4.5 for the synthetic fermentation broth (compared 
to pH 2.4 for pure lactic acid) and presence of salts did not significantly affect the extraction 
efficiency. These results compare well with those in the literature (Tik, et al., 2001; Yankov, 
et al., 2005).  
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and then attained a plateau at approx. 93% within 2-3 h (Figure 6). With OA the extraction 
rate was initially slower, increased with time and finally attained approx. 84% (which is 
within 10% of that for TBP). The lower efficiency and slower rate could be attributed to the 
high viscosity of oleyl alcohol resulting in a decreased mass transfer rate and requiring 
longer time to complete the process compared to the less viscous solvent systems viscous.  
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Fig. 6. Effect of the solvent type with TOA as a carrier in the extraction of lactic acid. 

3.2.3 Effect of fermentation media 
The synthetic fermentation broths (containing lactose and salts) and the pure lactic acid 
solution gave nearly the same extraction efficiency of about 90% as shown in Figure 7. The 
variation of the solution pH, i.e. a pH of 4.5 for the synthetic fermentation broth (compared 
to pH 2.4 for pure lactic acid) and presence of salts did not significantly affect the extraction 
efficiency. These results compare well with those in the literature (Tik, et al., 2001; Yankov, 
et al., 2005).  
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Fig. 7. Effect of fermentation broth on the extraction of lactic acid at two pH. 

Because the above-mentioned solvents are not considered suitable (although many studies 
in the literature have used them) for large scale applications due to cost, health and safety 
and environmental reasons, further hollow-fibre experiments were conducted with 
sunflower oil. 

3.3 Hollow-fibre extraction with sunflower oil 
3.3.1 Effect of carrier  
The presence of carrier (either as a single solvent or combination with others) in the solvent 
had a large effect on the efficiency of the extraction. All of the trials reached steady state after a 
period of 45-60 mins. The run with no carrier (only sunflower oil) performed poorly with only 
9% extraction efficiency (Figure 8). The experimental run with 30% carrier, which consisted of 
 

 
Fig. 8. Extraction with TOA-sunflower oil at feed pH 4.5. 

half Aliquat 336 and half TOA, performed the best, and reached an extraction efficiency of 
33%. This percentage extraction is low but was obtained at conditions similar to the 

Mass Transfer Investigation of Organic Acid Extraction  
with Trioctylamine and Aliquat 336 Dissolved in Various Solvents   

 

381 

fermentation conditions; so selective separation of lactic acid from the fermentation can be 
achieved without addition of any chemicals to adjust the pH of the broth. Thus in situ 
application would be possible without interruption of the fermentation. This continuous 
removal of lactic acid is expected to reduce its inhibitory effect and eventually the 
productivity of lactic acid can be increased. 

3.3.2 Comparison with other solvent (TBP) 
The extraction results of lactic acid at pH 6 with sunflower oil and TBP are compared in 
Figure 9. The carrier used was a mixture of 15% Aliquat 336 and 15% TOA. As expected TBP 
performed better; TBP achieved 50% extraction efficiency compared to 33% with sunflower 
oil. It is surprising to see that sunflower oil, having a much lower distribution coefficient 
than TBP, achieved a moderately good performance. Comparing the cost, industrial 
acceptability and environmental benefits sunflower oil could be a very good candidate as a 
single solvent or in combination with other high performing solvents.  
 

 
Fig. 9. Comparison of Extractions: sunflower oil vs. TBP. 

3.3.3 Effect of temperature on extraction with sunflower oil 
The temperature has an effect on the extraction. This is observed in Figure 10, the 
experiment performed at room temperature reached 24%, whereas the run at 30.5 °C 
reached 28% extraction using a 10% TOA in sunflower oil (lactic acid feed pH 6). The 
increase in temperature increased the distribution of the organic phase and the diffusivity of 
the carrier-acid complex (as the viscosity of the two phases are decreased at higher 
temperature). These effects allowed faster mass transport through the pores (Frieling & 
Schugerl, 1999) and achieved greater percentage extraction. Therefore, the amount of 
extracted lactic acid can be further increased, by applying (i) higher temperature, (ii) lower 
aqueous solution pH, (iii) increased TOA concentration, and (iv) a mixed solvent system of 
sunflower oil and TBP. It is to be noted that temperatures more than 45 °C is not allowable 
in the hollow-fibre contactors used in these experiments. Also, fermentation of lactic acid is 
usually carried out below 40 °C as higher temperatures may make bacteria ineffective. 
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3.3.4 Optimal operating conditions 
The results of extraction at the optimal operating parameters are presented in Figure 11. The 
conditions are: pH 5.0, at 35 °C, with an organic phase: a mixture of 15% Aliquat 336 and 
15% TOA and a binary solvent system of 35% TBP and 35% sunflower oil. It is seen in Figure 
11 that approx. 70% of lactic acid was extracted within 4h of contact time. The extraction rate 
was still increasing gradually and would have reached higher value at a longer operating 
time. It is also observed (from the comparison of the profiles in Figure 10 and 11) that the 
extraction rate decreases at these conditions (higher pH and larger composition of carrier 
and solvents). This could be because the distribution of lactic acid decreases at higher pH 
and at with larger composition of other solvents the diffusivity decreases (because of higher 
viscosity). But the extraction process goes on continuously. This is the effect of the mixed 
carrier being used in this experiment. 
 

 
Fig. 10. Effect of temperature on extraction with 10% TOA in sunflower oil. 

 

 
Fig. 11. Extraction (%) with a mixed carrier and mixed solvent system. 
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3.4 Overall mass transfer coefficient 
The overall transfer coefficient (Kof) was calculated from the slope of the plot of the left-hand 
side of Eq. (11) versus time. The value of the distribution coefficient obtained experimentally 
for each organic phase was used in the calculation. The experimental data during the initial 
period (approx. 60-70 mins) showed good correlation (R2 = 0.9 at least) and were considered 
for the calculation. A plot of the LHS of Eq. (11) versus the extraction time with various 
organic phases is shown in Figure 12. From the best fit line of the plot of LHS versus time, 
the slope was calculated and with the value of B from Eq. (12), the overall mass transfer 
coefficient has been calculated. 
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Fig. 12. A plot of LHS of Eqn. (11) versus time (min) for the overall mass transfer coefficient. 
The values of the mass transfer coefficients are in the range (0.4 -2.3) x 10-5 cm/s (shown in 
Table 3). This is in consistent with the values of the distribution coefficient (Figure 9), i.e. the 
mass transfer rate is much faster in tributyl phosphate than in the other two organic phases. 
The values of overall mass transfer coefficient reported in the literature are range: (0.2 - 5) x 
10-5 cm/s (Juang and Huang, 1997; Coelhoso et al., 2000; Frieling, and Schugerl, 1999). 
Considering the fact that this analysis is based on the extractions only (simultaneous re-
extraction was not considered in this analysis), the values obtained in this study compare 
very well. The other advantage of the approximate method used in the present analysis is 
that the estimation of the mass transfer coefficient is based on semi-analytical equation and 
requires no correlation and additional data from any other experiments or literature. The 
model is based on many assumptions such as plug flow in both the aqueous feed and the 
organic phase, this has been reported in the literature in many extraction processes. 
The knowledge of the analysis of results in terms of mass transfer coefficient could be useful 
in estimating the membrane area for a large-scale fermentative production process (as a 
preliminary excercise) where lactic acid can be removed as it is produced and thus 
enhancing the productivity. 
In order to test the prediction capability of the model, more experimental results are 
required in a wide range of conditions with a variety of process solutions (especially with 
real process solutions obtained under industrial conditions). This is left for future work. 
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Fig. 12. A plot of LHS of Eqn. (11) versus time (min) for the overall mass transfer coefficient. 
The values of the mass transfer coefficients are in the range (0.4 -2.3) x 10-5 cm/s (shown in 
Table 3). This is in consistent with the values of the distribution coefficient (Figure 9), i.e. the 
mass transfer rate is much faster in tributyl phosphate than in the other two organic phases. 
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extraction was not considered in this analysis), the values obtained in this study compare 
very well. The other advantage of the approximate method used in the present analysis is 
that the estimation of the mass transfer coefficient is based on semi-analytical equation and 
requires no correlation and additional data from any other experiments or literature. The 
model is based on many assumptions such as plug flow in both the aqueous feed and the 
organic phase, this has been reported in the literature in many extraction processes. 
The knowledge of the analysis of results in terms of mass transfer coefficient could be useful 
in estimating the membrane area for a large-scale fermentative production process (as a 
preliminary excercise) where lactic acid can be removed as it is produced and thus 
enhancing the productivity. 
In order to test the prediction capability of the model, more experimental results are 
required in a wide range of conditions with a variety of process solutions (especially with 
real process solutions obtained under industrial conditions). This is left for future work. 
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Organic phase Feed solution  
Overall mass transfer 
coefficient 
(K of) cm/s x 105 

   
10% TOA in TBP (250 ml/min) Aqueous lactic acid (0.2M) 1.82 
10% TOA in TBP (750 ml/min) Aqueous lactic acid (0.2M) 2.30 
10% TOA in OA (250 ml/min) Aqueous lactic acid (0.2M) 0.52 
10% TOA in TBP (250 ml/min) Synthetic fermentation broth 1.57 
15% TOA + 15% Aliquat 336 in 
sunflower oil 

Aqueous lactic acid (0.2M) 0.4 

Table 4. The values of the overall mass transfer coefficient (K of) for lactic acid extraction. 

4. Conclusions 
• The values of the distribution coefficient of lactic acid with solvents such as tri-butyl 

phosphate (TBP, the best), oleic acid, oleyl alcohol, shellsol TK and sunflower oil are 
small for physical extraction (solvent only). 

• These values can be increased by reactive extraction with tri-octylamine (TOA/Aliquat 
336 as the carrier) dissolved in any of the above solvents. The best organic system TOA-
TBP gave a high distribution ratio at the natural pH 2.4. An extraction of approx. 93% 
can be achieved in the hollow fibre module within 2-3 h using 10% (w/w) TOA-TBP.  

• The use of less toxic solvents such as oleyl alcohol (instead of TBP or its mixture with 
TBP) would give a lower percentage extraction with the final value around 83%. 

• The presence of the components of the fermentation media, such as, lactose and salts do 
not significantly affect the percentage extraction in the membrane module. 

• Extractions with these two organic systems are considered less suitable for large scale 
production because of cost, toxicity and potentially harmful environmental effects. 

• For industrial application an organic phase with sunflower oil, is more attractive 
because of its cost (cheaper by an order of magnitude), non-toxicity and environmental 
benefits. It has proven to be effective at operating conditions (pH and temperature) 
similar to the fermentative production of lactic acid and shows stability with the 
commercially available hollow fibre modules. 

• With sunflower oil-TOA/Aliquat 336 as the organic phase the percentage extraction is 
lower (30-35%) at room temperature. The extraction can be enhanced by operating at 
higher temperature.  

• The percentage removal at this rate (at feed flow rate of approx. 12-13 L/h) from the 
fermentation media should reduce the product inhibition (lactic acid) effects and would 
improve the productivity by allowing the process over a longer period of time. 

Notation 
A  surface area (m2) 
B  defined in Equation (12) 
C  concentration of lactic acid (mmol/L) 
di, do  inner diameter, outer diameter of a hollow fiber (cm) 
DE  distribution coefficient of lactic acid defined in Eq. (3) 
Dm  diffusion coefficient of lactic acid defined in Eq. (14) 
dh  hydraulic radius of lactic acid defined in Eq. (15) 
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E (%)  percent of extraction of lactic acid, defined in Eq. (17) 
H+   hydrogen ion  
HLA   undissociated lactic acid 
Gz  Graetz number defined in Eq. (13) 
Kof  mass transfer coefficient in Equation (6), (cm/s) 
L  length of the fiber (cm) 
nf  number of fibers 
N  steady state flux, defined in Equation (6) 
Re  Reynolds number defined in Eq. (15) 
Sc  Schmidt number defined in Eq. (15) 
Sh  Sherwood number defined in Eq. (13) 
t  time, s 
v  flow rate, L/s 
u  linear velocity in the hollow fibers (cm/s) 
V  volume (L) 
Z  axial distance in the module (cm) 
Subscripts 
aq   aqueous phase 
f  feed solution 
fi  feed side at aqueous-organic interface 
fo  organic side at aqueous-organic interface 
in  based on inside fibre diameter 
LAf  final lactic acid concentration 
LAi  initial lactic acid concentration 
oi  organic side interface 
o, org  organic phase 
Superscripts 
m  module 
T  tank 
Greek symbols 
e   membrane porosity 
σ  thickness of the hollow fibres 
τ  tortuosity of the pores 
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for the determination of the overall rate of chemical reaction in heterogeneous systems, i.e. 
for the evaluation of the effect of mass transport on the overall reaction rate. The rate of 
interfacial mass transfer depends primarily on the size of bubbles in the systems. The bubble 
size influences significantly the value of the mass transfer coefficient kL. It is worth noting 
that the effects of so-called tiny bubbles (ds<0.002 m) and large bubbles (ds≥0.002 m) are 
opposite. In the case of tiny bubbles, values of mass transfer coefficient increase rapidly as 
the bubble size increases. In the region of large bubbles, values of mass transfer coefficient 
decrease slightly as the bubble diameter increases. However, such conclusions have to be 
employed with caution. For the sake of correctness, it would therefore be necessary to 
distinguish strictly between categories of tiny and large bubbles with respect to the type of 
liquid phase used (e.g. pure liquids or solutions) and then to consider separately the values 
of liquid-phase mass transfer coefficient kL for tiny bubbles (with immobile interface), for 
large bubbles in pure liquids (mobile interface) and for large bubbles in solutions (limited 
interface mobility).    
The axial dispersion model has been extensively used for estimation of axial dispersion 
coefficients and for bubble column design. Some reliable correlations for the prediction of 
these parameters have been established in the case of pure liquids at atmospheric pressure. 
Yet, the estimations of the design parameters are rather difficult for bubble columns with 
liquid mixtures and aqueous solutions of surface active substances.  
Few sentences about the effect of high pressure should be mentioned. Hikita et al. (1980), 
Öztürk et al. (1987) and Idogawa et al. (1985a, b) in their gas holdup experiments at high 
pressure observed that gas holdup increases as the gas density increases. Wilkinson et al. 
(1994) have shown that gas holdup, kLa and a increase with pressure. For design purposes, 
they have developed their own correlation which relates well kLa and gas holdup. As the 
pressure increases, the gas holdup increases and the bubble size decreases which leads to 
higher interfacial area. Due to this reason, Wilkinson et al. (1992) argue that both a and kLa 
will be underestimated by the published empirical equations. The authors suggest that the 
accurate estimation of both parameters requires experiments at high pressure. They 
proposed a procedure for estimation of these parameters on the basis of atmospheric results. 
It shows that the volumetric liquid-phase mass transfer coefficient increases with pressure 
regardless of the fact that a small decrease of the liquid-side mass transfer coefficient is 
expected. Calderbank and Moo-Young (1961) have shown that the liquid-side mass transfer 
coefficient decreases for smaller bubble size. The increase in interfacial area with increasing 
pressure depends partly on the relative extent to which the gas holdup increases with 
increasing pressure and partly on the decrease in bubble size with increasing pressure.  
The above-mentioned key parameters are affected pretty much by the bubble size 
distribution. In turn, it is controlled by both bubble coalescence and breakup which are 
affected by the physico-chemical properties of the solutions used. On the basis of dynamic 
gas disengagement experiments, Krishna et al. (1991) have confirmed that in the 
heterogeneous (churn-turbulent) flow regime a bimodal bubble size distribution exists: 
small bubbles of average size 5×10-3 m and fast rising large bubbles of size 5×10-2 m. 
Wilkinson et al. (1992) have proposed another set of correlations by using gas holdup data 
obtained at pressures between 0.1 and 2 MPa and extensive literature data.  
The flow patterns affect also the values of the above-mentioned parameters. Three different 
flow regimes are observed: 
• homogeneous (bubbly flow) regime; 
• transition regime; 
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• heterogeneous (churn-turbulent) regime. 
Under common working conditions of bubble bed reactors, bubbles pass through the bed in 
swarms. Kastanek et al. (1993) argue that the character of two-phase flow is strongly 
influenced by local values of the relative velocity between the dispersed and the continuous 
phase. On the basis of particle image velocimetry (PIV), Chen et al. (1994) observed three 
flow regimes: a dispersed bubble regime (homogeneous flow regime), vortical-spiral flow 
regime and turbulent (heterogeneous) flow regime. In the latter increased bubble-wake 
interactions are observed which cause increased bubble velocity. The vortical-spiral flow 
regime is observed at superficial gas velocity uG=0.021-0.049 m/s and is composed of four 
flow regions (the central plume region, the fast bubble flow region, the vortical-spiral flow 
region and the descending flow region)  from the column axis to the column wall. 
According to Koide (1996) the vortical-spiral flow region might occur in the transition 
regime provided that the hole diameter of the gas distributor is small. Chen et al. (1994) 
have observed that in the fast bubble flow regime, clusters of bubbles or coalesced bubbles 
move upwards in a spiral manner with high velocity. The authors found that these bubble 
streams isolate the central plume region from direct mass exchange with the vortical-spiral 
flow region. In the heterogeneous flow regime, the liquid circulating flow is induced by 
uneven distribution of gas holdup. At low pressure in the churn-turbulent regime a much 
wider range of bubble sizes occurs as compared to high pressure. At low pressure there are 
large differences in rise velocity which lead to a large residence time distribution of these 
bubbles. In the churn-turbulent regime, frequent bubble collisions occur.    
Deckwer (1992) has proposed a graphical correlation of flow regimes with column diameter 
and uG. Another attempt has been made to determine the flow regime boundaries in bubble 
columns by using uG vs. gas holdup curve (Koide et al., 1984). The authors recommended 
that if the product of column diameter and hole size of the distributor is higher than 2×10-4 
m2, the flow regime is assumed to be a heterogeneous flow regime. In the bubble column 
with solid suspensions, solid particles tend to induce bubble coalescence, so the 
homogeneous regime is rarely observed. The transition regime or the heterogeneous regime 
is usually observed.         
In some works on mass transfer, the effects of turbulence induced by bubbles are 
considered. The flow patterns of liquid and bubbles are dynamic in nature. The time-
averaged values of liquid velocity and gas holdup reveal that the liquid rises upwards and 
the gas holdup becomes larger in the center of the column.  
Wilkinson et al. (1992) concluded also that the flow regime transition is a function of gas 
density. The formation of large bubbles can be delayed to a higher value of superficial gas 
velocity (and gas holdup) when the coalescence rate is reduced by the addition of an 
electrolyte. Wilkinson and Van Dierendonck (1990) have demonstrated that a higher gas 
density increases the rate of bubble breakup especially for large bubbles. As a result, at high 
pressure mainly small bubbles occur in the homogeneous regime, until for very high gas 
holdup the transition to the churn-turbulent regime occurs because coalescence then 
becomes so important that larger bubbles are formed. The dependence of both gas holdup 
and the transition velocity in a bubble column on pressure can be attributed to the influence 
of gas density on bubble breakup. Wilkinson et al. (1992) argue that many (very) large 
bubbles occur especially in bubble columns with high-viscosity liquids. Due to the high rise 
velocity of the large bubbles, the gas holdup in viscous liquids is expected to be low, 
whereas the transition to the churn-turbulent regime (due to the formation of large bubbles) 
occurs at very low gas velocity. The value of surface tension also has a pronounced 
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influence on bubble breakup and thus gas holdup. When the surface tension is lower, fewer 
large bubbles occur because the surface tension forces oppose deformation and bubble 
breakup (Otake et al., 1977). Consequently, the occurrence of large bubbles is minimal due 
to bubble breakup especially in those liquids that are characterized with a low surface 
tension and a low liquid viscosity. As a result, relatively high gas holdup values are to be 
expected for such liquids, whereas the transition to the churn-turbulent regime due to the 
formation of large bubbles is delayed to relatively high gas holdup values.  

1.1 Estimation of bubble size   
The determination of the Sauter-mean bubble diameter ds is of primary importance as its 
value directly determines the magnitude of the specific interfacial area related to unit 
volume of the bed. All commonly recommended methods for bubble size measurement 
yield reliable results only in bubble beds with small porosity (gas holdup≤0.06). The 
formation of small bubbles can be expected in units with porous plate or ejector type gas 
distributors. At these conditions, no bubble interference occurs. The distributions of bubble 
sizes yielded by different methods differ appreciably due to the different weight given to 
the occurrence of tiny bubbles. It is worth noting that the bubble formation at the orifice is 
governed only by the inertial forces. Under homogeneous bubbling conditions the bubble 
population in pure liquids is formed by isolated mutually non-interfering bubbles.    
The size of the bubbles leaving the gas distributor is not generally equal to the size of the 
bubbles in the bed. The difference depends on the extent of bubbles coalescence and break-
up in the region above the gas distributor, on the distributor type and geometry, on the 
distance of the measuring point from the distributor and last but not least on the regime of 
bubbling. In coalescence promoting systems, the distribution of bubble sizes in the bed is 
influenced particularly by the large fraction of so-called equilibrium bubbles. The latter are 
formed in high porosity beds as a result of mutual interference of dynamic forces in the 
turbulent medium and surface tension forces, which can be characterized by the Weber 
number We. Above a certain critical value of We, the bubble becomes unstable and splits to 
bubbles of equilibrium size. On the other hand, if the primary bubbles formed by the 
distributor are smaller than the equilibrium size, they can reach in turbulent bubble beds the 
equilibrium size due to mutual collisions and subsequent coalescence. As a result, the mean 
diameter of bubbles in the bed again approaches the equilibrium value. In systems with 
suppressed coalescence, if the primary bubble has larger diameter than the equilibrium size, 
it can reach the equilibrium size due to the break-up process. If however the bubbles formed 
by the distributor are smaller than the equilibrium ones the average bubble size will remain 
smaller than the hypothetical equilibrium size as no coalescence occurs. Kastanek et al. 
(1993) argue that in the case of homogeneous regime the Sauter-mean bubble diameter ds 
increases with superficial gas velocity uG.     
The correct estimation of bubble size is a key step for predicting successfully the mass 
transfer coefficients. Bubble diameters have been measured by photographic method, 
electroresistivity method, optical-fiber method and the chemical-absorption method. 
Recently, Jiang et al. (1995) applied the PIV technique to obtain bubble properties such as 
size and shape in a bubble column operated at high pressures.  
In the homogeneous flow regime (where no bubble coalescence and breakup occur), bubble 
diameters can be estimated by the existing correlations for bubble diameters generated from 
perforated plates (Tadaki and Maeda, 1963; Koide et al., 1966; Miyahara and Hayashi, 1995) 
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or porous plates (Hayashi et al., 1975). Additional correlations for bubble size were 
developed by Hughmark (1967), Akita and Yoshida (1974) and Wilkinson et al. (1994). The 
latter developed their correlation based on data obtained by the photographic method in a 
bubble column operated between 0.1-1.5 MPa and with water and organic liquids. In 
electrolyte solutions, the bubble size is generally much smaller than in pure liquids 
(Wilkinson et al., 1992).   
In the transition regime and the heterogeneous flow regime (where bubble coalescence and 
breakup occur) the observed bubble diameters exhibit different values depending on the 
measuring methods. It is worth noting that the volume-surface mean diameter of bubbles 
measured near the column wall by the photographic method (Ueyama et al., 1980) agrees 
well with the predicted values from the correlation of Akita and Yoshida (1974). However, 
they are much smaller than those measured with the electroresistivity method and averaged 
over the cross-section by Ueyama et al. (1980).  
When a bubble column is operated at high pressures, the bubble breakup is accelerated due 
to increasing gas density (Wilkinson et al., 1990), and so bubble sizes decrease (Idogawa et 
al., 1985a, b; Wilkinson et al., 1994). Jiang et al. (1995) measured bubble sizes by the PIV 
technique in a bubble column operated at pressures up to 21 MPa and have shown that the 
bubble size decreases and the bubble size distribution narrows with increasing pressure. 
However, the pressure effect on the bubble size is not significant when the pressure is 
higher than 1.5 MPa. 
The addition of solid particles to liquid increases bubble coalescence and so bubble size. 
Fukuma et al. (1987a) measured bubble sizes and rising velocities using an electro-resistivity 
probe and showed that the mean bubble size becomes largest at a particle diameter of about 
0.2×10-3 m for an air-water system. The authors derived also a correlation. 
For pure, coalescence promoting liquids, Akita and Yoshida (1974) proposed an empirical 
relation for bubble size estimation based on experimental data from a bubble column 
equipped with perforated distributing plates. The authors argue that their equation is valid 
up to superficial gas velocities of 0.07 m/s. It is worth noting that Akita and Yoshida (1974) 
used a photographic method which is not very reliable at high gas velocities. The equation 
does not include the orifice diameter as an independent variable, albeit even in the 
homogeneous bubbling region this parameter cannot be neglected.  
For porous plates and coalescence suppressing media Koide and co-workers (1968) derived 
their own correlation. However, the application of this correlation requires exact knowledge 
of the distributor porosity. Such information can be obtained only for porous plates 
produced by special methods (e.g. electro-erosion), which are of little practical use, while 
they are not available for commonly used sintered-glass or metal plates. Kastanek et al. 
(1993) reported a significant effect of electrolyte addition on the decrease of bubble size. 
According to these authors,  for the inviscid, coalescence-supporting liquids the ratio of 
Sauter-mean bubble diameter to the arithmetic mean bubble diameter is approximately 
constant (and equal to 1.07) within orifice Reynolds numbers in the range of 200-600. It is 
worth noting that above a certain viscosity value (higher than 2 mPa s) its further increase 
results in the simultaneous presence of both large and extremely small bubbles in the bed. 
Under such conditions the character of bubble bed corresponds to that observed for inviscid 
liquids under turbulent bubbling conditions. In such cases, only the Sauter-mean bubble 
diameter should be used for accurate bubble size characteristics. Kastanek et al. (1993) 
developed their own correlation (valid for orifice Reynolds numbers in between 200 and 
1000) for the prediction of Sauter-mean bubble diameter in coalescence-supporting systems. 
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influence on bubble breakup and thus gas holdup. When the surface tension is lower, fewer 
large bubbles occur because the surface tension forces oppose deformation and bubble 
breakup (Otake et al., 1977). Consequently, the occurrence of large bubbles is minimal due 
to bubble breakup especially in those liquids that are characterized with a low surface 
tension and a low liquid viscosity. As a result, relatively high gas holdup values are to be 
expected for such liquids, whereas the transition to the churn-turbulent regime due to the 
formation of large bubbles is delayed to relatively high gas holdup values.  

1.1 Estimation of bubble size   
The determination of the Sauter-mean bubble diameter ds is of primary importance as its 
value directly determines the magnitude of the specific interfacial area related to unit 
volume of the bed. All commonly recommended methods for bubble size measurement 
yield reliable results only in bubble beds with small porosity (gas holdup≤0.06). The 
formation of small bubbles can be expected in units with porous plate or ejector type gas 
distributors. At these conditions, no bubble interference occurs. The distributions of bubble 
sizes yielded by different methods differ appreciably due to the different weight given to 
the occurrence of tiny bubbles. It is worth noting that the bubble formation at the orifice is 
governed only by the inertial forces. Under homogeneous bubbling conditions the bubble 
population in pure liquids is formed by isolated mutually non-interfering bubbles.    
The size of the bubbles leaving the gas distributor is not generally equal to the size of the 
bubbles in the bed. The difference depends on the extent of bubbles coalescence and break-
up in the region above the gas distributor, on the distributor type and geometry, on the 
distance of the measuring point from the distributor and last but not least on the regime of 
bubbling. In coalescence promoting systems, the distribution of bubble sizes in the bed is 
influenced particularly by the large fraction of so-called equilibrium bubbles. The latter are 
formed in high porosity beds as a result of mutual interference of dynamic forces in the 
turbulent medium and surface tension forces, which can be characterized by the Weber 
number We. Above a certain critical value of We, the bubble becomes unstable and splits to 
bubbles of equilibrium size. On the other hand, if the primary bubbles formed by the 
distributor are smaller than the equilibrium size, they can reach in turbulent bubble beds the 
equilibrium size due to mutual collisions and subsequent coalescence. As a result, the mean 
diameter of bubbles in the bed again approaches the equilibrium value. In systems with 
suppressed coalescence, if the primary bubble has larger diameter than the equilibrium size, 
it can reach the equilibrium size due to the break-up process. If however the bubbles formed 
by the distributor are smaller than the equilibrium ones the average bubble size will remain 
smaller than the hypothetical equilibrium size as no coalescence occurs. Kastanek et al. 
(1993) argue that in the case of homogeneous regime the Sauter-mean bubble diameter ds 
increases with superficial gas velocity uG.     
The correct estimation of bubble size is a key step for predicting successfully the mass 
transfer coefficients. Bubble diameters have been measured by photographic method, 
electroresistivity method, optical-fiber method and the chemical-absorption method. 
Recently, Jiang et al. (1995) applied the PIV technique to obtain bubble properties such as 
size and shape in a bubble column operated at high pressures.  
In the homogeneous flow regime (where no bubble coalescence and breakup occur), bubble 
diameters can be estimated by the existing correlations for bubble diameters generated from 
perforated plates (Tadaki and Maeda, 1963; Koide et al., 1966; Miyahara and Hayashi, 1995) 
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or porous plates (Hayashi et al., 1975). Additional correlations for bubble size were 
developed by Hughmark (1967), Akita and Yoshida (1974) and Wilkinson et al. (1994). The 
latter developed their correlation based on data obtained by the photographic method in a 
bubble column operated between 0.1-1.5 MPa and with water and organic liquids. In 
electrolyte solutions, the bubble size is generally much smaller than in pure liquids 
(Wilkinson et al., 1992).   
In the transition regime and the heterogeneous flow regime (where bubble coalescence and 
breakup occur) the observed bubble diameters exhibit different values depending on the 
measuring methods. It is worth noting that the volume-surface mean diameter of bubbles 
measured near the column wall by the photographic method (Ueyama et al., 1980) agrees 
well with the predicted values from the correlation of Akita and Yoshida (1974). However, 
they are much smaller than those measured with the electroresistivity method and averaged 
over the cross-section by Ueyama et al. (1980).  
When a bubble column is operated at high pressures, the bubble breakup is accelerated due 
to increasing gas density (Wilkinson et al., 1990), and so bubble sizes decrease (Idogawa et 
al., 1985a, b; Wilkinson et al., 1994). Jiang et al. (1995) measured bubble sizes by the PIV 
technique in a bubble column operated at pressures up to 21 MPa and have shown that the 
bubble size decreases and the bubble size distribution narrows with increasing pressure. 
However, the pressure effect on the bubble size is not significant when the pressure is 
higher than 1.5 MPa. 
The addition of solid particles to liquid increases bubble coalescence and so bubble size. 
Fukuma et al. (1987a) measured bubble sizes and rising velocities using an electro-resistivity 
probe and showed that the mean bubble size becomes largest at a particle diameter of about 
0.2×10-3 m for an air-water system. The authors derived also a correlation. 
For pure, coalescence promoting liquids, Akita and Yoshida (1974) proposed an empirical 
relation for bubble size estimation based on experimental data from a bubble column 
equipped with perforated distributing plates. The authors argue that their equation is valid 
up to superficial gas velocities of 0.07 m/s. It is worth noting that Akita and Yoshida (1974) 
used a photographic method which is not very reliable at high gas velocities. The equation 
does not include the orifice diameter as an independent variable, albeit even in the 
homogeneous bubbling region this parameter cannot be neglected.  
For porous plates and coalescence suppressing media Koide and co-workers (1968) derived 
their own correlation. However, the application of this correlation requires exact knowledge 
of the distributor porosity. Such information can be obtained only for porous plates 
produced by special methods (e.g. electro-erosion), which are of little practical use, while 
they are not available for commonly used sintered-glass or metal plates. Kastanek et al. 
(1993) reported a significant effect of electrolyte addition on the decrease of bubble size. 
According to these authors,  for the inviscid, coalescence-supporting liquids the ratio of 
Sauter-mean bubble diameter to the arithmetic mean bubble diameter is approximately 
constant (and equal to 1.07) within orifice Reynolds numbers in the range of 200-600. It is 
worth noting that above a certain viscosity value (higher than 2 mPa s) its further increase 
results in the simultaneous presence of both large and extremely small bubbles in the bed. 
Under such conditions the character of bubble bed corresponds to that observed for inviscid 
liquids under turbulent bubbling conditions. In such cases, only the Sauter-mean bubble 
diameter should be used for accurate bubble size characteristics. Kastanek et al. (1993) 
developed their own correlation (valid for orifice Reynolds numbers in between 200 and 
1000) for the prediction of Sauter-mean bubble diameter in coalescence-supporting systems. 
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According to it, the bubble size depends on the volumetric gas flow rate related to a single 
orifice, the surface tension and liquid viscosity.   
The addition of a surface active substance causes the decrease of Sauter-mean bubble diameter 
to a certain limiting value which then remains unchanged with further increase of the 
concentration of the surface active agent. It is frequently assumed that the addition of surface 
active agents causes damping of turbulence in the vicinity of the interface and suppression of 
the coalescence of mutually contacting bubbles. It is well-known fact that the Sauter-mean 
bubble diameters corresponding to individual coalescent systems differ only slightly under 
turbulent bubbling conditions and can be approximated by the interval 6-7×10-3 m.  

1.2 Estimation of gas holdup   
Gas holdup is usually expressed as a ratio of gas volume VG to the overall volume (VG+VL). 
It is one of the most important parameters characterizing bubble bed hydrodynamics. The 
value of gas holdup determines the fraction of gas in the bubble bed and thus the residence 
time of phases in the bed. In combination with the bubble size distribution, the gas holdup 
values determine the extent of interfacial area and thus the rate of interfacial mass transfer. 
Under high gas flow rate, gas holdup is strongly inhomogeneous near the gas distributor 
(Kiambi et al., 2001).  
Gas holdup correlations in the homogeneous flow regime have been proposed by Marrucci 
(1965) and Koide et al. (1966). The latter is applicable to both homogeneous and transition 
regimes. It is worth noting that the predictions of both equations agree with each other very 
well. Correlations for gas holdup in the transition regime are proposed by Koide et al. (1984) 
and Tsuchiya and Nakanishi (1992). Hughmark (1967), Akita and Yoshida (1973) and Hikita 
et al. (1980) derived gas holdup correlations for the heterogeneous flow regime. The effects 
of alcohols on gas holdup were discussed and the correlations for gas holdups were 
obtained by Akita (1987a) and Salvacion et al. (1995). Koide et al. (1984) argues that the 
addition of inorganic electrolyte to water increases the gas holdup by 20-30 % in a bubble 
column with a perforated plate as a gas distributor. Akita (1987a) has reported that no 
increase in gas holdup is recognized when a perforated plate of similar performance to that 
of a single nozzle is used. Öztürk et al. (1987) measured gas holdups in various organic 
liquids in a bubble column, and have reported that gas holdup data except those for mixed 
liquids with frothing ability are described well by the correlations of Akita and Yoshida 
(1973) and Hikita et al. (1980). Schumpe and Deckwer (1987) proposed correlations for both 
heterogeneous flow regime and slug flow regime in viscous media including non-
Newtonian liquids. Addition of a surface active substance (such as alcohol) to water inhibits 
bubble coalescence and results in an increase of gas holdup. Grund et al. (1992) applied the 
gas disengagement technique for measuring the gas holdup of both small and large bubble 
classes. Tap water and organic liquids were used. The authors have shown that the 
contribution of small class bubbles to kLa is very large, e.g. about 68 % at uG=0.15 m/s in an 
air-water system. Grund et al. (1992) suggested that a rigorous reactor model should 
consider two bubble classes with different degrees of depletion of transport component in 
the gas phase. Muller and Davidson (1992) have shown that small-class bubbles contribute 
20-50 % of the gas-liquid mass transfer in a column with highly viscous liquid. Addition of 
solid particles to liquid in a bubble column reduces the gas holdup and correlations of gas 
holdup valid for transition and heterogeneous flow regimes were proposed by Koide et al. 
(1984), Sauer and Hempel (1987) and Salvacion et al. (1995).   
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Wilkinson et al. (1992) have summarized some of the most important gas holdup 
correlations and have discussed the role of gas density. The authors reported also that at 
high pressure gas holdup is higher (especially for liquids of low viscosity) while the average 
bubble size is smaller. Wilkinson et al. (1992) determined the influence of column 
dimensions on gas holdup. Kastanek et al. (1993) reported that at atmospheric pressure the 
gas holdup is virtually independent of the column diameter provided that its value is larger 
than 0.15 m. This information is critical to scale-up because it determines the minimum scale 
at which pilot-plant experiments can be implemented to estimate the gas holdup (and mass 
transfer) in a large industrial bubble column. Wilkinson et al. (1992) reached this conclusion 
for both low and high pressures and in different liquids.  
Wilkinson et al. (1992) argues that the gas holdup in a bubble column is usually not uniform. 
In general, three regions of different gas holdup are recognized. At the top of the column, 
there is often foam structure with a relatively high gas holdup, while the gas holdup near 
the sparger is sometimes measured to be higher (for porous plate spargers) and sometimes 
lower (for single-nozzle spargers) than in the main central part of the column. The authors 
argue that if the bubble column is very high, then the gas holdup near the sparger and in the 
foam region at the top of the column has little influence on the overall gas holdup, while the 
influence can be significant for low bubble columns. The column height can influence the 
value of the gas holdup due to the fact that liquid circulation patterns (that tend to decrease 
the gas holdup) are not fully developed in short bubble columns (bed aspect ratio<3). All 
mentioned factors tend to cause a decrease in gas holdup with increasing column height. 
Kastanek et al. (1993) argues that this influence is negligible for column heights greater than 
1-3 m and with height to diameter ratios above 5. 
Wilkinson et al. (1992) have shown that the influence of the sparger design on gas holdup is 
negligible (at various pressures) provided the sparger hole diameters are larger than 
approximately 1-2×10-3 m (and there is no maldistribution at the sparger). In high bubble 
columns, the influence of sparger usually diminishes due to the ongoing process of bubble 
coalescence. Wilkinson et al. (1992) argue that the relatively high gas holdup and mass 
transfer rate that can occur in small bubble columns as a result of the use of small sparger 
holes will not occur as noticeably in a high bubble column. In other words, a scale-up 
procedure, in which the gas holdup, the volumetric mass transfer coefficient and the 
interfacial area are estimated on the basis of experimental data obtained in a pilot-plant 
bubble column with small dimensions (bed aspect ratio<5, Dc<0.15 m) or with porous plate 
spargers, will in general lead to a considerable overestimation of these parameters. Shah et 
al. (1982) reported many gas holdup correlations developed on the basis of atmospheric data 
and they do not incorporate any influence of gas density.  
In the case of liquid mixtures, Bach and Pilhofer (1978), Godbole et al. (1982) and Khare and 
Joshi (1990) determined that gas holdup does not decrease if the viscosity of water is 
increased by adding glycerol, carboxymethyl cellulose (CMC) or glucose but passes through 
a maximum. Wilkinson et al. (1992) assumes that this initial increase in gas holdup is due to 
the fact that the coalescence rate in mixtures is lower than in pure liquids. The addition of an 
electrolyte to water is known to hinder coalescence with the result that smaller bubbles 
occur and a higher gas holdup than pure water.  
The addition of solids to a bubble column will in general lead to a small decrease in gas 
holdup (Reilly et al., 1986) and the formation of larger bubbles. The significant increase in 
gas holdup that occurs in two-phase bubble columns (due to the higher gas density) will 
also occur in three-phase bubble columns. A temperature increase leads to a higher gas 
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According to it, the bubble size depends on the volumetric gas flow rate related to a single 
orifice, the surface tension and liquid viscosity.   
The addition of a surface active substance causes the decrease of Sauter-mean bubble diameter 
to a certain limiting value which then remains unchanged with further increase of the 
concentration of the surface active agent. It is frequently assumed that the addition of surface 
active agents causes damping of turbulence in the vicinity of the interface and suppression of 
the coalescence of mutually contacting bubbles. It is well-known fact that the Sauter-mean 
bubble diameters corresponding to individual coalescent systems differ only slightly under 
turbulent bubbling conditions and can be approximated by the interval 6-7×10-3 m.  

1.2 Estimation of gas holdup   
Gas holdup is usually expressed as a ratio of gas volume VG to the overall volume (VG+VL). 
It is one of the most important parameters characterizing bubble bed hydrodynamics. The 
value of gas holdup determines the fraction of gas in the bubble bed and thus the residence 
time of phases in the bed. In combination with the bubble size distribution, the gas holdup 
values determine the extent of interfacial area and thus the rate of interfacial mass transfer. 
Under high gas flow rate, gas holdup is strongly inhomogeneous near the gas distributor 
(Kiambi et al., 2001).  
Gas holdup correlations in the homogeneous flow regime have been proposed by Marrucci 
(1965) and Koide et al. (1966). The latter is applicable to both homogeneous and transition 
regimes. It is worth noting that the predictions of both equations agree with each other very 
well. Correlations for gas holdup in the transition regime are proposed by Koide et al. (1984) 
and Tsuchiya and Nakanishi (1992). Hughmark (1967), Akita and Yoshida (1973) and Hikita 
et al. (1980) derived gas holdup correlations for the heterogeneous flow regime. The effects 
of alcohols on gas holdup were discussed and the correlations for gas holdups were 
obtained by Akita (1987a) and Salvacion et al. (1995). Koide et al. (1984) argues that the 
addition of inorganic electrolyte to water increases the gas holdup by 20-30 % in a bubble 
column with a perforated plate as a gas distributor. Akita (1987a) has reported that no 
increase in gas holdup is recognized when a perforated plate of similar performance to that 
of a single nozzle is used. Öztürk et al. (1987) measured gas holdups in various organic 
liquids in a bubble column, and have reported that gas holdup data except those for mixed 
liquids with frothing ability are described well by the correlations of Akita and Yoshida 
(1973) and Hikita et al. (1980). Schumpe and Deckwer (1987) proposed correlations for both 
heterogeneous flow regime and slug flow regime in viscous media including non-
Newtonian liquids. Addition of a surface active substance (such as alcohol) to water inhibits 
bubble coalescence and results in an increase of gas holdup. Grund et al. (1992) applied the 
gas disengagement technique for measuring the gas holdup of both small and large bubble 
classes. Tap water and organic liquids were used. The authors have shown that the 
contribution of small class bubbles to kLa is very large, e.g. about 68 % at uG=0.15 m/s in an 
air-water system. Grund et al. (1992) suggested that a rigorous reactor model should 
consider two bubble classes with different degrees of depletion of transport component in 
the gas phase. Muller and Davidson (1992) have shown that small-class bubbles contribute 
20-50 % of the gas-liquid mass transfer in a column with highly viscous liquid. Addition of 
solid particles to liquid in a bubble column reduces the gas holdup and correlations of gas 
holdup valid for transition and heterogeneous flow regimes were proposed by Koide et al. 
(1984), Sauer and Hempel (1987) and Salvacion et al. (1995).   
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Wilkinson et al. (1992) have summarized some of the most important gas holdup 
correlations and have discussed the role of gas density. The authors reported also that at 
high pressure gas holdup is higher (especially for liquids of low viscosity) while the average 
bubble size is smaller. Wilkinson et al. (1992) determined the influence of column 
dimensions on gas holdup. Kastanek et al. (1993) reported that at atmospheric pressure the 
gas holdup is virtually independent of the column diameter provided that its value is larger 
than 0.15 m. This information is critical to scale-up because it determines the minimum scale 
at which pilot-plant experiments can be implemented to estimate the gas holdup (and mass 
transfer) in a large industrial bubble column. Wilkinson et al. (1992) reached this conclusion 
for both low and high pressures and in different liquids.  
Wilkinson et al. (1992) argues that the gas holdup in a bubble column is usually not uniform. 
In general, three regions of different gas holdup are recognized. At the top of the column, 
there is often foam structure with a relatively high gas holdup, while the gas holdup near 
the sparger is sometimes measured to be higher (for porous plate spargers) and sometimes 
lower (for single-nozzle spargers) than in the main central part of the column. The authors 
argue that if the bubble column is very high, then the gas holdup near the sparger and in the 
foam region at the top of the column has little influence on the overall gas holdup, while the 
influence can be significant for low bubble columns. The column height can influence the 
value of the gas holdup due to the fact that liquid circulation patterns (that tend to decrease 
the gas holdup) are not fully developed in short bubble columns (bed aspect ratio<3). All 
mentioned factors tend to cause a decrease in gas holdup with increasing column height. 
Kastanek et al. (1993) argues that this influence is negligible for column heights greater than 
1-3 m and with height to diameter ratios above 5. 
Wilkinson et al. (1992) have shown that the influence of the sparger design on gas holdup is 
negligible (at various pressures) provided the sparger hole diameters are larger than 
approximately 1-2×10-3 m (and there is no maldistribution at the sparger). In high bubble 
columns, the influence of sparger usually diminishes due to the ongoing process of bubble 
coalescence. Wilkinson et al. (1992) argue that the relatively high gas holdup and mass 
transfer rate that can occur in small bubble columns as a result of the use of small sparger 
holes will not occur as noticeably in a high bubble column. In other words, a scale-up 
procedure, in which the gas holdup, the volumetric mass transfer coefficient and the 
interfacial area are estimated on the basis of experimental data obtained in a pilot-plant 
bubble column with small dimensions (bed aspect ratio<5, Dc<0.15 m) or with porous plate 
spargers, will in general lead to a considerable overestimation of these parameters. Shah et 
al. (1982) reported many gas holdup correlations developed on the basis of atmospheric data 
and they do not incorporate any influence of gas density.  
In the case of liquid mixtures, Bach and Pilhofer (1978), Godbole et al. (1982) and Khare and 
Joshi (1990) determined that gas holdup does not decrease if the viscosity of water is 
increased by adding glycerol, carboxymethyl cellulose (CMC) or glucose but passes through 
a maximum. Wilkinson et al. (1992) assumes that this initial increase in gas holdup is due to 
the fact that the coalescence rate in mixtures is lower than in pure liquids. The addition of an 
electrolyte to water is known to hinder coalescence with the result that smaller bubbles 
occur and a higher gas holdup than pure water.  
The addition of solids to a bubble column will in general lead to a small decrease in gas 
holdup (Reilly et al., 1986) and the formation of larger bubbles. The significant increase in 
gas holdup that occurs in two-phase bubble columns (due to the higher gas density) will 
also occur in three-phase bubble columns. A temperature increase leads to a higher gas 



Mass Transfer in Multiphase Systems and its Applications 

 

396 

holdup (Bach and Pilhofer, 1978). A change in temperature can have an influence on gas 
holdup for a number of reasons: due to the influence of temperature on the physical 
properties of the liquid, as well as the influence of temperature on the vapor pressure.    
Akita and Yoshida (1973) proposed their own correlation for gas holdup estimation. The 
correlation can be safely employed only within the set of systems used in the author’s 
experiments, i.e. for systems air (O2, He, CO2)-water, air-methanol and air-aqueous solutions 
of glycerol. The experiments were carried out in a bubble column 0.6 m in diameter. The 
clear liquid height ranged between 1.26 and 3.5 m. It is worth noting that the effect of 
column diameter was not verified. Hikita and co-workers (1981) proposed another complex 
empirical relation for gas holdup estimation based on experimental data obtained in a small 
laboratory column (column diameter=0.1 m, clear liquid height=0.65 m). Large set of gas-
liquid systems including air-(H2, CO2, CH4, C3H8, N2)-water, as well as air-aqueous 
solutions of organic liquids and electrolytes were used. For systems containing pure organic 
liquids the empirical equation of Bach and Pilhofer (1978) is recommended. The authors 
performed measurements in the systems air-alcohols and air-halogenated hydrocarbons 
carried out in laboratory units 0.1-0.15 m in diameter, at clear liquid height > 1.2 m. 
Hammer and co-workers (1984) proposed an empirical correlation valid for pure organic 
liquids at low superficial gas velocities. The authors pointed out that there is no any relation 
in the literature that can express the dependence of gas holdup on the concentration in 
binary mixtures of organic liquids. The effect of the gas distributor on gas holdup can be 
important particularly in systems with suppressed bubble coalescence. The majority of 
relations can be employed only for perforated plate distributors, while considerable increase 
of gas holdup in coalescence suppressing systems is observed in units with porous 
distributors. Kastanek et al. (1993) argue that the distributor geometry can influence gas 
holdup in turbulent bubble beds even in coalescence promoting systems at low values of 
bed aspect ratio and plate holes diameter.  
The gas holdup increases with decreasing surface tension due to the lower rise velocity of 
bubbles. The effect of surface tension in systems containing pure liquids is however only 
slight. Gas holdup is strongly influenced by the liquid phase viscosity. However, the effect 
of this property is rather controversial. The effect of gas phase properties on gas holdup is 
generally of minor importance and only gas viscosity is usually considered as an important 
parameter. Large bubble formation leads to a decrease in the gas holdup. Kawase et al. 
(1987) developed a theoretical correlation for gas holdup estimation. Godbole et al. (1984) 
proposed a correlation for gas holdup prediction in CMC solutions. 
Most of the works in bubble columns dealing with gas holdup measurement and prediction 
are based on deep bubble beds (Hughmark, 1967; Akita and Yoshida, 1973; Kumar et al., 
1976; Hikita et al., 1980; Kelkar et al., 1983; Behkish et al., 2007). A unique work concerned 
with gas holdup εG under homogeneous bubbling conditions was published by Hammer et 
al. (1984). The authors presented an empirical relation valid for pure organic liquids at 
uG≤0.02 m⋅s-1. Idogawa et al. (1987) proposed an empirical correlation for gas densities up to 
121 kg⋅m-3 and uG values up to 0.05 m⋅s-1. Kulkarni et al. (1987) derived a relation to 
compute εG in the homogeneous flow regime in the presence of surface−active agents. By 
using a large experimental data set, Syeda et al. (2002) have developed a semi−empirical 
correlation for εG prediction in both pure liquids and binary mixtures. Pošarac and Tekić 
(1987) proposed a reliable empirical correlation which enables the estimation of gas holdup 
in bubble columns operated with dilute alcohol solutions. A number of gas holdup 
correlations were summarized by Hikita et al. (1980). Recently, Gandhi et al. (2007) have 
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proposed a support vector regression–based correlation for prediction of overall gas holdup 
in bubble columns. As many as 1810 experimental gas holdups measured in various 
gas−liquid systems were satisfactorily predicted (average absolute relative error: 12.1%). The 
method is entirely empirical. 
In the empirical correlations, different dependencies on the physicochemical properties and 
operating conditions are implicit. This is primarily because of the limited number of liquids 
studied and different combinations of dimensionless groups used. For example, the gas 
holdup correlation proposed by Akita and Yoshida (1973) can be safely employed only 
within the set of systems used in the authors’ experiments (water, methanol and glycerol 
solutions). The effect of column diameter Dc was not verified and the presence of this 
parameter in the dimensionless groups is thus only formal. In general, empirical correlations 
can describe εG data only within limited ranges of system properties and working 
conditions. In this work a new semi−theoretical approach for εG prediction is suggested 
which is expected to be more generally valid.   

1.3 Estimation of volumetric liquid-phase mass transfer coefficient   
The volumetric liquid-phase mass transfer coefficient is dependent on a number of variables 
including the superficial gas velocity, the liquid phase properties and the bubble size 
distribution. The relation for estimation of kLa proposed by Akita and Yoshida (1974) has 
been usually recommended for a conservative estimate of kLa data in units with perforated-
plate distributors. The equation of Hikita and co-workers (1981) can be alternatively 
employed for both electrolytes and non-electrolytes. However, the reactor diameter was not 
considered in their relation. Hikita et al. (1981), Hammer et al. (1984) and Merchuk and Ben-
Zvi (1992) developed also a correlation for prediction of the volumetric liquid-phase mass 
transfer coefficient kLa. 
Calderbank (1967) reported that values of kL decrease with increasing apparent viscosity 
corresponding to the decrease in the bubble rise velocity which prolongs the exposure time 
of liquid elements at the bubble surface. The kL value for the frontal area of the bubble is 
higher than the one predicted by the penetration theory and valid for rigid spherical bubbles 
in potential flow. The rate of mass transfer per unit area at the rear surface of spherical-cap 
bubbles in water is of the same order as over their frontal areas. For more viscous liquids, 
the equation from the penetration theory gives higher values of kL than the average values 
observed over the whole bubble surface which suggests that the transfer rate per unit area at 
the rear of the bubble is less than at its front.  
Calderbank (1967) reported that the increase of the pseudoplastic viscosity reduces the rate 
of mass transfer generally, this effect being most substantial for small bubbles and the rear 
surfaces of large bubbles. The shape of the rear surface of bubbles is also profoundly 
affected. Evidently these phenomena are associated with the structure of the bubble wake.   
In the case of coalescence promoting liquids, almost no differences have been reported 
between kLa values determined in systems with large- or small-size bubble population. For 
coalescence suppressing systems, it is necessary to distinguish between aqueous solutions of 
inorganic salts and aqueous solutions of surface active substances in which substantial 
decrease of surface tension occurs. Values of kLa reported in the literature for solutions of 
inorganic salts under conditions of suppressed bubble coalescence are in general several 
times higher than those for coalescent systems. On the other hand, kLa values observed in 
the presence of surface active agents can be higher or lower than those corresponding to 
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holdup (Bach and Pilhofer, 1978). A change in temperature can have an influence on gas 
holdup for a number of reasons: due to the influence of temperature on the physical 
properties of the liquid, as well as the influence of temperature on the vapor pressure.    
Akita and Yoshida (1973) proposed their own correlation for gas holdup estimation. The 
correlation can be safely employed only within the set of systems used in the author’s 
experiments, i.e. for systems air (O2, He, CO2)-water, air-methanol and air-aqueous solutions 
of glycerol. The experiments were carried out in a bubble column 0.6 m in diameter. The 
clear liquid height ranged between 1.26 and 3.5 m. It is worth noting that the effect of 
column diameter was not verified. Hikita and co-workers (1981) proposed another complex 
empirical relation for gas holdup estimation based on experimental data obtained in a small 
laboratory column (column diameter=0.1 m, clear liquid height=0.65 m). Large set of gas-
liquid systems including air-(H2, CO2, CH4, C3H8, N2)-water, as well as air-aqueous 
solutions of organic liquids and electrolytes were used. For systems containing pure organic 
liquids the empirical equation of Bach and Pilhofer (1978) is recommended. The authors 
performed measurements in the systems air-alcohols and air-halogenated hydrocarbons 
carried out in laboratory units 0.1-0.15 m in diameter, at clear liquid height > 1.2 m. 
Hammer and co-workers (1984) proposed an empirical correlation valid for pure organic 
liquids at low superficial gas velocities. The authors pointed out that there is no any relation 
in the literature that can express the dependence of gas holdup on the concentration in 
binary mixtures of organic liquids. The effect of the gas distributor on gas holdup can be 
important particularly in systems with suppressed bubble coalescence. The majority of 
relations can be employed only for perforated plate distributors, while considerable increase 
of gas holdup in coalescence suppressing systems is observed in units with porous 
distributors. Kastanek et al. (1993) argue that the distributor geometry can influence gas 
holdup in turbulent bubble beds even in coalescence promoting systems at low values of 
bed aspect ratio and plate holes diameter.  
The gas holdup increases with decreasing surface tension due to the lower rise velocity of 
bubbles. The effect of surface tension in systems containing pure liquids is however only 
slight. Gas holdup is strongly influenced by the liquid phase viscosity. However, the effect 
of this property is rather controversial. The effect of gas phase properties on gas holdup is 
generally of minor importance and only gas viscosity is usually considered as an important 
parameter. Large bubble formation leads to a decrease in the gas holdup. Kawase et al. 
(1987) developed a theoretical correlation for gas holdup estimation. Godbole et al. (1984) 
proposed a correlation for gas holdup prediction in CMC solutions. 
Most of the works in bubble columns dealing with gas holdup measurement and prediction 
are based on deep bubble beds (Hughmark, 1967; Akita and Yoshida, 1973; Kumar et al., 
1976; Hikita et al., 1980; Kelkar et al., 1983; Behkish et al., 2007). A unique work concerned 
with gas holdup εG under homogeneous bubbling conditions was published by Hammer et 
al. (1984). The authors presented an empirical relation valid for pure organic liquids at 
uG≤0.02 m⋅s-1. Idogawa et al. (1987) proposed an empirical correlation for gas densities up to 
121 kg⋅m-3 and uG values up to 0.05 m⋅s-1. Kulkarni et al. (1987) derived a relation to 
compute εG in the homogeneous flow regime in the presence of surface−active agents. By 
using a large experimental data set, Syeda et al. (2002) have developed a semi−empirical 
correlation for εG prediction in both pure liquids and binary mixtures. Pošarac and Tekić 
(1987) proposed a reliable empirical correlation which enables the estimation of gas holdup 
in bubble columns operated with dilute alcohol solutions. A number of gas holdup 
correlations were summarized by Hikita et al. (1980). Recently, Gandhi et al. (2007) have 
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proposed a support vector regression–based correlation for prediction of overall gas holdup 
in bubble columns. As many as 1810 experimental gas holdups measured in various 
gas−liquid systems were satisfactorily predicted (average absolute relative error: 12.1%). The 
method is entirely empirical. 
In the empirical correlations, different dependencies on the physicochemical properties and 
operating conditions are implicit. This is primarily because of the limited number of liquids 
studied and different combinations of dimensionless groups used. For example, the gas 
holdup correlation proposed by Akita and Yoshida (1973) can be safely employed only 
within the set of systems used in the authors’ experiments (water, methanol and glycerol 
solutions). The effect of column diameter Dc was not verified and the presence of this 
parameter in the dimensionless groups is thus only formal. In general, empirical correlations 
can describe εG data only within limited ranges of system properties and working 
conditions. In this work a new semi−theoretical approach for εG prediction is suggested 
which is expected to be more generally valid.   

1.3 Estimation of volumetric liquid-phase mass transfer coefficient   
The volumetric liquid-phase mass transfer coefficient is dependent on a number of variables 
including the superficial gas velocity, the liquid phase properties and the bubble size 
distribution. The relation for estimation of kLa proposed by Akita and Yoshida (1974) has 
been usually recommended for a conservative estimate of kLa data in units with perforated-
plate distributors. The equation of Hikita and co-workers (1981) can be alternatively 
employed for both electrolytes and non-electrolytes. However, the reactor diameter was not 
considered in their relation. Hikita et al. (1981), Hammer et al. (1984) and Merchuk and Ben-
Zvi (1992) developed also a correlation for prediction of the volumetric liquid-phase mass 
transfer coefficient kLa. 
Calderbank (1967) reported that values of kL decrease with increasing apparent viscosity 
corresponding to the decrease in the bubble rise velocity which prolongs the exposure time 
of liquid elements at the bubble surface. The kL value for the frontal area of the bubble is 
higher than the one predicted by the penetration theory and valid for rigid spherical bubbles 
in potential flow. The rate of mass transfer per unit area at the rear surface of spherical-cap 
bubbles in water is of the same order as over their frontal areas. For more viscous liquids, 
the equation from the penetration theory gives higher values of kL than the average values 
observed over the whole bubble surface which suggests that the transfer rate per unit area at 
the rear of the bubble is less than at its front.  
Calderbank (1967) reported that the increase of the pseudoplastic viscosity reduces the rate 
of mass transfer generally, this effect being most substantial for small bubbles and the rear 
surfaces of large bubbles. The shape of the rear surface of bubbles is also profoundly 
affected. Evidently these phenomena are associated with the structure of the bubble wake.   
In the case of coalescence promoting liquids, almost no differences have been reported 
between kLa values determined in systems with large- or small-size bubble population. For 
coalescence suppressing systems, it is necessary to distinguish between aqueous solutions of 
inorganic salts and aqueous solutions of surface active substances in which substantial 
decrease of surface tension occurs. Values of kLa reported in the literature for solutions of 
inorganic salts under conditions of suppressed bubble coalescence are in general several 
times higher than those for coalescent systems. On the other hand, kLa values observed in 
the presence of surface active agents can be higher or lower than those corresponding to 
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pure water. No quantitative relations are at present available for prediction of kLa in 
solutions containing small bubbles. The relation of Calderbank and Moo-Young (1961) is 
considered the best available for the prediction of kL values. It is valid for bubble sizes 
greater than 2.5×10-3 m and systems water-oxygen, water-CO2 and aqueous solutions of 
glycol or polyacrylamide-CO2. For small bubbles of size less than 2.5×10-3 m in systems of 
aqueous solutions of glycol-CO2, aqueous solutions of electrolytes-air, waxes-H2 these 
authors proposed another correlation. An exhaustive survey of published correlations for 
kLa and kL was presented by Shah and coworkers (1982). The authors stressed the important 
effect of both liquid viscosity and surface tension. Kawase and Moo-Young (1986) proposed 
also an empirical correlation for kLa prediction. The correlation developed by Nakanoh and 
Yoshida (1980) is valid for shear-thinning fluids.    
In many cases of gas-liquid mass transfer in bubble columns, the liquid-phase resistance to 
the mass transfer is larger than the gas-phase one. Both the gas holdup and the volumetric 
liquid-phase mass transfer coefficient kLa increase with gas velocity. The correlations of 
Hughmark (1967), Akita and Yoshida (1973) and Hikita et al. (1981) predict well kLa values 
in bubble columns of diameter up to 5.5 m. Öztürk et al. (1987) also proposed correlation for 
kLa prediction in various organic liquids. Suh et al. (1991) investigated the effects of liquid 
viscosity, pseudoplasticity and viscoelasticity on kLa in a bubble column and they 
developed their own correlation. In highly viscous liquids, the rate of bubble coalescence is 
accelerated and so the values of kLa decrease. Akita (1987a) measured the kLa values in 
inorganic aqueous solutions and derived their own correlation. Addition of surface-active 
substances such as alcohols to water increases the gas holdup, however, values of kLa in 
aqueous solutions of alcohols become larger or smaller than those in water according to the 
kind and concentration of the alcohol (Salvacion et al., 1995). Akita (1987b) and Salvacion et 
al. (1995) proposed correlations for kLa prediction in alcohol solutions.  
The addition of solid particles (with particle size larger than 10 µm) increases bubble 
coalescence and bubble size and hence decreases both gas holdup and kLa. For these cases, 
Koide et al. (1984) and Yasunishi et al. (1986) proposed correlations for kLa prediction. Sauer 
and Hempel (1987) proposed kLa correlations for bubble columns with suspended particles. 
Sada et al. (1986) and Schumpe et al. (1987) proposed correlations for kLa prediction in 
bubble columns with solid particles of diameter less than 10 µm. Sun and Furusaki (1989) 
proposed a method to estimate kLa when gel particles are used. Sun and Furusaki (1989) and 
Salvacion et al. (1995) showed that kLa decreases with increasing solid concentration in gel-
particle suspended bubble columns. Salvacion et al. (1995) showed that the addition of 
alcohol to water increases or decreases kLa depending on the kind and concentration of the 
alcohol added to the water and proposed a correlation for kLa including a parameter of 
retardation of surface flow on bubbles by the alcohol.    

1.4 Estimation of liquid-phase mass transfer coefficient 
The liquid-phase mass transfer coefficients kL are obtained either by measuring kLa, gas 
holdup and bubble size or by measuring kLa and a with the chemical absorption method. 
Due to the difficulty in measuring distribution and the averaged value of bubble diameters 
in a bubble column, predicted values of kL by existing correlations differ. Hughmark (1967), 
Akita and Yoshida (1974) and Fukuma et al. (1987b) developed correlations for kL 

prediction. In the case of slurry bubble columns, Fukuma et al. (1987b) have shown that the 
degrees of dependence of kL on both bubble size and the liquid viscosity are larger than 
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those in a bubble column. Schumpe et al. (1987) have shown that low concentrations of high 
density solids of size less than 10 µm increase kL by a hydrodynamic effect on the liquid film 
around the bubbles.  
For pure liquids and large bubbles (ds≥0.002 m), Higbie’s (1935) relation based on the 
penetration theory of mass transfer can be used as the first approximation yielding 
qualitative information on the effect of fundamental physico-chemical parameters (viscosity, 
density, surface tension) on kL values. All these parameters influence both the size of the 
bubbles (and consequently also their ascending velocity) and the hydrodynamic situation at 
the interface (represented by an appropriate value of liquid molecular diffusivity). Kastanek 
et al. (1993) proposed their own correlation for calculation of kL.  
Values of kL decrease with increasing apparent viscosity corresponding to the decrease in 
bubble rise velocity which prolongs the exposure time of liquid elements at the bubble 
surface. According to Calderbank (1967), kL for the frontal area is 1.13 times higher than the 
one predicted by the penetration theory and valid for spherical bubbles in potential flow. In 
the case of water, the rate of mass transfer per unit area at the rear surface of spherical-cap 
bubbles is of the same order as over their frontal areas. For more viscous liquids, the transfer 
rate per unit area at the rear of the bubble is less than at its front.  
Calderbank (1967) reported that in general the increase of pseudoplastic viscosity reduces 
the rate of mass transfer, this effect being most substantial for small bubbles and the rear 
surfaces of large bubbles. The shape of the rear surface of bubbles is also profoundly 
affected. According to Calderbank (1967), these phenomena are associated with the 
structure of the bubble wake. Calderbank and Patra (1966) have shown experimentally that 
the average kL obtained during the rapid formation of a bubble at a submerged orifice is less 
than the value observed during its subsequent ascent. According to the authors, this is a 
consequence of the fact that if the rising bubbles are not in contact with each other the mean 
exposure time of liquid elements moving round the surface of a rising bubble must be less 
than the corresponding exposure time during its formation.  
Large bubbles (ds >2.5×10-3 m) have greater mass transfer coefficients than small bubbles 
(ds<2.5×10-3 m). Small “rigid sphere” bubbles experience friction drag, causing hindered 
flow in the boundary layer sense. Under these circumstances the mass transfer coefficient is 
proportional to the two-thirds power of the diffusion coefficient (Calderbank, 1967). For 
large bubbles (>2.5×10-3 m) form drag predominates and the conditions of unhindered flow 
envisaged by Higbie (1935) are realized. The author assumed unhindered flow of liquid 
round the bubble and destruction of concentration gradients in the wake of the bubble.  
Griffith (1960) suggested that the mass transfer coefficient for the region outside a bubble 
may be computed if one knows the average concentration of solute in the liquid outside the 
bubble, the solute concentration at the interface and the rate of solute transfer. Leonard and 
Houghton (1963) reported that the kL values for pure carbon dioxide bubbles dissolving in 
water is proportional to the square of the instantaneous bubble radius for diameters in the 
range 6-11×10-3 m where the rise velocity appeared to be independent of size. Leonard and 
Houghton (1961) found that for bubbles with diameters below 6×10-3 m mass transfer seems 
to have an appreciable effect upon the velocity of rise, indicating that surface effects 
predominate in this range of sizes. Hammerton and Garner (1954) argue that there is a 
simple hydrodynamic correspondence between bubble velocity and mass transfer rate. 
According to Leonard and Houghton (1963) kL is not only a function of bubble diameter but 
is also a function of the distance from the point of release. The variation of kL with distance 
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pure water. No quantitative relations are at present available for prediction of kLa in 
solutions containing small bubbles. The relation of Calderbank and Moo-Young (1961) is 
considered the best available for the prediction of kL values. It is valid for bubble sizes 
greater than 2.5×10-3 m and systems water-oxygen, water-CO2 and aqueous solutions of 
glycol or polyacrylamide-CO2. For small bubbles of size less than 2.5×10-3 m in systems of 
aqueous solutions of glycol-CO2, aqueous solutions of electrolytes-air, waxes-H2 these 
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kLa and kL was presented by Shah and coworkers (1982). The authors stressed the important 
effect of both liquid viscosity and surface tension. Kawase and Moo-Young (1986) proposed 
also an empirical correlation for kLa prediction. The correlation developed by Nakanoh and 
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liquid-phase mass transfer coefficient kLa increase with gas velocity. The correlations of 
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kLa prediction in various organic liquids. Suh et al. (1991) investigated the effects of liquid 
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developed their own correlation. In highly viscous liquids, the rate of bubble coalescence is 
accelerated and so the values of kLa decrease. Akita (1987a) measured the kLa values in 
inorganic aqueous solutions and derived their own correlation. Addition of surface-active 
substances such as alcohols to water increases the gas holdup, however, values of kLa in 
aqueous solutions of alcohols become larger or smaller than those in water according to the 
kind and concentration of the alcohol (Salvacion et al., 1995). Akita (1987b) and Salvacion et 
al. (1995) proposed correlations for kLa prediction in alcohol solutions.  
The addition of solid particles (with particle size larger than 10 µm) increases bubble 
coalescence and bubble size and hence decreases both gas holdup and kLa. For these cases, 
Koide et al. (1984) and Yasunishi et al. (1986) proposed correlations for kLa prediction. Sauer 
and Hempel (1987) proposed kLa correlations for bubble columns with suspended particles. 
Sada et al. (1986) and Schumpe et al. (1987) proposed correlations for kLa prediction in 
bubble columns with solid particles of diameter less than 10 µm. Sun and Furusaki (1989) 
proposed a method to estimate kLa when gel particles are used. Sun and Furusaki (1989) and 
Salvacion et al. (1995) showed that kLa decreases with increasing solid concentration in gel-
particle suspended bubble columns. Salvacion et al. (1995) showed that the addition of 
alcohol to water increases or decreases kLa depending on the kind and concentration of the 
alcohol added to the water and proposed a correlation for kLa including a parameter of 
retardation of surface flow on bubbles by the alcohol.    

1.4 Estimation of liquid-phase mass transfer coefficient 
The liquid-phase mass transfer coefficients kL are obtained either by measuring kLa, gas 
holdup and bubble size or by measuring kLa and a with the chemical absorption method. 
Due to the difficulty in measuring distribution and the averaged value of bubble diameters 
in a bubble column, predicted values of kL by existing correlations differ. Hughmark (1967), 
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those in a bubble column. Schumpe et al. (1987) have shown that low concentrations of high 
density solids of size less than 10 µm increase kL by a hydrodynamic effect on the liquid film 
around the bubbles.  
For pure liquids and large bubbles (ds≥0.002 m), Higbie’s (1935) relation based on the 
penetration theory of mass transfer can be used as the first approximation yielding 
qualitative information on the effect of fundamental physico-chemical parameters (viscosity, 
density, surface tension) on kL values. All these parameters influence both the size of the 
bubbles (and consequently also their ascending velocity) and the hydrodynamic situation at 
the interface (represented by an appropriate value of liquid molecular diffusivity). Kastanek 
et al. (1993) proposed their own correlation for calculation of kL.  
Values of kL decrease with increasing apparent viscosity corresponding to the decrease in 
bubble rise velocity which prolongs the exposure time of liquid elements at the bubble 
surface. According to Calderbank (1967), kL for the frontal area is 1.13 times higher than the 
one predicted by the penetration theory and valid for spherical bubbles in potential flow. In 
the case of water, the rate of mass transfer per unit area at the rear surface of spherical-cap 
bubbles is of the same order as over their frontal areas. For more viscous liquids, the transfer 
rate per unit area at the rear of the bubble is less than at its front.  
Calderbank (1967) reported that in general the increase of pseudoplastic viscosity reduces 
the rate of mass transfer, this effect being most substantial for small bubbles and the rear 
surfaces of large bubbles. The shape of the rear surface of bubbles is also profoundly 
affected. According to Calderbank (1967), these phenomena are associated with the 
structure of the bubble wake. Calderbank and Patra (1966) have shown experimentally that 
the average kL obtained during the rapid formation of a bubble at a submerged orifice is less 
than the value observed during its subsequent ascent. According to the authors, this is a 
consequence of the fact that if the rising bubbles are not in contact with each other the mean 
exposure time of liquid elements moving round the surface of a rising bubble must be less 
than the corresponding exposure time during its formation.  
Large bubbles (ds >2.5×10-3 m) have greater mass transfer coefficients than small bubbles 
(ds<2.5×10-3 m). Small “rigid sphere” bubbles experience friction drag, causing hindered 
flow in the boundary layer sense. Under these circumstances the mass transfer coefficient is 
proportional to the two-thirds power of the diffusion coefficient (Calderbank, 1967). For 
large bubbles (>2.5×10-3 m) form drag predominates and the conditions of unhindered flow 
envisaged by Higbie (1935) are realized. The author assumed unhindered flow of liquid 
round the bubble and destruction of concentration gradients in the wake of the bubble.  
Griffith (1960) suggested that the mass transfer coefficient for the region outside a bubble 
may be computed if one knows the average concentration of solute in the liquid outside the 
bubble, the solute concentration at the interface and the rate of solute transfer. Leonard and 
Houghton (1963) reported that the kL values for pure carbon dioxide bubbles dissolving in 
water is proportional to the square of the instantaneous bubble radius for diameters in the 
range 6-11×10-3 m where the rise velocity appeared to be independent of size. Leonard and 
Houghton (1961) found that for bubbles with diameters below 6×10-3 m mass transfer seems 
to have an appreciable effect upon the velocity of rise, indicating that surface effects 
predominate in this range of sizes. Hammerton and Garner (1954) argue that there is a 
simple hydrodynamic correspondence between bubble velocity and mass transfer rate. 
According to Leonard and Houghton (1963) kL is not only a function of bubble diameter but 
is also a function of the distance from the point of release. The variation of kL with distance 
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from the release point indicates that the rate is a function of time after release or some other 
related variable such as bubble size or hydrostatic pressure. Baird and Davidson (1962) 
observed a time dependence for carbon dioxide bubbles in water, but only for bubbles larger 
than 25×10-3 m in diameter, the explanation being that the time dependence was due to the 
unsteady state eddy diffusion into the turbulent wake at the rear of the bubble. Davies and 
Taylor (1950) developed a relation for kL prediction in potential flow around a spherical-cap 
bubble. The authors argue that the bubble shape becomes oblate spheroidal for bubble sizes 
below 15×10-3 m.  
Leonard and Houghton (1963) reported that the effect of inert gas is to reduce somewhat  
the mass transfer rate by about 20-40 % and to introduce more scatter in the calculated 
values of kL, presumably because of the smaller volume changes. Gas circulation is also 
involved. The effect of an inert gas is to reduce the specific absorption rate, presumably by 
providing a gas-film resistance that may be affected by internal circulation.   
Leonard and Houghton (1963) argue that there is a detectable decrease of kL with increasing 
distance from the release point during absorption, the reverse appearing to be true for 
desorption. The addition of surfactant can reduce mass transfer without affecting the rise 
velocity. Mass transfer from single rising bubbles is governed to a large extent by surface 
effects, particularly at the smaller sizes.     
The theory of isotropic turbulence can be used also for kL prediction (Deckwer, 1980). The 
condition of local isotropy is frequently encountered. The theory of local isotropy gives 
information on the turbulent intensity in the small volume around the bubble. Turbulent 
flow produces primary eddies which have a wavelength or scale of similar magnitude to the 
dimensions of the main flow stream. These large primary eddies are unstable and 
disintegrate into smaller bubbles until all their energy is dissipated by viscous flow. When 
the Reynolds number of the main flow is high most of the kinetic energy is contained in the 
large eddies but nearly all of the dissipation occurs in the smallest eddies. If the scale of the 
main flow is large in comparison with that of the energy-dissipating eddies a wide spectrum 
of intermediate eddies exist which contain and dissipate little of the total energy. The large 
eddies transfer energy to smaller eddies in all directions and the directional nature of the 
primary eddies is gradually lost. Kolmogoroff (1941) concludes that all eddies which are 
much smaller than the primary eddies are statistically independent of them and the 
properties of these small eddies are determined by the local energy dissipation rate per unit 
mass of fluid. For local isotropic turbulence the smallest eddies are responsible for most of 
the energy dissipation and their time scale is given by Kolmogoroff (1941). Turbulence in the 
immediate vicinity of a bubble affects heat and mass transfer rates between the bubble and 
the liquid and may lead to its breakup.   
Kastanek et al. (1993) suggested that the mass transfer in the turbulent bulk-liquid region is 
accomplished by elementary transfer eddies while in the surface layer adjacent to the 
interface turbulence is damped and mass transfer occurs due to molecular diffusion. In 
agreement with the theory of isotropic turbulence, the authors represented the contact time 
as the ratio of the length of elementary transport eddy to its velocity at the boundary 
between the bulk liquid and diffusion layer. Kastanek et al. (1993) argue that the rate of 
mass transfer between the gaseous and the liquid phase is decisively determined by the rate 
of energy dissipation in the liquid phase. 
Kastanek (1977) and Kawase et al. (1987) developed a theoretical model for prediction of 
volumetric mass transfer coefficient in bubble columns. It is based on Higbie’s (1935) 
penetration theory and Kolmogoroff’s theory of isotropic turbulence. It is believed that 
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turbulence brings up elements of bulk fluid to the free surface where unsteady mass transfer 
occurs for a short time (called exposure or contact time) after which the element returns to 
the bulk and is replaced by another one. The exposure time must either be determined 
experimentally or deduced from physical arguments. Calderbank and Moo-Young (1961) 
and Kawase et al. (1987) developed a correlation relating the rate of energy dissipation to 
turbulent mass transfer coefficient at fixed surfaces.            

1.5 Estimation of gas-phase mass transfer coefficient 
There is a lack of research in the literature on the estimation of the volumetric gas-phase 
mass transfer coefficients kGa. On the basis of chemical absorption and vaporization 
experiments Metha and Sharma (1966) correlated the kGa values to the molecular diffusivity 
in gas, the superficial gas velocity and static liquid height. Botton et al. (1980) measured kGa 
by the chemical absorption method in a SO2 (in air)-Na2CO3 aqueous solution system in a 
wide range of uG values. Cho and Wakao (1988) carried out experiments on stripping of five 
organic solutes with different Henry’s law constants in a batch bubble column with water 
and they proposed two correlations (for single nozzle and for porous tube spargers) for kGa 
prediction. Sada et al. (1985) developed also correlation for kGa prediction. In the case of 
slurry bubble columns, the authors measured kGa by using chemical adsorption of lean CO2 
into NaOH aqueous solutions with suspended Ca(OH)2 particles and they developed a 
correlation. Its predictions agree well with those observed by Metha and Sharma (1966) and 
Botton et al. (1980) in a bubble column.      
The gas-phase mass transfer coefficient kG decreases with increasing pressure due to the fact 
that the gas diffusion coefficient is inversely proportional to pressure (Wilkinson et al., 
1992). In the case of bubble columns equipped with single nozzle and porous tube spargers 
the kGa value can be calculated by the correlation of Cho and Wakao (1988). 

1.6 Estimation of interfacial area 
The specific gas-liquid interfacial area varies significantly when hydrodynamic conditions 
change. Several methods exist for interfacial area measurements in gas-liquid dispersions. 
These are photographic, light attenuation, ultrasonic attenuation, double-optical probes and 
chemical absorption methods. These methods are effective under certain conditions only. 
For measuring local interfacial areas at high void fractions (more than 20 %) intrusive 
probes (for instance, double optical probe) are indispensable (Kiambi et al., 2001).   
Calderbank (1958) developed a correlation for the specific interfacial area in the case of non-
spherical bubbles. Akita and Yoshida (1974) derived also their own empirical equation for 
the estimation of the interfacial area. Leonard and Houghton (1963) related the interfacial 
area to the bubble volume using a constant shape factor, which would be 4.84 for spherical 
bubbles. In the case of perforated plates, Kastanek et al. (1993) reported a correlation for the 
estimation of the interfacial area. Very frequently the reliability of estimation of the specific 
interfacial area depends on the accuracy of gas holdup determination.  

2. Effect of bubble shape on mass transfer coefficient 
Deformed bubbles are generally classified as ellipsoids or spherical caps (Griffith, 1960; 
Tadaki and Maeda, 1961). The shapes and paths of larger non-spherical bubbles are 
generally irregular and vary rapidly with time, making the exact theoretical treatment 
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involved. The effect of an inert gas is to reduce the specific absorption rate, presumably by 
providing a gas-film resistance that may be affected by internal circulation.   
Leonard and Houghton (1963) argue that there is a detectable decrease of kL with increasing 
distance from the release point during absorption, the reverse appearing to be true for 
desorption. The addition of surfactant can reduce mass transfer without affecting the rise 
velocity. Mass transfer from single rising bubbles is governed to a large extent by surface 
effects, particularly at the smaller sizes.     
The theory of isotropic turbulence can be used also for kL prediction (Deckwer, 1980). The 
condition of local isotropy is frequently encountered. The theory of local isotropy gives 
information on the turbulent intensity in the small volume around the bubble. Turbulent 
flow produces primary eddies which have a wavelength or scale of similar magnitude to the 
dimensions of the main flow stream. These large primary eddies are unstable and 
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turbulence brings up elements of bulk fluid to the free surface where unsteady mass transfer 
occurs for a short time (called exposure or contact time) after which the element returns to 
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impossible. Bubbles greater than 1.8×10-2 m in diameter assume mushroom-like or 
spherical-cap shapes and undergo potential flow. Calderbank (1967) argue that the 
eccentricity decreases with increasing viscosity accompanied by the appearance of “tails” 
behind small bubbles and of spherical indentations in the rear surfaces.   
Calderbank et al. (1970) developed a new theory for mass transfer in the bubble wake. Their 
work with aqueous solutions of glycerol covers the bubble size range 0.2-6.0×10-2 m and 
includes the various bubble shapes as determined by the bubble size and the viscosity of the 
Newtonian liquid. Calderbank and Lochiel (1964) measured the instantaneous mass transfer 
coefficients in the liquid phase for carbon dioxide bubbles rising through a deep pool of 
distilled water. Redfield and Houghton (1965) determined mass transfer coefficients for 
single carbon dioxide bubbles averaged over the whole column using aqueous Newtonian 
solutions of dextrose. Davenport et al. (1967) measured mass transfer coefficients averaged 
over column lengths of up to 3 m for single carbon dioxide bubbles in water aqueous 
solutions of polyvinyl alcohol and ethyl alcohol, respectively. Angelino (1966) has reported 
some shapes and terminal rise velocities for air bubbles in various Newtonian liquids. 
Liquid-phase mass transfer coefficients for small bubbles rising in glycerol have been 
determined by Hammerton and Garner (1954) over bubble diameters ranging from 0.2×10-2 
m to 0.6×10-2 m. Barnett et al. (1966) reported the liquid-phase mass transfer coefficients for 
small CO2 bubbles (0.5-4.5×10-3 m) rising through pseudoplastic Newtonian liquids. This 
bubble size range was extended to 3-50×10-3 m in the data reported by Calderbank (1967). 
Astarita and Apuzzo (1965) presented experimental results on the rising velocity and shapes 
of bubbles in both purely viscous and viscoeleastic non-Newtonian pseudoplastic liquids. 
According to Calderbank et al. (1970) bubble shapes observed in distilled water vary from 
spherical to oblate spheroidal (0.42-1.81×10-2 m) to spherical cap (1.81-3.79×10-2 m) with 
increasing bubble size. Over the size range (4.2-70×10-3 m) the bubbles rise with a zigzag or 
spiral motion and between bubble diameters of 7×10-3 m (Re=1800) and 18×10-3 m (Re=5900) 
an irregular ellipsoid shape is adopted and the bubble pulsates about its mean shape. Over 
the bubble size range 1.8-3.0×10-2 m a transition from irregular ellipsoid to spherical cap 
shape occurs and surface rippling is much more evident. For bubble sizes greater than 3×10-

2 m the bubbles adopt fully developed spherical cap shapes and exhibit little surface 
rippling. These spherical cap bubbles rise rectilinearly.  
Calderbank et al. (1970) developed theory of mass transfer from the rear of spherical-cap 
bubbles. The authors argue that the overall mass transfer coefficients enhance by 
hydrodynamic instabilities in the liquid flow round bubbles near the bubble shape 
transition from spherical cap to oblate spheroid. Calderbank et al. (1970) reported that for 
bubble sizes 1-1.8×10-2 m a shape transition occurs, the bubble rear surface is gradually 
flattening and becoming slightly concave as the bubble size is increased. The onset of 
skirting is accompanied by a flattening of the bubble rear surface. The authors argue that the 
bubble eccentricity decreases with increasing Newtonian liquid viscosity, though there is a 
tendency towards convergence at large bubble sizes.  
Davidson and Harrison (1963) indicated that the onset of slug flow occurs approximately at 
bubble size/column diameter>0.33. In the case of spherical-cap bubbles it is expected that 
there will be appreciable variations between front and rear surfaces. Behind the spherical-
cap bubble is formed a torroidal vortex. 
Calderbank et al. (1970) reported that a maximum value of kL occurs shortly before the onset 
of creeping flow conditions and corresponds to a bubble shape transition from spherical cap 
to oblate spheroid. This shape transition and the impending flow regime transition results in 
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instabilities in the liquid flow around the bubble resulting in kL enhancement. The results of 
Zieminski and Raymond (1968) indicate that for CO2 bubbles a maximum of kL occurs at 
bubble size of 3×10-3 m which they attribute to a progressive transition between circulating 
and rigid bubble behavior.   
Calderbank (1967) stated that the theory of mass transfer has to be modified empirically for 
dispersion in a non-isotropic turbulent field where dispersion and coalescence take place in 
different regions. Coalescence is greatly influenced by surfactants, the amount of dispersed 
phase present, the liquid viscosity and the residence time of bubbles. The existing theories 
throw little light on problems of mass transfer in bubble wakes and are only helpful in 
understanding internal circulation within the bubble. The mass-transfer properties of bubble 
swarms in liquids determine the efficiency and dimensions of the bubble column. 
If the viscous or inertial forces do not act equally over the surface of a bubble they may 
cause it to deform and eventually break. A consequence of these dynamic forces acting 
unequally over the surface of the bubble is internal circulation of the fluid within the bubble 
which induces viscous stresses therein. These internal stresses also oppose distortion and 
breakage.  

3. New approach for prediction of gas holdup (Nedeltchev and Schumpe, 
2008) 
Semi-theoretical approaches to quantitatively predict the gas holdup are much more reliable 
and accurate than the approaches based on empirical correlations. In order to estimate the 
mass transfer from bubbles to the surrounding liquid, knowledge of the gas-liquid 
interfacial area is essential. The specific gas−liquid interfacial area, defined as the surface 
area available per unit volume of the dispersion, is related to gas holdup εG and the 
Sauter−mean bubble diameter ds by the following simple relation: 
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ε
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Strictly speaking, Eq. (1) (especially the numerical coefficient 6) is valid only for spherical 
bubbles (Schügerl et al., 1977).  
The formula for calculation of the interfacial area depends on the bubble shape. Excellent 
diagrams for bubble shape determination are available in the books of Clift et al. (1978) and 
Fan and Tsuchiya (1990) in the form of log−log plots of the bubble Reynolds number ReB vs. 
the Eötvös number Eo with due consideration of the Morton number Mo. A comparison 
among the experimental conditions used in our work and the above−mentioned standard 
plots reveals that the formed bubbles are no longer spherical but oblate ellipsoidal and 
follow a zigzag upward path as they rise. Vortex formation in the wake of the bubbles is 
also observed. The specific interfacial area a of such ellipsoidal bubbles is a function of the 
number of bubbles NB, the bubble surface SB and the total dispersion volume Vtotal 
(Painmanakul et al., 2005; Nedeltchev et al., 2006a, b, 2007a):  
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where A denotes the column cross−sectional area. The number of bubbles NB can be deduced 
from the bubble formation frequency fB and bubble residence time (Painmanakul et al., 2005): 
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where QG is the volumetric gas flow rate, uB is the bubble rise velocity and VB is the bubble 
volume. The substitution of Eq. (3) into Eq. (2) yields: 
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The bubble rise velocity uB can be estimated from Mendelson’s (1967) correlation: 
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This equation is particularly suitable for the case of ellipsoidal bubbles. 
The volume of spherical or ellipsoidal bubbles can be estimated as follows: 
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If some dimensionless correction factor fc due to the bubble shape differences is introduced, 
then Eqs. (1) and (4) might be considered equivalent: 
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Rearrangement of Eq. (7) yields: 
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The surface SB of an ellipsoidal bubble can be calculated as follows (Nedeltchev et al., 2006a, 
b, 2007a): 
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where e is the bubble eccentricity. It can be calculated as follows: 
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An oblate ellipsoidal bubble is characterized by its length l (major axis of the ellipsoid) and 
its height h (minor axis of the ellipsoid). The ellipsoidal bubble length l and height h can be 
estimated by the formulas derived by Tadaki and Maeda (1961) and Terasaka et al. (2004):  
for 2<Ta<6: 

 
1.14

e
0.176

dl
Ta−

=   (10a) 

New Approaches for Theoretical Estimation of Mass Transfer Parameters in 
Both Gas-Liquid and Slurry Bubble Columns 

 

405 

 0.3521.3 eh d Ta−=   (10b)   

for 6<Ta<16.5: 

 
1.36

e
0.28

dl
Ta−

=    (11a) 

                                                              0.561.85 eh d Ta−=    (11b) 

where  

                                                             0.23
BTa Re Mo=   (12) 

 e B L
B

L

d uRe ρ
μ

=   (13) 

 
4
L

3
L L

gMo μ
ρ σ

=   (14) 

It is worth noting that the major axis of a rising oblate ellipsoidal bubble is not always 
horizontally oriented (Yamashita et al., 1979). The same holds for the minor axis of a rising 
oblate ellipsoidal bubble, i.e. it is not necessarily vertically oriented (Akita and Yoshida, 1974).   
Equations (10a)–(14) were used to calculate both l and h values under the operating 
conditions examined. The Morton number Mo is the ratio of viscosity force to the surface 
tension force. The Tadaki number Ta characterizes the extent of bubble deformation; the Ta 
values fell always in one of the ranges specified above. This fact can be regarded as an 
additional evidence that the bubbles formed under the operating conditions examined are 
really ellipsoidal.  
The above correlations (Equations (10a)−(14)) imply that one needs to know a priori the 
bubble equivalent diameter de. Very often in the literature is assumed that de can be 
approximated by the Sauter−mean bubble diameter ds. The latter was estimated by means of 
the correlation of Wilkinson et al. (1994): 
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Equation (15) implies that the bubble size decreases as the superficial gas velocity uG or the 
gas density ρG (operating pressure P) increase. The calculated ds values for all liquids 
examined imply an ellipsoidal shape. Equation (5) along with Eq. (15) (for ds estimation) 
was used also to calculate the bubble Reynolds number ReB (Eq. (13)) needed for the 
estimation of both l and h values.  
The bubble equivalent diameter de of an ellipsoidal bubble can be also calculated from Eq. 
(6) by assuming a sphere of equal volume to the volume of the ellipsoidal bubble: 
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Estimating the characteristic length of ellipsoidal bubbles with the same surface−to−volume 
ratio (the same ds value as calculated from Eq. (15)) required an iterative procedure but led 
to only insignificantly different values than simply identifying the equivalent diameter de 
with ds when applying Eqs. (10a−b) or (11a−b). In other words, the differences between 
bubble diameters estimated by Eq. (15) and Eq. (16) are negligibly small. 
 

  Liquid Dc 
[m] 

Gas 
Sparger 

Gases 
Used 

P 
[MPa]

ρL 
[kg⋅m-3]

μL 
[10-3 Pa⋅s] 

 σL 
[10-3 N⋅m-1] 

Acetone 0.095 D4 air 0.1 790 0.327 23.1 
Anilin 0.095 D4 air 0.1 1022 4.4 43.5 

Benzene 0.095 D4 air 0.1 879 0.653 28.7 

1−Butanol 0.095
0.102

D1, D2 
D4 N2, air, He 0.1–4.0 809 2.94 24.6 

Carbon tetrachloride 0.095 D4 air, He, H2, 
CO2 

0.1 1593 0.984 26.1 

Cyclohexane 0.095 D4 air 0.1 778 0.977 24.8 
Decalin 0.102 D1, D2 N2, He 0.1–4.0 884 2.66 32.5 

1,2-Dichloroethane 0.095 D4 air 0.1 1234 0.82 29.7 
1,4-Dioxane 0.095 D4 air 0.1 1033 1.303 32.2 

Ethanol (96 %) 0.102 D1, D2, D3 N2, He 0.1–4.0 793 1.24 22.1 
Ethanol (99 %) 0.095 D4 air 0.1 791 1.19 22.1 
Ethyl acetate 0.095 D4 air 0.1 900 0.461 23.5 

Ethyl benzene 0.095 D4 air 0.1 867 0.669 28.6 

Ethylene glycol 0.095
0.102 D1, D2, D4 N2, air, He 0.1–4.0 1112 19.9 47.7 

Gasoline 0.102 D1 N2 0.1–4.0 692 0.464 21.6 
LigroinA (b. p. 90−110 °C) 0.095 D4 air 0.1 714 0.470 20.4 
Ligroin B(b. p. 100−140°C) 0.095 D4 air 0.1 729 0.538 21.4 

Methanol 0.095 D4 air 0.1 790 0.586 22.2 
Nitrobenzene 0.095 D4 air 0.1 1203 2.02 38.1 
2–Propanol 0.095 D4 air 0.1 785 2.42 21.1 

Tap water 0.095
0.102

D1, D2 
D3, D4 N2, air, He 0.1–4.0 1000 1.01 72.74 

Tetralin 0.095 D4 N2, air, 
CO2 

0.1 968 2.18 34.9 

Toluene 0.095
0.102 D1, D2, D4 N2, air, He 0.1–4.0 866 0.58 28.5 

Xylene 0.095 D4 N2, air, He, 
H2, CO2 

0.1 863 0.63 28.4 

Table 1. Properties of the organic liquids and tap water (293.2 K) 
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Our semi–theoretical approach is focused on the derivation of a correlation for the 
correction term fc introduced in Eq. (7). Many liquids covering a large spectrum of 
physicochemical properties, different gas distributor layouts and different gases at 
operating pressures up to 4 MPa are considered (Nedeltchev et al., 2007a). As many as 386 
experimental gas holdups were obtained in two bubble columns. The first stainless steel 
column (Dc=0.102 m, H0=1.3 m) was equipped with three different gas distributors: 
perforated plate, 19 × Ø 1×10-3 m (D1), single hole, 1 × Ø 4.3×10-3 m (D2) and single hole, 
1 × Ø 1×10-3 m (D3) (Jordan and Schumpe, 2001). In the second plexiglass column 
(Dc=0.095 m, H0=0.85 m) the gas was always introduced through a single tube of 3×10-3 m in 
ID (D4) (Öztürk et al., 1987). The εG values were measured in 21 organic liquids, 17 liquid 
mixtures and tap water (see Tables 1 and 2).  
 

Liquid Mixture Key
Fig. 9
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μL 
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σ L 
[10-3 N⋅m-1] 

Benzene/Cyclohexane 6.7 % A 0.095 D4 air 0.1 865 0.634 27.6 
Benzene/Cyclohexane 13.4 % B 0.095 D4 air 0.1 854 0.628 26.9 
Benzene/Cyclohexane 31.5 % C 0.095 D4 air 0.1 834 0.631 26.2 
Benzene/Cyclohexane 54 % D 0.095 D4 air 0.1 814 0.672 25.4 

Benzene/Cyclohexane 78.5 % E 0.095 D4 air 0.1 797 0.772 24.9 
Benzene/Cyclohexane 90 % F 0.095 D4 air 0.1 787 0.858 24.9 

Glycol 22.4 %/Water G 0.095 D4 air 0.1 1043 2.32 53.8 
Glycol 60 %/Water H 0.095 D4 air 0.1 1072 5.6 52.0 
Glycol 80 %/Water I 0.095 D4 air 0.1 1091 9.65 51.0 

Toluene/Ethanol 5 % J 0.095 D4 air 0.1 863 0.578 27.6 
Toluene/Ethanol 13.6 % K 0.095 D4 air 0.1 859 0.587 27.3 
Toluene/Ethanol 28 % L 0.095 D4 air 0.1 852 0.616 25.5 
Toluene/Ethanol 55 % M 0.095 D4 air 0.1 838 0.731 25.0 

Toluene/Ethanol 73.5 % N 0.095 D4 air 0.1 823 0.961 24.2 
Toluene/Ethanol 88.5 % O 0.095 D4 air 0.1 807 1.013 23.3 
Toluene/Ethanol 94.3 % P 0.095 D4 air 0.1 800 1.103 22.7 
Toluene/Ethanol 97.2 % Q 0.095 D4 air 0.1 796 1.135 22.2 

Table 2. Properties of the liquid mixtures (293.2 K)   

In both tables are listed the different combinations of liquids, gases, gas distributors and 
operating pressures that have been used. It is worth noting that in a 0.095 m in ID bubble 
column equipped with a sparger D4 every liquid or liquid mixture was aerated with air. 
Table 1 shows that in the case of few liquids (carbon tetrachloride, tetralin, toluene and 
xylene) some other gases have been used. It should be mentioned that in the case of 0.102 m 
in ID bubble column no air was used (only nitrogen and helium).  
The gas holdups εG in 1−butanol, ethanol (96 %), decalin, toluene, gasoline, ethylene glycol and 
tap water were recorded by means of differential pressure transducers in the 0.102 m stainless 
steel bubble column operated at pressures up to 4 MPa. The following relationship was used: 
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xylene) some other gases have been used. It should be mentioned that in the case of 0.102 m 
in ID bubble column no air was used (only nitrogen and helium).  
The gas holdups εG in 1−butanol, ethanol (96 %), decalin, toluene, gasoline, ethylene glycol and 
tap water were recorded by means of differential pressure transducers in the 0.102 m stainless 
steel bubble column operated at pressures up to 4 MPa. The following relationship was used: 
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where PΔ  is the pressure difference between the readings of both lower (at 0 m) and upper 
(at 1.2 m) pressure transducers. The subscript “no gas” denotes the pressure difference at 
the clear liquid height H0, whereas the subscript “gas” denotes the pressure difference at the 
aerated liquid height H. The gas holdups εG in all other liquids and liquid mixtures were 
estimated by visually observing the dispersion height under ambient pressure in the 0.095 m 
in ID bubble column. The upper limit (transitional gas velocity) of the homogeneous regime 
(transition gas velocity utrans) was estimated by the formulas of Reilly et al. (1994). 
Most of the gas−liquid systems given in Tables 1 and 2 were characterized with Tadaki 
numbers Ta lower than 6 and thus Eqs. (10a−b) for the estimation of both bubble length l 
and bubble height h were applied. Only in the case of ethylene glycol−(helium, air and 
nitrogen), 1−butanol−(helium and air) and decalin−helium the Ta values exceeded 6 and 
then Eqs. (11a−b) were used.  
It was found that the dimensionless correction factor fc can be correlated successfully to both 
the Eötvös number Eo and a dimensionless gas density ratio: 
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where ρGref  is the reference gas density (1.2 kg⋅m-3 for air at ambient conditions: 293.2 K and 
0.1 MPa). All experimental gas holdup data (386 points) were fitted with an average error of 
9.6%. The dimensionless gas density ratio is probably needed because the correlation of 
Wilkinson et al. (1994) was derived for pressures up to 1.5 MPa only, whereas the present 
data extend up to the pressure of 4 MPa. It is worth noting that Krishna (2000) also used 
such a dimensionless gas density ratio for correcting his correlations for large bubble rise 
velocity and dense−phase gas holdup. 
Figure 1 illustrates the decrease of the product fc(ρG/1.2)-0.07 with increasing Eo. At smaller 
bubble sizes (with shapes approaching spheres), Eo will be lower and thus fc higher 
(gradually approaching unity). It is worth noting that most of the liquids are characterized 
with Eo values in a narrow range between 2 and 8.  
Figure 2 illustrates that the correction factor fc increases with gas density ρG (operating 
pressure) leading to bubble shrinkage. For example, the correction term fc decreases in the 
following sequence: toluene > ethanol > decalin > 1−butanol > ethylene glycol. The smallest 
bubble size is formed in toluene, whereas the largest bubble size is formed in the case of 
ethylene glycol. When very small (spherical) bubbles are formed, the correction factor fc 
should be equal to unity and both expressions for the interfacial area should become 
identical (see Eq. (7)).  
Figures 3 and 4 exhibit that the experimental gas holdups εG measured in 1−butanol, decalin 
and toluene at pressures up to 4 MPa can be predicted reasonably well irrespective of the 
gas distributor type. 
The same result holds for ethylene glycol and tap water (see Fig. 5). The successful prediction 
of gas holdups in ethylene glycol should be regarded as one of the most important merits of 
the presented method since the viscosity is much higher than that of the other liquids. 
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Fig. 1. Product fc(ρG/1.2)-0.07 as a function of Eo for 12 organic liquids, 2 liquid mixtures and 
tap water at ambient pressure (Gas distributor: D4 unless specified in the legend) 
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Fig. 2. Correction factor fc as a function of gas density ρG in five organic liquids (Gas 
distributor: D1; Dc: 0.102 m) 
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Fig. 3. Parity plot for gas holdups in 1−butanol and decalin sparged with nitrogen through 
gas distributors D1 and D2 at various pressures  
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Fig. 4. Parity plot for gas holdups in toluene and decalin sparged with nitrogen through gas 
distributors D1 and D2 at various pressures 
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Fig. 5. Parity plot for gas holdups in ethylene glycol and tap water aerated with nitrogen 
through gas distributors D1 and D2 at various pressures 
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Fig. 6. Parity plot for gas holdups in ethanol (96 %) sparged with nitrogen through gas 
distributors D1−D3 at various pressures 
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Fig. 3. Parity plot for gas holdups in 1−butanol and decalin sparged with nitrogen through 
gas distributors D1 and D2 at various pressures  
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Fig. 4. Parity plot for gas holdups in toluene and decalin sparged with nitrogen through gas 
distributors D1 and D2 at various pressures 
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Fig. 6. Parity plot for gas holdups in ethanol (96 %) sparged with nitrogen through gas 
distributors D1−D3 at various pressures 
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Figure 6 shows, for ethanol (96 %) as an example, that the gas distributor type is not so 
important. The same holds for 1−butanol, decalin and toluene (Figs. 3–5) and tap water. This 
fact is in agreement with the work of Wilkinson et al. (1992) who stated that once the hole 
size of the gas distributor is greater than 1−2×10-3 m, then it has no significant effect on the 
gas holdup.  
Eight organic liquids and tap water have been aerated not only with air or nitrogen but also 
with other gases (helium, hydrogen and carbon dioxide). Figure 7 shows that the developed 
model is capable of predicting satisfactorily the experimental gas holdups at these operating 
conditions. 
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Fig. 7. Parity plot for gas holdups εG in 8 organic liquids and tap water aerated with other 
gases (helium, hydrogen and/or carbon dioxide) at ambient pressure. Gas distributor: D4 
unless specified in the legend 

Figure 8 shows that the model predicts reasonably well the experimental gas holdups 
measured in 15 organic liquids at ambient pressure. This fact should be regarded as further 
evidence that by the introduction of a correction term the presented method becomes 
generally applicable.  
Table 2 and Figs. 3–8 reveal that our approach is applicable not only to tap water but also to 
organic liquids covering the following ranges of the main physicochemical properties: 
692≤(ρL/kg·m-3)≤1593, 0.327×10-3≤(μL/Pa·s)≤ 19.9×10-3, 20.4×10-3≤(σL/N·m-1)≤47.7×10-3. 
Figure 9 exhibits that the proposed method for gas holdup prediction along with the new 
correction factor (Eq. (18)) is also applicable to various liquid mixtures. Table 2 shows that 
the examined liquid mixtures cover the following ranges of the main physicochemical 
properties: 787≤(ρL/kg·m-3)≤1091, 0.578×10-3≤(μL/Pa·s)≤9.65×10-3 and 22.2×10-3≤(σL/N· m-1) 
≤53.8×10-3. 
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Fig. 8. Parity plot for gas holdups in 15 organic liquids aerated with air by means of gas 
distributor D4 (Dc=0.095 m) at ambient pressure 
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Fig. 9. Parity plot for gas holdups in 17 liquid mixtures sparged with air (gas distributor D4, 
Dc=0.095 m) at ambient pressure. The legend keys are given in Table 2 
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Nedeltchev and Schumpe (2008) have shown that in the homogeneous flow regime the 
semi–theoretical approach  improves the gas holdup predictions and turns out to be the 
most reliable one (since it produces better gas holdup predictions than the empirical 
correlations of both Hammer et al. (1984) and Akita and Yoshida (1974)). It is worth 
underlying that our approach is applicable at uG≤utrans, where the transition gas velocity 
utrans can be predicted by the correlations of Reilly et al. (1994). In this work, the utrans values 
were always less than 0.04 m⋅s-1.  

4. New approach for prediction of volumetric liquid-phase mass transfer 
coefficient (Nedeltchev et al., 2006a, b, 2007a) 
The kLa value can be predicted if one knows how to estimate both the liquid−side mass 
transfer coefficient kL and the interfacial area a. These parameters depend on the bubble 
diameter. Both kL and a are closely related to the bubble bed hydrodynamics. kL 
incorporates the effects of the complex liquid flow field surrounding the rising gas bubbles. 
The interfacial area a inherently reflects the system bubble behavior.   
Gas bubbles are nonspherical, except when interfacial tension and viscous forces are much 
more important than inertial forces (Clift et al., 1978). Most of the bubble sizes in this work fall 
in the range of 1.4−6×10-3 m. Such bubbles are no longer spherical and follow a zigzag or 
helical upward path. Viscous drag is augmented by vortex formation in the wake, and velocity 
of rise remains fairly constant over the bubble size range (Miller, 1974).  
As a rough approximation, Higbie (1935) assumed that the average time of exposure for mass 
transfer (called contact time or exposure time for mass transfer) can be estimated as follows: 

 Bubble surface
Rate of surface formationct =   (19) 

In our approach all theoretical kLa calculations were based on this definition of the 
gas−liquid contact time tc. The latter characterizes the residence time of the micro eddies 
(responsible for mass transfer in the liquid film) at the interface, i.e. at the bubble surface. It 
is practically impossible to measure directly the contact time tc, so usually it is estimated 
from correlations for the bubble surface and the rate of surface formation. The contact time 
is the time required for the bubble to rise through its equivalent spherical diameter. Higbie’s 
(1935) model predicts a decrease in kL with increase in diameter when in fact it increases 
quite rapidly. Higbie’s theory does not predict an effect of distance from the point of release. 
The simple model of Higbie (1935) in which the contact time is approximated by macro-
scale parameters fails for turbulent bubbling conditions where bubble swarms exist. 
Higbie’s (1935) model assumes direct contact between the gas phase and the bulk liquid.   
The contact time takes part in the evaluation of the liquid-phase mass transfer coefficient: 

 4 L
L

c

Dk
tπ

=   (20) 

The equation is valid explicitly for rigid spherical bubbles. Higbie (1935) postulated that a 
gas bubble moving through a liquid splits the liquid at its advancing tip. The penetration 
theory assumes unsteady−state absorption of a gas by a fluid element adjacent to the 
surface. The element moves at a uniform velocity from the front of the bubble to the rear as 
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penetration into it occurs. Timson and Dunn (1960) showed that the bubble surface increases 
when the spherical bubble is deformed into an ellipsoid. This leads to higher contact time 
and thus lower kL value.  
In order to calculate the volumetric liquid−side mass transfer coefficient kLa one also needs 
to know how to calculate the interfacial area a. The formula for its calculation depends on 
the bubble shape. The specific interfacial area a is a function of the number of bubbles NB, 
the bubble surface area SB and the total dispersion volume Vtotal (see Eq. (2)).  
The theoretically calculated kLa values were obtained as a product of both Eq. (20) (using 
Eq. (19) for the contact time) and Eq. (2). Experimentally, on the other hand, it is much easier 
to measure the product of kL and a than the individual values. In the homogeneous flow 
regime there is a narrow bubble size distribution and the researchers use frequently the 
Sauter−mean bubble diameter ds for their mass transfer calculations. The bubbles rise 
uniformly in nearly straight lines and have roughly uniform bubble size (Krishna, 2000; 
Lucas et al., 2005). Therefore, it is a reasonable simplification in the homogeneous flow 
regime to use the mean bubble diameter and disregard the bubble size distribution.  
For the sake of theoretical prediction of the kLa values by means of Eqs. (2), (19) and (20) one 
needs to calculate the bubble surface SB, the rate of surface formation Rsf and the number of 
bubbles NB. The calculation of the bubble surface SB depends on the bubble shape 
(Painmanakul et al., 2005). Two excellent diagrams for bubble shape determination are 
available in the books of Clift et al. (1978) and Fan and Tsuchiya (1990) in the form of 
log−log plots of the bubble Reynolds number ReB vs. the Eötvös number Eo with due 
consideration of the Morton number Mo. A comparison among the experimental conditions 
used in this work and the above−mentioned standard plots reveals that the formed bubbles 
are no longer spherical but oblate ellipsoidals that follow a zigzag upward path as they rise. 
Vortex formation in the wake of the bubbles is also observed. 
An oblate ellipsoidal bubble is characterized by its length l (major axis of the ellipsoid) and 
its height h (minor axis of the ellipsoid). The surface area SB of an ellipsoidal bubble is 
calculated on the basis of Eqs. (9) and (9a) (Fan and Tsuchiya 1990; Nedeltchev et al., 2006a, 
b). In order to calculate both ellipsoidal bubble length l and height h, the correlations of 
Terasaka et al. (2004) (for 2<Ta<6) were used (see Eqs. (10a-b)). The Tadaki numbers Ta fell 
always in the range specified above. However, the correlations of Terasaka et al. (2004) 
imply that one needs to know a priori the bubble equivalent diameter de. 
Very often in the literature is assumed that de can be approximated by the Sauter−mean 
bubble diameter ds. Bubble shape, motion and any tendency for the interface to ripple, 
fluctuate or otherwise deform are all related to bubble size. In turn, bubble size is 
determined by the physical characteristics of the system and the operating conditions. The 
ds value was estimated by means of the correlation of Wilkinson et al. (1994) which is one of 
the most frequently cited in the literature. This equation implies that the bubble size 
decreases as superficial gas velocity uG or gas density ρG (operating pressure P) increase. 
The calculated ds values for all liquids examined correspond to an ellipsoidal shape. 
The bubble equivalent diameter de of an ellipsoidal bubble was calculated by assuming a 
sphere of volume equal to the volume of the ellipsoidal bubble (see Eqs. (6) and (16)). 
Estimating the characteristic length of ellipsoidal bubbles with the same surface−to−volume 
ratio (the same ds value as calculated from Wilkinson et al.’s (1994) correlation) required an 
iterative procedure but led to only insignificantly different values than simply identifying 
the equivalent diameter de with ds when applying the correlations for both l and h (see 
Terasaka et al., 2004).  
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Estimating the characteristic length of ellipsoidal bubbles with the same surface−to−volume 
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The equivalent bubble diameter de is needed also for the calculation of the bubble rise velocity 
uB. The latter was estimated by means of the correlation of Mendelson (1967). This equation is 
particularly suitable for the case of ellipsoidal bubbles. Mendelson’s (1967) correlation for uB 
along with Wilkinson et al.’s (1994) relationship for ds estimation were also used to calculate 
the bubble Reynolds number ReB (Eq. (13)) needed for the estimation of both l and h values.  
The bubble rise velocity uB and both the bubble length l and height h of an ellipsoidal 
bubble take part in the calculation of the rate of surface formation Rsf (Higbie, 1935). For 
oblate ellipsoidal bubbles (see Nedeltchev et al., 2006a, b):  
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Equation (21) is needed for the calculation of the contact time tc (Eq. 19) and thus the 
liquid−side mass transfer coefficient kL (Eq. 20).  
The number of bubbles NB was deduced from the bubble residence time (aerated liquid 
height H divided by the bubble rise velocity uB) and the bubble formation frequency fB 
(Painmanakul et al., 2005; Nedeltchev et al., 2006a, b). The latter was expressed as 
volumetric flow rate QG divided by the bubble volume VB (see Eqs. (3) and (6)). The 
interfacial area can be calculated as a function of bubble frequency fB, bubble surface SB, 
bubble rise velocity uB and cross section (see Eq. (4)). Therefore, the theoretical kLa values 
for ellipsoidal bubbles can be calculated as a product of kL value (estimated by means of 
Eqs. (5), (9), (10a-b), (20) and (21)) and a value (estimated by means of Eq. (4)).  
The theoretical kLa values have to be multiplied with some correction factor fc in order to 
match satisfactorily the experimental kLa values. Specifically, the accurate kLa values for 
ellipsoidal bubbles should be calculated by means of the following formula: 
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The introduction of the correction factor fc could be attributed to the fact that even when Eq. 
(19) is modified for oblate ellipsoidal bubbles it does not take into account the effect of the 
bubble wake and surface disturbances. Due to these supplementary effects on the mass 
transfer rate some additional term should be introduced. 
Nedeltchev et al. (2006a) have illustrated that at pressures up to 1 MPa a good prediction of 
the experimental kLa values is achieved when the correction factor is expressed as a function 
only of the Eötvös number Eo:  
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The Eötvös number Eo represents the gravitational force−to−surface tension force ratio. As 
mentioned above, the bubble shape depends on the Eo value. Eqs. (23) and (24) show that as 
ρG increases and especially as bubble size reduces, Eo and thus fc become lower.  
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The above−described theoretical method was applied to conduct a systematic comparison 
between predicted and experimental kLa results over a wide range of physicochemical 
properties, which are characteristic for gas−liquid systems. Both pure organic liquids and 
liquid mixtures as well as tap water were considered. In such a way, the capability of the 
correction method to predict the numerous experimental kLa data available in the literature 
was assessed. Following the introduction of an additional correction term accounting for the 
gas density effect, the predicted kLa values at high pressures were improved by as many as 
18 % (in terms of the maximum relative error). 
Volumetric liquid−phase mass transfer coefficients kLa measured in 18 organic liquids, 14 
liquid mixtures and tap water at 293. 2 K (Tables 1 and 2) have been considered. Results for 
1−butanol, ethanol (96 %), toluene, decalin and tap water were reported by Jordan and 
Schumpe (2001) for pressures P of 0.1, 0.2, 0.5, 1, 2 and 4 MPa, respectively. The kLa data in 
the other pure and organic liquids were measured at ambient pressure by Öztürk et al. 
(1987). These authors presented also some kLa data in tap water. All kLa data in the present 
approach refer to the dispersion volume.  
The bubble column used by Jordan and Schumpe (2001) had an inner diameter of 0.1 m and 
a height of 2.4 m. Three different gas distributors were used: perforated plate, 19 × Ø 1×10-3 
m (D1),  single hole, 1 × Ø 4.3×10-3 m (D2) and single hole, 1 × Ø 1×10-3 m (D3). The clear 
liquid height was set at 1.3 m. Jordan and Schumpe (2001) measured their kLa values with a 
dynamic oxygen desorption technique. The oxygen desorption from the liquid was traced 
with an optical probe (MOPS, Comte, GmbH, Hannover, Germany) based on fluorescence 
extinction by oxygen. By dissolving the fluorophore in the liquid, rather than fixing it to the 
tip of the glass fiber, an instantaneous sensor response was achieved. It is worth noting that 
the DL values for oxygen were either measured (Öztürk et al., 1987) or calculated by the 
correlation of Schumpe and Lühring (1990). 
Öztürk et al. (1987) carried out their kLa experiments in a jacketed glass bubble column of 
0.095 m in ID. The clear liquid height was set at 0.85 m. A single tube of Ø 3×10-3 m ID was 
used as the gas distributor (D4). Air, nitrogen, hydrogen or helium were employed as the 
gas phase.  
The kLa values were measured by dynamic oxygen absorption or desorption methods. The 
oxygen fugacity in the liquids was measured with a polarographic oxygen electrode 
(WTW−EO 90) inserted horizontally at half the dispersion height. The electrode response 
time was 3 s in water and less in most organic liquids. For absorption runs, oxygen was 
desorbed by sparging nitrogen. After disengagement of all nitrogen bubbles, a preadjusted 
air flow was fed by switching two magnet valves, and the increase in oxygen fugacity was 
recorded. For desorption runs, oxygen−free inert gas (nitrogen, hydrogen or helium) was 
sparged into air−saturated liquid.  
In the present work only kLa data obtained in the homogeneous flow regime of bubble 
column operation were analyzed. The upper boundary (so−called transitional gas velocity) 
of this flow regime was determined by the formulas of Reilly et al. (1994). According to the 
bubble shape diagrams presented by Clift et al. (1978) and Fan and Tsuchiya (1990) the 
bubbles formed under all operating conditions were oblate ellipsoidals.  
By means of a nonlinear regressional routine applied to the experimental kLa data the 
following new correction factor was derived: 
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where ρGref  is the reference gas density (1.2 kg m-3 for air at ambient conditions: 293.2 K and 
0.1 MPa). 263 experimental kLa values are fitted with an average relative error of 10.4 %. It is 
worth noting that this correction factor fc combines the individual corrections of both kL and 
a due to the ellipsoidal shape of bubbles. The average relative error without the gas density 
correction term is 14.9 %.  
The dimensionless gas density ratio is the additional correction term that has not been 
reported hitherto. Its introduction is needed because the correlation of Wilkinson et al. 
(1994) was tested only up to 1.5 MPa. In our work we correlate kLa data at pressures of 2 and 
4 MPa that could not be fitted without this term. Moreover, the correlations of Terasaka et 
al. (2004) have been derived under ambient pressure. To the best of our knowledge, these 
equations have not been validated under high pressure. It is worth noting that such a 
dimensionless gas density correction factor has been also used by Krishna (2000) for correcting 
his correlations for large bubble rise velocity and dense−phase gas holdup. The different 
correction factors reported in our previous papers (Nedeltchev et al., 2006a, b) are due to both 
lower number of liquids considered and lower operating pressures (up to 1 MPa). 
Figs. 10a−10c show the parity plots of kLa values measured in four organic liquids aerated 
with three different distributors (D1, D2 and D3) at pressures up to 4 MPa.  
It is clear that by means of the new correction factor (Eq. (25)) the kLa values can be 
predicted reasonably well (within ± 20 %). It is worth noting that the kLa values obtained in 
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Fig. 10a. Parity plot of kLa values measured in 1−butanol and decalin at pressures up to 4 MPa  
(Gas distributors: D1 and D2) 
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Fig. 10b. Parity plot of kLa values measured in toluene and decalin at pressures up to 4 MPa 
(Gas distributors: D1 and D2) 
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Fig. 10c. Parity plot of kLa values measured in ethanol (96 %) at pressures up to 4 MPa 
(Gas distributors: D1, D2 and D3) 
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Fig. 10a. Parity plot of kLa values measured in 1−butanol and decalin at pressures up to 4 MPa  
(Gas distributors: D1 and D2) 
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Fig. 10b. Parity plot of kLa values measured in toluene and decalin at pressures up to 4 MPa 
(Gas distributors: D1 and D2) 
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Fig. 10c. Parity plot of kLa values measured in ethanol (96 %) at pressures up to 4 MPa 
(Gas distributors: D1, D2 and D3) 
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tap water aerated with gas spargers D1 and D4 can also be predicted satisfactorily by means 
of Eq. (25). One of the merits of our work is the successful prediction of kLa data at very high 
pressure (up to 4 MPa). The presented theoretical approach predicts satisfactorily the kLa 
values measured by making use of four different gas distributors (D1−D4). It is known that 
the sparger has no substantial influence on both the gas holdup and mass transfer, provided 
that the diameter of the sparger holes is not too small (Wilkinson et al., 1994). 
Fig. 11a exhibits that the correction method predicts satisfactorily the kLa values measured 
in 15 different organic liquids aerated with gas sparger D4 at ambient pressure. In the case 
of xylene and tetralin not only air (nitrogen) but also helium (He) and hydrogen were used. 
Ethanol (96 %) was also sparged with helium.  
The new correction method applies not only to pure organic liquids but also to liquid 
mixtures. Fig. 11b shows that the predicted kLa values are in reasonable agreement with the 
experimental results. The keys for the different organic mixtures used are given in Table 2. 
All 14 organic mixtures were aerated with a gas sparger D4. As in some other parity plots, 
high kLa values tend to be overpredicted. This indicates the onset of coalescence at high gas 
velocity (flow regime transition). In Fig. 2b are included also predicted and experimental kLa 
values obtained in ethanol (96 %), toluene and 1−butanol aerated with helium (He) at 
different pressures by using different gas spargers (D2 and D3). These data demonstrate 
again that the developed theoretical approach along with the new correction factor (Eq. (25)) 
is valuable and capable of predicting numerous experimental kLa data. 
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Fig. 11a. Parity plot of kLa values measured in 15 different organic liquids at ambient 
pressure (Gas distributor: D4) 
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Fig. 11b. Parity plot of kLa values measured in 14 different liquid mixtures (P=0.1 MPa, 
sparger D4) as well as in ethanol, toluene and 1−butanol aerated with helium (He) at 
different pressures and gas spargers (D2, D3). The legend keys for the liquid mixtures are 
given in Table 2. 

Fig. 12 shows the product fc(ρG/1.2)-0.15 (see Eq. (25)) as a function of Eo. This product 
increases with Eo for 13 organic liquids at ambient pressure. The trend holds also for 
different gases (air, nitrogen, helium and hydrogen). The fc(ρG/1.2)-0.15 values fall in the 
range of 0.3−1.1 which corresponds to Eo values from 2 to 10. It is worth noting that the fc 
values for the liquids and operating conditions examined in this work are always lower than 
unity (0.3−0.8). In the case of the liquid mixtures specified in Table 2 the fc(ρG/1.2)-0.15 vs. Eo 
relationship follows the same trendline as the one shown in Fig. 12. For the sake of brevity 
this figure is omitted.  
Nedeltchev et al. (2006a) have shown that the values of the correction factor (Eq. (23)) fall in 
line with the predictions of the correlation of Wellek et al. (1966) for the bubble aspect ratio E: 

 0.163 0.7571E Eo− =   (26) 

where 

 lE
h

=   (27) 

This similarity holds also for Eq. (25). Figure 13 exhibits that the fc(ρG/1.2)-0.15 trendline at 
Eo≤5 is very close to the predictions of Eq. (26). Beyond this Eo value the values of the 
product fc(ρG/1.2)-0.15 become systematically higher than (E-1) values.  
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velocity (flow regime transition). In Fig. 2b are included also predicted and experimental kLa 
values obtained in ethanol (96 %), toluene and 1−butanol aerated with helium (He) at 
different pressures by using different gas spargers (D2 and D3). These data demonstrate 
again that the developed theoretical approach along with the new correction factor (Eq. (25)) 
is valuable and capable of predicting numerous experimental kLa data. 
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Fig. 11b. Parity plot of kLa values measured in 14 different liquid mixtures (P=0.1 MPa, 
sparger D4) as well as in ethanol, toluene and 1−butanol aerated with helium (He) at 
different pressures and gas spargers (D2, D3). The legend keys for the liquid mixtures are 
given in Table 2. 

Fig. 12 shows the product fc(ρG/1.2)-0.15 (see Eq. (25)) as a function of Eo. This product 
increases with Eo for 13 organic liquids at ambient pressure. The trend holds also for 
different gases (air, nitrogen, helium and hydrogen). The fc(ρG/1.2)-0.15 values fall in the 
range of 0.3−1.1 which corresponds to Eo values from 2 to 10. It is worth noting that the fc 
values for the liquids and operating conditions examined in this work are always lower than 
unity (0.3−0.8). In the case of the liquid mixtures specified in Table 2 the fc(ρG/1.2)-0.15 vs. Eo 
relationship follows the same trendline as the one shown in Fig. 12. For the sake of brevity 
this figure is omitted.  
Nedeltchev et al. (2006a) have shown that the values of the correction factor (Eq. (23)) fall in 
line with the predictions of the correlation of Wellek et al. (1966) for the bubble aspect ratio E: 

 0.163 0.7571E Eo− =   (26) 

where 

 lE
h

=   (27) 

This similarity holds also for Eq. (25). Figure 13 exhibits that the fc(ρG/1.2)-0.15 trendline at 
Eo≤5 is very close to the predictions of Eq. (26). Beyond this Eo value the values of the 
product fc(ρG/1.2)-0.15 become systematically higher than (E-1) values.  
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Fig. 12. Product fc(ρG/1.2)-0.15 as a function of the Eötvös number Eo for 13 different organic  
liquids at ambient pressure (Gas distributor: D4 unless otherwise mentioned) 

It was found that the correction factors fc gradually decrease with the increase of gas density 
ρG (operating pressure). As the superficial gas velocity uG increases, a gradual fc reduction is 
also observed. Both trends are illustrated for four organic liquids in Fig. 13. The decreasing 
fc trends are explainable in terms of Eq. (25). The new correction factor fc is primarily 
dependent on the Eötvös number Eo which involves the bubble equivalent diameter de. As 
uG or ρG increases, the bubble size decreases (according to the correlation of Wilkinson et al. 
(1994)) leading to lower Eo and thus lower fc (this trend is stronger than the effect of the gas 
density ratio). 
Larger ellipsoidal bubbles are characterized with higher fc values since larger wakes or 
vortices are formed behind them which enhance the mass transfer coefficient (see Lochiel 
and Calderbank, 1964; Miller, 1974) and thus the correction factor fc becomes closer to unity. 
In addition, with larger ellipsoidal bubbles more surface disturbances occur which also 
enhance the mass transfer characteristics. Fan and Tsuchiya (1990) argue that larger 
ellipsoidal bubbles (larger ReB) will have larger shedding frequency of vortex pairs from a 
bubble which will increase the mass transfer coefficient across the base of an ellipsoidal 
bubble and thus the overall liquid−phase mass transfer coefficient. It is worth noting that 
Eq. (20) is valid at very high bubble Reynolds numbers ReB (Calderbank, 1967). It means that  
in the same liquid  larger  ellipsoidal bubbles will have higher ReB and thus their correction 
factors fc will be higher (closer to unity). The correction factor given in Eq. (25) supports this 
explanation. Lochiel and Calderbank (1964) have demonstrated that liquid drops (ethyl 
acetate drops in water and water drops in isobutanol) with larger diameter (higher ReB) are 
characterized with higher correction factors.     
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Fig. 13. Effects of both superficial gas velocity uG and gas density ρG (operating pressure P) on 
the correction factor fc.   Gas distributor: D1−perforated plate, 19 × Ø 1×10-3 m, triangular pitch 

The presented correction of the penetration theory is applicable in the homogeneous flow 
regime of bubble column operation. The upper boundary (so−called transitional gas 
velocity) of this flow regime was determined by the formulas of Reilly et al. (1994).  
Only in the case of two other organic liquids, carbon tetrachloride and ethylene glycol 
(reported by Öztürk et al., 1987), the presented correction method was not capable of fitting 
the experimental kLa data satisfactorily. Table 1 shows that the correction method is 
applicable to organic liquids with densities ρL in the range of 714−1234 kg m-3 and viscosities 
μL in the range of 0.327−2.94×10-3 Pa s. Carbon tetrachloride has a higher liquid density 
(ρL=1593 kg m-3), whereas ethylene glycol has a higher liquid viscosity (μL=19.94×10-3 Pa s). 
In order to predict the kLa values (referred to liquid volume) at high temperature conditions, 
Nedeltchev et al. (2010) used another definition of the specific gas-liquid interfacial area a 
which is referred to unit liquid volume (see Lemoine et al., 2008):  

 6
(1 )

G

G s
a

d
ε
ε

=
−

   (28) 

It is worth noting that experimental gas holdups were used for calculating those interfacial 
areas. Two different elevated temperatures T (323 and 343 K) and three different operating 
pressures P (0.1, 0.2 and 0.5) were considered, respectively. 
In the case of ellipsoidal bubbles, it is reasonable to assume that the correction factor fc is 
proportional to the interphase drag coefficient CD and the bubble eccentricity term (E−1) 
(taking into account the distortion from the perfect spherical shape). According to Olmos et 
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Fig. 12. Product fc(ρG/1.2)-0.15 as a function of the Eötvös number Eo for 13 different organic  
liquids at ambient pressure (Gas distributor: D4 unless otherwise mentioned) 
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ρG (operating pressure). As the superficial gas velocity uG increases, a gradual fc reduction is 
also observed. Both trends are illustrated for four organic liquids in Fig. 13. The decreasing 
fc trends are explainable in terms of Eq. (25). The new correction factor fc is primarily 
dependent on the Eötvös number Eo which involves the bubble equivalent diameter de. As 
uG or ρG increases, the bubble size decreases (according to the correlation of Wilkinson et al. 
(1994)) leading to lower Eo and thus lower fc (this trend is stronger than the effect of the gas 
density ratio). 
Larger ellipsoidal bubbles are characterized with higher fc values since larger wakes or 
vortices are formed behind them which enhance the mass transfer coefficient (see Lochiel 
and Calderbank, 1964; Miller, 1974) and thus the correction factor fc becomes closer to unity. 
In addition, with larger ellipsoidal bubbles more surface disturbances occur which also 
enhance the mass transfer characteristics. Fan and Tsuchiya (1990) argue that larger 
ellipsoidal bubbles (larger ReB) will have larger shedding frequency of vortex pairs from a 
bubble which will increase the mass transfer coefficient across the base of an ellipsoidal 
bubble and thus the overall liquid−phase mass transfer coefficient. It is worth noting that 
Eq. (20) is valid at very high bubble Reynolds numbers ReB (Calderbank, 1967). It means that  
in the same liquid  larger  ellipsoidal bubbles will have higher ReB and thus their correction 
factors fc will be higher (closer to unity). The correction factor given in Eq. (25) supports this 
explanation. Lochiel and Calderbank (1964) have demonstrated that liquid drops (ethyl 
acetate drops in water and water drops in isobutanol) with larger diameter (higher ReB) are 
characterized with higher correction factors.     
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Fig. 13. Effects of both superficial gas velocity uG and gas density ρG (operating pressure P) on 
the correction factor fc.   Gas distributor: D1−perforated plate, 19 × Ø 1×10-3 m, triangular pitch 

The presented correction of the penetration theory is applicable in the homogeneous flow 
regime of bubble column operation. The upper boundary (so−called transitional gas 
velocity) of this flow regime was determined by the formulas of Reilly et al. (1994).  
Only in the case of two other organic liquids, carbon tetrachloride and ethylene glycol 
(reported by Öztürk et al., 1987), the presented correction method was not capable of fitting 
the experimental kLa data satisfactorily. Table 1 shows that the correction method is 
applicable to organic liquids with densities ρL in the range of 714−1234 kg m-3 and viscosities 
μL in the range of 0.327−2.94×10-3 Pa s. Carbon tetrachloride has a higher liquid density 
(ρL=1593 kg m-3), whereas ethylene glycol has a higher liquid viscosity (μL=19.94×10-3 Pa s). 
In order to predict the kLa values (referred to liquid volume) at high temperature conditions, 
Nedeltchev et al. (2010) used another definition of the specific gas-liquid interfacial area a 
which is referred to unit liquid volume (see Lemoine et al., 2008):  
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It is worth noting that experimental gas holdups were used for calculating those interfacial 
areas. Two different elevated temperatures T (323 and 343 K) and three different operating 
pressures P (0.1, 0.2 and 0.5) were considered, respectively. 
In the case of ellipsoidal bubbles, it is reasonable to assume that the correction factor fc is 
proportional to the interphase drag coefficient CD and the bubble eccentricity term (E−1) 
(taking into account the distortion from the perfect spherical shape). According to Olmos et 
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al. (2003) and Krishna and van Baten (2003) the drag coefficient CD for ellipsoidal bubbles is 
a function of Eo: 

 2
3DC Eo=    (29) 

The drag coefficient CD accounts for the bubble-bubble interactions and bubble-induced 
turbulence. Raymond and Zieminski (1971) reported that there is a similarity in the behavior 
of the mass transfer coefficient and drag coefficient. The decrease of the mass transfer 
coefficient corresponds to an increase of the drag coefficient (due to friction drag for small 
bubbles or form drag for large bubbles) in the case of straight chain alcohols. According to 
Raymond and Zieminski (1971) the drag coefficient is proportional to the minor semi-axis of 
the ellipsoidal bubble. The authors reported also some dependence of the mass transfer 
coefficient on the bubble shape. Wellek et al. (1966) argue that the term (E−1) can be also 
correlated to the Eötvös number (see Eq. (26)).  
Nedeltchev et al. (2010) expressed the correction factor fc for prediction of kLa values 
(referred to liquid volume) as a product of both CD and (E−1) as well as dimensionless 
temperature ratio: 

 ( )1
273.15c D

Tf B C E ⎛ ⎞= − ⎜ ⎟
⎝ ⎠

   (30) 

where B is proportionality constant. 
The use of dimensionless temperature ratio is needed since the correlations for both CD and 
(E−1) as well as Sauter-mean bubble size ds (Eq. (15)), geometrical characteristics of the 
ellipsoidal bubbles (Eqs. (10a) and (10b)) and bubble rise velocity (Eq. (5)) were derived at 
ambient temperature and thus it is not certain whether they remain valid at elevated 
temperatures. It is worth noting that Cockx et al. (1995) introduced a correction term for the 
volumetric interfacial area which is also a function of the bubble eccentricity. Talvy et al. 
(2007a) have proven that the local bubble interfacial area is sensitive to the bubble shape. For 
bubble sizes above 3×10-3 m they have reported correction factors above 1.1. Talvy et al. 
(2007b) have shown that the ellipsoidal shape of the bubbles seems to be significant in 
estimation of the drag coefficient. When these correlations are improved and become 
applicable at various temperatures, then the dimensionless temperature ratio in Eq. (30) 
might become useless. The substitution of Eqs. (26) and (29) into Eq. (30) yields: 

  1.2570.109
273.15c

Tf B Eo ⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (31) 

By means of a non-linear regressional analysis applied to 167 kLa values (referred to liquid 
volume), the constant of proportionality B was estimated as 1.183. All kLa values were 
successfully fitted with an average relative error of 9.3 %. 
The above-mentioned approach was also applied to slurry bubble columns operated in the 
homogeneous regime (Nedeltchev et al., 2007b). Six different liquid-solid systems 
(water/activated carbon, water/aluminium oxide, tetralin/aluminium oxide, 0.8 M sodium 
sulfate solution/kieselguhr (diatomaceous earth), ligroin (petroleum ether)/polyethylene 
and ligroin/polyvinylchloride) were considered. 85 experimental kLa values were fitted 
with a mean error of 19 %.   
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5. Conclusions 
New approaches for the prediction of both gas holdups and volumetric liquid-phase mass 
transfer coefficients in gas-liquid and slurry bubble columns operated in the homogeneous 
regime have been developed. In these models the shape of the bubbles plays a major role. In 
the model for gas holdup prediction, the bubble surface and geometrical characteristics of 
the bubble (its length and height) are considered. In the model for kLa prediction the same 
parameters along with the circumference of the ellipsoidal bubbles (taking part in the rate of 
surface formation) are involved. In the process of evaluation of the mass transfer coefficient, 
it is made clear that Higbie’s (1935) equation should be corrected due to the non-spherical 
shape of the bubbles. New correction factors were derived. The Eötvös number Eo plays a 
major role in them. Mass transfer coefficients at elevated temperatures can also be predicted 
by this approach. 
As many as 23 organic liquids, 17 liquid mixtures and 6 liquid/solid systems were tested 
and the two major mass transfer parameters were predicted successfully. 
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7. Nomenclature 
A  =  cross−sectional area of the reactor     [m2]                                        
a   =  specific interfacial area (referred to dispersion volume)   [m-1] 
B   = constant in Eqs. (30) and (31)      [−] 
CD  = drag coefficient         [−] 
Dc  =  column diameter       [m] 
de    =  bubble equivalent diameter      [m] 
DL  = molecular diffusivity      [m2⋅s1] 
ds   =  Sauter−mean bubble diameter      [m] 
e , E  =  bubble eccentricity (9a) or (27)      [−] 
Eo  =  Eötvös number, Eq. (24)       [−] 
fB    =   bubble formation frequency      [s-1] 
fc    =   correction factor       [−]        
g     =   gravitational acceleration       [m⋅s-2] 
h    =   height of an ellipsoidal bubble     [m] 
H   =   aerated liquid height      [m]                   
H0  =   clear liquid height        [m] 
kG =gas-phase mass transfer coefficient      [m⋅s-1] 
kGa = volumetric gas-phase mass transfer coefficient    [s-1]   
kL  =   liquid-phase mass transfer coefficient      [m⋅s-1] 
kLa  = volumetric liquid-phase mass transfer coefficient    [s-1]   
l     =   length (width) of an ellipsoidal bubble    [m] 
Mo  =  Morton number, Eq. (14)      [−]             
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al. (2003) and Krishna and van Baten (2003) the drag coefficient CD for ellipsoidal bubbles is 
a function of Eo: 
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The use of dimensionless temperature ratio is needed since the correlations for both CD and 
(E−1) as well as Sauter-mean bubble size ds (Eq. (15)), geometrical characteristics of the 
ellipsoidal bubbles (Eqs. (10a) and (10b)) and bubble rise velocity (Eq. (5)) were derived at 
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might become useless. The substitution of Eqs. (26) and (29) into Eq. (30) yields: 

  1.2570.109
273.15c

Tf B Eo ⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (31) 

By means of a non-linear regressional analysis applied to 167 kLa values (referred to liquid 
volume), the constant of proportionality B was estimated as 1.183. All kLa values were 
successfully fitted with an average relative error of 9.3 %. 
The above-mentioned approach was also applied to slurry bubble columns operated in the 
homogeneous regime (Nedeltchev et al., 2007b). Six different liquid-solid systems 
(water/activated carbon, water/aluminium oxide, tetralin/aluminium oxide, 0.8 M sodium 
sulfate solution/kieselguhr (diatomaceous earth), ligroin (petroleum ether)/polyethylene 
and ligroin/polyvinylchloride) were considered. 85 experimental kLa values were fitted 
with a mean error of 19 %.   
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5. Conclusions 
New approaches for the prediction of both gas holdups and volumetric liquid-phase mass 
transfer coefficients in gas-liquid and slurry bubble columns operated in the homogeneous 
regime have been developed. In these models the shape of the bubbles plays a major role. In 
the model for gas holdup prediction, the bubble surface and geometrical characteristics of 
the bubble (its length and height) are considered. In the model for kLa prediction the same 
parameters along with the circumference of the ellipsoidal bubbles (taking part in the rate of 
surface formation) are involved. In the process of evaluation of the mass transfer coefficient, 
it is made clear that Higbie’s (1935) equation should be corrected due to the non-spherical 
shape of the bubbles. New correction factors were derived. The Eötvös number Eo plays a 
major role in them. Mass transfer coefficients at elevated temperatures can also be predicted 
by this approach. 
As many as 23 organic liquids, 17 liquid mixtures and 6 liquid/solid systems were tested 
and the two major mass transfer parameters were predicted successfully. 
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7. Nomenclature 
A  =  cross−sectional area of the reactor     [m2]                                        
a   =  specific interfacial area (referred to dispersion volume)   [m-1] 
B   = constant in Eqs. (30) and (31)      [−] 
CD  = drag coefficient         [−] 
Dc  =  column diameter       [m] 
de    =  bubble equivalent diameter      [m] 
DL  = molecular diffusivity      [m2⋅s1] 
ds   =  Sauter−mean bubble diameter      [m] 
e , E  =  bubble eccentricity (9a) or (27)      [−] 
Eo  =  Eötvös number, Eq. (24)       [−] 
fB    =   bubble formation frequency      [s-1] 
fc    =   correction factor       [−]        
g     =   gravitational acceleration       [m⋅s-2] 
h    =   height of an ellipsoidal bubble     [m] 
H   =   aerated liquid height      [m]                   
H0  =   clear liquid height        [m] 
kG =gas-phase mass transfer coefficient      [m⋅s-1] 
kGa = volumetric gas-phase mass transfer coefficient    [s-1]   
kL  =   liquid-phase mass transfer coefficient      [m⋅s-1] 
kLa  = volumetric liquid-phase mass transfer coefficient    [s-1]   
l     =   length (width) of an ellipsoidal bubble    [m] 
Mo  =  Morton number, Eq. (14)      [−]             
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NB    =   number of bubbles in the dispersion     [−] 
P    =    operating pressure       [Pa] 

PΔ  = pressure difference between the readings of both lower (at 0 m) and upper  
          (at 1.2 m) pressure transducers      [Pa] 
QG  =    gas flow rate        [m3⋅s-1] 
Rsf   =   rate of surface formation       [m2⋅s-1] 
Re  =    Reynolds number        [−]   
ReB  =   bubble Reynolds number, Eq. (13)     [−]                                           
SB   =   bubble surface          [m2] 
Ta  =   Tadaki number, Eq. (12)         [−]                                    
T   = operating temperature      [K] 
tc   = contact time        [s] 
uB  = bubble rise velocity        [m⋅s-1] 
uG   =   superficial gas velocity       [m⋅s-1] 
utrans =  transition gas velocity       [m⋅s-1] 
VB   =  bubble volume         [m3] 
VG =  gas volume        [m3] 
VL  =  liquid volume       [m3] 
Vtotal  = dispersion volume       [m3] 
We = Weber number       [−] 

8. Greek letters 
ε G  =  gas holdup        [−] 
μL   = liquid viscosity       [Pa⋅s] 
ρG= gas density         [kg⋅m-3] 
ρGref  =  reference gas density (air at ambient conditions)   [kg⋅m-3] 
ρL     =  liquid density        [kg⋅m-3] 
σL     =  liquid surface tension        [N⋅m-1]  
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on Biodiesel Production Process 
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1. Introduction 
Biodiesel is produced by the transesterification of large branched triglycerides (TG) (usually 
vegetable oils) into smaller, generally straight-chain molecules of alkyl (most often methyl) 
esters in the presence of a catalyst. Di- and monoglycerides (DG and MG) are intermediates 
and glycerol (G) is the side product. The three reactions are consecutive and reversible. 
 

 
Fig. 1. Reaction scheme of triglyceride transesterification to glycerol and alkyl ester 
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1. Introduction 
Biodiesel is produced by the transesterification of large branched triglycerides (TG) (usually 
vegetable oils) into smaller, generally straight-chain molecules of alkyl (most often methyl) 
esters in the presence of a catalyst. Di- and monoglycerides (DG and MG) are intermediates 
and glycerol (G) is the side product. The three reactions are consecutive and reversible. 
 

 
Fig. 1. Reaction scheme of triglyceride transesterification to glycerol and alkyl ester 
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2. Mass transfer-determined rate of biodiesel production process 
2.1 Batch reactors 
The reaction system in a batch reactor may be considered as a pseudo-homogeneous one 
with no mass transfer limitations (Marjanovic et al., 2010). Nonetheless, a reaction 
mechanism consisting of an initial mass transfer-controlled region followed by a kinetically 
controlled region is generally proposed (Noureddini & Zhu, 1997). Recently, there is an 
increased interest in new technologies related to mass transfer enhancement (Leung et al., 
2010). Biodiesel production process may be catalyzed by acids and bases, and these 
influence mass transfer in a batch reactor. Lewis acid catalysts are active for both 
esterification and transesterification, but the reaction is very slow due to mass transfer 
limitations between methanol and oil phase (Hou et al., 2007). Experiments may be 
conducted at ambient temperature to study mass transfer limitations, indicated by the 
presence of a triglyceride induction period, during the acid-catalyzed transesterification 
reaction (Ataya et al., 2008b). The immiscibility of methanol and vegetable oil leads to a 
mass transfer resistance in the transesterification of vegetable oil (Guan et al., 2009). 
Likewise, the use of meso-structured supports is shown as a factor improving the catalytic 
performance as compared with macro-porous sulfonic acid-based resins, likely due to an 
enhancement of the mass transfer rates of large molecules, such as triglycerides, within the 
catalyst structure (Melero et al., 2010). However, acid exchange resins deactivation in the 
esterification of free fatty acids is always present in the system (Tesser et al., 2010). 
The conventional base-catalyzed transesterification is characterized by slow reaction rates at 
both initial and final reaction stages limited by mass transfer between polar 
methanol/glycerol phase and non-polar oil phase (Zhang et al., 2009). If using specific 
catalysts, the homogeneous single phase is formed at 3:1 methanol to oil molar ratio and the 
mass transfer resistance between the methanol/triglyceride phases disappears (Tsuji et al., 
2009). However, the methanol in the system is not effectively used for the reaction due to 
interface mass transfer resistance (Kai et al., 2010). Meanwhile, the process model indicates 
that the transesterification reaction is controlled by both mass transfer and reaction (Liu et 
al., 2010). Transesterification was performed in a 30 L reactor by Sengo et al. (2010), under 
previously optimized conditions and a yield of 88% fatty acid methyl esters was obtained 
after 90 min of reaction time, due to mass transfer limitations. Thus, the transesterification 
reaction is initially mass transfer-limited because the two reactants are immiscible with each 
other, and later because the glycerol phase separates together with most of the catalyst 
(sodium or potassium methoxide) (Cintas et al., 2010). 
The sigmoid kinetics of the process is explained by the mass transfer controlled region in the 
initial heterogeneous regime, followed by the chemical reaction-controlled region in the 
pseudo-homogenous regime. The mass transfer is related to the drop size of the dispersed 
(methanol) phase, which reduces rapidly with the progress of the methanolysis reaction 
(Stamenkovic et al., 2008). It is observed that droplet size has a major influence on reaction 
end point and that the reaction is mass transfer-limited. This observation is confirmed by 
developing a mass transfer-based reaction model using the data from the batch reactor 
which agrees with results from other researchers (Slinn & Kendall, 2009). Biodiesel fuel 
yields increase with the addition of sodium dodecyl sulfonate as surface active agent 
because the mass transfer rates of protons and methanol to the oil phase through the 
oil−methanol interface are increased with increasing interfacial area (Furukawa et al., 2010). 
Analogously may be reasoned when a solid catalyst is present in the process. The sigmoid 
process kinetics is explained by the initial triglyceride mass transfer controlled region, 
followed by the chemical reaction controlled region in the latter reaction period. The 
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triglyceride mass transfer limitation is due to the small available active specific catalyst 
surface, which is mainly covered by adsorbed molecules of methanol. In the later phase, the 
adsorbed methanol concentration decreases, causing the increase of both the available active 
specific catalyst surface and the triglyceride mass transfer rate, and the chemical reaction 
rate becomes smaller than the triglyceride mass transfer rate (Veljkovic et al., 2009). A 
kinetic model can also be expressed as three significant controlled regions, i.e., a mass 
transfer-controlled region in the internal surface of a heterogeneous catalyst, an irreversible 
chemical reaction-controlled region in the pseudo-homogenous fluid body and a reversible 
equilibrium chemical reaction-controlled region near to the transesterification equilibrium 
stage (Huang et al., 2009). The methanolysis process using calcium hydroxide catalyst is also 
shown to involve the initial triglyceride mass transfer-controlled region, followed by the 
chemical reaction controlled region in the later period. The triglyceride mass transfer 
limitation is caused by the low available active specific catalyst surface due to the high 
adsorbed methanol concentration. Both the triglyceride mass transfer and chemical reaction 
rates increase with increasing the catalyst amount (Stamenkovic et al., 2010). 
Influence of mass transfer on the production of biodiesel may be observed through mixing 
variation as the use of different mixing methods (magnetic stirrer, ultrasound and ultra-
turrax) results in different conversions for the transesterification of rape oil with methanol in 
both acidic and basic systems (Lifka & Ondruschka, 2004a; Lifka & Ondruschka, 2004b). A 
reaction mechanism for sunflower oil is proposed involving an initial region of mass 
transfer control followed by a second region of kinetic control. The initial mass transfer-
controlled region is not significant using 600 rpm (Vicente et al., 2005). The mechanism of 
Brassica carinata oil methanolysis also involves an initial stage of mass transfer control, 
followed by a second region of kinetic control. However, the initial mass transfer-controlled 
step is negligible using an impeller speed of at least 600 rpm (Vicente et al., 2006). In the case 
of crude sunflower oil, mass transfer limitation is effectively minimized at agitation speeds 
of 400−600 rpm with no apparent lag period (Bambase et al., 2007). 
Optimization of mechanical agitation and evaluation of the mass transfer resistance is 
essential in the oil transesterification reaction for biodiesel production. The KOH-catalyzed 
transesterification of sunflower oil with methanol was studied by Frascari et al. (2009) in 
batch conditions in a 22 L stirred reactor in order to develop criteria for the energetic 
optimization of mechanical agitation in the biodiesel synthesis reaction, obtain preliminary 
information on the decantation of the reaction products, and evaluate the influence of the 
mass transfer resistance under different mixing conditions. An evaluation of the reaction 
and mass transfer characteristic times shows that the optimized tests are characterized by a 
not negligible mass transfer resistance (Frascari et al., 2009). 
The tests conducted with one single static mixer at a 1.3 m/s superficial velocity (Reynolds 
number, Re = 1490) result in a profile of sunflower oil conversion versus time equivalent to 
that obtained in the best-performing test with mechanical agitation, indicating the 
attainment of a reaction run not affected by mass transfer limitations. In an evaluation of the 
energy requirement for the attainment of the alcohol/oil dispersion, the static mixer tests 
perform better than those with mechanical agitation (17 vs. 35 J/kg of biodiesel, in the 
reaction conditions without mass transfer constraints) (Frascari et al., 2008). 
In the case of increasing ultrasound intensity, the observed mass transfer and kinetic rate 
enhancements are due to the increase in interfacial area and activity of the microscopic and 
macroscopic bubbles formed when ultrasonic waves of 20 kHz are applied to a two-phase 
reaction system (Colucci et al., 2005). The high yield under the ultrasonic irradiation 
condition is due to high speed mixing and mass transfer between the methanol and triolein 
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as well as the formation of a micro-emulsion resulting from the ultrasonic cavitation 
phenomenon (Hanh et al., 2008). Cavitation results in conditions of turbulence and liquid 
circulation in the reactor which can aid in eliminating mass transfer resistances. The 
cavitation may be used for intensification of biodiesel synthesis (esterification) reaction, 
which is mass transfer-limited reaction considering the immiscible nature of the reactants, 
i.e., fatty acids and alcohol (Kelkar et al., 2008). A certain degree of conversion attributed to 
heterogeneity of the system, which adds to mass transfer resistances under conventional 
approach, appears to get eliminated due to ultrasound (Deshmane et al., 2009). The high 
yield for the crude cottonseed oil biodiesel under the ultrasonic irradiation condition is also 
attributed to the efficacy of cavitation, which can enhance the mass transfer between the 
methanol and crude cottonseed oil (Fan et al., 2010). 
At three temperatures studied by Stamenkovic et al. (2008), the mass transfer coefficients of 
triglycerides into alcohol phase (at good confidence interval values) ranged from 1.40 (± 
0.01) × 10−7 to 1.45 (± 0.01) × 10−6 m s−1, consistent with the reported literature values of 
approximately 10−7−10−3 m s−1 (Frascari et al., 2009; Klofutar et al., 2010). From these values, 
the specific activation energies of first-order triglyceride mass transfer (Ea) were estimated, 
and again a good fit was obtained. Table 1 shows the (average) values of the mass transfer 
coefficients at different reaction temperatures. Also, it has to be noted that in Table 1 the 
mass transfer coefficient values using the mixing rate of 700 min−1 are 10.3-times higher than 
those reported in the literature using mechanical agitation of 100 min−1. This data was used 
to determine the activation energy of the mass transfer coefficients. The estimated mass 
transfer coefficients for sunflower oil and KOH catalyst reported in the literature (Frascari et 
al., 2009; Klofutar et al., 2010) were compared at similar mixing rates. Lower mass transfer 
coefficients were reported for lower temperatures, since the mass transfer coefficients 
obtained by Frascari et al. (2009) at 60 °C were greater than that obtained by Klofutar et al. 
(2010) at 40 °C and 50 °C. The mass transfer coefficient (kca) determined by Ataya et al. 
(2007) was much lower than that reported in the other literature. In the case of Liu et al. 
(2010), the apparent mass transfer coefficient value is not representative of the maximal 
coefficient that can be reached by reacting molecules before the reaction will occur, since the 
determination of mass transfer parameters was performed without acknowledging the 
experimental regime and the coefficient was consequentially unusually high. 
Table 2 shows the calculated effective activation energies and pre-exponential factors of 
mass transfer coefficients (Ea and kc0) for different reaction conditions and the 
corresponding literature sources. Similar activation energy values were obtained for the 
methanolysis of sunflower oil regardless of different impeller speeds (Stamenkovic et al., 
2008; Klofutar et al., 2010). The disagreement was quite small in both cases, and as a result, 
the proposed mass transfer model adequately described the results from the experiments. 
The value of Ea, corresponding to the mass transfer in the case of the reactions of canola oil, 
was much lower and was considered to indicate less temperature-dependent behaviour of 
the coefficient. In this sense, the mass transfer of triglycerides to alcohol phase to give 
diglycerides, monoglycerides and glycerol is not much more favourable upon temperature 
increase, because of the poorer miscibility of canola oil-originating triglycerides and alcohol, 
which consequently involves comparably greater mass transfer resistance in the direction of 
alcohol phase at high temperatures in the case of canola oil than in the case of sunflower oil. 
Consequently, the mass transfer step (the mass transfer of triglyceride into alcohol) may be 
considered rate-determining for higher temperatures in the case of canola oil in comparison 
to sunflower oil. According to the kc values at higher temperatures (50 °C), the mass transfer 
from triglyceride phase to alcohol phase was slower for canola oil than for sunflower oil. 
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Reaction 
temperature

/°C 

N 
/min−1 kc or kca Oil Catalyst Literature 

20 500 7.28 × 10−7 s−1 Canola H2SO4 (Ataya et al., 2007) 
10 200 1.45 × 10−7 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
20 200 3.02 × 10−7 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
30 200 1.45 × 10−6 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
10 200 1.40 × 10−7 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
20 200 3.02 × 10−7 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
30 200 1.30 × 10−6 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
45 Variable 1.67 × 10−7 s−1 Palm Lipase (Al-zuhair et al., 2009) 
60 100 5.30 × 10−5 m s−1 Sunflower KOH (Frascari et al., 2009) 
60 200 1.20 × 10−4 m s−1 Sunflower KOH (Frascari et al., 2009) 
60 250 1.60 × 10−4 m s−1 Sunflower KOH (Frascari et al., 2009) 
60 300 2.00 × 10−4 m s−1 Sunflower KOH (Frascari et al., 2009) 
60 400 2.80 × 10−4 m s−1 Sunflower KOH (Frascari et al., 2009) 
60 700 5.50 × 10−4 m s−1 Sunflower KOH (Frascari et al., 2009) 
40 500 4.00 × 10−6 m s−1 Sunflower KOH (Klofutar et al., 2010) 
50 500 1.70 × 10−5 m s−1 Sunflower KOH (Klofutar et al., 2010) 
40 500 6.92 × 10−6 m s−1 Canola KOH (Klofutar et al., 2010) 
50 500 1.18 × 10−5 m s−1 Canola KOH (Klofutar et al., 2010) 

40 500 7.83 × 10−5 m s−1 Sunflower
Canola KOH (Klofutar et al., 2010) 

50 500 2.04 × 10−4 m s−1 Sunflower
Canola KOH (Klofutar et al., 2010) 

65 900 1.15 × 10−1 m s−1 Soybean Ca(OCH3)2 (Liu et al., 2010) 

Table 1. Mass transfer parameters for the triglyceride transesterification reaction 

 
N 

/min−1 
Cc 

/wt. % 
Ea 

/kJ mol−1
kc0 

/m s−1 
Oil Catalyst Literature 

200 1 81.8 1.54 ×108 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
200 1 79.2 5.06 ×107 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
500 1 121.7 8.10 × 1012 m s−1 Sunflower KOH (Klofutar et al., 2010) 
500 1 45.2 2.38  m s−1 Canola KOH (Klofutar et al., 2010) 
500 1 80.4 2.04 × 107 m s−1 Sunflower

Canola 
KOH (Klofutar et al., 2010) 

Table 2. Activation energies and pre-exponential factors of mass transfer coefficients 
To study the effect of a solvent on mass transfer, experiments were performed by Ataya et 
al. (2006) at ambient temperature to investigate mass transfer during the transesterification 
reaction of canola oil with methanol (CH3OH) to form fatty acid methyl esters by use of a 
sodium hydroxide (NaOH) base catalyst. Small conversions, at ambient conditions, 
accentuate the effects of mass transfer on the transesterification reaction. The influence of 
mass transfer is indicated by the increased reaction rate resulting from stirring a two-phase 
reaction mixture and changing a two-phase reaction to a single-phase reaction through the 
addition of a solvent (Ataya et al., 2006). 
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50 500 1.18 × 10−5 m s−1 Canola KOH (Klofutar et al., 2010) 
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Canola KOH (Klofutar et al., 2010) 
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Table 1. Mass transfer parameters for the triglyceride transesterification reaction 

 
N 

/min−1 
Cc 

/wt. % 
Ea 

/kJ mol−1
kc0 

/m s−1 
Oil Catalyst Literature 

200 1 81.8 1.54 ×108 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
200 1 79.2 5.06 ×107 m s−1 Sunflower KOH (Stamenkovic et al., 2008) 
500 1 121.7 8.10 × 1012 m s−1 Sunflower KOH (Klofutar et al., 2010) 
500 1 45.2 2.38  m s−1 Canola KOH (Klofutar et al., 2010) 
500 1 80.4 2.04 × 107 m s−1 Sunflower

Canola 
KOH (Klofutar et al., 2010) 

Table 2. Activation energies and pre-exponential factors of mass transfer coefficients 
To study the effect of a solvent on mass transfer, experiments were performed by Ataya et 
al. (2006) at ambient temperature to investigate mass transfer during the transesterification 
reaction of canola oil with methanol (CH3OH) to form fatty acid methyl esters by use of a 
sodium hydroxide (NaOH) base catalyst. Small conversions, at ambient conditions, 
accentuate the effects of mass transfer on the transesterification reaction. The influence of 
mass transfer is indicated by the increased reaction rate resulting from stirring a two-phase 
reaction mixture and changing a two-phase reaction to a single-phase reaction through the 
addition of a solvent (Ataya et al., 2006). 
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Symbol Value Description and units Literature 
[TG] Variable Triglyceride concentration in dispersed phase /kmol m−3 / 
[TG]i [TG]d/D or [TG] Interface triglyceride concentration /kmol m−3 / 
[TG]d ρTG/MTG Dispersed phase triglyceride concentration /kmol m−3 / 
[DG] Variable Diglyceride concentration in dispersed phase /kmol m−3 / 
[MG] Variable Monoglyceride concentration in dispersed phase 

/kmol m−3 
/ 

[G] Variable Glycerol concentration in dispersed phase /kmol m−3 / 
[A] Variable Alcohol concentration in dispersed phase /kmol m−3 / 
[AE] Variable Alkyl ester concentration in dispersed phase /kmol m−3 / 
[TG]0 0 Initial triglyceride concentration in dispersed phase 

/kmol m−3 
/ 

[DG]0 0 Initial diglyceride concentration in dispersed phase 
/kmol m−3 

/ 

[MG]0 0 Initial monoglyceride concentration in dispersed phase 
/kmol m−3 

/ 

[G]0 0 Initial glycerol concentration in dispersed phase /kmol 
m−3 

/ 

[A]0 ρA/MA Initial alcohol concentration in dispersed phase /kmol 
m−3 

/ 

[AE]0 0 Initial alkyl ester concentration in dispersed phase 
/kmol m−3 

/ 

MTG 871.55 Triglyceride molecular mass /kg kmol−1 (Klofutar et al., 2010) 
MDG 611.73 Diglyceride molecular mass /kg kmol−1 (Klofutar et al., 2010) 
MMG 351.91 Monoglyceride molecular mass /kg kmol−1 (Klofutar et al., 2010) 
MG 92.09 Glycerol molecular mass /kg kmol−1 / 
MA 32.05 Alcohol molecular mass /kg kmol−1 / 
MAE 291.87 Alkyl ester molecular mass /kg kmol−1 (Klofutar et al., 2010) 
ρTG Variable Triglyceride density /kg m−3 (Hilal et al., 2004) 
ρDG Variable Diglyceride density /kg m−3 (Hilal et al., 2004) 
ρMG Variable Monoglyceride density /kg m−3 (Hilal et al., 2004) 
ρG Variable Glycerol density /kg m−3 (Hilal et al., 2004) 
ρA Variable Alcohol density /kg m−3 (Hilal et al., 2004) 
ρAE Variable Alkyl ester density /kg m−3 (Hilal et al., 2004) 
kc kc0exp(−Ea/(RT))

dref/d 
Mass transfer coefficient /m s−1 (Klofutar et al., 2010) 

a 6φ/d Specific surface area /m−1 / 
k1 A1exp(−Ea1/(RT)) Triglyceride transesterification forward reaction rate 

constant /m3 kmol−1 s−1 
(Klofutar et al., 2010) 

k2 A2exp(−Ea2/(RT)) Diglyceride transesterification forward reaction rate 
constant /m3 kmol−1 s−1 

(Klofutar et al., 2010) 

k3 A3exp(−Ea3/(RT)) Monoglyceride transesterification forward reaction rate 
constant /m3 kmol−1 s−1 

(Klofutar et al., 2010) 

k4 A4exp(−Ea4/(RT)) Triglyceride transesterification backward reaction rate 
constant /m3 kmol−1 s−1 

(Klofutar et al., 2010) 

k5 A5exp(−Ea5/(RT)) Diglyceride transesterification backward reaction rate 
constant /m3 kmol−1 s−1 

(Klofutar et al., 2010) 

k6 A6exp(−Ea6/(RT)) Monoglyceride transesterification backward reaction 
rate constant /m3 kmol−1 s−1 

(Klofutar et al., 2010) 

T Variable Time /s / 
 

Table 3. Descriptions and numerical values of the symbols in Equations (1)−(7) 
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Experiments were also performed by Ataya et al. (2007) at ambient temperature to investigate 
the effects of mass transfer during the transesterification reaction of canola oil with methanol 
(CH3OH) to form fatty acid methyl esters using a sulfuric acid (H2SO4) catalyst at a 
CH3OH/oil molar ratio of 6:1. Experiments at ambient conditions result in reaction rates that 
are slow enough to permit the effects of mass transfer on the transesterification reaction to 
become more evident than at higher temperatures. The influence of mass transfer was 
investigated by comparing a mixed versus quiescent two-phase reaction and changing a two-
phase reaction to a single-phase reaction through the addition of a solvent, tetrahydrofuran 
(Ataya et al., 2007). The presence of tetrahydrofuran minimizes the mass transfer problem 
normally encountered in heterogeneous systems (Soriano et al., 2009). Vegetable oil such as 
corn, sunflower, rapeseed, soybean, and palm oil may also be completely transesterified into 
biodiesel fuel in short time because of high mass transfer rate in the homogeneous solution 
formed by adding environment-friendly solvent of dimethyl ether (Guan et al., 2007). The 
feasibility of fatty acid methyl ester as a co-solvent used to increase the mass transfer between 
oil and methanol was investigated by Park et al. (2009). 
The solution to the new system model acknowledging mass transfer and kinetics is 
presented in Fig. 2−6. The whole [TG], [DG], [MG], [G], [A] and [AE] versus t set ofsolutions 
for arbitrary conditions and initial [TG]0, [DG]0, [MG]0, [G]0, [A]0 and [AE]0 were obtained 
using the fourth-order Runge–Kutta method in the form described by Klofutar et al. (2010). 
The value of each parameter of Equations (2)−(7) is given in Table 3. The symbols which are 
not explained in Table 3 are gas constant (R), temperature (T), distribution coefficient of 
triglyceride in continuous and dispersed phase (D) (Hilal et al., 2004), pre-exponential 
factors (Ai) (Klofutar et al., 2010), activation energies (Eai) (Klofutar et al., 2010), dispersed 
phase drop size (d) (Klofutar et al., 2010), reference dispersed phase drop size (dref) (Klofutar 
et al., 2010), and dispersed phase volume fraction (φ) (Klofutar et al., 2010). 
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The examination of Fig. 2 reveals the sigmoid curve for the production of methyl esters and 
glycerol. This indicates the low reaction rate or the delay at the beginning which is followed 
by a sudden surge and finally a lower rate as the reactions approach equilibrium. This is the 
typical behaviour for autocatalytic reactions or reactions with changing mechanisms. Since 
the transesterification reaction of triglycerides is not known to be an autocatalytic reaction, a 
second possibility is hypothesized as a mass transfer-controlled region (low rate) followed 
by a kinetics-controlled region (high rate) and a final low-rate region as the equilibrium is 
approached. This hypothesis was in more detail discussed in the previous paragraphs and 
will be supported with the simulated data in the following figures. 
 
 

 
Fig. 2. The composition of the reaction mixture in dispersed phase during the 
transesterification of sunflower oil with catalyst concentration of 1 wt. % at 0 °C and 
Reynolds number (Re) of 49.2 (impeller speed of 100 rpm); (───) triglycerides; (·········) 
diglycerides; (─ ─ ─) monoglycerides; (───) glycerol; (·········) alcohol; (─ ─ ─) alkyl esters; 
the parameters for simulation were obtained from the literature (Klofutar et al., 2010) 

Consequently, the effect of mixing was studied. In this transesterification reaction, the 
reactants initially form a two-phase liquid system. The rate is diffusion-controlled and the 
poor diffusion between the phases results in a low rate. As methyl esters are formed, theyact 
as the mutual solvent for reactants, intermediates and products and a single-phase system is 
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formed. This was substantiated with simulations by differing impeller speeds showing that 
the low-rate region is practically absent when using 200 rpm (Re = 98.4) or more (Fig. 3). 
 

 

Fig. 3. The effect of mixing intensity and time on the overall conversion of sunflower oil 
with catalyst concentration of 1 wt. % to alkyl esters at 0 °C; (───) Re = 49.2 (N = 100 rpm); 
(·········) Re = 98.4 (N = 200 rpm); (─ ─ ─) Re = 147.6 (N = 300 rpm); (───) Re = 196.8 (N = 400 
rpm); (·········) Re = 246.0 (N = 500 rpm); (─ ─ ─) Re = 295.2 (N = 600 rpm); (───) Re = 344.4 
(N = 700 rpm); (·········) Re = 393.6 (N = 800 rpm); (─ ─ ─) Re = 442.8 (N = 900 rpm); the 
parameters for simulation were obtained from the literature (Klofutar et al., 2010) 

Results revealed that during the very early stages of the reaction, the mixture is separated 
into two phases. However, as the process was continued, a single phase was observed at the 
time corresponding either to inflection point or maximum in the concentration−time 
diagram. Fig. 3 summarizes this delay or the low-rate region as a function of the mixing 
intensity at a constant reaction temperature of 0 °C. As expected, this time lag decreased as 
the mixing intensity was increased and reached a practically constant value of less than 1 
min for Re greater than 98.4. 
Subsequently, the effect of temperature was studied. The temperature dependency of the 
overall alkyl ester formation reaction rate is presented in Fig. 4 and 5 at two different mixing 
intensities. This dependency is similar to the effect of the mixing intensity and has to be 
analyzed separately for the previously hypothesized mass transfer- and kinetics-controlled 
regions. The time of the mass transfer-controlled region is shortened as temperature is 
increased (Fig. 4 and 5) which is due to the higher energy level of molecules resulting in 
more fruitful diffusion into continuous phase. The improved solubility of triglycerides in 
alcohol at elevated temperatures is also partially responsible for this behaviour. Mass 
transfer-controlled region is reduced from 1200 min to about 180 min as temperature is 
increased from 0 °C to 10 °C at Re = 98.4 (Fig. 4). At higher mixing intensities, mass transfer-
controlled region is short and this effect is not significant (Fig. 5). 
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more fruitful diffusion into continuous phase. The improved solubility of triglycerides in 
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controlled region is short and this effect is not significant (Fig. 5). 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

442 

 

Fig. 4. The effect of temperature and time on the overall conversion of sunflower oil with 
catalyst concentration of 1 wt. % to alkyl esters at Re = 49.2 (N = 100 rpm); (───) 0 °C; 
(·········) 10 °C; (─ ─ ─) 20 °C; (───) 30 °C; (·········) 40 °C; (─ ─ ─) 50 °C; (───) 60 °C; the 
parameters for simulation were obtained from the literature (Klofutar et al., 2010) 

 
 

 

Fig. 5. The effect of temperature and time on the overall conversion of sunflower oil with 
catalyst concentration of 1 wt. % to alkyl esters at Re = 98.4 (N = 200 rpm); (───) 0 °C; 
(·········) 10 °C; (─ ─ ─) 20 °C; (───) 30 °C; (·········) 40 °C; (─ ─ ─) 50 °C; (───) 60 °C; the 
parameters for simulation were obtained from the literature (Klofutar et al., 2010) 
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Fig. 6. The effect of temperature on the triglycerides conversion in sunflower oil with 
catalyst concentration of 1 wt. % at Re = 49.2 (N = 100 rpm); (───) 0 °C; (·········) 10 °C; 
(─ ─ ─) 20 °C; (───) 30 °C; (·········) 40 °C; (─ ─ ─) 50 °C; (───) 60 °C; the parameters for 
simulation were obtained from the literature (Klofutar et al., 2010) 

The effects of impeller speed and temperature are thus predominant in influencing the 
mass-transfer-determined rate of the biodiesel production process in batch reactors. Twenty-
one simulations of reactions were carried out all in all varying temperature and impeller 
speed using 1 wt. % of potassium hydroxide concentration in sunflower oil. Fig. 6 represents 
the triglyceride conversion change with time for the reactions using 100 rpm at 0 °C, 10 °C, 
20 °C, 30 °C, 40 °C, 50 °C and 60 °C. In all cases, triglyceride conversions were very low 
during the beginning of reactions, which involved a low methyl ester production rate at this 
stage. The conversions then increased and at the end remained approximately constant as 
equilibrium was approached. Noureddini & Zhu (1997) also observed these three regions of 
different rate behaviour. As mentioned, this behaviour is typical for the processes with 
changing mechanisms. The observed low-rate region was again due to the immiscibility of 
sunflower oil and methanol during the first stages of the reactions. As mentioned, in this 
region, the rate is controlled by mass transfer. 

2.2 Semi-batch reactors 
In a semi-batch reactor, the immiscibility of oil in alcohol (canola oil and methanol were 
studied) provides a mass transfer challenge in the early stages of the transesterification of oil 
(specifically, canola oil) in the production of fatty acid methyl esters (biodiesel) (Dube et al., 
2007). 

2.3 Continuous reactors 
Continuous reactor technologies enhance reaction rate, reduce molar ratio of alcohol to oil 
and energy input by intensification of mass transfer and heat transfer and in situ product 
separation, thus achieving continuous product in a scalable unit (Qui et al., 2010). 
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simulation were obtained from the literature (Klofutar et al., 2010) 
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equilibrium was approached. Noureddini & Zhu (1997) also observed these three regions of 
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changing mechanisms. The observed low-rate region was again due to the immiscibility of 
sunflower oil and methanol during the first stages of the reactions. As mentioned, in this 
region, the rate is controlled by mass transfer. 
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In a semi-batch reactor, the immiscibility of oil in alcohol (canola oil and methanol were 
studied) provides a mass transfer challenge in the early stages of the transesterification of oil 
(specifically, canola oil) in the production of fatty acid methyl esters (biodiesel) (Dube et al., 
2007). 
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separation, thus achieving continuous product in a scalable unit (Qui et al., 2010). 
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One of the possible continuous reactors for biodiesel production process is an oscillatory 
flow reactor. An oscillatory motion is superimposed upon the net flow of the process fluid, 
creating flow patterns conducive to efficient heat and mass transfer, whilst maintaining plug 
flow (Harvey et al., 2003). 
Another possibility is a continuous tubular reactor, in which at low conversion values (< 
25−35%), the system has mass transfer limitations due to the immiscibility of the oil− 
methanol system (Busto et al., 2006). 
Yet another possibility is a packed bed reactor, in which kinetics and mass transfer of free fatty 
acids esterification with methanol are a key pre-treatment in biodiesel production. The 
collected experimental data may be interpreted by means of a mono-dimensional packed bed 
reactor model in which the external mass transfer limitation (fluid-to-particle) is accounted for 
(Santacesaria et al., 2007a). Experiments were performed by Ataya et al. (2008a) to study the 
mass-transfer limitations during the acid-catalyzed transesterification reaction of triglyceride 
with methanol (CH3OH) to fatty acid methyl ester (biodiesel). The rate constant at two-phase 
conditions (largest velocity, smallest packing particle size, and maximum pressure gradient) 
are comparable to that obtained at single-phase conditions, indicating that the mass-transfer 
limitations for two-phase experiments can be effectively overcome using a liquid-liquid 
packed bed reactor. The diminished mass transfer is explained by the formation of a new 
interfacial area between the two liquid phases, caused by the droplets being momentarily 
deformed into an elongated non-spherical shape as they pass through the openings between 
the solid particles of the packed bed (Ataya et al., 2008a). 
The fourth possibilities are a slurry reactor and a loop reactor. Both the well-stirred slurry 
reactor and spray tower loop reactor show liquid−solid phase mass transfer limitations 
(Santacesaria et al., 2007b). Different configurations and dynamics of single air/alcohol gas-
liquid compound drops in vegetable oil may largely improve mass transfer in a slurry 
reactor (Duangsuwan et al., 2009). The kinetic model that is developed on the basis of 
several batch runs is also able to simulate the behaviour of dynamic tubular loop reactor, 
providing that the external mass transfer resistance is properly accounted for. The mass 
transfer coefficient is satisfactorily modelled using correlations available in literature (Tesser 
et al., 2009). 
The fifth possibility is a continuous reactor with static mixing. A novel continuous static 
reactor concept improves mass transfer in two-phase chemical reactions between one and 
two orders of magnitude (Massingill et al., 2008). 
The sixth possibility is a film reactor. This reactor is a co-current, constant diameter (0.01 m), 
custom-made packed column where the mass transfer area between the partially miscible 
methanol-rich and vegetable oil-rich phases is created in a non-dispersive way, without the 
intervention of mechanical stirrers or ultrasound devices (Narvaez et al., 2009). 
The seventh possibility is a continuous reactor with counter flow. In the latter, the excess 
methanol is subjected to a mass transfer from the liquid phase into the gas phase, which is 
withdrawn through the head of the reactor and condensed in an external condenser unit 
(Iglauer & Warnecke, 2009). 
The eighth possibility is a micro-structured reactor. Micro-structured reactors have an 
equivalent hydraulic diameter up to a few hundreds of micrometers and, therefore, provide 
high mass and heat transfer efficiency increasing the reactor performance drastically, 
compared to the conventional one. Particular attention is given to the identification of the 
parameters that control the flow pattern formed in micro-capillaries regarding the mass 
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transfer efficiency (Kashid & Kiwi-Minsker, 2009). The homogeneous state in the micro-tube 
should be a benefit for the transesterification of waste cooking oil due to the enhancement of 
the mass transfer between oil and methanol (Guan et al., 2010). 
The ninth possibility is a membrane reactor. A new alternative technology, using 
hydrophobic porous membranes, can be used to prevent bulk mixing of the two phases and 
facilitate contact and mass transfer of species between the two phases (Sdrula, 2010). 

2.4 Bioreactors 
One of the possible organisms used for biodiesel production process are fungi. The initial 
reaction rate is increased notably (204%) with oil pre-treatment on the cells before catalyzing 
the reaction, which is possibly due to the improved mass transferring of substrates (Zeng et 
al., 2006). The accumulated glycerol influences whole cell stability through mass transfer 
limitation only, while the accumulated methyl ester influences whole cell stability through 
both mass transfer limitation and product inhibition (Li et al., 2008). Halim et al. (2009) 
studied continuous biosynthesis of biodiesel from waste cooking palm oil in a packed bed 
reactor; investigating optimization using response surface methodology and mass transfer, 
specifically the effect of mass transfer in the packed bed bioreactor has been studied 
extensively. Models for fatty acid methyl ester yield are developed for cases of reaction 
control and mass transfer control. The results show very good agreement compatibility 
between mass transfer model and the experimental results obtained from immobilized 
lipase packed bed reactor operation, showing that in this case the fatty acid methyl ester 
yield is mass transfer-controlled (Halim et al., 2009). A kinetic model was developed by Al-
Zuhair et al. (2009) to describe a bioreactor system, taking into consideration the mass 
transfer resistances of the reactants. The experimental results were used to determine the 
kinetic parameters of the proposed model and to determine the effect of mass transfer (Al-
Zuhair et al., 2009). 
Sim et al. (2009) studied the effect of mass transfer and enzyme loading on the biodiesel 
yield and reaction rate in the enzymatic transesterification of crude palm oil. Efforts in 
minimizing mass transfer effects in enzymatic transesterification of crude palm oil in a 
biphasic system have always been the compromise between enzyme loading and agitation 
speed, therefore, effect of enzyme loading and agitation speed on fatty acid methyl ester 
productivity in terms of intrinsic and external mass transfer limitations and the effective 
reaction time may be determined using factorial design. Graphical plots of experimental 
results reveal that the mass transfer effect for the transport of reactant from bulk liquid to 
immobilized lipase and within the intra-particle of immobilized lipase are absent at 150 rpm 
and 6.65% enzyme loading (Sim et al., 2009). In the case of continuous process, circulation 
and long-term continuous system are investigated for development of efficient mass transfer 
system (Lee et al., 2010). The aim of the study by Sotoft et al. (2010) was to determine 
reaction enthalpy for the enzymatic transesterification and to elucidate the mass transfer 
and energetic processes taking place. Although it is possible to determine thermodynamic 
properties such as reaction enthalpy and reaction rate, the difficulty in actually measuring 
the true non-mass transfer-limited reaction kinetics is exposed by the high time resolution of 
isothermal calorimetry (Sotoft et al., 2010). 
Another possibility are bacteria, for which employment of immobilization seems to result in 
a decrease in the maximum rate (vmax) and an increase in the Michaelis constant (KM), most 
likely due to the mass transfer resistance arising from formation of micelles during the 
lipase immobilization process (Liu & Chang, 2008). 
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Yet another possibility are algae, for which maximizing cost efficient mass transfer of CO2 to 
cells in an aqueous environment is not a trivial task for large-scale liquid culture systems as 
is anticipated for outdoor algal cultures (Xu et al., 2009). 
However, in all these organisms the reaction catalysts are the enzymes themselves, critical 
aspects of these being mass transfer limitations, use of solvents and water activity together 
with process considerations and evaluation of possible reactor configurations, if industrial 
production with enzymes is to be carried out (Fjerbaek et al., 2009). However, these 
heterogeneous acid- and enzyme-catalyzed systems still suffer from serious mass transfer 
limitation problems and therefore are not favourable for industrial application. 
Nevertheless, a few latest technological developments that have the potential to overcome 
the mass transfer limitation problem such as oscillatory flow reactor, ultrasonication, 
microwave reactor and co-solvent use are being studied (Lam et al., 2010). 

2.5 Downstream processing 
To remove the unwanted side products (e.g. glycerol) from the wanted main product 
(biodiesel), adsorption may be used. Industrial adsorption units with beads (3.18 mm silica 
beads were studied) suffer from mass transfer limitations inside the pellet pores, and for the 
particle size investigated by Yori et al. (2007), the breakthrough point (output concentration 
per input concentration of 1%, C/C0 = 0.01) was located at about one-half of the time of full 
saturation. Assuming a linear isotherm gives erroneous results; fitting the experimental 
breakthrough curves produces underestimated values of the Henry's adsorption constant 
and of the mass transfer resistances. Accordingly, breakthrough curves are fairly well 
predicted using an irreversible isotherm, a shrinking-core adsorption model, and common 
correlations for the mass transfer coefficients (Yori et al., 2007). To remove the unwanted 
glycerol from the wanted biodiesel, glycerol may also be used as a substrate in an enzyme 
reaction. Volpato et al. (2009) studied the effects of oxygen volumetric mass transfer 
coefficient and pH on lipase production by Staphylococcus warneri EX17. The principal 
objectives of this study were to evaluate the kinetics of lipase production by Staphylococcus 
warneri EX17 under different oxygen volumetric mass transfer coefficients (kLa) and pH 
conditions in submerged bioreactors, using glycerol (a biodiesel by-product) as a carbon 
source (Volpato et al., 2009). To remove the unwanted glycerol from the wanted biodiesel, 
glycerol may also be used as a reactant in a chemical reaction for the production of 
dichloropropanol. The reaction is conducted at high agitation speed in order to avoid mass 
transfer limitation between glycerol and hydrochloric acid gas (Song et al., 2009). 
To remove the unwanted side products (e.g. salts) from the dispersed phase after removing 
glycerol (mostly water), desalination may be used. A competent grasp of thermodynamics 
and heat and mass transfer theory, as well as a proper understanding of current desalination 
processes, is essential for ensuring beneficial improvements in desalination processes 
(Semiat, 2008). To remove the unwanted salts from the dispersed phase, adsorption may 
also be used. Kinetic experiments show that the rate of mass transfer in the adsorbent/liquid 
binary system is high (Carmona et al., 2009). 
Mass transfer also plays an important role during biodiesel's final application as a fuel, 
usually for an engine. For example, engine internal processes are usually studied by means 
of exergy balances based on engine indicating data, which provides information about the 
impact of biodiesel blending on the amount of fuel exergy exchanged through heat, work 
and mass transfer (Bueno et al., 2009). Also, the improved physical (mass transfer, filtering 
of C-containing species) and chemical (reaction kinetics) processes during hydrocarbon-
selective catalytic reduction over powders compared to monoliths leads to better initial 
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catalyst activity, but it also accelerates catalyst deactivation which lead to increased 
diffusion limitations (Sitshebo et al., 2009). 

3. Kinetics-determined rate of biodiesel production process 
3.1 Influence of lipid and alcohol on reaction rate 
The transesterification of oils (triglycerides) with simple alcohols in the presence of a 
catalyst has long been the preferred method for preparing biodiesel. As already mentioned 
the initial mass transfer-controlled region is not significant using the impeller speed of 600 
rpm, high temperature, or the molar ratio of alcohol to oil higher than 6:1. 
The general, overall apparent reaction of the transesterification of triglycerides with alcohol 
is reversible and every triglyceride molecule can react with three molar equivalents of 
alcohol (usually methanol) to produce glycerol and three fatty acid alkyl ester molecules. 
Fatty acid originating chains vary in composition depending on the source of triglycerides. 
The reaction of transesterification is highly dependent on oil quality, especially in terms of 
free fatty acid and water content. Today, most of biodiesel comes from the transesterification 
of edible resources, such as animal fats, vegetable oils, and even waste cooking oils, in the 
conditions of alkaline and acid catalysis. Conventional oils, such as canola oil, sunflower oil, 
and soybean oil, are usually employed for the biodiesel synthesis under acidic conditions 
(Santacesaria et al., 2007b). In novel process studies, the use of tin chloride, lipases, and 
supercritical alcohol without catalyst is being investigated, using conventional oils, such as 
canola oil, sunflower oil, soybean oil, and palm oil. In most industrial biodiesel processes, in 
which biodiesel is synthesized under alkaline conditions, oils such as canola oil, sunflower 
oil, soybean oil, palm oil, olive oil, Brassica carinata oil, and Pongamia pinnata oil were used 
(Noureddini & Zhu, 1997; Vicente et al., 2006; Bambase et al., 2007; Stamenkovic et al., 2008) 
Canola oil is the preferred oil feedstock for the biodiesel production in most of Europe, 
 

 
Fig. 7. The effect of lipid on the alkyl ester conversion in oil with catalyst concentration of 1 
wt. % at Re → ∞ and 65 °C; (───) Brassica carinata oil; (·········) sunflower oil; (─ ─ ─) canola 
oil; the parameters for simulation were obtained from the literature (Vicente et al., 2006, 
Klofutar et al., 2010) 
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Fig. 7. The effect of lipid on the alkyl ester conversion in oil with catalyst concentration of 1 
wt. % at Re → ∞ and 65 °C; (───) Brassica carinata oil; (·········) sunflower oil; (─ ─ ─) canola 
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Oil Cc 
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% 

Literature 

25 600 0.07 0.02 2.20 0.03 0.01 1.60 Sunflower 0.50 
35 600 0.20 0.17 2.70 0.10 0.22 1.10 Sunflower 0.50 
45 600 0.37 0.38 3.20 0.19 0.44 0.77 Sunflower 0.50 
55 600 0.80 1.05 3.40 0.60 1.59 0.35 Sunflower 0.50 
65 600 1.50 2.30 4.00 1.37 4.14 0.26 Sunflower 0.50 
25 600 0.11 0.03 2.60 0.04 0.02 1.30 Sunflower 1.00 
35 600 0.30 0.25 3.70 0.15 0.31 0.77 Sunflower 1.00 
45 600 0.50 0.70 4.50 0.31 1.00 0.30 Sunflower 1.00 
55 600 1.55 2.05 6.10 0.85 2.25 0.12 Sunflower 1.00 
65 600 3.06 3.25 5.40 2.39 5.75 0.09 Sunflower 1.00 
25 600 0.15 0.04 4.90 0.07 0.04 0.40 Sunflower 1.50 
35 600 0.40 0.43 6.00 0.20 0.47 0.05 Sunflower 1.50 
45 600 0.74 1.19 7.40 0.50 1.26 0.06 Sunflower 1.50 
55 600 2.05 3.01 8.30 1.09 2.95 0.01 Sunflower 1.50 
65 600 4.00 5.50 9.10 2.70 6.55 0.01 Sunflower 1.50 

(Vicente 
et al., 
2005) 

25 600 0.05 0.02 1.98 0.03 0.01 1.10 B. carinata 0.50 
35 600 0.22 0.16 2.52 0.11 0.23 1.00 B. carinata 0.50 
45 600 0.40 0.40 2.70 0.20 0.44 0.67 B. carinata 0.50 
55 600 0.75 1.01 3.90 0.68 1.70 0.05 B. carinata 0.50 
65 600 1.30 2.20 4.08 1.45 4.24 0.26 B. carinata 0.50 
25 600 0.11 0.03 3.30 0.05 0.03 1.00 B. carinata 1.00 
35 600 0.28 0.24 3.72 0.14 0.32 0.44 B. carinata 1.00 
45 600 0.55 0.69 4.20 0.30 1.01 0.30 B. carinata 1.00 
55 600 1.59 2.15 6.00 0.97 2.39 0.11 B. carinata 1.00 
65 600 3.10 3.27 4.98 2.45 5.95 0.06 B. carinata 1.00 
25 600 0.20 0.06 4.68 0.06 0.08 0.50 B. carinata 1.50 
35 600 0.40 0.47 6.00 0.26 0.49 0.04 B. carinata 1.50 
45 600 0.80 1.01 6.72 0.50 1.30 0.03 B. carinata 1.50 
55 600 2.90 2.95 7.98 1.12 2.89 0.02 B. carinata 1.50 
65 600 4.13 5.55 9.18 2.82 6.39 0.01 B. carinata 1.50 

(Vicente 
et al., 
2006) 

40 500 0.02 0.01 0.70 0.00 0.00 0.42 Sunflower 1.00 
50 500 0.08 0.02 0.97 0.00 0.01 0.88 Sunflower 1.00 
40 500 0.04 0.02 0.65 0.01 0.03 0.47 Canola 1.00 
50 500 0.09 0.05 1.56 0.01 0.07 0.61 Canola 1.00 

(Klofutar 
et al., 
2010) 
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partly because canola produces more oil per unit of land area compared to other oil sources. 
Brassica carinata, a native plant of Ethiopia, is a promising alternative oilseed crop for the 
biodiesel production in the Mediterranean area. It generally has high levels of undesirable 
glucosinolates and erucic acid which, however; do not affect biodiesel purity, maximum 
conversion and purification step. 
The effect of canola, sunflower, and Brassica carinata oil on alkyl (methyl) ester conversion 
with the catalyst concentration of 1 wt. % at 65 °C is presented in Fig. 7. Under the 
mentioned conditions, the maximal conversion was achieved with the biodiesel production 
process using Brassica carinata oil. 
As already mentioned, the maximum conversion in transesterification equilibrium stage 
depends on the oil itself, especially in terms of the composition of fatty acids bonded to 
glycerol. Generally, a vegetable oil with lower iodine value is more suitable for biodiesel 
production. From this point of view, steric interactions must be considered as an important 
factor in attempts to achieve the highest equilibrium conversion. In Table 4 and 5 the 
influence of lipid on the calculated reaction rate constants for the forward and backward 
reactions is presented. 
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50 300 0.50 2.15 2.42 1.10 1.23 0.70 Soybean 0.20 (Noureddini 
& Zhu, 1997) 

25 400 0.07 0.20 1.37 0.01 0.01 0.54 Sunflower 0.50 

40 400 0.22 0.65 2.28 0.03 0.03 1.28 Sunflower 0.50 

60 400 0.50 1.00 1.03 1.35 0.41 5.99 Sunflower 0.25 

60 400 0.90 3.48 4.88 0.09 0.13 3.80 Sunflower 0.50 

60 400 2.31 4.49 8.77 0.17 0.11 6.32 Sunflower 1.00 

60 600 1.32 3.23 8.61 0.20 0.25 6.06 Sunflower 0.50 

(Bambase et 
al., 2007) 

Table 5. Reaction rate constants for the triglyceride transesterification reaction with NaOH 
catalyst 

3.2 Influence of temperature on reaction rate 
When agitation speeds are in the range of 400−600 rpm and mass transfer limitations are 
practically eliminated, temperature becomes the most influential factor affecting the 
apparent rate of transesterification as system becomes kinetically controlled (Vicente et al., 
2005; Vicente et al., 2006; Bambase et al., 2007; Klofutar et al., 2010). The effect of 
temperature on the transesterification of canola oil (Klofutar et al., 2010), sunflower oil 
(Vicente et al., 2005; Bambase et al., 2007; Klofutar et al., 2010), and Brassica carinata oil 
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partly because canola produces more oil per unit of land area compared to other oil sources. 
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apparent rate of transesterification as system becomes kinetically controlled (Vicente et al., 
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temperature on the transesterification of canola oil (Klofutar et al., 2010), sunflower oil 
(Vicente et al., 2005; Bambase et al., 2007; Klofutar et al., 2010), and Brassica carinata oil 
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(Vicente et al., 2006) was also studied and the influence of temperature on the calculated 
reaction rate constants for forward and backward reactions is presented in Table 4 and 5. It 
was observed that temperature had a noticeable effect on transesterification reactions. 
 

 
Fig. 8. The effect of temperature on the alkyl ester conversion in sunflower oil with catalyst 
concentration of 1 wt. % at Re → ∞; (───) 45 °C; (·········) 50 °C; (─ ─ ─) 55 °C; (───) 60 °C; 
(·········) 65 °C; the parameters for simulation were obtained from the literature (Klofutar et 
al., 2010) 

Lower temperature slows down the rate of reactions prolonging the reaction time required to 
achieve the maximal alkyl ester production. On the other hand, higher reaction temperature 
results in lower maximal alkyl ester production due to reversible reaction steps (Fig. 8). All 
reaction rate constants increase with increased temperature, but the backward reaction rate 
constants increase more intensively in comparison to the forward reaction rate constants. Fig. 8 
shows the effect of temperature on the alkyl (methyl) ester conversion in sunflower oil with 
the catalyst concentration of 1 wt. % (per weight of oil), where KOH was used as the catalyst 
and the methanol to oil molar ratio of 6:1 was employed at 45 °C, 50 °C55 °C, 60 °C, and 65 °C. 
The apparent rate of esters production increased with the increase in reaction temperature. 
After 1 h of reaction time or even sooner, the maximal extent of reaction is approached. The 
temperature of reaction mixture dictates the maximum conversion itself and the rate of 
transesterification which affects the reaction time required to achieve maximum conversion. 
From Fig. 8 it follows that after 5 min the conversion of sunflower oil to methyl ester was 
about 47 mol. %, 65 mol. %, 77 mol. %, 82 mol. %, and 84 mol. % at 45 °C, 50 °C, 55 °C, 60 °C, 
and 65 °C, respectively. After 60 min the conversion was above 96 mol. %, 95 mol. %, 94 mol. 
%, 92 mol. %, and 90 mol. % at 45 °C, 50 °C, 55 °C, 60 °C, and 65 °C, respectively. 
The obtained reaction rate constants show that the transesterification of sunflower oil is 
quite sensitive to temperature. The results obtained from examining kinetics suggest that in 
the temperature range studied, the rates of the forward reactions of transesterification 
dominate. For the global reaction, TG + 3 A → G + 3 AE, with 1 wt. % of KOH as the catalyst 

Influence of Mass Transfer and Kinetics on Biodiesel Production Process 

 

451 

(per weight of oil) and the methanol to oil molar ratio of 6:1, the activation energy for the 
forward reaction is lower than the activation energy of the backward reaction and therefore 
AE formation is favoured at moderately high temperatures. Overall, the results for 
sunflower oil suggest that the rates of the forward reactions dominate over the backward 
ones. A similar trend regarding the activation energies as for the case of the sunflower oil 
(Klofutar et al., 2010) was obtained for the activation energies of the transesterification of 
soybean oil by Noureddini & Zhu (1997), who obtained the maximal value of Ea for the 
reaction of the transesterification of diglycerol. 

3.3 Influence of catalyst on reaction rate 
The base-catalyzed transesterification of vegetable oils proceeds faster than the acid-
catalyzed reactions. 
 

 
Fig. 9. The effect of catalyst (content) on the alkyl ester conversion in sunflower oil at Re → ∞ 
and 65 °C; (───) 0.5 wt. %; (·········) 1.0 wt. %; (─ ─ ─) 1.5 wt. %; (───) 2.0 wt. %; (·········) 2.5 wt. 
%; the parameters for simulation were obtained from the literature (Vicente et al., 2005) 
A common catalyst for transesterification reactions is potassium hydroxide. An advantage 
of this catalyst is that at the end of reactions the mixture can be neutralized with phosphoric 
acid, whereas the products of neutralization reaction can be used as an artificial fertilizer. 
The common acid-catalyzed processes of the biodiesel production from low-cost raw 
materials involve the use of mineral acids; this is due to the large amounts of the edible 
resources with free fatty acids, which are not compatible with the use of base-catalyzed 
methods. The acid-catalyzed processes and the corresponding kinetic studies included the 
use of sulphuric acid as the catalyst (Santacesaria et al., 2007b), whereas in another study of 
Santacesaria et al. (2007a), a sulphonic active group-functionalized copolymer matrix gel 
was applied as a catalyst as well. 
It must be pointed out, however; that major drawbacks – such as reactor corrosion and the 
substantial generation of by-products and waste materials, including the salts formed as a 
result of mineral acid neutralization, which must be disposed of in the environment – 
represent insurmountable problems for the mineral-acid-catalyzed process. 
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of this catalyst is that at the end of reactions the mixture can be neutralized with phosphoric 
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use of sulphuric acid as the catalyst (Santacesaria et al., 2007b), whereas in another study of 
Santacesaria et al. (2007a), a sulphonic active group-functionalized copolymer matrix gel 
was applied as a catalyst as well. 
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The kinetics of biodiesel production can usually be differentiated by the mechanism of 
transesterification process. As mentioned before, in the novel kinetic studies of biodiesel 
production process, the use of tin chloride as a catalyst, lipases as biocatalysts, and 
supercritical alcohol without catalyst is being investigated. 
In most industrial biodiesel processes, however; the oil as a reactant is added to methoxide 
(methanol and an alkali metal base) and mixed for some time at a temperature just below 
the boiling point of methanol, followed by settling and washing. This type of process 
represents the most investigated area of research in the field of base-catalyzed biodiesel 
production kinetics (Noureddini & Zhu, 1997; Vicente et al., 2006; Bambase et al., 2007; 
Stamenkovic et al., 2008; Slinn & Kendall, 2009). These base-catalyzed processes and the 
corresponding kinetic studies include the use of either sodium (Noureddini & Zhu, 1997; 
Bambase et al., 2007; Slinn & Kendall, 2009) or potassium (Vicente et al., 2006; Stamenkovic 
et al., 2008, Klofutar et al., 2010) hydroxide as the catalyst. 
Fig. 9 shows the effect of catalyst loading on the process of the methanolysis reactions in the 
catalyst concentration range 0.5−2.5 wt. % at 65 °C. As expected, the alkyl ester production 
rate increases with catalyst concentration. A lower rate of transesterification is observed at a 
lower concentration of catalyst (0.5 wt. %) with the swift reaction termination at 89% 
equilibrium conversion. It is believed that, at this point, all of the available hydroxide 
catalyst had been saponified. Bambase et al. (2007) observed the same effect of catalyst 
concentration on reaction system. Increasing the catalyst concentration to 1.5 wt. %, 2.0 wt. 
% or even 2.5 wt. % speeds up the reactions, giving a more rapid apparent rate of alkyl ester 
production during the initial period of process although the conversion maximum does not 
differ much once a critical catalyst content is reached. It does not seem necessary to use the 
catalyst concentration higher than 1.5 wt. %, since adding surplus hydroxide catalyst leads 
to the formation of excess soaps resulting in the very low recovery of alkyl (usually methyl) 
esters during phase separation. At the end, the optimal catalyst loading is highly dependent 
on the quality of oil, especially in terms of free fatty acid and water content. 

4. Conclusion 
Fatty acid alkyl (usually methyl) esters, known as biodiesel, have a great potential as the 
substitutes for conventional diesel fuel. Rudolph Diesel is said to have already conducted 
experiments with vegetable oils as fuel for his engine in the late 1890s. In recent years, the 
biodiesel production from vegetable oils and animal fats has gained much attention, because 
of its eco-friendly nature, liquid state, and easy portability. However, this green fuel 
production is problematic because it comes into direct competition with the production of 
food, consequently causing the prices of the latter to increase. We should thus be careful not 
to extend the production of biofuel so much that it would significantly contribute to the loss 
of cultivated land. Biodiesel is also more expensive than fossil fuels, which limits its 
applications. Biofuels appear to be the only realistic short term source of renewable energy 
as an alternative to the fossil fuels in transportation sector. Their liquid nature and 
compatibility with traditional fuels are their main strengths. The Renewable Energy 
Directive (RED) of the European Union requires biofuels (biodiesel and bioethanol) to reach 
10% of total automotive fuel consumption by the year 2020. Biofuels should contribute to a 
35% CO2 reduction at the introduction of the new directive, aiming to reach 50% by 2017 
(60% for new production plants). On the other hand, diesel continues its strong growth, 
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while gasoline is in decline. At the same time, the production of biodiesel is growing and it 
is expected to reach around 18 million tons of biodiesel per year in EU-27 by 2020. This 
forecast represents around 50% compliance with the EU directive target. The recent 
suggestion for an EU target of 10% by 2020 is considered ambitious by most analysts.  
The wide-spread popularity of biodiesel in recent years has also led to the founding of 
biodiesel-powered electrical plant in Slovenia in August 2010. 
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represents the most investigated area of research in the field of base-catalyzed biodiesel 
production kinetics (Noureddini & Zhu, 1997; Vicente et al., 2006; Bambase et al., 2007; 
Stamenkovic et al., 2008; Slinn & Kendall, 2009). These base-catalyzed processes and the 
corresponding kinetic studies include the use of either sodium (Noureddini & Zhu, 1997; 
Bambase et al., 2007; Slinn & Kendall, 2009) or potassium (Vicente et al., 2006; Stamenkovic 
et al., 2008, Klofutar et al., 2010) hydroxide as the catalyst. 
Fig. 9 shows the effect of catalyst loading on the process of the methanolysis reactions in the 
catalyst concentration range 0.5−2.5 wt. % at 65 °C. As expected, the alkyl ester production 
rate increases with catalyst concentration. A lower rate of transesterification is observed at a 
lower concentration of catalyst (0.5 wt. %) with the swift reaction termination at 89% 
equilibrium conversion. It is believed that, at this point, all of the available hydroxide 
catalyst had been saponified. Bambase et al. (2007) observed the same effect of catalyst 
concentration on reaction system. Increasing the catalyst concentration to 1.5 wt. %, 2.0 wt. 
% or even 2.5 wt. % speeds up the reactions, giving a more rapid apparent rate of alkyl ester 
production during the initial period of process although the conversion maximum does not 
differ much once a critical catalyst content is reached. It does not seem necessary to use the 
catalyst concentration higher than 1.5 wt. %, since adding surplus hydroxide catalyst leads 
to the formation of excess soaps resulting in the very low recovery of alkyl (usually methyl) 
esters during phase separation. At the end, the optimal catalyst loading is highly dependent 
on the quality of oil, especially in terms of free fatty acid and water content. 

4. Conclusion 
Fatty acid alkyl (usually methyl) esters, known as biodiesel, have a great potential as the 
substitutes for conventional diesel fuel. Rudolph Diesel is said to have already conducted 
experiments with vegetable oils as fuel for his engine in the late 1890s. In recent years, the 
biodiesel production from vegetable oils and animal fats has gained much attention, because 
of its eco-friendly nature, liquid state, and easy portability. However, this green fuel 
production is problematic because it comes into direct competition with the production of 
food, consequently causing the prices of the latter to increase. We should thus be careful not 
to extend the production of biofuel so much that it would significantly contribute to the loss 
of cultivated land. Biodiesel is also more expensive than fossil fuels, which limits its 
applications. Biofuels appear to be the only realistic short term source of renewable energy 
as an alternative to the fossil fuels in transportation sector. Their liquid nature and 
compatibility with traditional fuels are their main strengths. The Renewable Energy 
Directive (RED) of the European Union requires biofuels (biodiesel and bioethanol) to reach 
10% of total automotive fuel consumption by the year 2020. Biofuels should contribute to a 
35% CO2 reduction at the introduction of the new directive, aiming to reach 50% by 2017 
(60% for new production plants). On the other hand, diesel continues its strong growth, 
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while gasoline is in decline. At the same time, the production of biodiesel is growing and it 
is expected to reach around 18 million tons of biodiesel per year in EU-27 by 2020. This 
forecast represents around 50% compliance with the EU directive target. The recent 
suggestion for an EU target of 10% by 2020 is considered ambitious by most analysts.  
The wide-spread popularity of biodiesel in recent years has also led to the founding of 
biodiesel-powered electrical plant in Slovenia in August 2010. 
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1. Introduction 
Dust particles with a size of hundredths and tenths of a micron can be hardly separated 
from the cleaned gas flow in the inertial dust catchers without their preliminary 
agglomeration. This processing can be carried out in the sound field; as a result of this 
processing the small particles become significantly larger because of acoustic coagulation 
(according to (Uzhov & Valdberg, 1972), soot particles with a size of 0.03 μm enlarge to 5 
μm) or because of condensation of water vapors on these particles. In the last case efficient 
dust capture is provided by a rise of inertia of particles, where water vapors condense 
during particle motion in the working section of apparatus, and, hence, by a rise of 
probability of their collision with droplets of irrigating fluid (Fig. 1), for instance, in jet 
scrubbers. Thus, at soot capture from cracked gases in the counter-flow jet scrubber (Fig. 2) 
the efficiency of about 90% was achieved at high inlet moisture content in gases (about 1 
kg/kg of dry gases) (Uzhov & Valdberg, 1972, Shilyaev et al., 2006). The conditions of 
intensive vapor condensation on particles should be achieved already at the inlet; and 
reliable prognosis and optimization of dust capture require the adequate mathematical 
models. It can be scarcely determined in experiment. Some generalizing experimental data 
on condensation dust capture in different devices of the wet type are shown in (Uzhov & 
Valdberg, 1972, Valdberg & Savitskaya, 1993). However, it is shown in (Shilyaev et al., 2008) 
that in these devices it is wrong to generalize dust capture efficiency vs. moisture content by 
a single dependence (as it was done in the mentioned papers) because the processes of dust 
capture there are determined by different mechanisms (Shilyaev et al., 2006). 
The authors failed to find well-grounded theoretical publications on combined heat and 
mass transfer and condensation dust capture on droplets in jet scrubbers. The attempt of 
such modeling is shown in (Pazhi & Galustov, 1984), one of the chapters of this book 
presents one-dimensional model, but unfortunately, it is shown with numerous misprints 
and it is difficult to understand. According to equations, the moisture content and 
thermodynamics of the vapor-gas flow were not considered in general in connection with 
heat and mass transfer with particles and droplets. Therefore, well-illustrated correlation 
between calculations and experimental data on dust capture causes some doubts. At that, 
there is no the description of experimental conditions and required physical, operation, and 
geometrical parameters.  
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Fig. 1. The scheme of interaction of a particle with condensate on the surface with a droplet 
of irrigating fluid: 1 – particle; 2 – condensate on particle surface; 3 – droplet; 4 – stream line 
of the vapor-gas flow; 5 – formation trajectory of a particle with condensate on the surface 
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Fig. 2. The scheme of the counter-current hollow jet scrubber: 1 – gas-distributing grid; 2 – 
droplet-catcher; 3 – water collector; 4 – jets 
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The above-mentioned data prove the necessity of more complete and accurate statement of 
the discussed problem. 
The current paper represents the main points and results of implementation of the physical-
mathematical model on condensation capture of submicron particles in jet scrubbers, 
occurring by the inertial mechanism, proved by the experimental data of (Uzhov & 
Valdberg, 1972). 

2. Main assumptions and equations of the model 
The current model was based on the model of heat and mass transfer of fluid droplets with 
the vapor-gas flow in irrigation chamber (Shilyaev & Khromova, 2008, Shilyaev et al., 2008). 
It was modified by addition of the equation of particle motion, continuity equation for their 
“spread” density (mass concentration), which considers the effect of collision of particles 
with condensate on the surface, and equations of heat and mass transfer of new formations 
with the vapor-gas flow. At that, we have considered a change in the mass of irrigating fluid 
droplets both via mass transfer with the vapor-gas flow and precipitation of formations on 
their surface. The equation of droplet heat transfer considers both the latent heat of phase 
transition on droplet surface and heat transfer of new formations due to their precipitation 
on droplets. The equation of moisture content considers the mass fluxes from new 
formations together with the mass fluxes caused by fluid evaporation (vapor condensation) 
from (on) droplets. The continuity equation for the “spread” density of irrigating fluid takes 
into account a change in its mass both due to total phase transition on droplets and 
formations and due to absorption of formations by droplets at their collision. The scheme of 
collision of droplet and particle with condensate on the surface is shown in Fig. 1. 
In general we consider the motion and heat and mass transfer of the three-phase four-
component heterogeneous medium of fluid droplets–monodispersed submicron solid 
particles–vapor-gas mixture in the hollow scrubbers with jet irrigation in the framework of 
the model of various-temperature and various-velocity continua. At that, considering the 
small size of particles with condensate on the surface, their motion with the vapor-gas 
mixture is assumed dynamically equilibrium, but temperature-unbalanced. This model 
takes into account condensation of vapors on droplets and particles or evaporation 
depending on local thermodynamics parameters in the vapor-gas flow. The effect of 
precipitation of particles with condensate on the surface on droplets is taken into account 
with the help of capture coefficient, determined by the empirical formula of Langmuir-
Blodgett. It is known that the higher the content of vapor in gas, the more efficient the 
process of fine particle capture in the scrubber. Therefore, the current model takes into 
account the effect of increased moisture content on mass transfer of droplets and particles 
with condensate on their surface by the correction for the Stefan flow. Volumetric 
concentrations of droplets and particles are assumed low, what is typical for operation of 
scrubbers and irrigation chambers of air-conditioning units; therefore, the equations of 
liquid and solid phase motion in the framework of continuum model are turned to the 
motion equations for separate droplets and particles. At that, we consider that the droplets 
and submicron particles are monodispersed, with some, for instance, mean-mass diameter. 
The model presentation of the problem is shown in Fig. 3. This schematic view of irrigation 
chamber was chosen to formulate the model equations in more general form, considering 
that the chambers can be horizontal (β=0) or vertical (β=π/2) or even inclined at 
unconditioned angle. The counter-flow jet scrubbers are vertical, irrigation chambers of air-
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unconditioned angle. The counter-flow jet scrubbers are vertical, irrigation chambers of air-
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conditioning units are horizontal (predominantly) and vertical (sometimes), Venturi tubes 
are horizontal, vertical and inclined at unconditioned angle (in battery arrangement). In 
Venturi scrubber dust is captured in the diffuser (diverging) part of Venturi tube, which 
should be taken into account in the equation of the vapor-gas flow velocity. At that, the 
scheme can be counter-flow а) and direct-flow b), what is determined by supply of fluid and 
vapor-gas flow. In the counter-flow scheme а) fluid is fed from one side with the following 
initial parameters: Θ0 is droplet temperature, = fq Q Q  is irrigation coefficient (Qf and Q are 
volumetric flow rates of fluid and vapor-gas flow), δd0 is mean-mass size of droplets 
generated by jets and calculated via the jet parameters (Uzhov & Valdberg, 1972, Pazhi & 
Galustov, 1984, Vitman et al., 1962), Vd0 is the initial velocity of droplets also calculated via 
jet parameters. The vapor-gas mixture with small particles is fed from the opposite side with 
the following initial parameters: T00, d0, U0 are temperature, moisture content and velocity of 
the vapor-gas flow. In direct-flow scheme b) fluid and vapor-gas mixture and particles are 
fed from one side. At interaction the particles with condensate on the surface collide with 
droplets, absorbed by them and entrained into sludge.  
Let’s write down model equations in the general vector form. 
The equation of droplet motion with consideration of their mass variability because of 
condensation or evaporation and absorption of formations by droplet is 

 d d
d d

−d d d
d

d

V V m= g + R
τ m τ

,  (1) 

where d d dV , m , R  is velocity vector, droplet mass and vector of aerodynamic resistance 
acting on the droplet per a unit of its mass, and g  is vector of gravity acceleration, τ is time. 
The motion equation for particles with condensate on the surface is (equilibrium is assumed 
because of the small size of formations) 

 pfV = U ,   (2) 

where andpfV U  are velocity vectors of formations and vapor-gas flow. 
The continuity equation for irrigating fluid is 

 d d
d d

ρ− ∇d d d
dd

d

ρ ρ m= V
τ m τ

,   (3) 

where ρd is “spread” density of droplets. 
The equation of mass transfer of fluid droplet with the flow of vapor-gas mixture due to 
evaporation-condensation and with particles due to their precipitation on droplets is 
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where M1 is molecular mass of vapor (for steam M1=18 kg/kmole), D is coefficient of vapor 
diffusion in mixture, δd is current size of the droplet, R=8.314·103 kJ/kmole·К is universal 
gas constant, Т is absolute temperature of the vapor-gas flow, P1 and P1d are partial 
pressures of vapors far from the droplet and on its surface, corresponding to saturation 
temperature, which equals temperature of droplet surface Θs, Ks is correction for the Stefan 
flow at high moisture contents (Uzhov & Valdberg, 1972, Amelin, 1966): 

1 11
2
+

= + d
s

P PK
B

, 

1 2= +B P P  is barometric pressure, P2 is partial pressure of dry gas in the flow, and Ф is 
Frossling correction for the inertia of the flow past the droplet (Shilyaev et al., 2006): 

0 5 0 33Ф 1 0 276Re Sc= + ⋅, ,
d, , 
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= −drV V U  is absolute value of relative droplet velocity, ρ and μ are density and dynamic 

viscosity of the vapor-gas mixture, ρpf is “spread” density of particle formations with 
condensate on the surface, ηStk is coefficient of formation capture by fluid droplets, βd is 
mass transfer of a droplet by concentration difference of vapors, ρ1 and ρ1d are partial 
densities (mass concentrations of vapor) far from the droplet and near its surface, calculated 
from state equations 
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The equation of mass transfer of particle formation with condensate on the surface with the 
flow of vapor-gas mixture (Maxwell equation) is 
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where mpf is mass of formation, δpf is diameter of formation, Р1p is partial pressure of vapors 
near the formation surface, calculated by its temperature Тpf, corresponding to saturation 
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conditioning units are horizontal (predominantly) and vertical (sometimes), Venturi tubes 
are horizontal, vertical and inclined at unconditioned angle (in battery arrangement). In 
Venturi scrubber dust is captured in the diffuser (diverging) part of Venturi tube, which 
should be taken into account in the equation of the vapor-gas flow velocity. At that, the 
scheme can be counter-flow а) and direct-flow b), what is determined by supply of fluid and 
vapor-gas flow. In the counter-flow scheme а) fluid is fed from one side with the following 
initial parameters: Θ0 is droplet temperature, = fq Q Q  is irrigation coefficient (Qf and Q are 
volumetric flow rates of fluid and vapor-gas flow), δd0 is mean-mass size of droplets 
generated by jets and calculated via the jet parameters (Uzhov & Valdberg, 1972, Pazhi & 
Galustov, 1984, Vitman et al., 1962), Vd0 is the initial velocity of droplets also calculated via 
jet parameters. The vapor-gas mixture with small particles is fed from the opposite side with 
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the vapor-gas flow. In direct-flow scheme b) fluid and vapor-gas mixture and particles are 
fed from one side. At interaction the particles with condensate on the surface collide with 
droplets, absorbed by them and entrained into sludge.  
Let’s write down model equations in the general vector form. 
The equation of droplet motion with consideration of their mass variability because of 
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where d d dV , m , R  is velocity vector, droplet mass and vector of aerodynamic resistance 
acting on the droplet per a unit of its mass, and g  is vector of gravity acceleration, τ is time. 
The motion equation for particles with condensate on the surface is (equilibrium is assumed 
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where ρd is “spread” density of droplets. 
The equation of mass transfer of fluid droplet with the flow of vapor-gas mixture due to 
evaporation-condensation and with particles due to their precipitation on droplets is 
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where M1 is molecular mass of vapor (for steam M1=18 kg/kmole), D is coefficient of vapor 
diffusion in mixture, δd is current size of the droplet, R=8.314·103 kJ/kmole·К is universal 
gas constant, Т is absolute temperature of the vapor-gas flow, P1 and P1d are partial 
pressures of vapors far from the droplet and on its surface, corresponding to saturation 
temperature, which equals temperature of droplet surface Θs, Ks is correction for the Stefan 
flow at high moisture contents (Uzhov & Valdberg, 1972, Amelin, 1966): 
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mass transfer of a droplet by concentration difference of vapors, ρ1 and ρ1d are partial 
densities (mass concentrations of vapor) far from the droplet and near its surface, calculated 
from state equations 
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The equation of mass transfer of particle formation with condensate on the surface with the 
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where mpf is mass of formation, δpf is diameter of formation, Р1p is partial pressure of vapors 
near the formation surface, calculated by its temperature Тpf, corresponding to saturation 
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temperature, βpf is coefficient of formation mass transfer by concentration difference, and ρ1p 
is partial density of vapors near the formation surface, calculated from the equation of state 
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. 

The continuity equation for particles with condensate on the surface with consideration of 
their precipitation on droplets of irrigating fluid is 
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where ρ =d d dm n  is calculating droplet concentration in the vapor-gas flow. 
The continuity equation for dry particles with consideration of precipitation of particle 
formation with condensate on the surface on droplets of irrigating fluid is 
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where ρp is “spread” density of dry particles in the flow. 
The equation for moisture content of the vapor-gas flow is 

 ( ) 21d
d

ρε
W=

τ
d

dp−
,  (8) 

where d is moisture content made up of the mass of fluid vapors per one kilogram of dry 
part of gas in the mixture, 
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, 

ρ2 is partial density of dry gases in the flow, М2 is molecular mass of dry gases (for air M2=29 
kg/kmole), εdp is total volumetric concentration of droplets and particles in the flow, as 
usual εdp<<1, W is the total mass withdrawal (condensation), income (evaporation of 
droplets and formations) of fluid vapors in the flow per a time unit in a volume unit of the 
vapor-gas mixture: 
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The equation for velocity of the vapor-gas mixture along chamber axis x (Shilyaev & 
Khromova, 2008) is 
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where 1 2=K М М . 
The equation of heat transfer of a droplet with the vapor-gas mixture flow is 
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where Θ is mean-mass temperature of droplet, Θs is temperature of droplet surface, сd is 
heat capacity of droplet together with absorbed particles, then we will assume it equal to 
fluid heat capacity сf because of low concentration of particles, rf is specific heat of the phase 
transition evaporation-condensation, then we will assumed сpf= сf. 
The equation of heat transfer between particle formations with condensate on the surface 
and the flow of vapor-gas mixture is 
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where αpf is heat transfer of formation. 
The equation for the temperature of vapor-gas mixture is 
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where с is heat capacity of the vapor-gas mixture. 
Equations (1)-(12) should be solved under the following initial conditions:  

at 0τ =  0 0 0 0 0 0 0 0 00ρ ρ ρ ρ= = = = = = = = =d d d d d d pf p pf pV V ,U U , ,m m ,m m , ,d d ,Θ Θ ,T T  (13) 

 

The model equations can be solved in the stationary statement in the Euler coordinate 
system for direct flow (assignment of initial conditions for the droplets of irrigating fluid, 
vapor-gas mixture and particles on one side of the apparatus at х=0) and for counter flow 
(assignment of initial conditions for the droplets of irrigating fluid on one side of the 
apparatus at х=0, and for the vapor-gas mixture and particles on another side at x=l). At that 

0∂
=

∂t
 and 

 ( ) ( )d
dτ

= ∇i
i

...
V ... ,  (14) 

 

where index i determines substantial derivative. If axis x coincides with apparatus axis and 
direction of the vapor-gas flow, relationship (14) is 
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temperature, βpf is coefficient of formation mass transfer by concentration difference, and ρ1p 
is partial density of vapors near the formation surface, calculated from the equation of state 
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The continuity equation for particles with condensate on the surface with consideration of 
their precipitation on droplets of irrigating fluid is 
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where ρ =d d dm n  is calculating droplet concentration in the vapor-gas flow. 
The continuity equation for dry particles with consideration of precipitation of particle 
formation with condensate on the surface on droplets of irrigating fluid is 
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where ρp is “spread” density of dry particles in the flow. 
The equation for moisture content of the vapor-gas flow is 
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part of gas in the mixture, 
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ρ2 is partial density of dry gases in the flow, М2 is molecular mass of dry gases (for air M2=29 
kg/kmole), εdp is total volumetric concentration of droplets and particles in the flow, as 
usual εdp<<1, W is the total mass withdrawal (condensation), income (evaporation of 
droplets and formations) of fluid vapors in the flow per a time unit in a volume unit of the 
vapor-gas mixture: 
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The equation for velocity of the vapor-gas mixture along chamber axis x (Shilyaev & 
Khromova, 2008) is 

 
000

0 d+K
d+K

T
TU=U ,   (9) 

where 1 2=K М М . 
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where Θ is mean-mass temperature of droplet, Θs is temperature of droplet surface, сd is 
heat capacity of droplet together with absorbed particles, then we will assume it equal to 
fluid heat capacity сf because of low concentration of particles, rf is specific heat of the phase 
transition evaporation-condensation, then we will assumed сpf= сf. 
The equation of heat transfer between particle formations with condensate on the surface 
and the flow of vapor-gas mixture is 
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where αpf is heat transfer of formation. 
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where с is heat capacity of the vapor-gas mixture. 
Equations (1)-(12) should be solved under the following initial conditions:  
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The model equations can be solved in the stationary statement in the Euler coordinate 
system for direct flow (assignment of initial conditions for the droplets of irrigating fluid, 
vapor-gas mixture and particles on one side of the apparatus at х=0) and for counter flow 
(assignment of initial conditions for the droplets of irrigating fluid on one side of the 
apparatus at х=0, and for the vapor-gas mixture and particles on another side at x=l). At that 
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The efficiency of dust particle capture is determined by expression: 
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where h is chamber height (width). 
In equation (1) and then, if we assume droplet spherical, 
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6
πδ ρ= d

d fm ,    (16) 

where ρf is density of irrigating fluid, and δd is droplet diameter. With consideration of 
gravity forces in the coordinate system of Fig. 3 the velocity vector of irrigating fluid 
droplets has two components Vdx and Vdy. The strength of aerodynamic drag dR , effecting 
the droplet, per a unit of its mass is: 
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where 
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In (17) ξ ξ ξ=d d s  is relative coefficient of droplet resistance, ξd is actual coefficient of droplet 
resistance, and 24 Reξ =s d  is Stokes coefficient of droplet resistance. 
The density of vapor-gas flow is determined as the sum of partial densities of mixture 
components: 

 1 2ρ ρ ρ= + .   (19) 

The dynamic viscosity of vapor-gas flow is calculated through the partial pressure of binary 
mixture components (Shilyaev & Khromova, 2008), or on the basis of molecular-kinetic 
theory of gases (Shilyaev et al., 2008). 
Let’s take relative resistance coefficient ξd  by the known approximation dependence, valid 

for a wide range of Reynolds numbers 5Re 0 1 3 10= − ⋅d ,  (Shilyaev et al., 2006): 

 0 63 4 1 381 0 197Re 2 6 10 Reξ −= + + ⋅, ,
d d d, , .   (20) 
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Fig. 3. The schemes of irrigation chambers: а) – counter flow; b) – direct flow 

Let’s take capture coefficient Stkη , determining efficiency of precipitation of particle 
formations with condensate on their surface on droplets of irrigating fluid by empirical 
dependence of Langmuir-Blodgett with the correction of N.A. Fuks for the capture effect 
(Shvydkiy & Ladygichev, 2002): 
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where Stk is Stokes number: 
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The second summand in equation (21) determines the capture effect.  
In equation (4') βd is coefficient of droplet mass transfer with the vapor-gas flow by 
concentration difference of vapors 1 1Δρ ρ ρ= − d , ( )1 1 s 1 sρ = Θ Θd dP М R  (in calculations we 
will assume sΘ ≈ Θ , what is reasonable, as it is shown in (Shilyaev & Khromova, 2008), for 
droplets with the size of up to 600-800 μm): 
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In equation (5) mpf is mass of formation: 
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where h is chamber height (width). 
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where ρf is density of irrigating fluid, and δd is droplet diameter. With consideration of 
gravity forces in the coordinate system of Fig. 3 the velocity vector of irrigating fluid 
droplets has two components Vdx and Vdy. The strength of aerodynamic drag dR , effecting 
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In (17) ξ ξ ξ=d d s  is relative coefficient of droplet resistance, ξd is actual coefficient of droplet 
resistance, and 24 Reξ =s d  is Stokes coefficient of droplet resistance. 
The density of vapor-gas flow is determined as the sum of partial densities of mixture 
components: 
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The dynamic viscosity of vapor-gas flow is calculated through the partial pressure of binary 
mixture components (Shilyaev & Khromova, 2008), or on the basis of molecular-kinetic 
theory of gases (Shilyaev et al., 2008). 
Let’s take relative resistance coefficient ξd  by the known approximation dependence, valid 
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Fig. 3. The schemes of irrigation chambers: а) – counter flow; b) – direct flow 

Let’s take capture coefficient Stkη , determining efficiency of precipitation of particle 
formations with condensate on their surface on droplets of irrigating fluid by empirical 
dependence of Langmuir-Blodgett with the correction of N.A. Fuks for the capture effect 
(Shvydkiy & Ladygichev, 2002): 
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The second summand in equation (21) determines the capture effect.  
In equation (4') βd is coefficient of droplet mass transfer with the vapor-gas flow by 
concentration difference of vapors 1 1Δρ ρ ρ= − d , ( )1 1 s 1 sρ = Θ Θd dP М R  (in calculations we 
will assume sΘ ≈ Θ , what is reasonable, as it is shown in (Shilyaev & Khromova, 2008), for 
droplets with the size of up to 600-800 μm): 
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where 0ρ pf  is averaged density of formation, then, we will assume 0ρ ρ≈pf f . 
In equation (5') βpf is coefficient of formation mass transfer with the vapor-gas flow: 

 2β
δ

=pf s
pf

D K .   (25) 

In equation (10) we determine the coefficient of droplet heat transfer αd by Drake formula: 

 0 55 0 33Nu 2 0 495Re Prα δ
λ

= = + , ,d d
d d, ,    (26) 

Nud is Nusselt number of heat transfer, λ is coefficient of heat conductivity for the vapor-gas 
mixture calculated by partial pressures (Shilyaev & Khromova, 2008) or on the basis of 

molecular-kinetic theory of gases for the binary mixture (Shilyaev et al., 2008), Pr μ
λ

=
c , 

where c is heat capacity of the vapor-gas flow: 

 1 1 2 2ρ ρ ρ= +c c c ,   (27) 

then 
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since by equation 

 1

2

ρ
ρ
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c1 and c2 are heat capacities of vapor and dry gas (for steam c1=1.8 kJ/kg·К, for air c2=1.005 
kJ/kg·К). 
The second summand in the right part of (10) is latent heat of phase transition of droplet 
evaporation or condensation of vapors on the droplet, the third summand in the right part is 
heat transferred by formations on the droplet. Let’s determine heat transfer coefficient of 
formation αpf by equation  

 2 λα
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because of its small size. 
Equation (12) describes a change in enthalpy per a time unit in a volume unite of the vapor-
gas flow because of its convective heat transfer with droplets of irrigating fluid and 
formations. 
The initial condition for mass concentration of fluid is set as 
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The condition of vapor condensation on particles follows from the equation of mass transfer, 
for instance, (5'): 1 1ρ ρ− p > 0, then pfd dτm > 0. This condition can be written at τ=0 in the 

form 
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by temperature at chamber inlet Т00, the condition for the beginning of liquid vapor 
condensation on particles takes form 
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For instance, for steam and air at B=101325 Pa, Т00=333 К (60 0С), Р1p=0.199·105 Pa, 
К=18/29=0,621. Then, а=0.1964 and d0 > 0.152 kg/kg of dry air. Therefore, condition (32) 
should be taken into account at realization of the above problem. 

3. Comparison of calculation results with experimental data 

Results of model implementation for the experimental data on soot capture in the jet scrubber 
by the method of methane electric cracking from cracked gases are shown in Fig. 4. On the 
basis of data from (Uzhov & Valdberg, 1972), we managed to determine approximately the 
physical parameters of cracked gases through the comparison with the molecular weights of 
the known gases: 11 24=gM . kg kmole  is molecular mass; 2 4= ⋅gс . kJ kg K  is specific heat 
capacity at constant pressure; coefficients of dynamic viscosity are 
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coefficient of steam diffusion in cracked gases is: 
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Calculations have been carried out for the following conditions (Uzhov & Valdberg, 1972, 
Table XIII.1, p.221): 
- inlet gas temperature – 0

0 160 180= −t С; 
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where 0ρ pf  is averaged density of formation, then, we will assume 0ρ ρ≈pf f . 
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- inlet gas temperature – 0
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- outlet gas temperature – ( ) 050 55= = −outt t H С; 
- inlet velocity of vapor-gas flow – 0 0 25=U ,  m/s; 

- irrigation coefficient – 37 1 10−= ⋅q ,  m3/m3; 
- inlet soot concentration – ( )( )3 3

0 1 72 / 2 8 /ρ =p . g m . g m normalconditions ; 

- outlet soot concentration – ( ) ( )( )3 30 356 / 0 425 /ρ ρ= =pout p H . g m . g m normalconditions ; 

- inlet water temperature – 0
0 20θ =  С; 

- scrubber diameter – 3=D  m; 
- scrubber height – 12 75=H ,  m; 
- water pressure on jets (evolvent) – 300=fP kPa; 
- jet nozzle diameter – 12=nd  mm; 

- density of cracked gases under normal conditions – ( )30 51 /ρ =g , kg m normalconditions . 

Approximated calculation of the size of irrigating fluid droplets by (Uzhov & Valdberg, 
1972)gives the values of mean-mass diameter δd0=700 μm and initial velocity of droplets 

0 24 5=dV ,  m/s. The estimate of moisture content difference by empirical data of (Uzhov & 
Valdberg, 1972) allowed determination of 0 849Δ =d ,  kg/kg of dry air for the given 
experiment. Exhaustive search of inlet moisture contents (there is no d0 in experimental 
data) for determination of experimental value Δ 0 85≈d .  kg/kg of dry gas in calculations 
allows us to take 0 0 93=d .  kg/kg of dry gas. In calculations we have also taken the initial 
size of soot particles 0 0 1δ =p .  μm. 
Let’s determine the efficiency values by the ratio of mass flow rates of particles at the 
scrubber outlet and inlet by formula (15) with consideration of dependence (9): 

( ) ( ) ( ) ( )
0 0 00 0

0,3561 1
1,72

18 0,081
0,356 325,2 11,24  1 0,899 9

181,72 443 0,93
11,24

p

p

H U H T H K d H
U Т K d

ρ ⋅ +
η = − = − =

ρ ⋅ +

⎛ ⎞+⎜ ⎟
⎝ ⎠= − =
⎛ ⎞+⎜ ⎟
⎝ ⎠

(89, %)
, 

where ( )d H  and 0d  are taken by calculation because there is no experimental value of 
velocity ( )U H  in [1], ( )ρ p H  and 0ρ p  are real concentrations of particles at scrubber outlet 
and inlet, and temperatures Т(H) and Т00 are assumed average from data presented. 
The theoretical value of efficiency for the given version of calculation is η=89.3 %, and the 
diagrams in Fig. 4 prove that. 
Calculation results on parameters described by the suggested model are shown in Fig. 4. 
According to the diagrams, the “spread” density (mass concentration) of dry particles 
increases drastically at first, then it starts decreasing slowly. An increase is caused by a fast 
reduction in velocity of the vapor-gas flow because of a significant withdrawal of vapors via 
their condensation of droplets and particles; then particles with condensation on the surface 
are entrapped by droplets and dust concentration in the flow decreases. In this case the size 
of particles increases by the factor of 3.5; i.e., their mass increases by the factor of 43. 
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Calculated outlet gas temperatures differ significantly from the experimental ones, and we 
suppose that this is connected with uncertainty of assignment of initial moisture content and 
averaging of temperature within 200 С from the measured values. 
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Fig. 4. Results of model calculations: Н=12.75 m, q=7.1·10-3 m3/m3, δd0=7⋅10-4 m, Vd0=24.5 
m/s, Θ0=293 К, Т00=443 К, d0=0.93 kg/kg, U0=0.25 m/s, δd0=10-7 m, ρp0=1.72 g/m3 

As we can see, the theoretical results correlate well with the experimental values, what 
proves model efficiency. 
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- outlet gas temperature – ( ) 050 55= = −outt t H С; 
- inlet velocity of vapor-gas flow – 0 0 25=U ,  m/s; 

- irrigation coefficient – 37 1 10−= ⋅q ,  m3/m3; 
- inlet soot concentration – ( )( )3 3
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- inlet water temperature – 0
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- jet nozzle diameter – 12=nd  mm; 
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where ( )d H  and 0d  are taken by calculation because there is no experimental value of 
velocity ( )U H  in [1], ( )ρ p H  and 0ρ p  are real concentrations of particles at scrubber outlet 
and inlet, and temperatures Т(H) and Т00 are assumed average from data presented. 
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increases drastically at first, then it starts decreasing slowly. An increase is caused by a fast 
reduction in velocity of the vapor-gas flow because of a significant withdrawal of vapors via 
their condensation of droplets and particles; then particles with condensation on the surface 
are entrapped by droplets and dust concentration in the flow decreases. In this case the size 
of particles increases by the factor of 3.5; i.e., their mass increases by the factor of 43. 
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suppose that this is connected with uncertainty of assignment of initial moisture content and 
averaging of temperature within 200 С from the measured values. 
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Fig. 4. Results of model calculations: Н=12.75 m, q=7.1·10-3 m3/m3, δd0=7⋅10-4 m, Vd0=24.5 
m/s, Θ0=293 К, Т00=443 К, d0=0.93 kg/kg, U0=0.25 m/s, δd0=10-7 m, ρp0=1.72 g/m3 

As we can see, the theoretical results correlate well with the experimental values, what 
proves model efficiency. 
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Fig. 5. Comparison of model with experimental data under isothermal conditions for 
Venturi scrubber: η was determined by formula (15) and ηe  – by formula (37) 

To assure additionally efficiency of the model, the process of dust capture on water droplets 
from air was calculated with the use of this model under the isothermal conditions (at t=20 
0С) without mass transfer in a standard Venturi tube (Uzhov & Valdberg, 1972). Calculation 
results are compared in Fig. 5 with the experimental data described by the known 
dependence of fractional efficiency on Stokes number (Uzhov & Valdberg, 1972) 
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at q=0.510-3 m3/m3, b=1.5 (b is constructive parameter: b=1.25-1.56 (Uzhov & Valdberg, 1972, 
Shilyaev et al., 2006)). Difference in a wide range of Stokes numbers Stk does not exceed 2 %. 
In calculations velocity of the vapor-gas flow was determined by formula 
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where U0 is velocity of the vapor-gas flow in the throat of tube with diameter Dmin, Dх is the 
current diameter of diffuser: 

2 tg
2
α

= +х minD D x , 

α is diffuser angle, and х is coordinate along the tube axis. The size of fluid droplets, fed into 
the tube throat, was calculated by formula of Nukiyama-Tanasava (Shilyaev et al., 2006, 
Shvydkiy & Ladygichev, 2002): 
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where σf is coefficient of surface tension of fluid (for water σf=0.072 N/m), ρf is fluid density 
(for water ρf=103 kg/m3), μf is coefficient of dynamic viscosity of fluid (for water μf=10-3 Pa·s 
at t=20 0С), 0 0= −r g dV V V , Vg is gas velocity in the throat of Venturi tube, and Vd0 is velocity 

of droplets in the throat of Venturi tube, assumed equal to 4-5 m/s. The density of particles 
was taken conditionally 0 310ρ =p  kg/m3. The diameter of tube throat was taken Dmin=0.1 m, 
length of diffuser part was l=1 m, and angle was α=60. 

4. Condensation effect of single particle enlargement in irrigation chamber 
Results of model (Shilyaev et al., 2008) implementation together with mass transfer equation 
for a single submicron droplet (5') under the condition of fluid vapor condensation on it (32) 
are shown in Figs. 6-9 for the air-water system (calculations have been carried out at Т00=333 
К, δd0=500 μm, q=0.001 m3/m3, Θ0=293 К, U0=3 m/s, Vd0=12 m/s; q is coefficient of 
irrigation; 0 0 0 00ΘdV ,U , ,T  are inlet velocities and temperatures of irrigating fluid droplets and 
vapor-gas flow; 0δd  is initial size of irrigating fluid droplets; 0δ  is initial size of submicron 
droplet; d0 is moisture content at the inlet to the chamber; and l is chamber length). The 
effect of collision between submicron droplet and irrigating fluid droplet was not taken into 
account. 
According to Figs. 6 and 7, at high moisture contents the condensation effect is very strong 
and inverse to initial size 0δ . The droplet size for δ0=0.1 μm increases by the factor of 450 up 
to 45 μm, for δ0=0.01 μm it increases by 4500 times up to the same size. These formations can 
be efficiently captured even independently in vortex drop catchers. 
 

 
Fig. 6. Condensation of fluid vapors in a vertical chamber in direct flow on droplet with size 
δ0=10-7 m: l=2 m, d0=3 kg/kg of dry air 
Results of calculations under outstanding conditions of condensation (32) are shown in Fig. 
8. In this case critical value is d0=0.15 kg/kg of dry air. According to the figure, the droplet 
with initial size δ0=0.1 μm evaporates along the whole chamber and disappears almost at the 
chamber inlet. 

0δ δ  
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where U0 is velocity of the vapor-gas flow in the throat of tube with diameter Dmin, Dх is the 
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Fig. 7. Condensation of fluid vapors in a vertical chamber in direct flow on droplet with size 
δ0=10-7 m: l=1m, d0=3 kg/kg of dry air 

 

 
Fig. 8. Droplet evaporation in the vertical chamber at the direct flow: δ0=10-7 m, l=1m, 
d0=0.15 kg/kg of dry air 

Calculation results for condition (32) satisfied at the inlet are shown in Fig. 9. The process of 
mass transfer between particle and flow starts from condensation. The droplet size at initial 
moisture content d0=0.17 kg/kg of dry air increases until the middle of chamber length and 
becomes equal to 4 μm (by the factor of 40), then it starts evaporating and at the distance of 
0.7 l it disappears turning to vapor. 
Therefore, condensation processes in irrigation chambers under some certain conditions can 
effect positively the efficiency of submicron particle capture, but these conditions can be 
achieved only on the basis of adequate mathematical models similar to the suggested one 
including model equations (Shilyaev et al., 2008) combined by mass and heat balance, heat 
and mass transfer equations of particles under the conditions of their absorption by fluid 
droplets at the motion along the chamber.  
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Fig. 9. Condensation is evaporation of a droplet in the vertical chamber at direct flow:  
δ0=10-7 m, l=1m, d0=0.17 kg/kg of dry air 

Let’s determine the average velocity of vapor at its condensation on a droplet from balance 
relationship 
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where Δm  is droplet mass increase during time τΔ  of its passing along distance l , for 
instance, the chamber length; vw  is vapor velocity to the surface of condensation (droplet); 
ρv  is the average vapor density on distance l  near the droplet surface calculated by its 
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In equation (41) we neglect summand 2
0δ δd , since 0δ δ<< d . It can be seen from (41) that 

velocity vw  is reverse to the initial size of droplets. This regularity can be also obtained 
directly from the equation of droplet mass transfer: 
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D , it follows 

from equation (43) that 1
δvw ~ . 
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Let’s estimate with the help of formula (41) condensation rates for Figs. 6 and 7: 
at 0 1m=l .   

1 01 450δ δ =d , 1
01 10 μmδ −= , 1 45μmδ =d ; 

at 1m=l   

2 02 4500δ δ =d , 2
02 10 μmδ −= , 2 45μmδ =d . 

Assuming in (41) that values of ρvU  differ slightly in these two considered cases, we 
obtain 
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02 10 μmδ −= , 2 17μmδ =d ; 2

02

170δ
δ

=d , 1
01 10 μmδ −= , 

1 17μmδ =d . 
As we can see, in two considered cross-sections of chamber two calculation versions give the 
same final size of droplets: in the first case it is 45 μm and in the second it is 17 μm. 
Thus, it follows from (44) in connection with 1 2δ δ≈d d  that 
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Relationship (45) proves the fact that the diffusion mechanism of small particle deposition 
on large droplets is insignificant because of small diffusion velocities of vapors at 
condensation on their surfaces, and it can be neglected; simultaneously it is very important 
for small droplets. This conclusion correlates with formula of B.V. Deryagin and S.S. Dukhin 
(Uzhov & Valdberg, 1972) 
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Here μ  is dynamic viscosity of vapor-gas flow, 0ρ p  is density of particles, ρda  is density of 
dry air in the vapor-gas mixture, and ηd  is capture efficiency of particles with size 0δ  due to 
the diffusion effect.  
According to calculations by formula (46), at 0δ δ<< d  the efficiency of submicron dust 
deposition is low (Shilyaev et al., 2006).  

5. Parametrical analysis of condensation capture of fine dust in Venturi 
scrubber 
The Venturi scrubber (VS) is the most common type of wet dust collector for efficient gas 
cleaning from dust particles even of a micron size. Together with dust capture the 
absorption and thermal processes can occur in VS. The VS is used in various industries: 
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ferrous and non-ferrous metallurgy, chemistry and oil industry, production of building 
materials, power engineering, etc. The construction of VS includes combination of irrigated 
Venturi tube and separator (drop catcher). The Venturi tube has gradual inlet narrowing 
(converging cone) and gradual outlet extension (diffuser). A pinch in cross-section of 
Venturi tube is called a “throat”. The operation principle of VS is based on catching of dust 
particles, absorption or cooling of gases by droplets of irrigating fluid dispersed by the gas 
flow in Venturi tube. Usually the gas velocity in the throat of scrubber tube is 30-200 m/s, 
and specific irrigation is 0.1-6.0 l/s3. In the current section we are considering optimization 
of possible application of Venturi scrubber for fine dust capture under condensation 
conditions on the basis of the suggested physical-mathematical model. 
Results of calculation on the basis of suggested model for VS are shown in Figs. 10 and 11. 
According to Fig. 10, at low moisture contents (almost dry air) with a rise of initial particle 
concentration the efficiency of their capture increases slightly and with an increase in 
moisture content it decreases (Fig. 10а). At that high efficiency of dust capture can be 
achieved al low particle concentrations and high moisture contents at the VS inlet (Fig. 10b). 
Dependence of dust capture efficiency on diffuser angle of Venturi tube α is shown in Fig. 
11а, and it is obvious that for the given case the optimal is α ≈ 7.7 0. For any other case this 
optimal angle can be calculated by the model.  

 

  
 а) b) 

Fig. 10. Effect of initial particle concentration and moisture content on dust capture 
efficiency: V0=5 m/s, Θ0=293 К, 0ρ p =103 kg/m3, q=0.5⋅10-3 m3/m3, U0= 160 m/s, Т00=333 К, 
α=60, l=1m, δ0=10-7 m 

Dust capture efficiency vs. relative diffuser length is shown in Fig. 11b, and it can be seen 
that the optimal length of diffuser tube, which provides the required dust capture efficiency, 
can be determined with the help of the model. Thus, for this case at required efficiency η=99 
% the length of diffuser should be l=1 m. 
According to Fig. 12, efficiency depends significantly on the flow velocity in the tube throat 
and irrigation coefficient. Calculations were carried out for diagram а) at following 
parameters: l=1 m, Vd0=5 m/s, δ=0.1 μm, Θ0=293 К, α=60, ρp0=1 g/m3, 0ρ p =103 kg/m3, q=2 
l/m3, U0= 80 m/s, Т00=303 К, d0=0.01193 kg/kg of dry air. 
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deposition is low (Shilyaev et al., 2006).  
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particles, absorption or cooling of gases by droplets of irrigating fluid dispersed by the gas 
flow in Venturi tube. Usually the gas velocity in the throat of scrubber tube is 30-200 m/s, 
and specific irrigation is 0.1-6.0 l/s3. In the current section we are considering optimization 
of possible application of Venturi scrubber for fine dust capture under condensation 
conditions on the basis of the suggested physical-mathematical model. 
Results of calculation on the basis of suggested model for VS are shown in Figs. 10 and 11. 
According to Fig. 10, at low moisture contents (almost dry air) with a rise of initial particle 
concentration the efficiency of their capture increases slightly and with an increase in 
moisture content it decreases (Fig. 10а). At that high efficiency of dust capture can be 
achieved al low particle concentrations and high moisture contents at the VS inlet (Fig. 10b). 
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11а, and it is obvious that for the given case the optimal is α ≈ 7.7 0. For any other case this 
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Fig. 10. Effect of initial particle concentration and moisture content on dust capture 
efficiency: V0=5 m/s, Θ0=293 К, 0ρ p =103 kg/m3, q=0.5⋅10-3 m3/m3, U0= 160 m/s, Т00=333 К, 
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Dust capture efficiency vs. relative diffuser length is shown in Fig. 11b, and it can be seen 
that the optimal length of diffuser tube, which provides the required dust capture efficiency, 
can be determined with the help of the model. Thus, for this case at required efficiency η=99 
% the length of diffuser should be l=1 m. 
According to Fig. 12, efficiency depends significantly on the flow velocity in the tube throat 
and irrigation coefficient. Calculations were carried out for diagram а) at following 
parameters: l=1 m, Vd0=5 m/s, δ=0.1 μm, Θ0=293 К, α=60, ρp0=1 g/m3, 0ρ p =103 kg/m3, q=2 
l/m3, U0= 80 m/s, Т00=303 К, d0=0.01193 kg/kg of dry air. 
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 а) b) 

Fig. 11. The effect of diffuser angle (а) and diffuser length (b) on dust capture efficiency: 
V0=5 m/s, Θ0=293 К, 0ρ p =103 kg/m3, q=10-3 m3/m3,  U0= 80 m/s, Т00=333 К, ρp0=1 g/m3, 
d0=0.5 kg/kg of dry air, δ0=10-6 m 

 

 
Fig. 12. Calculation results: а) distribution of particle concentration along the diffuser;  b) 
efficiency of particle capture depending on irrigation coefficient: 1 - U0= 80 m/s, d0=0.01193 
kg/kg of dry air; 2 - U0= 100 m/s, d0=0.01193 kg/kg of dry air; 3 - U0= 100 m/s, d0=0.5 kg/kg 
of dry air, other parameters are the same as for Fig. а) 

6. Comparison of direct-flow and counter-flow apparatuses of condensation 
capture of fine dust 
It is interesting to compare specific power inputs for gas cleaning from fine dust under the 
conditions of condensation of particle capture on fluid droplets in the direct-flow and 
counter-flow apparatuses as well as their sizes under the same conditions. For this purpose 
let’s compare the counter-flow jet scrubber (CJS) and Venturi scrubber (VS) under the same 
flow rates of cracked gases cleaned from soot particles, corresponding to experimental data 
of (Uzhov & Valdberg, 1972) for CJS. 
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Comparative calculations were carried out for the following data. For CJS: q=7.1·10-3 m3/m3, 
δd0=700 μm, Vd0=24.5 m/s, Θ0=293 К, Т00=443 К, d0=0.93 kg/kg of dry air, U0=0.25 m/s, 
δ0=0.12 μm, ρp0=1.72 g/m3, D=3.0 m, Н=2; 3; 6; 9; 11; and 12.5 m. For VS the diameter of tube 
throat Dmin was determined from the equilibrium equation for volumetric flow rates of the 
vapor-gas flow at the inlets of the compared apparatuses. Thus, at U0=80 m/s Dmin=0.17 m, 
at U0=160 m/s Dmin=0.12 m. Angle α was varied as well as scrubber length l. Initial size of 
droplets δd0 for VS was calculated by Nukiyama-Tanasava formula (39) depending on (U0 – 
Vd0), fluid density ρf, q, coefficient of fluid surface tension σf (for water σf=0.072 N/m); the 
value of initial velocity of droplets in tube throat Vd0 was set 4.0 m/s. 
Calculation results are generalized in Figs. 13 and 14 for optimal angle α=7.70, 
corresponding to maximal efficiency of dust capture. According to the figures, with an 
increase in the relative length of Venturi tube and relative height of CJS, the efficiency 
increases significantly, but the higher minl D and H D , the less expressive is this growth. 
According to Fig. 13b, the efficiency growth is caused firstly by enlargement of “formations” 
(particles with condensate on their surface). Deceleration of efficiency growth depending on 
converging cone length and scrubber height is caused by a decrease in particle concentration 
in the flow and reduction in probability of collisions between “formations” and fluid 
droplets. The suggested model provides a possibility to determine the optimal length of 
Venturi tube l or scrubber height Н for the required efficiency of dust capture. 
 

 
Fig. 13. Results of calculations by the model for Venturi scrubber: q=7.1·10-3 m3/m3, Vd0=4.0 
m/s, Θ0=293 К, Т00=443 К, d0=0.93 kg/kg of dry air, U0=80 m/s, δ0=1.2⋅10-7 m, ρp0=1.72 g/m3, 
Dmin=0.17 m, α=7.70 

Calculation results on the relative size of “formations” and CJS efficiency under the same 
conditions as for VS, corresponding to experimental data for CJS on soot capture from 
cracked gases (Uzhov & Valdberg, 1972), are shown in Fig. 15 depending on the initial 
temperature of droplets. The height of experimental CJS was Н=12.7 m, and diameter was 
D=3 m. It can be seen from the figure that with a decrease in droplet temperature at the inlet 
Θ0 efficiency increases significantly. Thus, an increase in Θ0 from 293 К (20 0С) to 278 К (5 
0С) increases efficiency by 8 %. This important result proves the fact that the same 
experimental efficiency η≈90 % can be obtained at significantly less height of the scrubber. 
Thus, according to calculations, at Θ0=278 К (5 0С) this value of efficiency can be achieved at 
height Н≈4-5 m instead of 12.7 m, what reduces the dimensions and specific quantity of 
metal of the whole construction. The point in Fig. 15b indicates the experimental value of 
efficiency, and this means that model operability is proved well by the experiment. 



 Mass Transfer in Multiphase Systems and its Applications 

 

478 

 
 а) b) 

Fig. 11. The effect of diffuser angle (а) and diffuser length (b) on dust capture efficiency: 
V0=5 m/s, Θ0=293 К, 0ρ p =103 kg/m3, q=10-3 m3/m3,  U0= 80 m/s, Т00=333 К, ρp0=1 g/m3, 
d0=0.5 kg/kg of dry air, δ0=10-6 m 
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Fig. 14. Results of calculations for CJS: q=7.1·10-3 m3/m3, δd0=7⋅10-4 m, Vd0=24.5 m/s, Θ0=293 
К, Т00=443 К, d0=0.93 kg/kg of dry air, U0=0.25 m/s, δ0=1.2⋅10-7 m, ρp0=1.72 g/m3, D=3.0 m 

 

 
Fig. 15. Results of calculations by the model for CJS: H=12.75 m, q=7.1·10-3 m3/m3, δd0=7⋅10-4 
m, Vd0=24.5 m/s, Т00=443 К, d0=0.93 kg/kg of dry air, U0=0.25 m/s, δ0=10-7 m, ρp0=1.72 g/m3. 

According to analysis, for similar required efficiency, the direct-flow dust catchers (in this 
case they are VS), despite their advantage by dimensions over the counter-flow apparatuses, 
require higher power inputs for gas cleaning, determined by pressure drops in apparatuses. 
Actually, for VS the coefficient of hydraulic resistance can be estimated by formula (Shilyaev 
et al., 2006) 

 0 71 0 63
ρ

ξ ξ
ρ

⎛ ⎞
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f,

t .v d .t , q ,  (47) 

where ξd .t  is resistance coefficient of the dry Venturi tube, it is assumed to be 0.12–0.15, ρ is 
gas density. Under our conditions for estimate calculation we assume q=7.1·10-3 m3/m3, 

ρf=103 kg/m3, ξd .t =0.12, 0
273ρ ρ≈

mТ
, Тm=397.6 К, where Тm=0.5(Т00+Тout), Т00=443 К, 

Тout=352.2 К, and ρ0 (273 К)=0.51 kg/m3 (Uzhov & Valdberg, 1972). Then, ρ=0.35 kg/m3. 
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Substituting these data into (47), we obtain 6 9ξ =t .v , . Hence, at U0=80 m/s the pressure drop 

on the Venturi tube is 
2
0 7728

2
ξ ρΔ = =t .v t .v

UР Pa, and at U0=160 m/s 30912Δ =t .vР Pa. 

This resistance exceeds the resistance of CJS, where the main part of energy is spent for fluid 
spraying, and hydraulic resistance is low (as usual, the velocity of cleaned gas does not 
exceed 1 m/s). At that, the same energy is spent for fluid spraying in Venturi tube. Thus, 
specific energy spent for fluid spraying is 

Δ =f fР qP , 

where Рf is pressure of fluid fed to the spraying jets, equal to 300-400 kPa. Thus, in our case 
we obtain 
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Moreover, to estimate the total dimensions of VS, the sizes of droplet catcher should be 
added to the sizes of Venturi tube and power inputs for overcoming of hydraulic resistance 
should be taken into account. 
All the above mentioned proves the fact that the counter-flow schemes of condensation dust 
capture are in preference to the direct-flow ones.   

7. Conclusion 
Therefore, the physical-mathematical model of heat and mass transfer and condensation 
capture of fine dust in scrubbers was formulated, and its efficiency was determined. The 
suggested model can be used for preliminary calculations and estimation of the most 
rational determining parameters of apparatuses, which provide efficient gas cleaning. 
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Fig. 14. Results of calculations for CJS: q=7.1·10-3 m3/m3, δd0=7⋅10-4 m, Vd0=24.5 m/s, Θ0=293 
К, Т00=443 К, d0=0.93 kg/kg of dry air, U0=0.25 m/s, δ0=1.2⋅10-7 m, ρp0=1.72 g/m3, D=3.0 m 

 

 
Fig. 15. Results of calculations by the model for CJS: H=12.75 m, q=7.1·10-3 m3/m3, δd0=7⋅10-4 
m, Vd0=24.5 m/s, Т00=443 К, d0=0.93 kg/kg of dry air, U0=0.25 m/s, δ0=10-7 m, ρp0=1.72 g/m3. 
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where ξd .t  is resistance coefficient of the dry Venturi tube, it is assumed to be 0.12–0.15, ρ is 
gas density. Under our conditions for estimate calculation we assume q=7.1·10-3 m3/m3, 
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, Тm=397.6 К, where Тm=0.5(Т00+Тout), Т00=443 К, 

Тout=352.2 К, and ρ0 (273 К)=0.51 kg/m3 (Uzhov & Valdberg, 1972). Then, ρ=0.35 kg/m3. 
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1. Introduction 
Wave combustion is one of wide-spread regimes of chemical reactions progress in the 
systems with the enthalpy excess. Combustion waves in porous medium have some special 
features, that let consider them as especial kind of combustion processes. Usually one 
denominates the filtration combustion (FC) as the oxidation of any solid combustible at 
gaseous oxidizer filtration. The presence of two phase states, intensive heat- and mass 
exchange between these two phase states, a constant countercurrent flow of solid and gas 
phases complicate considerably theoretical description of FC wave, as well as experimental 
results explication. In such systems one has to consider not only heat and concentration 
fields, but also the gas flow dynamics and heterogeneous reactions peculiarities. Besides it a 
huge difference between densities of components provides the necessity of common 
consideration of processes with appreciably different characteristic rates. Anyway due to 
some peculiarities filtration combustion waves remain very attractive objects for industrial 
application. 
Combustion regimes with heat accumulation occupy an especial place in wave combustion 
processes. A typical example it is the combustion of a solid fuel at gas oxidizer filtration, 
when the combustion front direction coincides with the gas flow one (Aldushin et al., 1999; 
Hanamura et al., 1993; Salganskii et al., 2008). In coordinates, cohered with the combustion 
front (zone of the exothermic transformation) this process may be considered as the 
interaction of gas and condensed flows, coming from the opposite direction, passing 
through the chemical reactions zone, and being transformed in this zone with the change of 
both chemical content and physical-chemical properties (Fig.1).  
The presence of high temperature area with an intensive interphase mass-transfer processes 
between counter-current phases flows forms a zone structure. In each zone there are 
physical and chemical processes depending on corresponding conditions (temperature, 
medium properties, reagents concentration etc.). Space separation of zones supplies an 
accumulation of either, one or another substance in the definite zone accordingly to his 
physical-chemical properties, and provides possibility of some useful components 
extraction. These peculiarities allow to realize some industrial processes in extremely 
effective and a low-price regime, basing on heat-effectiveness of combustion wave. 
Examples of FC processes industrial application are known. It is waste extermination using 
superadiabatic combustion (Manelis et al., 2000; Brooty & Matcowsky, 1991) underground 
oil recovery (Chu, 1965; Prato, 1969), metallurgical burden agglomeration (Voice & Wild, 
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1957; Zhu-lin, 2006) oxidative catalyst regeneration (Kiselev, 1988), self-propagating high 
temperature synthesis (Merzhanov & Borovinskaya, 1975; Novozhilov, 1992) etc. These 
processes are typical examples of FC with counter-current flow and superadiabatic 
overheat. 
We have to notice that in this paper we consider heterogeneous combustion only. We do not 
consider the FC of gases where preliminary mixed gaseous fuel and oxidizer burns in 
porous heated medium (Babkin, 1993), because in these systems heterogeneous processes 
are not determinative.  
Due to the wave structure the heat, released in chemical reactions,  transfers intensively to 
source materials with no use of outside heat-exchange devices, only because of extremally 
intensive interphase heat-exchange while gas filtration.  The heat accumulation may be so 
considerable that combustion temperature can exceed by several times the adiabatic 
temperature, when it calculated assuming that the initial temperature of any portion of 
reacting compounds is equal to the ambient temperature. That is why sometimes one uses  
the terms «superadiabatic heating»,  «superadiabatic regime of filtration combustion», or 
simply «superadiabatic combustion».   
The term «superadiabatic» seems disputable  at first glance, however any heat recuperation 
from combustion products to initial substances can increase the adiabatic temperature 
(Wainberg, 1971) of the mixture.  Really due to an intensive interphase heat exchange in 
such system the temperature of initial interacting compounds is far higher than the ambient 
temperature and may approach the combustion front temperature. Anyway the term 
«superadiabatic» has been used during many years and we guess one should not replace it.  
Just in superadiabatic regime the effectiveness of the heat recuperation may be maximally 
high, whereby namely when the solid combustible contains enough high amount of an inert 
material, and when the gaseous oxidizer contains enough high fraction of inert gas 
component (Salganskii et al., 2008). It is due to the FC process organization – inert 
components are very effective heat carriers, thus both combustible and oxidizer can be 
overheated maximally before they enter into the zone of chemical reactions. Solid 
combustible is heated due to gaseous combustion products, while gaseous oxidizer – due to 
ash residue and solid inert material.   
The most interesting peculiarity of combustion waves in such systems is the independence 
of the stationary combustion wave temperature on the value of the reaction heat release (if it 
is a positive value).  After ignition the temperature in the combustion front increases until 
the heat input (due to exothermic reactions) is equal to the side heat losses. Minimizing side 
heat losses the thermal equilibrium is reached at very high temperature, enough for 
considerable increase of chemical reaction rates.  So, heat losses in FC processes play more 
important role than in case of classic combustion waves, because in the case of FC the heat 
losses determine to more considerable degree the temperature in the reaction zone 
Temperature profile of such combustion wave is shown schematically in Fig.2.  Due to an 
intensive heat exchange between source reagents and combustion products the released 
energy is accumulated mainly close to the combustion zone. If the mixture has a small heat 
release value (e.g. a mixture of carbon with a high amount of an inert material) the FC 
process will accumulate the heat energy with a lower rate and therefore it will reach the 
stationary regime longer. 
At conditions of counter-current flows of combustible and oxidizer the combustion rate (that 
is very important characteristic) is determined mostly not with the heat transfer rate, but 
with the rate of reagents supply into the combustion zone (that is with the filtration rate).  
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Besides, before the combustion zone (in Fig. 1 and 2 - to the right of the high temperature 
area where the main chemical exothermic reactions run with highest effectiveness) the 
reducing zone exists with high amount of combustible and rather high temperature, that 
results in complete gaseous oxidizer consumption. Behind the combustion zone (in Fig. 1 
and 2 - to the left of the high temperature area), contrariwise, there is a hot zone with high 
content of oxidizer, that provides the completeness of the material burning.   
In view of the aforesaid, it is obvious that the FC process is very attractive for industry, 
particularly when it is needed  
• To burn cheaply a material containing small amount of combustible  
• To obtain high combustion temperatures,  
• To provide maximal  fullness of solid fuel burning, 
• To get space separation of zones (heating, pyrolysis, evaporation, oxidation, 

condensation, cooling etc.) in solid porous fuel.  
Hereby the energy outlay may be minimal due to effective heat recuperation in FC waves. 
 

 
Fig. 1. Schema of combustion wave with superadiabatic heating. The solid combustible 
material – small balls, while the inert material – big balls. The solid material flow – right to 
left, the gas flow – left to right. High-temperature zone – the area with more light 
background 
 

 
Fig. 2. Temperature and concentration profiles of the combustion wave in case of equal heat 
capacities of the flows of condensed and gaseous phases 
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2. Peculiarity of the physical and chemical structure of FC 
2.1 The simplest case of FC process 
There are many possibilities to realize mass transfer in FC processes. The simplest case in 
one-dimensional approximation is the chemical interaction of counter-current of solid fuel 
flow with gaseous oxidizer (being filtrating through the solid material) flow when a single 
combustion product forms. We are expecting the presence of both inert material in the solid 
fuel and other gaseous components (that do not participate in chemical reactions, e.g. 
nitrogen) in gaseous oxidizer. Hereby, depending on the phase state of the combustion 
product, this product is added to the respective flow through the reaction zone. For 
example, at carbon oxidation the combustion product is gaseous carbon dioxide, while at 
aluminum oxidation it is solid aluminum oxide. So, we have an interphase mass transfer of 
either solid fuel to gaseous product (Fig. 3b) or gaseous oxidizer to solid product (Fig. 3b). In 
both cases the whole redox process and the summary heat release are concentrated in the 
single reaction zone.  
 

 
Fig. 3. Mass flows through the reaction front in cases of: a) gaseous products (Pg) and 
b) solid products (Ps). Og and Ig – gaseous oxidizer and inert; Fs and Is – solid fuel and inert 
substances, correspondingly 

Let's presume that the temperature level in the reaction zone is enough high, it allows to 
consider this zone width being negligible small in comparison with the warming-up zone of 
the combustion wave. Besides we presume that the interphase heat-transfer at the filtration 
process is so effective that the difference between temperatures of solid and gaseous phase 
is negligible. Then depending on real conditions (combustible concentration in the solid 
mixture and oxygen concentration in gaseous oxidizer) the heat structure of the FC wave 
may be either like the curve in Fig.4a (”reaction trailing” structure), or like the curve in 
Fig.4b (”reaction leading” structure). The type of the heat structure is determined with the 
ratio of heat capacities of counter-current solid and gas flows through the reaction front 
(Aldushin et al.,1999; Salganskii et al., 2008). The heat, released in combustion, is removed 
with the gas flow in the case of the reaction trailing structure, while in the case of the 
reaction leading structure it is removed with the solid material flow. These two heat flows 
determine the type of the profile of the FC wave. It is possible that two these heat flows are 
equal, it provides a symmetric profile of the combustion wave and maximal heat 
accumulation in the combustion wave [Aldushin et al.,1999]. In this case the heat of 
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chemical reactions is removed with both solid material and gas. In all considered cases an 
intensive interphase heat-transfer results in the accumulation of all released heat near the 
combustion front. If the reactor is long enough, all products leave it at the initial 
temperature. Continuous heat energy accumulation results in the expansion of the 
warming-up zone in the direction either of the solid material or gas flow depending on the 
type of the  heat structure of the FC wave.  When side heat losses exist, a stationary profile 
of combustion wave can form. When side heat losses are negliglible, a stationary process is 
possible at uncompleted heat-transfer only, in this case either gas or solid material leaves at 
hot temperature.  
 

 
Fig. 4. Temperature profiles of combustion wave in case of there is no heat losses: a) – 
reaction leading heat structure, b) – reaction trailing structure. Hatchs indicate zones of 
chemical reactions 

2.2 Attended processes of evaporation and condensation  
The heat structure of the FC wave determines conditions of compounds heating at 
combustion wave propogation, and all accompanying physical and chemical processes. For 
example, the presence of an additional volatile component in the solid fuel (besides the 
combustible itself and an inert material) results in the localization of the zone of this  
component concentration (evaporation – condensation) in the region of the fuel warming-up 
(Fig. 5a).  The main heat release, providing the existence of whole FC wave structure, takes 
place in the combustion front. Evaporation process occurs due to convective heat flow from 
the combustion front. Mass transfer of the vaporized component with the gas flow takes 
place before the area of condensation. If the convective heat flow from the combustion front 
is higher than heat losses for the evaporation, the zone of the accumulation of the vaporized 
component expands. If there are side heat losses the expansion of this zone ends sooner or 
later, and further all processes set moves stationary as a batch. 
In the case of the reaction leading structure, the evaporation zone is situated near the 
combustion front, which determine and provide the FC wave structure. Therefore 
considerable heat expenses for the evaporation may decrease the combustion front 
temperature, and surely it has an influence  on all characteristics of FC waves. In the case of 
reaction trailing structure, the heat expenses for the component evaporation decrease the 
temperature in the region of warming-up, not in the combustion front, therefore these heat 
expenses do not influence the value of heat release in the combustion front. It is an 
extraordinary peculiarity of these regimes of the FC. The zone of condensation of vaporized 
component is situated a bit farther along the gas flow. The condensation process is 
accompanied with some heat release, therefore in this case there is not mass transfer only, 
but heat transfer from one zone to another one too.   
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chemical reactions is removed with both solid material and gas. In all considered cases an 
intensive interphase heat-transfer results in the accumulation of all released heat near the 
combustion front. If the reactor is long enough, all products leave it at the initial 
temperature. Continuous heat energy accumulation results in the expansion of the 
warming-up zone in the direction either of the solid material or gas flow depending on the 
type of the  heat structure of the FC wave.  When side heat losses exist, a stationary profile 
of combustion wave can form. When side heat losses are negliglible, a stationary process is 
possible at uncompleted heat-transfer only, in this case either gas or solid material leaves at 
hot temperature.  
 

 
Fig. 4. Temperature profiles of combustion wave in case of there is no heat losses: a) – 
reaction leading heat structure, b) – reaction trailing structure. Hatchs indicate zones of 
chemical reactions 
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expenses do not influence the value of heat release in the combustion front. It is an 
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component is situated a bit farther along the gas flow. The condensation process is 
accompanied with some heat release, therefore in this case there is not mass transfer only, 
but heat transfer from one zone to another one too.   
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Typical example of vaporized component presence is the fuel moisture. Due to 
superadiabatic heating it is possible to organize the FC regimes where high content of  
moisture does not prevent propagation of stable combustion wave (Salganskaya, 2008).  
It is not necessary that the condensation of the vaporized component occurs always to its 
accumulation in the determined reactor zone. For example, the water condensation occurs to 
an aerosol forming. The higher size of drops of the liquid, the easier they sediment on the 
initial solid material during the filtration process. Temperature gradients in the FC wave 
may be very high. In this case a high rate of the gas cooling occurs to forming very small 
drops (less than  10-6 m), which sediment badly under filtration and may be removed (as a 
fog) from the reactor with the gas flow. Thus, it is rather simple to organize the extraction of 
a volatile component from the source solid material.    
 

 
Fig. 5. Heat structure of the FC wave, propagating through a porous solid fuel: (a) – in case 
of an evaporating component, and (b) – in case of pyrolytic decomposition of the fuel 

2.3 Peculiarities of filtration combustion of carbonic systems 
Layer burning of carbonic fuel has been used long since, and many systems of gas 
generators, industrial furnaces work still using this process. The combustion of porous 
burden containing  solid carbonic fuel and incombustible material at air or another oxygen-
containing gaseous oxidizer filtration is of great interest for industrial application in 
processes of solid fuel burning optimization, as well as for developing environmentally 
friendly methods for different combustible wastes recycling.  
Heterogeneous carbon oxidation is a complicated and multistage process. The final product 
are carbon dioxide and monoxide.  There is no sure answer which one of these two oxides is 
the primary product of the carbon particles oxidation, and which one forms already in the 
gas phase. It is so difficult to find out it because as soon monoxide forms it may be oxidized 
immediately to dioxide, while dioxide at rather high temperature may be reduced to 
monoxide above carbon surface. Currently most part of researchers guess that in result of 
heterogeneous processes two oxides form together (Lizzio et al., 1990; Bews et al., 2001; 
Chao’en & Brown, 2001). Oxidation mechanism and the quantitative ratio of formed oxides 
depend on conditions (temperature, pressure etc.) as well as on properties of carbon 
particles surface.  
At the interaction of the main components of FC in counter-current flows of solid fuel and 
gaseous oxidizer, a zone structure forms, each zone differs from another one in temperature 
and reagents concentrations. In the main zone of heat release (combustion front) carbon is 
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oxidized to CO and CO2. In case of ”reaction leading” wave structure solid combustion 
products near combustion front stay in oxygen medium at high temperature, that's why 
here carbon burns completely. However it is possible that oxygen is not expended 
completely because a quickly gas flow cooling behind the combustion front may occur to 
oxidation reactions deceleration.   
In case of ”reaction trailing” wave structure the appearance of mass transfer is entirely 
different. Solid products, leaving the combustion front, cool abruptly. Hereby regimes with 
incomplete carbon combustion are possible. Contrariwise, gaseous combustion products get 
through high-temperature area with big amount of hot carbon. It leads to complete oxygen 
exhaust, as well as to forming the zone of endothermic reactions, where carbon dioxide may 
be reduced to monoxide: 

CO2(g) + C(s) = 2 CO(g)   – 172 kJ 

Besides if water steam there is in gaseous oxidizer (steam-air gasification), other very 
important reaction proceeds  in the same zone on the carbon surface: 

H2O(g) +  C(s) = CO(g) + H2(g)   – 131.2  kJ. 

These reactions proceed with considerable rate only at enough high temperature, therefore 
they decrease local temperature in the hottest places. Hereby two combustible gases appear 
in gaseous combustion products: an additional carbon monoxide, and considerable amount 
of hydrogen (at steam-air gasification up to 30 vol.%).  So, depending on conditions the FC 
of carbonic systems can proceed by considerably different ways,  and with different results.  
These peculiarities of the heat structure of the FC waves at carbonic systems combustion 
have to be considered at industrial realization of technologies based on superadiabatic 
condition regimes.  

2.4 Attended processes of thermal decomposition at filtration combustion wave  
The structure of the FC waves may be rather complicated. The main heat release in the 
combustion front determines the common temperature level. When components 
predisposed to thermal decomposition there are in the solid fuel, a new zone forms in the 
combustion wave structure: zone of corresponding chemical processes.  For example, if 
there is calcium carbonate (chalk, buhr) in carbonic fuel, during the heating it will 
decompose in a varying degree, dependently on temperature. Hereby solid combustion 
product (quicklime) remains in the burden, while gaseous carbon dioxide removes 
together with other gaseous combustion products.  Fig.6a shows the results of the 
thermodynamic calculations of the equilibrium CaCO3 ↔ CaO + CO2 at the pressure 1 
atm in air medium at temperatures since 800 up to 1200 K. On the other hand if for 
example there is copper oxide CuO in the burden, CuO begins to decompose (Fig.6b) at 
high temperature (higher than 1400 K) and an additional oxygen appears in gaseous 
combustion products,  then this oxygen reacts immediately with the fuel. In this case the 
combustion wave structure is complicated because of two new zones (the zone of CuO 
decomposition and an additional zone of the fuel oxidation) appearance. Hereby in each 
zone individual physical and chemical processes proceed accordingly the temperature 
level and reagents concentration.  



 Mass Transfer in Multiphase Systems and its Applications 

 

488 

Typical example of vaporized component presence is the fuel moisture. Due to 
superadiabatic heating it is possible to organize the FC regimes where high content of  
moisture does not prevent propagation of stable combustion wave (Salganskaya, 2008).  
It is not necessary that the condensation of the vaporized component occurs always to its 
accumulation in the determined reactor zone. For example, the water condensation occurs to 
an aerosol forming. The higher size of drops of the liquid, the easier they sediment on the 
initial solid material during the filtration process. Temperature gradients in the FC wave 
may be very high. In this case a high rate of the gas cooling occurs to forming very small 
drops (less than  10-6 m), which sediment badly under filtration and may be removed (as a 
fog) from the reactor with the gas flow. Thus, it is rather simple to organize the extraction of 
a volatile component from the source solid material.    
 

 
Fig. 5. Heat structure of the FC wave, propagating through a porous solid fuel: (a) – in case 
of an evaporating component, and (b) – in case of pyrolytic decomposition of the fuel 

2.3 Peculiarities of filtration combustion of carbonic systems 
Layer burning of carbonic fuel has been used long since, and many systems of gas 
generators, industrial furnaces work still using this process. The combustion of porous 
burden containing  solid carbonic fuel and incombustible material at air or another oxygen-
containing gaseous oxidizer filtration is of great interest for industrial application in 
processes of solid fuel burning optimization, as well as for developing environmentally 
friendly methods for different combustible wastes recycling.  
Heterogeneous carbon oxidation is a complicated and multistage process. The final product 
are carbon dioxide and monoxide.  There is no sure answer which one of these two oxides is 
the primary product of the carbon particles oxidation, and which one forms already in the 
gas phase. It is so difficult to find out it because as soon monoxide forms it may be oxidized 
immediately to dioxide, while dioxide at rather high temperature may be reduced to 
monoxide above carbon surface. Currently most part of researchers guess that in result of 
heterogeneous processes two oxides form together (Lizzio et al., 1990; Bews et al., 2001; 
Chao’en & Brown, 2001). Oxidation mechanism and the quantitative ratio of formed oxides 
depend on conditions (temperature, pressure etc.) as well as on properties of carbon 
particles surface.  
At the interaction of the main components of FC in counter-current flows of solid fuel and 
gaseous oxidizer, a zone structure forms, each zone differs from another one in temperature 
and reagents concentrations. In the main zone of heat release (combustion front) carbon is 

Mass Transfer in Filtration Combustion Processes 

 

489 
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Fig. 6. Thermodynamic equilibrium in systems containing CaCO3 (a) and CuO (b) 

In this system mass transfer may be too complicated. Details of the temperature profile of 
the complex combustion wave reflect all processes with heat release and heat absorption.  

2.5 Filtration combustion of fuel able to pyrolytic decomposition 
Filtration combustion of organic fuel is a particular case of combustion wave with thermal 
decomposition processes.  Being heated theses fuels usually pyrolyze forming liquid and 
gaseous products, as well as coke residue. Typical examples are organic fuels: wood, peat, 
natural coals etc.  
In this case the heat wave structure is complicated – a new zone of thermal decomposition 
appears before the combustion front (Fig. 5.b). Pyrolysis proceeds in the zone of solid fuel 
warming-up where no oxygen presents. Usually thermal effect of pyrolysis is rather small in 
comparison with heat release in the combustion front.  
Usually solid coke residue, pyrolysis tars, and gaseous destruction products  form during 
the pyrolysis. Then the coke falls into the combustion zone and burns there.  At relatively 
high temperature  pyrolysis tars stay in gas state and move with the gas flow and gaseous 
pyrolysis products from pyrolysis zone into the region with lower temperature.  There the 
pyrolysis tars, which is a mixture of different hydrocarbons, condense. It provides 
appearance of zone of liquid products accumulation, like the zone of the volatilile 
components accumulation, but with the only difference – the origin of the products 
accumulated in these zones is different.  
The content of pyrolysis tars  is rather complicated and it may be different depending on the 
nature and properties of the material under pyrolysis, as well as on the rate and 
intensiveness of the heating. There are thousands of organic substances  in pyrolysis tars, 
among them many toxic substances. The worth of these tars is not considerable because in 
order to obtain any goods (e.g. motor-fuel) it is necessary to organize rather complex 
chemical processes. So, at this stage it is appropriate to burn pyrolysis tars and to obtain 
heat or electric energy. However we have to consider the possibility to develop technology 
of liquid fuel producing from non-petrolic source, moreover this source may free, even have 
a negative price (if one utilizes some kinds of organic waste).   
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Pyrolysis tars, which condense in gas flow at its cooling, form aerosol by the same way as 
volatile components do. And by the same way pyrolysis tars may be removed (as small fog 
drops) together with the gas flow from the reactor (Salganskii et al., 2010). Unlike moisture 
and other incombustible components, pyrolysis tars are combustible and may be burnt in 
presence of gaseous oxidizer.  

3. Characteristics of filtration combustion of some metal-containing systems 
Investigations on FC processes showed (Manelis et al., 2006) that this process may be 
successfully used for some metal extraction, namely metals, which can form relatively 
volatile products (products of oxidation as well as of reduction), because even at their low 
concentration in the gas phase the may be removed together with gas flow, shifting the 
thermodynamic equilibrium to the needed direction. The most interesting is the realization 
of FC in superadiabatic regime for extraction less-common metals from unconventional 
sources – poor ores, burrows etc. 
Mass transfer of different metal derivatives in the FC waves may be successfully realized 
because the pressure of saturated steams of some metals themselves and some of their 
derivatives at temperatures from 800 to 1200oC (typical temperature for FC processes) is 
enough for their extraction. As objects of this kind of mass transfer may be considered some 
free metals (Zn, Cd, Hg, As, Se, Tl, Ta) as well as some oxidized forms (trioxides of 
molybdenum and rhenium, oxides of selenium, tellur, tantalum, tungsten hydroxides). New 
possibily appears to develop effective technologies for extraction valuable metals from 
unconventional sources.  
All physico-chemical processes said above, which can realize mass transfer and extraction of 
valuable metals, may be realized without using filtration combustion, that is by known 
methods, but only in superadiabatic regime of FC due to maximal level of heat recuperation, 
and therefore due to maximal heat efficiency, it is possible to realize the same processes with 
minimal energetic expenses, that is maximally effectively from an economic point of view.   
Naturally, mass transfer of relatively volatile substances from the reaction zone is 
accompanied with incessant processes of evaporation (as the zone of this substance staying 
is heated) and condensation (as steams of this substance falls into the zone with lower 
temperature). So, when a few products move from the initial mixture they may be separated 
spatially depending on their volatility, adsorption coefficients etc. Fig.7 demonstrates that in 
FC of mixture where, besides fuel and inert material, additionally iron, zinc, and cadmium 
(iron is not volatile, cadmium volatility is far higher than zinc volatility) present , the iron 
concentration does not change, while concentration of zinc and cadmium change so manner, 
that there is an incessant accumulation of these metals in determined places. The zone of 
cadmium maximal accumulation is farther from the combustion front than the zone of zinc 
maximal accumulation.  
The fact that in filtration combustion process the whole reaction zone anytime is separated 
on two parts – oxidation zone and reducing one, is very useful if one considers filtration 
combustion regime as a way for metals mass transfer. All reactor volume is not uniform, 
there are zones with different temperatures and different redox nature of gaseous phase 
there. The zone left to combustion front (Fig. 3a) is the oxidizing zone, right to combustion 
front (Fig. 3b) – reducing zone.  
This peculiarity should be used for the optimization of processes of different metals 
extraction. For example, when we extract molybdenum (MoO3 is far more volatile is 
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individual metal) we have to organize a combustion process in ”reaction leading” mode 
(Fig. 4a). In this case Mo-containing products form in the oxidizer zone (naturally at rather 
high temperature though lower than combustion front temperature) relatively volatile 
MoO3 which moves together with the gas flow behind combustion front.  
 
 

 
Fig. 7. Zones of metals accumulation separation in the wave of filtration combustion 

When we want to realize mass transfer of metals having rather volatile reducing forms (e.g. 
free metals such as Zn, Cd) we have to organize FC in regime with ”reaction trailing” 
structure. Then this compounds reduce with carbon monoxide before the combustion front 
in hot reducing zone (Fig.4b) and metal vapour moves together with gas flow and may be 
extracted or at least accumulated in burden portions left of combustion front.  
A correct choice of combustion regime for realization of mass transfer of the giving metal 
may be obtained preliminary from results of thermodynamic calculations of equilibrium 
concentrations (e.g. using the code TERRA (Trusov, 2002). For example, we are representing 
results of thermodynamic estimation of the system containing metallurgy tailing containing 
high amount of iron and zinc.  We looked for the possibility to extract useful metals from 
secondary heavytonnage source (there are million tons of this kind of tailing in Russia only), 
which can not be recycled with economic effect using traditional technologies. One of real 
samples has been investigated, it contains (mass.%%): Fe-28.4; Zn-12.05; Ca-5; Si-2.65; Mn -
1.26; Pb-1.07; Mg-0.86; Al-0.2; Cr-0.16; Cu-0.11 and P-0.037. Thermodynamic analysis 
considered atmosphere pressure and temperature from about 500 till 1300°C with different 
oxygen concentration. As result we got the listing of possible reaction products and their 
equilibrium concentration in the given conditions. It gave the first resumes and ideas. It was 
shown that zinc and lead are the most interesting for their extraction using FC processes. Zn 
and Pb forms the most volatile substances. In oxidizing zone (Fig.8) practically all zinc stays 
in condensed phase (as ZnO(c)), so it is too hard to extract zinc using the regime ”reaction 
trailing” structure of combustion wave. Changing the gas content in direction to CO excess, 
Zn-containing substances begin to be reduced starting from determined temperature and 
form free metal that moves to the gas phase (vapor pressure of Zn is 0.00002 MPa at 1200 K  
and 0.0001 MPa at 1300 K). If initial coal portion in the mixture increases (that is the ratio 
O/Zn decreases) Zn vaporizes at lower temperature (compare Fig 8b and 8c), and therefore 
it makes process of Zn extraction easier.  

Mass Transfer in Filtration Combustion Processes 

 

493 

As for lead, unlike Zn even in oxidation zone there are enough Pb-containing substances 
(different oxides)  in the gas phase, at temperature higher than ~1000oC practically a half of 
Pb is already in the gas phase, up to~1400oC mainly in the forms of Pb2O(g) and PbO(g). 
Change of gas medium properties (in reducing medium) gaseous Pb appears beginning 
from ~800oC, and by ~1200oC it remains practically the only Pb-containing gaseous product 
(vapor pressure of Pb is 0.00016 MPa at 1200 K, and 0.0028 MPa at 1300 K). Unlike the case 
with Zn, systems, containing Pb, do not change with the change of reducing potential 
(compare curves on Fig. 8b and 8c, they are practically the same.   
 
 

 
 

 
Fig. 8. Main substances, containing  Zn and Pb 
a) in oxidizing gas medium with oxygen excess, 
b) in reducing gas medium, where the most part of carbon is in  CO, 
c) in reducing gas medium, where the most part of carbon is in  carbon itself 
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As for lead, unlike Zn even in oxidation zone there are enough Pb-containing substances 
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Fig. 8. Main substances, containing  Zn and Pb 
a) in oxidizing gas medium with oxygen excess, 
b) in reducing gas medium, where the most part of carbon is in  CO, 
c) in reducing gas medium, where the most part of carbon is in  carbon itself 
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Thermodynamic analysis shows that other metals, represented in the tailing under 
consideration, practically do not form gaseous products neither in oxidizer zone nor in 
reducing one. So, it was theoretically shown that using FC it is possible to extract Zn and Pb 
from that tailing. Zn may be extracted when relatively high temperature there is in the 
reducing zone (that is at ”reaction trailing” wave structure) while Pb may be extracted using 
both regimes - ”reaction leading” or ”reaction trailing” wave structures.  In case of ”reaction 
leading” wave structure lead oxides will leave, while in case of ”reaction trailing”– gaseous 
lead.  
Above in section 3 we discussed only systems containing a few metal in mixture with 
organic fuel, inert material and air, that is systems C-N-H-O-Me. But there are few metals 
and metal oxides, having rather high vapor pressure at temperatures lower 1200-1300o C (at 
higher temperatures it is hard to organize industrial processes that would be economically 
acceptable). The listing of such metals includes mainly Zn, Cd, Hg, Te, Tl, Se, As, W, Re, 
Pb. However this listing may be considerably expanded if we introduce chlorine or flourine 
into the system, that is if we consider the possibility of mass transfer of gaseous chlorides 
and fluorides (chlorides and fluorides of few tens metals are rather volatile at temperature 
lower than 1200oC). So, potential abilities of FC processes would be strongly enlarged, but 
we will meet another serious drawback  – presence of chlorine, moreover fluorine, creates 
problems in environmental protection. We only recently began to investigate FC processes 
of systems with chlorine (Balabaeva, 2009) and we do not consider these systems in this 
paper. We have to notice a special case of fuel, metal sulphides, e.g. molybdenum sulphide 
(MoS2), arsenic sulphide (As2S3). It was shown (see infra section 3.1) that at FC of mineral 
molybdenite concentrate (MoS2) it is possible to organize an effective FC process with no 
additional fuel, hereby relatively high volatile molybdenum trioxide removes from the 
initial burden. Some examples of the effectiveness of the FC process are described below 
(sections 3.1-3.3). 

3.1 Trioxide molybdenum extraction from mineral molybdenite 
Experimental testing of MoO3 mass transfer possibility at FC of molybdenite has been 
realized using flotation concentrate of mineral molybdenite (by ~50% Mo).  FC process 
needs a good gas penetrability of the solid reaction mixture, therefore the initial material has 
to be granulated  in order to provide a rather quickly and stable air flow through the 
burden. Flotation concentrate of mineral molybdenite has been granulated with bentonite 
clay, obtained granules (2-4 mm diameter) contained by 40-50% Mo.  FC process was 
realized in a model vertical quartz reactor length ~500 mm, diameter ~20 mm. The reactor 
had a system of preliminary ignition from an outside thermal source, which was installed 
before (lower) the main burden mass.  Reaction temperature was measured using a set of 
thermocouples, installed in a few places in the burden in different distances from the 
combustion start.  After the mixture is burnt and the residue is cooled a few samples from 
different places in different distance from the combustion start have been analyzed. 
Sublimated products were analyzed too.   
Depending on combustion conditions (air flow rate, burden content etc.) the combustion 
front velocity was between 3 and 7 mm/min. For burden with no additional coal (if 
molybdenite content in the mixure is rather high, the heat of its combustion is enough to 
support a stable filtration combustion front without additional fuel) and no inert component 
the increase of air flow rate from 0.6 to 1.1 m/s increases combustion front velocity from  3.8 
to 6.6 mm/min, hereby the maximal temperature in the combustion front increase too (from 
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900 to 1300°C). Addition of coal (up to 20%) into the initial mixture changes the character of 
the temperature rise – after its strong increase there is a period of slow rise up to the 
maximal value.   
Addition of the inert material changes the combustion temperature at the same gas flow 
rate. In this case temperature profile has a practically symmetric form, which characterize 
the optimal superadiabatic regime, maximal temperature was about 1100°C.   
Chemical analysis showed that by burning molybdenite in FC regime it is possible to obtain 
molybdenum trioxide of high purity. Hereby we did not notice undesirable caking of the 
burden. Almost half (56-57%) of obtained  molybdenum trioxide did not leave the reactor 
and remained in the calcine. After processing all this molybdenum trioxide can be moved in 
a solution form by the water ammonia, and simply extracted.  

3.2 Filtration combustion of mixtures containing used catalysts with molybdenum  
Aluminosilicate catalysts doped with nickel, and containing 11-12% MoO3 (spent catalysts 
are tonnage wastes after industrial petrochemical synthesis processes) have been 
investigated as a secondary source for molybdenum recycling. In order to burn this material 
it is already necessary to add a fuel into the burden because the catalyst itself does not 
contain any combustible compounds.  In case of this material burning in the FC regime, one 
does not need to add another solid inert compound, because the catalyst itself serves as inert 
material (it contains up to 80% inert aluminosilicate). Granules with catalyst and bentonite 
clay (similar those describing in section 3.1), mixted with coal (at different ratio) were burnt 
in the same maner as granules with molybdenite were executed. It was found that at coal 
content 3-10% in the solid mixture the filtration combustion process goes in stable regime 
[3]. At constant air flow (about 0.7 m/s) the increase of coal content in the initial mixture 
from 3 to 10% results in practically linear increase of maximal temperature in combustion 
front (from 600 up to 1340°C). Gas flow rate increase do not influence practically the 
maximal temperature. Increase of the coal content as well as the air flow rate rises the 
combustion front velocity practically linear.  
During combustion process  a white deposit forms at «cool» reactor walls, far from hot zone 
this deposit becomes gray. Chemical analysis showed that it is mainly molybdenum 
trioxide. Totaly 78% of molybdenum went to sublimate. Optical microscope tests in 
transmitted and polarized  light showed that products of the combustion of Mo-containing 
systems, taken from reactor walls, are transparent crystal powders containing needle-like 
particles of lenth 50 μm to 1-2 mm and width 10-20 μm. Analysis shows that samples of the 
sublimate crystals taken out of burden zone contains higher than 95%  MoO3.  
It was shown that at the end of combustion process the content of MoO3 increases on 
approaching to the final end of the burden, but it is always lower than molybdenum 
concentration in the initial mixture, that proves once more that mass transfer of Mo-
containing derivatives left the initial reaction mixture. An interesting regularity was 
observed: maximal yield of Mo into sublimate occurs at coal content 5-6% (combustion front 
temperature is 850-950 °C), the increase of coal fraction up to 8-10%, and correspondingly, 
combustion front temperature up to 1000-1340°C makes the yield considerably lower. It 
seems that at coal content increase the heat structure of the combustion wave changes from 
”reaction leading” (at low coal content) to ”reaction trailing” (at coal content increase). In 
the last case the reducing zone becomes more heated and molybdenum oxides may be 
reduced there to metal molybdenum which is not volatile in these temperatures. Another 
possible reason of MoO3 yield fall at T = 1000-1340°C may be any change of crystal structure 
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of aluminosilicate cage of catalyst structure at intensive heating and as result an aggravation 
of conditions for MoO3 mass transfer.  

3.3 Filtration combustion of mixtures containing zinc 
Experimantal investigations of FC and mass transfer of Zn-containing products have been 
carried out with a wide set of model mixtures, including zinc as a free metal as well as zinc 
oxide (ZnO). It was shown that by the control of the filtration combustion process 
organization ( varying  control parameters in wide interval, that is changing the coal content 
from 10 to 40%, and air flow rate from  0.01 to 1.8 m/s) it is possible to optmize FC regime 
with reaction leading structure (ZnO extraction) as well as regime with reaction trailing 
structure, where the reducing of ZnO to free Zn is possible due to endothermic reactions  

ZnO(s) + CO(g) = Zn(s) + CO2(g)    – 66 kJ, 

with further zinc sublimation: 

Zn(s) = Zn(g)     – 130 kJ.  

Stable combustion regimes for the systems under investigation were found at air flow rate 
higher than 0.06 – 0.11 m/s. Hereby temperatures of combustion  front at the tested interval 
of controlling parameters reached 690 – 1300 C and increased with the fuel content rise as 
well as with air flow rate increase.  For all samples under consideration combustion front 
velocities were between  0.7 and 17.5 mm/min  and they increased with the air flow rate rise 
at the constant fuel content.  
It was shown that the depth of ZnO extraction to the sublimate depends on initial zinc 
content in granules of Zn-containing burden component. During the burning of systems, 
containing many ZnO (10-30%), we found that the concentration of ZnO in the burnt mass 
decreased from the start point of combustion to the end point if the air flow rate was rather 
small (lower than 0.1 m/s); at higher air flow rates (0.4 – 1.7 m/s), conversely, ZnO 
concentration increased from the start point of combustion to the end point. It proves that 
Zn-containing combustion products move through the burden. Increase of combustion front 
temperature rises the level of Zn extraction from the system and this yield was between 3 
and 34% depending on many factors. 
For systems with small zinc content in the burden (2-4%) the level of zinc extraction 
depends on air flow rate and on fuel content, at small flow rates the effectiveness of Zn 
extraction reached sometimes 100% or so.  

4. Principal advantage of filtration combustion over traditional methods of 
substances extraction 
We have to stress once more: all processes of the mass transfer described above may be 
executed in simple stove regime, that is heating all reaction mass in the media of necessary 
gas (depending on the type of the substance to be extracted, this gas may be air, carbon 
monoxide, hydrogen etc), but in this case we have to waste energy in several times higher 
than it is needed to proceed the same chemical reaction in superadiabatic regime using the 
method of filtration combustion. Incessant heat recuperation in filtration combustion wave 
and the fact that only a small part of all reaction mass is heated at the moment and the most 
part of the thermic energy moves along the reaction mass and do not disperse outside 
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provide high energetic efficiency of the process. By this way it is possible to realize mass 
transfer of different kinds of compounds able to form volatile products. Spending of energy 
for the mass transfer of compound to be extracted by the FC method are considerably lower 
than necessary spending for heating all reactive mass to obtain the same extraction effect. 
Moreover, filtration combustion process may become not energy-consuming, but even 
energy-generating if further one uses combustible gaseous products (CO, H2) as fuel for 
other industrial goals (heating, eclectic energy obtaining etc.).  
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1. Introduction    
This chapter describes the merits of using  hollow fiber supported liquid membrane 
(HFSLM), one of liquid membranes in supported structures, and the step-by-step mass 
transfer in removing arsenic (As) and mercury (Hg) ions from produced water in upstream 
petroleum operation from the Gulf of Thailand. Apart from the necessary fundamentals, the 
contents comply existing information and data based on our up-to-date publications in 
journals. 
Arsenic (As) and mercury (Hg) are naturally trace components in petroleum reservoir. In 
certain Gulf of Thailand fields, the concentration levels vary widely and Hg, in particular, is 
drawing local statutory attention since its concentration is found typically higher than those 
found in the rest of the global petroleum production areas. A number of hypotheses have 
suggested the origin of As and Hg in the petroleum reservoirs laid underneath the Gulf. But 
one common fact agrees that mercury predominantly presents in an elemental form Hg(0) 
with the rest in an inorganic form (HgCl2), organic forms (CH3HgCH3 and C2H5HgC2H5) 
and an organo-ionic form (ClHgCH3). For arsenic, it presents as As(III) and As(V) (Korte & 
Fernando, 1991). The As(III) is normally in the form of H3AsO3  whereas As(V) is in either 
H2AsO4- or HAsO42-. Arsenic and mercury are grouped in the most hazardous metals since 
arsenic compounds are carcinogens, both severe acute and chronic toxicity, while mercury 
can evaporate in soil or water; short-term exposure results in kidney damage; and a lifetime 
of exposure can lead to impairments in neurological functioning (U.S. EPA, 1984). 
In the Gulf of Thailand, petroleum development and upstream production have been very 
active recently following an increasing domestic energy demand and a soaring global oil 
price. Accordingly, numbers of leading and national oil companies have been gathering in 
the Gulf for an interest of petroleum exploration and production. Figure (1) presents 2009 
updated petroleum concessionaire map in the Gulf of Thailand where total gross production 
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1. Introduction    
This chapter describes the merits of using  hollow fiber supported liquid membrane 
(HFSLM), one of liquid membranes in supported structures, and the step-by-step mass 
transfer in removing arsenic (As) and mercury (Hg) ions from produced water in upstream 
petroleum operation from the Gulf of Thailand. Apart from the necessary fundamentals, the 
contents comply existing information and data based on our up-to-date publications in 
journals. 
Arsenic (As) and mercury (Hg) are naturally trace components in petroleum reservoir. In 
certain Gulf of Thailand fields, the concentration levels vary widely and Hg, in particular, is 
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found in the rest of the global petroleum production areas. A number of hypotheses have 
suggested the origin of As and Hg in the petroleum reservoirs laid underneath the Gulf. But 
one common fact agrees that mercury predominantly presents in an elemental form Hg(0) 
with the rest in an inorganic form (HgCl2), organic forms (CH3HgCH3 and C2H5HgC2H5) 
and an organo-ionic form (ClHgCH3). For arsenic, it presents as As(III) and As(V) (Korte & 
Fernando, 1991). The As(III) is normally in the form of H3AsO3  whereas As(V) is in either 
H2AsO4- or HAsO42-. Arsenic and mercury are grouped in the most hazardous metals since 
arsenic compounds are carcinogens, both severe acute and chronic toxicity, while mercury 
can evaporate in soil or water; short-term exposure results in kidney damage; and a lifetime 
of exposure can lead to impairments in neurological functioning (U.S. EPA, 1984). 
In the Gulf of Thailand, petroleum development and upstream production have been very 
active recently following an increasing domestic energy demand and a soaring global oil 
price. Accordingly, numbers of leading and national oil companies have been gathering in 
the Gulf for an interest of petroleum exploration and production. Figure (1) presents 2009 
updated petroleum concessionaire map in the Gulf of Thailand where total gross production 
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per day has been reported around 680,000 barrels of oil equivalent [DMF, 2010] and 
hundreds of thousands of barrels daily for the produced water are generated. Trend of 
produced water production is increasing dramatically according to an exponential 
expansion of petroleum development to meet high domestic demand and maturity of 
production reservoir itself. 
 

 
Fig. 1. Concessionaire map in the Gulf of Thailand (DMF, 2009) 

To handle this massive daily generated amount of produced water, the oil company 
operators in the Gulf undertake an enduring path to pursue a “zero discharge” program 
enforced by Thai  local  authorities  by  injection  of  the  produced   water  back  into  the  
formations. Nevertheless, overboard discharge of the produced water into the ocean is still 
necessitated when the re-injection facilities are in breakdown state or for some production 
fields where uncertainties  in  geological  formations  to  receive  such  great  volume  of  
produced  water hinder  the feasibility. Pollution and biological impact to local marine 
environment is of concern when overboard discharge of arsenic and mercury contaminating 
produced water into the ocean. Various aspects of the potential environmental effects of 
arsenic and mercury have been assessed by local environmental control authorities. 
According to the overboard discharge limits made to reference with the Ministry of Industry 
and the Ministry of Natural Resources and Environment,  Thailand, it is a must to remove 
arsenic and mercury from offshore waste discharges to no greater than 250 ppb and 5 ppb, 
respectively.  
The conventional methods to treat heavy-metal-contaminated water are precipitation/co-
precipitation, coagulation, electrolysis, reverse osmosis, carbon adsorption, membrane 
filtration, solvent extraction, ion exchange, etc (Arpa et al., 2000; Dabrowski et al., 2004; Van 
der Vaart et al., 2001). Nevertheless, those are reported to be ineffective at a very low 
concentration separation. Precipitation/co-precipitation is the most commonly used process. 
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It uses chemical additives to transform dissolved contaminants into insoluble solid which is 
then removed from the water phase by clarification or filtration. Adsorption is an alternative 
to precipitation/co-precipitation. However, it poses some constraints as it is effective for 
treating the water which has only mercury as a contaminant. The adsorption is likely to be 
affected by characteristics of the media and non-mercury contaminants (U.S. EPA, 2007). 
Chevron Thailand Exploration and Production Ltd., one of the major oil company operators 
in the Gulf of Thailand, has applied a continuous chemical treatment process to comply with 
these regulations. However, the on-line As and Hg monitors have been problematic to 
achieve the desired discharge concentrations (Gallup & Strong, 2007). Apart from that, the 
use of chemical treatment has raised concerns from operation point of view. For instance, 
sodium hydroxide and ferric chloride in the process cause severe corrosion with the 
associated metal made pipeworks. Costly super alloy material is the only viable option for 
construction material of high pressure rating process but high capital cost. High toxicity 
from the chemicals deteriorates the circumstance by exposing personnel operators with 
health hazards when loading and unloading of the chemicals to the process. 
To cope with the problems met by conventional methods and chemical treatment  process, 
the removal by hollow fiber supported liquid membrane (HFSLM) has been applied. The 
modules of hollow fiber can be put in series after the conventional operation to scavenge the 
remaining arsenic/mercury down to the environmentally acceptable permits. The HFSLM 
technique is relatively recent. It can supplement or can replace the conventional separation 
techniques if the concentrations of As and Hg ions in produced water are very low and 
hardly handled by those conventional methods. To date based on the concept of mass 
transfer by using HFSLM with either a single extractant or a synergistic one, we published 
our remarkable works on effective removal of dilute arsenic/mercury concentration from 
the produced water in accordance with the discharge legislation. 

2. Liquid membrane 
The membrane is typically fabricated with hydrophobic microporous hollow fibers. With an 
organic extractant embedded in the micro pores of  hydrophobic membrane, the membrane, 
therefore, acts as a semi barrier between two aqueous phases from contact but still allows 
the target component to  diffuse across the membrane freely while simultaneously impedes 
the diffusion of other components. Thus, the advantage over solvent extraction method by 
the use of liquid membrane is non dispersive mass transfer. The flow rates of the phases can 
be varied independently over a wide range without any problem of flooding, loading, 
channeling or entrainment.  
The system, shown in Figure (2), usually consists of feed phase, liquid membrane phase and 
stripping phase. The feed is a phase which consists of a mixture of components including 
the target component. The stripping phase is a phase which preferentially receives the target 
component from the feed through liquid membrane diffusion. The mechanism involves 
solvent extraction and a membrane-based mass transfer for the removal of the specific 
component from feed phase. It is renowned for its combined ability of extraction, diffusion, 
and stripping of the target component and can be treated as a simultaneous multistage 
extraction and stripping process (Mohapatra & Manchanda, 2008). 
Common forms of liquid membrane are bulk, emulsion and supported liquid membranes. 
Each has different pros and cons, for example, bulk liquid  membrane is easier to prepare 
and operate but offers less surface to volume ratio than others. Emulsion liquid membrane  
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Fig. 2. The microporous hollow fiber liquid membrane 

offers large surface to volume ratio but poor stability. Supported liquid membrane draws 
more industrial interests as it provides large surface to volume ratio to allow fast mass 
transfer while stability can be very well maintained. Moreover, supported liquid membrane 
is sustainable for a continuous flow operation. It has gained a broad range of separation 
applications and also demonstrated a promise in the removal of metal ions, such as nickel, 
uranium, chromium, copper, etc from the effluent streams (Lothongkum et al., 2009; 2009; 
Usapein et al., 2009; Pancharoen et al., 2005; Ramakul et al., 2009; 2007; 2006; 2006; 2004; 
2003). The hollow fiber supported liquid membrane is, therefore, deployed in many of our 
study researches.  

2.1 Diffusion transport in hollow fiber supported liquid membrane 
HFSLM, or membrane contactor in many literatures, creates an immiscible layer  between 
feed and stripping phases from an organic extractant in microporous  hollow fibers. The 
target component reacts with the extractant at the feed-membrane interface to form complex 
species. Subsequently, the complex species diffuse across the liquid membrane (organic 
phase) to react with the stripping solution at the opposite interface of the membrane then 
are stripped into the stripping phase. Thus, the target component can be extracted and 
stripped simultaneously in a single step.  The transportation rate of the target component is 
driven by the concentration gradient between feed and stripping phases. In this 
phenomenon of diffusion transport, it can be either a simple facilitated transport or a 
coupled facilitated transport. The simple facilitated transport occurs when the transport 
is independent of any other ions. It normally takes place in an application of neutral species 
extraction. As for ionic species extraction, the coupled transport occurs to maintain the 
solution electroneutrality (Bringas et al., 2009). The driving force to determine the transport 
rate is dependent on types and concentrations of co-ions in the feed. 
Figure (3) schematically explains the transport of each case. The scheme depicts (A) as the 
target component, (B) co-ion, (C) the organic extractant, and ( AC  or BC or ABC ) the 
organic complex. In our study, the target component (A)  can  be arsenic and/or mercury 
ions.  The  straightforward  mechanism  is  observed  with  the  simple  facilitated  transport 
(Figure (3-a)) since the organic  complex ( AC ) is produced from the reaction between (A) 
and (C). Then, ( AC ) is decomposed at the interface between the liquid membrane and the 
stripping phase, and (A) is recovered. The coupled facilitated transport can be classified into 
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co-transport (Figure (3-b)) and counter-transport (Figure (3- c)). For the coupled facilitated 
co-transport, the extractant reacts with the target component (A) and co-ion (B) to form the 
organic complex ( ABC ).  The ( ABC ) diffuses across the liquid membrane to the stripping 
interface where both the target component and co-ion are simultaneously recovered. This 
mechanism has co-ion transporting along with the target component from feed phase to the 
stripping phase.  
 

  

 
Fig. 3. Schematic pictures of liquid membrane systems (adopted from Bringas et al., 2009)  

This coupled facilitated co-transport is common for neutral and basic extraction as 
schematized in Equation (1) for the reaction with neutral organic extractant, and Equation 
(2) for the reaction with basic organic extractant. The aqueous pH phase or hydrogen ion 
(H+) in the system depicts as (H). 
Coupled Co-transport, Neutral organic extractant   

 ( ) ( )( ) ( ) org orgaq aqA B C ABC+ −+ + ⇔    (1) 

Coupled Co-transport, Basic organic extractant  

 ( ) ( ) ( )( ) ( )n
aq aq aq orgA mB m n H m n C+ − ++ + − + − ⇔ +−(m-n)-

n m (org)(A B )((m n)CH )  (2) 

The coupled facilitated counter-transport has reverse mechanism from the co-transport. The 
co-ion (B) transports from the stripping phase to feed phase, against the transport direction 
of the target component (A). The mechanism starts with the reaction between (A) and the 
organic extractant in terms of the organic complex ( BC ) to form organic complex ( AC ) and 
release co-ion (B) to feed phase. The organic complex ( AC ),  subsequently, diffuses across 
the  liquid  membrane  to  the stripping interface where the target component is released to 
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the stripping phase and co-ion is recovered to the organic extractant. The common case of 
the counter-transport is the reaction using acidic extractant as schematized by Equation (3). 
Coupled Counter-transport, Acidic organic extractant 

 ( ) ( ) ( ) ( )aq org org aqA HC AC H+ ++ ⇔ +       (3) 

Uphill transport where the target component can be transported across the membrane 
against the concentration gradient of the target component is usually observed from the 
coupled transport. The uphill effects can continue until the target component diffuses across 
the liquid membrane to the stripping solution as long as the driving force in the coupled 
transport system is maintained. The driving force is often acquired from aqueous pH or H+ 
and/or co-ion (B) concentration gradient. Generally, research works in our laboratory shows 
that the removal of very dilute concentration of arsenic or mercury ions from produced 
water follows the mechanism of the coupled facilitated transport, and the uphill effects 
against the target component concentration is usually observed. 
Key parameters to represent the performance of liquid membrane system are indicated in 
terms of the percentage of extraction (%), the percentage of stripping or recovery (%) and 
the distribution ratio (D). The percentage of extraction is the performance indicator which 
quantitatively identifies how much the target component, i.e., arsenic or mercury ions in our 
case is removed from produced water by the organic extractant. The percentage of recovery 
identifies how much the target component is recovered to the stripping solution. For the 
distribution ratio, it is a measurement of how much the target component is transferred to 
the next phase.  It  equals  the  concentration  of  the  target  component  in  the  membrane  
phase divided by its concentration in the aqueous phase. Equations (4), (5) and (6) are 
provided for a better understating of these key parameters. 
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2.2 HFSLM operation set up 
The hollow fiber supported liquid membrane system is composed of two gear pumps, two 
variable flow rate controllers, two rotameters and four pressure gauges. The hollow fiber 
module is Celgard® microporous polypropylene fibers woven into fabric and wrapped 
around a central-tube feeder to supply the shell side fluid. The properties of the hollow fiber 
module are shown in Table (1). 
The one-through mode of a single-module HFSLM operation is shown in Figure (4). The 
selected organic extractant is filled in and subsequently circulated in shell and tube sides of 
the module for at least 20 minutes to ensure that the extractant is embedded in micro pores 
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Properties Descriptions 
Material 
Number of fibers 
Module length 
Module diameter 
Porosity 
Pore size 
Contact area 
Area per unit volume 
Fiber ID 
Fiber OD 

Polypropylene 
10,000 
20.3 cm 
6.3 cm 
30% 
0.05 mm 
1.4 m2 
29.3 cm2/cm3 
240 μm 
300 μm 

Table 1. Properties of the hollow fiber module 

of the fibers. The feed produced water and the stripping solution are then pumped counter-
currently into the tube side and shell side of the HFSLM, respectively. A 10-mL sample is 
taken at the end of each separation cycle (about 40 min) from the feed and the stripping 
solutions  to analyze the concentrations of arsenic and/or mercury ions  by the inductively 
coupled plasma spectroscopy (ICP). 
 

 
Fig. 4. Schematic counter-current flow diagram of one-through-mode separation by hollow 
fiber supported liquid membrane: A-HFSLM; B-inlet feed reservoir; C-outlet stripping 
solution reservoir; D-inlet stripping solution reservoir; E-outlet feed reservoir 

3. Mass transfer mechanism in HFSLM 
The mass transfer in HFSLM is the net diffusion of mass of arsenic/mercury ions across 
immiscible liquid membrane phase from feed phase to the stripping phase. The direction of 
mass transfer depends on the driving force across the liquid membrane. The driving force 
can be the concentration gradient of arsenic/mercury concentration itself or co-ion 
(B)/aqueous pH or H+ concentration for the uphill transport in the case of the coupled 
facilitated transport as discussed earlier.  
In engineering, the mass transfer coefficient is defined to quantify the mass transfer between 
the phases. It is a diffusion rate constant that relates among the mass transfer rate, mass 
transfer area and the concentration gradient. To determine the mass transfer coefficient for 
arsenic/mercury ions diffusion through HFSLM, the relationship between the mass transfer 
coefficient and permeability coefficient (P) is deployed. The permeability coefficient 
depends on mass transfer resistances and is reciprocal to the mass transfer coefficients as 
follows (Rathore et al., 2001). 



 Mass Transfer in Multiphase Systems and its Applications 

 

504 

the stripping phase and co-ion is recovered to the organic extractant. The common case of 
the counter-transport is the reaction using acidic extractant as schematized by Equation (3). 
Coupled Counter-transport, Acidic organic extractant 

 ( ) ( ) ( ) ( )aq org org aqA HC AC H+ ++ ⇔ +       (3) 
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2.2 HFSLM operation set up 
The hollow fiber supported liquid membrane system is composed of two gear pumps, two 
variable flow rate controllers, two rotameters and four pressure gauges. The hollow fiber 
module is Celgard® microporous polypropylene fibers woven into fabric and wrapped 
around a central-tube feeder to supply the shell side fluid. The properties of the hollow fiber 
module are shown in Table (1). 
The one-through mode of a single-module HFSLM operation is shown in Figure (4). The 
selected organic extractant is filled in and subsequently circulated in shell and tube sides of 
the module for at least 20 minutes to ensure that the extractant is embedded in micro pores 
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Three mass transfer resistances in Equation (7) are in accordance with three  steps of the 
transport mechanisms: first the resistance when arsenic/mercury  ions diffuse across the 
feed interface; second the resistance when complex ions of arsenic/mercury diffuse across 
liquid membrane; and third the diffusion resistance  across the stripping interface. The mass 
transfer resistance in the stripping interface can be disregarded since the mass transfer 
coefficient of the stripping solution (ks) is higher than that of the feed phase (kf) (Uedee et 
al., 2008) based on the following assumptions: 
1. The film at feed interface is much thicker than that at the stripping interface. This is 

because of a combination of dense arsenic/mercury ions in the feed and co-ions from 
buffer solution at the feed interface, while there are only stripping ions and very lean 
arsenic/mercury ions at the stripping interface. From Equations (9) and (10), thick feed 
interfacial film (lif) makes the mass transfer coefficient of the feed phase (kf) much lower 
than that of the stripping solution (ks). 
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2. The arsenic/mercury concentration difference between the feed solution (Cf) and the 
feed-membrane interface (Cf*) is higher than the difference between the membrane-
stripping interface (Cs*) and the membrane solution (Cs) (Porter, 1990). At equal flux by 
Equation (11), kf is, therefore, much lower than ks.  

 * *( ) ( )f f f s s sJ k C C k C C= − = −   (11) 

3. Only a stripping ion is used in the stripping side and it is directly in contact with the 
liquid membrane providing rapid dissolution. Thus, we can discard the third resistance 
in Equation (7) and obtain Equation (12). 
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The permeability coefficient (P) is also proposed by Danesi (Danesi, 1984) with the following 
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against  t . 
Theoretical model equations for mass transfer mechanism through hollow fiber supported 
liquid membrane system are defined for better understanding the system and to predict  the 
behavior of the system under different operating condition applications. The accurate model 
is very useful to scale up the system for industrial applications. Developments of the 
models, for example, diffusion model, plug flow model, graphical model have been 
proposed by many researchers. One of the diffusion models which attracts interests of our 
research group is the model proposed by Huang (Huang et al., 2008) on Fick’s law of mass 
transfer.  
The following assumptions are made to simplify the model equations: 
1. Pseudo steady state system with a constant operating temperature and constant 

physical properties. 
2. The membrane phase is completely immiscible with the feed and stripping phases. 
3. The volume of the liquid membrane phase can be neglected with reference to the bulk 

volume of feed phase or the stripping phase. 
4. The reaction rates at both feed and stripping interfaces are rapid and can ignore the 

associated reaction resistances. 
 
 

 
 

Fig. 5. The proposed steps in Huang’s diffusion model 

The diffusion transport at each step is described by Fick’s law of diffusion as follows: 
1. The target component diffuses across the interfacial layer between the feed and 

membrane. 

Feed-membrane 
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Membrane-stripping 
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2. The target component reacts with the organic extractant to form the organic complex. 

 *
1 1 1 (0, )r fj k C k C t−= −   (16) 

3. The organic complex diffuses across the membrane to the stripping interface. 
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4. The organic complex is decomposed at the stripping interface and the target component 
is released. Simultaneously, the organic extractant is regenerated and returns to the 
membrane phase. 

 *
2 2 0 2( , )r sj k C x t k C−= −   (19) 

5. The released target component diffuses across the interfacial layer between the 
membrane and is recovered to the stripping phase.  

 *( )s s s sj k C C= −   (20) 

where, kf and ks are obtained from the solution of Equation (7). 
De  is the effective diffusivity from Wilke-Chang’s correlation, defined as follows 
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By pseudo steady state assumption, the concentrations of the target component in the feed 
phase, membrane phase and stripping phase are achieved from the material balance 
equation. 

 0f f s so f f s s m mV C V C V C V C V C+ = + +   (23) 

 m f ex s sC C K C K= =   (24) 

 

Vm   can be neglected by the assumption that the membrane volume is very small relative to 
the bulk volume of feed and the stripping volume. The calculated results using the 
aforementioned proposed model equations show good agreement with the experimental 
results from various extraction applications via HFSLM by our group.  
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4. HFLSM applications for arsenic and mercury removal 
Types of the extractants and stripping solutions are pivotal to the success of As and/or Hg 
separation. Iberhan and Wisniewski (Iberhan and Wisniewski, 2002) extracted As(III) and 
As(V) using the organic extractants of Cyanex 925, Cyanex 301 and a mixture between 
Cyanex 925 and Cyanex 301 at different  volumetric  ratios. The result showed that Cyanex 
301 provided higher extraction of As(III) than As(V). The mixture of Cyanex 925 and Cyanex 
301 helped remove As(V) significantly, while pure Cyanex 925 could extract As(V) a little 
better than As(III). Fabrega and Mansur (Fabrega & Mansur, 2007) extracted Hg(II) from 
HCl solution by Aliquat 336 dissolved in commercial Kerosene  Exxol D-80. Mercury was 
almost extracted within 5 min at pH ≥ 1 and was satisfactorily stripped out about 99% by 
using thiourea as the stripping solution. Chakrabarty (Chakrabarty et al., 2010) found that 
by using triocthyamine (TOA) as the extractant in liquid membrane, Hg(II) could be 
extracted from pure solution more than lignosulfonate-mixed solution.  
Knowledge from the past researches elicited our research group to progress further for the 
effective removal of arsenic/mercury ions from the produced water via HFSLM. 
Sangtumrong (Sangtumrong et al., 2007) simultaneously separated Hg(II) and As(III) ions 
from chloride media via HFSLM by TOA dissolved in toluene as the extractant and NaOH 
as the striping solution. Prapasawat (Prapasawat et al., 2008) used Cyanex 923 dissolved in 
toluene to separate As(III) and As(V) ions from sulphate media with water as the stripping 
solution via HFSLM. It was found that more As(V) could be extracted than As(III). Uedee 
(Uedee et al., 2008) obtained 100% extraction and 97% recovery of Hg(II) ions from chloride 
media  via HFSLM using TOA  dissolved  in  kerosene as the  extractant  and NaOH as the 
stripping solution. Recently, Pancharoen (Pancharoen et al., 2009; 2010) separated arsenic 
and mercury ions from the produced water from different gas fields in the Gulf of Thailand 
by HFSLM. Aliquat 336 dissolved in kerosene was a proper extractant with 91% arsenic 
extraction for the produced water without mercury contamination.  
The discussions of the results from our research group are provided in the following sub 
topics (1) selective arsenic removal, (2) selective mercury removal and (3) simultaneous 
arsenic and mercury removal. 

4.1 Selective arsenic removal 
A number of researchers sought the organic extractants to remove arsenic ions, mostly they 
worked in a lab scale using synthetic feeds. Cyanex 301, Cyanex 923, Cyanex 925, a mixture 
of Cyanex 301 and Cyanex 925, tri-n-butylphosphate (TBP), hydrophobic glycol and 
hydroxamic acids were used to remove As(III) and As(V) from sulfuric acid solution by 
liquid–liquid extraction. The acidic reagent, Cyanex 301, could extract As(III) better than 
As(V). Cyanex 925 and Cyanex 923 were found more suitable for As(V) extraction than 
As(III) (Wisniewski, 1997; Meera et al., 2001). 
Arsenic in the produced water is predominantly in the species of arsenite As(III) and arsenate 
As(V). The As(III) normally occurs as H3AsO3  and H2AsO3−complexes. While As(V) occurs as 
H3AsO4, H2AsO4−, HAsO42− and AsO43−. But for the produced water from the Gulf of Thailand, 
As(III) usually presents in un-dissociated neutral  H3AsO3 and As(V) presents in dissociated 
anion  complexes of H2AsO4−  and HAsO42−  (Wilson et al., 2007). The As(V) takes majority part 
of total arsenic in the produced water where the pH is found in the range of 6-6.5. It appears 
that the removal of arsenic from produced water has to deal with spectroscopic range of 
arsenic in the water. Therefore, three different types of potential organic extractants for arsenic 
removal have been investigated in which the summary resultsare provided herewith. 
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(a) (b) (c) 

Fig. 6. Chemical structures of the organic extractants: (a) Aliquat 336, (b) Cyanex 301, and (c) 
Cyanex 923 (Mohapatra and Manchanda, 2008)  

4.1.1 Arsenic extraction using aliquat 336 (basic extractant) 
Aliquat 336 (CH3R3NCl) is the basic organic extractant which has an ability to react with 
both dissociated forms (H2AsO4− and HAsO42−) and un-dissociated  form (H3AsO3) of the 
arsenic ions. The transport mechanism for arsenic removal is driven by the concentration 
gradient of hydroxide ion (OH-) in counter with arsenic ion transport direction. For clear 
illustration, the schematic transport mechanism is provided in Figure (7) for the extraction 
of H2AsO4− using Aliquat 336. The extraction reaction and recovery reaction are 
demonstrated in Equations (25) – (30). Term X−  in the equations is denoted as Cl−  in feed 
and membrane phases for the first cycle, and OH− (a counter ion in the stripping phase) will 
take over the place of Cl−  in the next cycles (Porter, 1990). 
Extraction reactions of dissociated arsenic forms by Aliquat 336  

 2 4 3 3 3 3 2 4( )( )H AsO CH R N X CH R N H AsO X− + − + − −+ ⋅ +   (25) 

 2 2
4 3 3 3 3 2 42( ) ( ) ( ) 2HAsO CH R N X CH R N HAsO X− + − + − −+ ⋅ +   (26) 

 

Extraction reactions of un-dissociated arsenic forms by Aliquat 336  

 3 3 3 3 3 3 3 3( )( )H AsO CH R NCl CH R NCl H AsO+   (27) 
 

Recovery reactions of arsenic-Aliquat 336 complex 

 3 3 2 4 3 3 2 4( )( )CH R N H AsO NaOH CH R N OH NaH AsO+ ⋅ +   (28) 

 3 3 2 4 3 3 2 4( ) ( ) 2 2CH R N HAsO NaOH CH R N OH Na HAsO+ ⋅ +   (29) 

 3 3 3 3 3 3 3 3 2( )( ) 3 3CH R NCl H AsO NaOH CH R NCl Na AsO H O+ + +   (30) 
 

Using  0.75 M (35% v/v) Aliquat 336 as the organic extractant and 0.5 M  NaOH as the 
stripping solution, successful reduced arsenic to meet the permissible limit (< 250 ppb). The 
percentage  of  the  recovery  of  arsenic  ions  increased  with  the  concentration  of sodium 
hydroxide up to 0.5 M. After 3-cycle operation, 91% of arsenic extraction from the produced 
water and 72% of arsenic recovery were achieved (Pancharoen et al., 2009). 
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Fig. 7. Schematic representation of H2AsO4− coupled transport with Aliquat 336 

 

 
Fig. 8. Schematic representation of AsO+ coupled transport with Cyanex 301 

4.1.2 Arsenic extraction using cyanex 301 (acidic extractant) 
Cyanex 301 is an acidic organic extractant which is recommended as an effective extractant 
for cation arsenic such as AsO+ from the dissolution of H3AsO3 (Iberhan & Wisniewski, 
2002). The transport mechanism is schematically illustrated in Figure (8). The process is 
driven by the hydrogen ion in counter with arsenic ion transport. The extraction and 
recovery reactions are described in the following equations: 

  AsO HR RAsO H+ ++ +  (31) 
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Fig. 6. Chemical structures of the organic extractants: (a) Aliquat 336, (b) Cyanex 301, and (c) 
Cyanex 923 (Mohapatra and Manchanda, 2008)  
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 2RAsO NaOH NaR HAsO+ +   (32) 

For arsenic extraction using Cyanex 301 via HFSLM, the results were reported with 
relatively high percentage of extraction but with very low percentage of recovery 
(Pancharoen et al., 2009). The poor performance of recovery is explained by the strong bond 
that arsenic ions (AsO+) make with Cyanex 301 and it is difficult for the stripping solution to 
break the bond (Iberhan & Wisniewski, 2002). This finding does not promote the favor of 
using  Cyanex 301 as it offers an effective extraction while  obtaining  unacceptable recovery. 

4.1.3 Arsenic extraction using cyanex 923 (neutral extractant) 
Cyanex 923 or trialkylphosphine oxides (TRPO) is a neutral extractant which is 
recommended to use for the removal of un-dissociated neutral arsenic ions (Wisniewski, 
1997; Meera et al., 2001). In the produced water, HAsO2 is the neutral species of As(III) and 
H3AsO4  is the neutral species of As(V). The extraction of As(III) and As(V) by Cyanex 923 is 
proposed in Equations (33) and (34), respectively.  

 2 2HAsO H TRPO HAsO H TRPO+ ++ + ⋅ ⋅   (33) 

 3 4 3 4H AsO H TRPO H AsO H TRPO+ ++ + ⋅ ⋅   (34) 

Using water as the stripping solution in the study, the recovery reactions are described as 
follows:  

 2 2 2HAsO H TRPO H O HAsO H TRPO+ +⋅ ⋅ + + +   (35) 

 3 4 2 3 4H AsO H TRPO H O H AsO H TRPO+ +⋅ ⋅ + + +   (36) 

All equations above can be presented in the schematic diagram of arsenic transport as 
shown in Figure (9). Our work (Prapasawat et al., 2008) reported the study of using Cyanex 
923 (30% v/v) diluted in toluene as the organic extractant and water as the stripping 
solution, the maximum arsenic extraction was 38% for As(III) species and 45% for As (V) 
species. Poor arsenic extraction performance was observed from Cyanex 923. This should be 
attributed to the low contribution of neutral arsenic in the feed and Cyanex 923 can work 
with neutral species only. 
 

 
Fig. 9. Schematic representation of neutral As(III) with Cyanex 923  

Of all three investigated extractants, Aliquat 336 attains high percentages of extraction and 
recovery of arsenic ions. This is due to its ability to react with both dissociated forms 
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(H2AsO4− and HAsO42−) and un-dissociated form (H3AsO3) of the arsenic which takes the 
majority part of total arsenic contribution in the produced water.  

4.2 Selective mercury removal 
Most of mercury in the produced water is an elemental form Hg(0) with the rest of inorganic 
form such as HgCl2 or Hg(II). To remove mercury, the elementary mercury is normally 
taken by a chemical treatment process using an oxidant, ferric ions and flocculent to form a 
removable sludge containing mercury, which is known as an effective solution for the 
removal of mercury of high concentration. The residual mercury after the chemical 
treatment will be diluted and extracted via HFSLM  subsequently. Uedee (Uedee et al., 2008) 
revealed that high extraction and recovery performances of mercury using HFSLM could be 
constantly maintained under the dilute mercury concentration system. 
Normally, the mercury species after chemical treatment are in the form of Hg(II). The 
existence of Hg(II) comes from inorganic mercury HgCl2   originally in the produced water 
and the undesired conversion of elementary mercury in the chemical treatment process. For 
the latter, the oxidation reduction potential is the contributory factor for the conversion. If 
the oxidation reduction potential exceeds the controlled limit, the elementary mercury is 
often converted to ionic mercury form of Hg(II) resulting in seriously degradation in the 
overall treatment process (Frankiewicz & Gerlach, 2000). 
Sangtumrong (Sangtumrong et al., 2007) and Uedee (Uedee et al., 2008)  removed  Hg(II) 
from Hg(II) contaminated  synthetic chloride water using tri-n-octylamine (TOA) by 
HFSLM. Pancharoen (Pancharoen et al., 2010) succeeded a similar work but used the 
produced water as the feed. The results corresponded closely; implying that the 
predominant Hg(II) species in the produced water is valid. 
TOA is a basic organic extractant and its chemical structure can be referred to Figure (6). 
TOA in toluene is  found  to  be  the  most  selective mercury extractant (Sangtumrong et al., 
2007; Uedee et al., 2008). However, feed pretreatment is necessary in order to deprotonate 
the Hg(II) of  neutral HgCl2 to anion form which is suitable for the function of the basic  
extractant (Ramakul & Panchareon, 2003). Equation (37) shows the Hg(II) deprotonation by 
HCl. 

 2
2 42 2HgCl HCl HgCl H− ++ → +   (37) 

Subsequent to the feed pretreatment, mercury ions in the form of HgCl42− will react with the 
organic extractant (TOA, shown as R3N) to form the complex species as seen in Equation 
(38):  

 2
4 3 3 2 42 2 ( )HgCl H R N R NH HgCl− ++ + ⋅   (38) 

The mercury complex species diffuse to the opposite side of the liquid  membrane by the 
concentration gradient and react with NaOH, a stripping solution. The HgCl42−ions are 
recovered to the stripping phase, shown in Equation (39): 

 2
3 2 4 3 4 2( ) 2 2 2R NH HgCl OH R N HgCl H O− −⋅ + + +   (39) 

After the stripping reaction, TOA is diffused back to the feed-membrane interface according 
to its concentration gradient, and again TOA is reacted with HgCl42− ions from the feed. 
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predominant Hg(II) species in the produced water is valid. 
TOA is a basic organic extractant and its chemical structure can be referred to Figure (6). 
TOA in toluene is  found  to  be  the  most  selective mercury extractant (Sangtumrong et al., 
2007; Uedee et al., 2008). However, feed pretreatment is necessary in order to deprotonate 
the Hg(II) of  neutral HgCl2 to anion form which is suitable for the function of the basic  
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HCl. 
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2 42 2HgCl HCl HgCl H− ++ → +   (37) 

Subsequent to the feed pretreatment, mercury ions in the form of HgCl42− will react with the 
organic extractant (TOA, shown as R3N) to form the complex species as seen in Equation 
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4 3 3 2 42 2 ( )HgCl H R N R NH HgCl− ++ + ⋅   (38) 

The mercury complex species diffuse to the opposite side of the liquid  membrane by the 
concentration gradient and react with NaOH, a stripping solution. The HgCl42−ions are 
recovered to the stripping phase, shown in Equation (39): 
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After the stripping reaction, TOA is diffused back to the feed-membrane interface according 
to its concentration gradient, and again TOA is reacted with HgCl42− ions from the feed. 
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Thus, the transport mechanism of Hg(II) ions in the produced water through liquid 
membrane can be illustrated in Figure (10). 
 

 
Fig. 10. Co-transport scheme of HgCl42− by TOA extractant  

Pancharoen (Pancharoen et al., 2010) found that the highest percentages of extraction and 
recovery of 99.8% and 62%, respectively were achieved in 300 min by a 6th-cycle operation, 
pH of the feed solution of 2.5, 2% (v/v) TOA, 0.5 M NaOH using 50 mL/min of feed and 
stripping solutions. 

4.3 Simultaneous arsenic and mercury removal 
A successive attempt on simultaneous removal of arsenic and mercury from the produced 
water was investigated. The focused species to be extracted were dissociated As(V) as 
H2AsO4-  and Hg(II) as HgCl2  since they were key  contaminated arsenic/mercury in the 
produced water. To enhance the separation of arsenic and mercury, the synergistic 
extraction by using the mixture of the organic extractant was examined. Equation (40) 
defines the synergistic extent in terms of synergistic coefficient (R) relating to the 
distribution coefficients (Luo et al., 2004). 

 max

1 2

DR
(D D )

=
+

  (40) 

Dmax is the maximum distribution coefficient or the distribution ratio of the synergistic 
system to extract the specifed ions, and (D1 + D2) is the summation of the distribution 
coefficient from each single extraction system. The greater synergistic coefficient means that 
the mixture of the extractant has synergistic effect on arsenic/mercury extraction. Figure 
(11) shows a comparative plot of the maximum percentages of the extraction of arsenic and 
mercury ions from the produced water against the different extractants. The sequences of 
the percentages of extraction are as follows.  
As: Aliquat 336+Cyanex 471 > Aliquat 336 > Bromo-PADAP > Cyanex 471 > Cyanex 923, 
Hg: Aliquat 336+Cyanex 471 > Aliquat 336 > Cyanex 923 > Bromo-PADAP ≈ Cyanex 471 
It was reported that the mixture of 0.22 M Aliquat 336 and 0.06 M Cyanex 471 provided the 
highest extraction of both arsenic and mercury. The calculated synergistic coefficient (R) to 
arsenic ions of Cyanex 471 was 2.8; the value greater than 1 indicated that the mixture of 
Aliquat 336 and Cyanex 471 had the synergistic effect on arsenic extraction.  
Among the stripping solutions used in this work, i.e., NaOH, DI water, HNO3 and H2SO4, 
thiourea (NH2CSNH2) was found to be the best stripping solution for arsenic and mercury. 
Thiourea with large anion in the structure was strong enough to strip mercury complex ion 
from Aliquat 336, which was composed of a large organic cation associated with a chloride 
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Fig. 11. The maximum percentages of arsenic and mercury ions extraction from produced 
water against types of the extractants: (A) 0.22 M Aliquat 336, (B) 0.002 M Bromo-PADAP, 
(C) 0.06 M Cyanex 471, (D) 0.51 M Cyanex 923, (E) 0.22 M Aliquat 336 + 0.06 M Cyanex 471 

ion. Moreover, water in aqueous thiourea also contributed to the recovery performance 
according to the report of using water as the stripping solution for As(III) and As(V) 
separation (Prapasawat et al., 2008). Using thiourea, no trace of the precipitates was 
observed unlike NaOH which produced the precipitates with Hg resulting in membrane 
fouling and poor transport performance in the membrane phase. The discharge 
concentrations of mercury and arsenic in the produced water to the environment complied 
with  the  legislation limits determined by the Ministry of Industry within 1-cycle separation 
and 3-cycle separation, respectively. 
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Fig. 12. Schematic extraction and stripping mechanisms of H2AsO4- by the synergistic 
extractant of Aliquat 336 and Cyanex 471 (TIBPS) with thiourea as the stripping solution 
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Fig. 13. Schematic extraction and stripping mechanisms of HgCl42- by the synergistic 
extractant of Aliquat 336 and Cyanex 471 (TIBPS) with thiourea as the stripping solution 
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Fig. 13. Schematic extraction and stripping mechanisms of HgCl42- by the synergistic 
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The descriptive illustrations of the extraction and stripping mechanisms of arsenic/mercury 
ions by the mixture of Aliquat 336 ((CH3R3N+)Cl-) and Cyanex  471 (TIBPS) as the synergistic 
extractant, and thiourea (NH2CSNH2) as the stripping solution, are shown in Figures (12) 
and (13). 
The synergistic extraction reactions are shown in Equations (41) - (44). 
Extraction by Aliquat 336 

As(V)     - + - + -
2 4 3 3 3 3 2 4H AsO CH R N Cl (CH R N ) (H AsO ) Cl−+ ⋅ +   (41) 

Hg(II)  2- + + 2-
4 3 3 3 3 2 4HgCl 2CH R N Cl (CH R N ) (HgCl ) 2Cl− −+ ⋅ +   (42) 

Extraction by the mixture of Aliquat 336 and Cyanex 471 (TIBPS) 

As(V)  - -
2 4 3 3 3 3 2 4 mH AsO CH R N m(TIBPS) (CH R N ) (H AsO ) (TIBPS)+ ++ + ⋅ ⋅     (43) 

 

Hg(II)   2 2-
4 3 3 3 3 2 4 nHgCl 2(CH R N ) n(TIBPS) (CH R N ) (HgCl ) (TIBPS)− + ++ + ⋅ ⋅   (44) 

 

where, the stoichiometric coefficients of m and n were calculated from the distribution 
coefficients of the relevant components at various concentrations of the extractant used. 
Extraction by Cyanex 471 (TIBPS) for un-dissociated arsenics 

As (III &V)   M H TIBPS M H TIBPS++ + ⋅ ⋅    (45) 
 

where, M stands for H3AsO3 (As(III)) or H3AsO4  (As(V)). Cyanex 471 (TIBPS) is the neutral 
organic extractant and effective for un-dissociated ions (Wisniewski, 1997) including un-
dissociated arsenic such as H3AsO3 (As(III)) and H3AsO4 (As(V)) in the produced water. 
Accordingly, it is regarded as an enhancement to arsenic extraction, on top of primarily 
focused species of dissociated H2AsO4-. 

4.3.1 Distribution coefficients and extraction equilibrium constants 
Subject to the mass transport analysis, the following terms of the extraction equilibrium 
constant (Kex) and the distribution ratio are expressed by Equations (46) – (49). 
The extraction equilibrium constants (Kex) of arsenic and mercury ions: 
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The distribution coefficients (D) for arsenic and mercury extractions by the mixture of 
Aliquat 336 and Cyanex 471 (TIBPS): 
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The distribution coefficients (D) of arsenic and mercury from the extraction by HFSLM, 
shown in Table (2), are estimated from Equations (48) and (49). The increase of the 
distribution coefficient indicates the enhancement of the extractability. From Table (2), the 
distribution coefficients increased with the concentration of Cyanex 471. The maximum 
distribution coefficients of arsenic and mercury were attained at 0.06 M Cyanex 471 and 0.07 
M Cyanex 471, respectively.  
 

Distribution coefficients 
Cyanex 471 (M) 

Arsenic Mercury 
0.02 0.63 - 
0.04 1.13 4.52 
0.05 1.32 5.57 
0.06 1.47 6.59 
0.07 - 8.72 

Table 2. The distribution coefficients at Cyanex 471 concentration of 0.02 – 0.07 M mixed 
with 0.22 M Aliquat 336 (0.5 M NaOH as the stripping solution) 
The distribution coefficients in Equations (48) and (49) were rewritten as follows: 

 [TIBPS] mlog)]NR[CH(K logD log 33Asex,As +⋅= +    (50) 

 [TIBPS] nlog)]NR[CH(K logD log
2

33Hgex,Hg +⋅= +   (51) 

The stoichiometric coefficients (m and n) were calculated from the plots of log DAs  and log 
DHg  against log [TIBPS]. The linear relationships with slopes m = 0.7917 or 4/5 for arsenic 
extraction and n = 1 for mercury extraction were observed. The slopes, m and n, were 
substituted in the synergistic extraction Equations (43) and (44). The extraction equilibrium 
constants of arsenic ions (Kex,As) and  mercury (Kex,Hg) were determined by Equations (46) 
and (47). The equilibrium constant of mercury (1,622 (L/mol3)) was much higher than that 
of arsenic (62.7 (L/mol9/5) suggesting that the extraction of mercury was higher than 
arsenic, which was in accordance with the results obtained from the study. 

4.3.2 Permeability coefficients  
The permeability coefficients of arsenic and mercury, which related to the concentration of 
Cyanex 471 from 0.02 – 0.07 M, were obtained from Equations (13) and (14) and the slopes  
(AP β/(β+1)) of the plot between -Vf ln(Cf /Cf,o) versus t in Figure (14). From Table (3), it 
could be observed that the permeability coefficients increased when the concentration of 
Cyanex 471 increased. The permeability coefficients of mercury were higher than those of 
arsenic, implying higher mass transfer or higher extraction of mercury ions. 
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The descriptive illustrations of the extraction and stripping mechanisms of arsenic/mercury 
ions by the mixture of Aliquat 336 ((CH3R3N+)Cl-) and Cyanex  471 (TIBPS) as the synergistic 
extractant, and thiourea (NH2CSNH2) as the stripping solution, are shown in Figures (12) 
and (13). 
The synergistic extraction reactions are shown in Equations (41) - (44). 
Extraction by Aliquat 336 

As(V)     - + - + -
2 4 3 3 3 3 2 4H AsO CH R N Cl (CH R N ) (H AsO ) Cl−+ ⋅ +   (41) 

Hg(II)  2- + + 2-
4 3 3 3 3 2 4HgCl 2CH R N Cl (CH R N ) (HgCl ) 2Cl− −+ ⋅ +   (42) 

Extraction by the mixture of Aliquat 336 and Cyanex 471 (TIBPS) 

As(V)  - -
2 4 3 3 3 3 2 4 mH AsO CH R N m(TIBPS) (CH R N ) (H AsO ) (TIBPS)+ ++ + ⋅ ⋅     (43) 

 

Hg(II)   2 2-
4 3 3 3 3 2 4 nHgCl 2(CH R N ) n(TIBPS) (CH R N ) (HgCl ) (TIBPS)− + ++ + ⋅ ⋅   (44) 

 

where, the stoichiometric coefficients of m and n were calculated from the distribution 
coefficients of the relevant components at various concentrations of the extractant used. 
Extraction by Cyanex 471 (TIBPS) for un-dissociated arsenics 

As (III &V)   M H TIBPS M H TIBPS++ + ⋅ ⋅    (45) 
 

where, M stands for H3AsO3 (As(III)) or H3AsO4  (As(V)). Cyanex 471 (TIBPS) is the neutral 
organic extractant and effective for un-dissociated ions (Wisniewski, 1997) including un-
dissociated arsenic such as H3AsO3 (As(III)) and H3AsO4 (As(V)) in the produced water. 
Accordingly, it is regarded as an enhancement to arsenic extraction, on top of primarily 
focused species of dissociated H2AsO4-. 

4.3.1 Distribution coefficients and extraction equilibrium constants 
Subject to the mass transport analysis, the following terms of the extraction equilibrium 
constant (Kex) and the distribution ratio are expressed by Equations (46) – (49). 
The extraction equilibrium constants (Kex) of arsenic and mercury ions: 

 
m

33
-
42

m
-
4233

Asex,
]TIBPS][NRCH][AsO[H

](TIBPS))AsO(H)NR[(CHK
+

+ ⋅⋅
=

  (46) 

 
n2

33
-2

4

n
-2

4233
Hgex,

 [TIBPS]]NR[CH][HgCl

] (TIBPS))(HgCl)NR[(CHK
+

+ ⋅⋅
=

  (47) 

 

The distribution coefficients (D) for arsenic and mercury extractions by the mixture of 
Aliquat 336 and Cyanex 471 (TIBPS): 
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The distribution coefficients (D) of arsenic and mercury from the extraction by HFSLM, 
shown in Table (2), are estimated from Equations (48) and (49). The increase of the 
distribution coefficient indicates the enhancement of the extractability. From Table (2), the 
distribution coefficients increased with the concentration of Cyanex 471. The maximum 
distribution coefficients of arsenic and mercury were attained at 0.06 M Cyanex 471 and 0.07 
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could be observed that the permeability coefficients increased when the concentration of 
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P x 103 (cm/s)  P x 103 (cm/s) 
Cyanex 471 (M) 

Arsenic  Mercury 
0.02 5.47  - 
0.04 8.90  33.98 
0.05 9.81  40.94 
0.06 11.54  48.37 
0.07 -  53.14 

Table 3. The permeability coefficients at Cyanex 471 concentration of 0.02 – 0.07 M mixed 
with 0.22 M Aliquat 336  
 

 
 

Fig. 14. Plot of –Vf ln (Cf /Cf,o) of arsenic and mercury ions in feed solution against time with 
different concentrations of Cyanex 471 mixed with 0.22 M Aliquat  336 for synergistic 
organic extractant 

4.3.3 Mass transfer coefficients  
Equations (52) and (53) were defined assuming the stripping reactions of arsenic and 
mercury were instantaneous and no contribution of resistance in the stripping phases. 
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where, PAs and PHg were the permeability coefficients of arsenic and mercury, respectively. 
The organic-phase and aqueous-phase mass transfer coefficients (km  and ki) of arsenic were 
determined from the plot of 1/P against 1/([CH3R3N+][TIBPS]4/5). The slope and the 
ordinate were (ri/rlm)(1/Kexkm) and 1/ ki. Accordingly, km and ki of arsenic were obtained at 
1.02x10-4   and 0.0392 cm/s. Similarly, the values of mercury were obtained at 1.27x10-5   and 
2.210 cm/s from the plot of 1/P against 1/([CH3R3N+]]2 [TIBPS]). According to the 
calculated km and ki where the organic-phase mass transfer coefficient was lower than the  
aqueous-phase mass  transfer  coefficient, thus,  the  mass  transfer  within  membrane was  
the  rate controlling step of this extraction system.  

5. Conclusions 
The outstanding feature of HFSLM technique is its ability to treat metal ions of a very low 
concentration that are hardly treated or impractical by the conventional techniques. 
Therefore, based on the concept of mass transfer we, for example, deployed the HFSLM to 
remove low concentrations of arsenic and mercury in the produced water. The result was 
successfully achieved by using the HFSLM in conjunction with the selection of the 
suitable single or synergistic organic extractant, and the stripping solution. The removal 
of mercury contamination was very effective. In many cases, the mercury content could be 
reduced to meet the permissible discharge limit to the environment from only single 
extraction cycle. The removal of arsenic was found inferior to the mercury. More than one 
extraction cycles were required to treat arsenic in the produced water. Of all the potential 
organic extractants in  the study for arsenic treatment, Aliquat 336 was the best  extraction 
since it could extract both dissociated and un-dissociated arsenic under a basic or weak 
acidic condition.  
Synergism extraction was much of interest aiming for the simultaneous removal of arsenic 
and mercury. By using the mixture of 0.06 M Cyanex 471 and 0.22 M Aliquat 336, it 
promoted the synergistic effect on arsenic extraction. The calculated synergistic coefficient to 
arsenic ions was 2.8, implying 2.8 times of arsenic being extracted by the synergistic 
extractant more than by the single organic extractant. The 0.1 M thiourea was found to be 
the best stripping solution. The arsenic/mercury contaminated in the effluent produced 
water complied with the legislation limit after 1-cycle extraction for mercury and 3-cycle 
extraction for arsenic. Mass transfer during the whole extraction process starting from feed 
phase through the stripping phase was followed the Fick’s law diffusion mass transport. 
The parameters  describing mass transport were determined, i.e., (1) equilibrium constant 
(Keq), (2) distribution ratio (D), (3) permeability coefficient (P), (4) mass  transfer  coefficient  
in  the  feed  phase  stagnant  layer  (kf)  and  (5)  mass  transfer coefficient in the 
immobilized liquid membrane (km). In this extraction via HFSLM system for the 
simultaneous removal of arsenic and mercury, the rate controlling step was found at the 
membrane phase. 
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where, PAs and PHg were the permeability coefficients of arsenic and mercury, respectively. 
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7. Notation 
A   Membrane area (cm2) 
C   Concentration within the membrane (mol / cm3) 
Caq   Concentration in the aqueous phase (mol / cm3) 
Cf   Concentration in the feed phase (mol / cm3) 
Cf 0   Initial concentration in the feed phase (mol / cm3) 
C *f   Concentration at the feed interface with liquid membrane (mol / cm3) 
Cm   Concentration in the liquid membrane phase (mol / cm3) 
Cs   Concentration in the stripping phase (mol / cm3) 
Cs 0   Initial concentration in the stripping phase (mol / cm3) 
C *s   Concentration at the stripping interface with the liquid membrane (mol / 

cm3) 
D  Distribution ratio 
De   Effective diffusivity (cm2/s) 
D0   Free bulk diffusion coefficient (cm2/s) 
HFSLM   Hollow Fiber Supported Liquid Membrane 
J   Flux (mol/cm2.s) 
jf    Flux across the feed interface film (mol/cm2.s) 
jm1   Flux at feed-liquid membrane interface (mol/cm2.s) 
jm2   Flux at liquid membrane-stripping interface (mol/cm2.s) 
jr1   Flux following the extraction reaction (mol/cm2.s) 
jr2   Flux following the recovery or stripping reaction (mol/cm2.s) 
js   Flux across the stripping interface film (mol/cm2.s) 
Ke   Equilibrium constant of the interfacial reaction in the feed phase 
Ks   Equilibrium constant of the interfacial chemical reaction in stripping phase 
Kf   Dimensionless form of mass transfer coefficient in the feed phase  
Ks  Dimensionless form of mass transfer coefficient in the stripping phase  
k1  Forward interfacial reaction rate constant in the feed phase (m/s M) 
k-1  Backward interfacial reaction rate constant in the feed phase (m/s M) 
k2  Forward interfacial reaction rate constant in the stripping phase (m/s M) 
k-2  Backward interfacial reaction rate constant in the stripping phase (m/s M) 
kf  Mass transfer coefficient in the extraction boundary layer (cm/s) 
ks  Mass transfer coefficient in the stripping boundary layer (cm/s) 
L   Length of the hollow fiber (cm) 
lif and lis  Thickness of feed interface film and stripping interface film (cm) 
Mw   Molecular weight (g/mol) 
N   Numbers of hollow fibers in the module 
m, n  Stoichiometric coefficient 
P   Permeability coefficient (cm/s) 
Qf   Volumetric flow rate of feed solution (cm3/s) 
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R  Synergy coefficient 
ri   Internal radius of the hollow fiber (cm) 
ro   External radius of the hollow ber (cm) 
rlm   Log-mean radius of the hollow ber 
T   Absolute temperature (K) 
VA   Molar volume of the target component at its normal boiling temperature 

(cm3/mol) 
Vf  Volume of the feed phase (cm3) 
Vf 0  Initial volume of the feed phase (cm3) 
Vm  Volume of the membrane phase (cm3) 
Vs 0  Initial volume of the stripping phase (cm3)  
Vs Volume of the stripping phase (cm3) 
x0   Membrane thickness (cm) 
ε   Porosity of the hollow fiber (%) 
ϕ    Association factor of solvent (dimensionless) 
μ   Viscosity (cP) 
Subscripts 
aq  Aqueous 
f  Feed phase 
m  Membrane phase 
org  Organic 
s  Stripping phase 
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1. Introduction 
Bubbling fluidized bed technology is one of the most effective means for the interaction 
between solid and gas flow, mainly due to its good mixing and high heat and mass transfer 
rate. It has been widely used at a commercial scale for drying of grains such as in 
pharmaceutical, fertilizers and food industries.  When applied to drying of non-porurs moist 
solid particles, the water is drawn-off driven by the difference in water concentration 
between the solid phase and the fluidizing gas. In most cases, the fluidizing gas or drying 
agent is air. Despite of the simplicity of its operation, the design of a bubbling fluidized bed 
dryer requires an understanding of the combined complexity in hydrodynamics and the 
mass transfer mechanism. On the other hand, reliable mass transfer coefficient equations are 
also required to satisfy the growing interest in mathematical modelling and simulation, for 
accurate prediction of the process kinetics. 
This chapter presents an overview of the various mechanisms contributing to particulate 
drying in a bubbling fluidized bed and the mass transfer coefficient corresponding to each 
mechanism. In addition, a case study on measuring the overall mass transfer coefficient is 
discussed. These measurements are then used for the validation of mass transfer coefficient 
correlations and for assessing the various assumptions used in developing these 
correlations. 

2. Two phase model of fluidization 

The first model to describe the essential hydrodynamic features in a bubbling fluidized bed, 
usually referred to as the simple two phase model, was proposed in the early fifties of the 
last century by Toomey and Johnstone (1952). The model assumes that all the gas in excess 
of the minimum fluidization velocity, mfU , passes through the core of the bed in the form of 
bubbles. The rest of the gas, usually referred to as emulsion gas, was described to pass 
through a dense solid phase surrounding the bubbles, at a low velocity close or equal to 

mfU . Later experimental investigations on bubbles formation and rise in two and three 
dimensional fluidized beds, utilizing conventional photographing and x-ray imaging 
techniques, have shown a rather more complicated flow pattern of gas around bubbles. A 
more accurate model, describing the movement of gas/solid and pressure distribution 
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around a rising bubble was then proposed by Davidson and Harrison (1963). This model 
describes the gas flow through a three dimensional fluidized bed mainly in a spherical or 
semi-spherical shape bubbles through the core, however, depending on the emulsion gas 
velocity; the region around the bubble may be surrounded by a cloud as a result of emulsion 
gas circulation between the dense solid phase and the core of the bubble. This can be 
schematically described as shown in Fig. 1. The existence of a cloud around fast rising 
bubbles has been later verified experimentally by a number of researchers. Most recently, 
Makkawi and Ocone (2009), utilizing Electrical Capacitance Tomography (ECT) imaging 
have further confirmed the existence of cloud around a single isolated bubble rising through 
a fluidized bed as shown in Fig. 2. In terms of mass transfer, the existence of cloud and gas 
circulation between the bubble and its surrounding have a significant contribution to the 
overall mass transfer mechanism in a bubbling fluidized bed dryer as will be discussed 
later. 
 

 
                                    (a) fast rising bubble                           (b) slow rising bubble 
Fig. 1. Proposed gas streamlines in and out of a single rising bubble as described in 

3. Mass transfer mechanisms 
With the confirmed existence of different phases in a bubbling fluidized bed, it is postulated 
that in a bubbling fluidized bed dryers different mechanisms can regulate the mass transfer 
process, depending on the bubbles characteristics and the degree of water content in the 
bed. The different phases, which all contribute to the removal of moisture from the wet 
particles, are the bubble phase, its surrounding cloud and the dense annular solid phase.  
The most widely used mass transfer model of Kunii and Levenspiel (1991) expresses the 
overall mass transfer in a bubbling bed in terms of the cloud-bubble interchange and dense-
cloud interchange. The cloud-bubble interchange is assumed to arise from the contribution 
of circulating gas from the cloud phase and in and out of the bubble, usually referred to as 
throughflow, in addition to the diffusion from a thin cloud layer into the bubble. The dense-
cloud interchange is assumed to arise only from diffusion between the dense phase and the 
cloud boundary. Kunii and Levenspiel (1991) also suggested additional mass transfer 
resulting from particles dispersed in the bubbles, however, recent advanced imaging 
technique, have shown bubble free particles in most cases as will be demonstrated later. 
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For particles of about 500 μm, some researchers assume that the transfer is of a purely 
diffusional nature, and thus neglect the contribution of bubble throughflow. However, Walker 
[1975] and Sit and Grace [1978] pointed out that, pure diffusional model may significantly 
underestimate, the overall mass transfer coefficient. Kunii and Levenspiel (1991) reported 
that the true overall mass transfer coefficient may fall closer to either of the acting 
mechanisms depending on the operating conditions (particle size, gas velocity, etc.). They 
suggested accounting for the first mechanism by summing the diffusional and throughflow, 
and adding those to the second mechanism in a similar fashion as for additive resistances. 
 

 
Fig. 2. Dense-cloud and cloud-bubble phases demonstrated in a typical ECT image of an 
isolated rising clouded bubble in a fluidized bed 

4. Mass transfer coefficient from literature 
Because of the growing interest on modelling as a tool for effective research and design, 
researchers on bubbling fluidized bed drying or mass transfer in general are nowadays 
seeking to validate or develop new mass transfer coefficient equations required for accurate 
prediction of the process kinetics. Recently, different mass transfer coefficients for drying in 
fluidized beds have been reported in the literature, most of them are based on the two phase 
model of fluidization.  
Ciesielczyk and Iwanowski (2006) presented a semi-empirical fluidized bed drying model 
based on cloud-bubble interphase mass transfer coefficient. To predict the generalized 
drying curve for the solid particles, the interchange coefficient across the cloud-bubble 
boundary was given by: 
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where the bubble diameter, bd , is given by modified Mori and Wen (1975) model for the 
bubble diameter as follows: 

 ,

, ,0

0.12
exp mfb m b

b m b c

Hd d
d d D

⎛ ⎞−
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where ,b od  and ,b md  are the initial bubble diameter at the distributor level and at its 
maximum size respectively, and given by: 

 ( )2, 0.376b o mfd U U= −  (3) 

 ( ) 0.4
, 1.636b m c mfd D U U⎡ ⎤= −⎣ ⎦  (4) 

According to Davidson and Harrison (1963), the first term in the right side of Eq. 1 is 
assumed to represent the convection contribution as a result of bubble throughflow. The 
second term arises from the diffusion across a limited thin layer where the mass transfer 
takes place. Using area based analysis, Murray (1965) suggested that the first term on the 
right side of Eq. 1 to be reduced by a factor of 3, which then gives: 
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Ciesielczyk and Iwanowski (2006) have shown satisfactory agreement between the above 
outlined correlation and experimentally determined drying rate and mass transfer 
coefficient for group B particles of Geldart classification.  
Kerkhof (2000) discussed some modeling aspect of batch fluidized bed drying during 
thermal degradation of life-science products. In this model, it is assumed that the 
contribution from particle raining or circulating in and out from a bubble is important,  
therefore the cloud-bubble interphase exchange, given by Eq. 1 above, was combined with 
the dense-cloud exchange in addition to contribution from the particle internal diffusion to 
give an overall bed mass transfer coefficients, 

 bed pb dbSh Sh Sh= +  (6) 

where the first sherwood number, pbSh , represents the mass transfer added from the 
particles dispersed in the bubble and expressed in terms of the mass transfer coefficient for a 
single particle, given by, 
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The second Sherwood number, pbSh , represents the combined cloud-bubble and dense-
cloud exchanges and given in terms of a single mass transfer coefficient, dbk , as follows, 
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where the cloud-bubble mass transfer coefficient, cbk , was given earlier in Eq. 1 in terms of 
interchange coefficient. Note that the interchange coefficient is expressed as a rate constant 
(1/s) , which can then be multiplied by the bubble volume per unit area to give the mass 
transfer coefficient in (m/s) as follows: 
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The dense-cloud mass transfer coefficient, dck , which appear in Eq. 8 was adopted from 
Higbie penetration model, which is expressed in terms of the bubble-cloud exposure time 
and the effective diffusivity as follows: 
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=  is the exposure time between the bubble and the cloud. Kerkhof (2000) made 

two simplifications to Eq. 10; first, it is assumed that the cloud thickness is negligible, 
therefore the bubble diameter can be replacement for the cloud diameter (i.e. c bd d≈ ), 
second, it is assumed that the effective diffusivity is better approximated by the gas 
molecular diffusivity (i.e. e ≈D D ). Accordingly, Eq. 10 reduces to 
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Recently, Scala (2007) experimentally studied the mass transfer around a freely active 
particle in a dense fluidized bed of inert particles. The results suggested that the mass 
transfer coefficient for a single particle is best correlated by a modified Foressling (1938) 
equation for Sherwood number, 

 0.5 0.33
,2 0.7 Remf p mfSh Scε= +  (12) 

where ,Rep mf is the Reynolds number expressed in terms of the voidage mfε (i.e.  
/mf p mfu dρ με= ). The above correlation was found to be independent of the fluidization 

velocity or regime change from bubbling to slugging. Accordingly, Scala (2007) concluded 
that in a dense bubbling bed the active particle only reside in the dense phase and never 
enters the bubble phase, hence it has no direct contribution to the bubble-dense phase 
interchanges. This contradicts the observation noted by Kunii and Levenspiel (1991) and 
others (e.g. Kerkhof, 2000; Agarwal, 1978), were it is assumed that the contribution of 
particles dispersed in the bubble should not be neglected. Agarwal (1978) claimed that the 
particles do circulate in and out of the bubble with 20% of the time residing within the 
bubble phase.   
Clearly, despite of the considerable effort on developing fluidized bed mass transfer 
coefficients, there still remain uncertainties with respect to the assumptions used in 
developing these coefficients. 
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where the bubble diameter, bd , is given by modified Mori and Wen (1975) model for the 
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5. Characteristic drying rate profiles 
Early experimental observations on fluidized beds suggest that the mass transfer at the 
single particle level generally occurs at two different drying regimes; one at which the free 
moisture, either at the particle surface or within large pours, is rapidly withdrawn at a 
constant rate, followed by a slower rate regime at which the process is controlled by slow 
diffusion from the fine pores to the particle surface. These are usually referred to as 
“constant rate” and “falling rate” respectively. The moisture content at the transition 
between these two regimes is called the critical moisture content. Fig. 3 illustrates the 
characteristic drying rate curve as function of time and moisture content. There is an 
argument that these drying curves are in fact oversimplification of the process, and such 
profiles may change considerably with respect to particle size and material type. Keey (1978) 
pointed that the drying rate at the beginning of the process may not be constant at all, or at 
least changes to a small degree, therefore, he recommended calling this as “initial drying 
period” instead of the commonly used term “constant drying”. The same applies to the 
“falling rate” regime, where it is preferred to call it “second drying period”. The existence of 
the critical moisture content point, on the other hand, is true in most cases.  
For non-pours particles, regardless of the material type, the drying process occurs at a single 
regime, where the moisture residing at the particle surface is rapidly withdrawn, driven by 
difference in moisture concentration. To a great extent, this resembles free water diffusion 
into a moving air stream. Fig. 4 shows an example of this behaviour during drying of wet 
glass beads in a bubbling fluidized bed using air at ambient conditions. 
Here it is clear that the drying rate falls exponentially within the first 15 minutes, after 
which the drying process ends. This confirms a single drying regime rapidly driven by the 
difference in moisture content between the fluidizing air and particle. Using the data in Fig. 
4, one can obtain the water concentration in the fluidized bed as a function of the drying 
time by the integration of the drying curve function, ( )F t , such that 

 ( )
0

t

t ow w F t dt= − ∫  (13) 

where ow is the initial water content. 
 

  
Fig. 3. Characteristic drying curves for moist particles 
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Fig. 4. Drying rate profile for moist glass beads in a bubbling fluidized bed using ambient 
air (Makkawi and Ocone, 2009).   

6. Case study 
Experiments have been carried out with the primary objective to measure the mass transfer 
coefficient for a drying process in a conventional bubbling fluidized bed. This required 
detailed knowledge of the fluidized bed hydrodynamics and drying rate. For this purpose, 
non-porous wet solid particles of glass beads were contained in a vertical column and 
fluidized using air at ambient temperature. The fluidising air was virtually dry and obtained 
from a high-pressure compressor. An advanced imaging ECT sensor was used to provide 
dynamic information on the fluidized bed material distribution. The sensor was connected 
to a data acquisition unit and a computer. The air outlet temperature and its relative 
humidity were recorded using a temperature/humidity probe. Since the air condition at the 
inlet of the fluidization column was constant and completely independent of the bubbling 
bed operating conditions, only one probe was installed at the freeboard (air exit). The 
detailed experimental set-up is shown in Fig. 5. 

6.1 Experimental procedure and materials 
The fluidization was carried out in a cast acrylic column, 13.8 cm diameter and 150 cm high. 
The column was transparent, thus allowing for direct visual observation. A PVC perforated 
gas distributor with a total of 150 holes (~1.8% free area), was placed 24 cm above the 
column base. The upstream piping was fitted with pressure regulator, moisture trap, valve 
and three parallel rotamaters. A one-step valve was connected before the moisture trap and 
was used as the upstream main flow controller. The particles used were ballotini (non-
porous glass beads) with a mean diameter of 125 μm and a density of 2500 kg/m3 (Geldart 
A/B mixture). The detailed physical properties of the particles are given in Table 1. Distilled 
water at ambient condition was used to wet the particles. A variable speed granule shaker 
was utilised to produce the final wetted mixture. 
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The fluidization was carried out in a cast acrylic column, 13.8 cm diameter and 150 cm high. 
The column was transparent, thus allowing for direct visual observation. A PVC perforated 
gas distributor with a total of 150 holes (~1.8% free area), was placed 24 cm above the 
column base. The upstream piping was fitted with pressure regulator, moisture trap, valve 
and three parallel rotamaters. A one-step valve was connected before the moisture trap and 
was used as the upstream main flow controller. The particles used were ballotini (non-
porous glass beads) with a mean diameter of 125 μm and a density of 2500 kg/m3 (Geldart 
A/B mixture). The detailed physical properties of the particles are given in Table 1. Distilled 
water at ambient condition was used to wet the particles. A variable speed granule shaker 
was utilised to produce the final wetted mixture. 
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Fig. 5. Experimental set up (a) Schematic of the fluidized bed (b) A photograph of the 
installation 
The Electrical Capacitance Tomography imaging system used (ECT from Process 
Tomography Limited, Manchester, UK), consisted of two adjacent sensor rings each 
containing 8 electrode of 3.8 cm length. All electrodes were connected to the computer 
through a data acquisition system. The PC was equipped with custom communication 
hardware and software that allow for online and off-line dynamic image display. The 
system is capable of taking cross-sectional images of the bed at two adjacent levels 
simultaneously at 100 frames per second. Further details about the ECT system used in this 
study and its application to fluidization analysis can be found in Makkawi et al. (2006) and 
Makkawi and Ocone (2007). 
 

Geldart Group A/B 

Particle size range (μm) 50 - 180 

Mean particle diameter (μm) 125 

Particle density (kg/m3) 2500 

Sphericity ≥ 80% 

Pores < 0.02 nm 

Material Pure soda lime glass ballotini. 
Chemical composition SiO2=72%, Na2O=13%, CaO=9%, MgO=4%, Al2O3=1%, K2O 

& Fe2O3=1% 
Commercial name Glass beads – type S, Art. 4500 

Electric permittivity ~3.1 

Table 1. Physical and chemical properties of the dry particles 
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The exit air quality was measured using a temperature and humidity probe (Type: Vaisala 
HMI 31, Vantaa, Finland, measuring range: 0-100% RH, -40-115 C°). The probe was hung by 
a connecting wire inside the fluidized bed freeboard approximately 10 cm above the 
maximum expanded bed height. 
The experimental procedure employed was completely non-intrusive. The experiment 
commenced by weighting a total of 4.5 kg of a dry ballotini mixture and placing it in a 
granule shaker after being wetted by distilled water. The shaker was firmly clamped and 
operated continuously for at least 25 minutes to ensure an even distribution of water 
content. Distilled water was used to eliminate any possible interference with the ECT signal 
(ECT works for non-conducting materials only). The wetted particles were then loaded into 
the fluidization column. Prior to commencement of drying, the ECT sensor was calibrated 
for two extreme cases. This was carried out by sliding the ECT sensor up to the freeboard to 
calibrate for the empty bed case, and down to the static bed area to calibrate for the packed 
bed case. It should be mentioned that, because the water content was limited to a maximum 
of 45 ml (1% moisture on dry solid weight basis), the possible changes in the particle/air 
permittivity during the drying process would be negligible. Further details on the sensitivity 
of the ECT system to moisture content can be found in Chaplin and Pugsley (2005) and 
Chaplin et al., (2006). The wet bed material was fluidized at the required air flow rate. This 
was carefully adjusted to ensure the bed operation at the single bubble regime. The 
temperature and relative humidity were recorded at 2 minutes intervals. Simultaneously, 
and at the 5 minutes intervals, a segment of 60 seconds ECT data were recorded. At the 
same time, the expanded bed height during fluidization was obtained from visual 
observations. Finally, the drying rate was obtained from the measured air flow rate and 
temperature/humidity data at inlet and outlet using psychometric charts and mass balance 
calculations. The recorded ECT data were further processed off-line and loaded into in-
house developed MATLAB algorithm to estimate the bubble characteristics. 
The above described procedure was repeated for the three different operating conditions 
summarized in Table 2. To ensure data reproducibility, each operating condition was 
repeated three times, making a total of nine experiment tests. 
 

Experimental unit Operating conditions 

Fluidization column  Diameter = 13.8 cm, height = 150 cm, material: cast acrylic, 
equipped with a 

 Perforated PVC plate of 150 holes, each of 2 mm dia. 
Dry particles  pd = 125 μm, pρ = 2500 kg/m3, Material: glass 
Fluidization fluid Air at ambient condition (~20° C) 
Static bed height 20 cm 

 Exp. 1 Exp. 2 Exp. 3 

Fluidization velocity (m/s) 0.35 0.47 0.47 

Initial water content (wt%) 1.0 1.0 0.5 
 

Table 2. Summary of experimental operating conditions 
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6.2 Measurement of mass transfer coefficient 
 
 

                                
Fig. 6. Schematic representation of the method used in experimental calculation of the 
overall mass transfer coefficient 

Considering a section of the bed as shown in Fig. 6, the overall mass transfer coefficient 
between the bubble phase and the surrounding dense phase, dbk , can be defined by the 
following rate equation: 
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where bC  is the water concentration in the bubble phase, dC  is the concentration in the 
surrounding dense phase, bu , bS  and bV  are characteristic features of the bubble 
representing the rising velocity, the interphase area and the volume, respectively. For 
moisture-free inlet air, Eq. 14 is subject to the following boundary conditions: 

 ( ) 0b in airC C= =  at 0z =  and ( )b out bC C=  at z H=  (15) 

where H  is the expanded bed height. The bubble moisture content at the outlet  ( )out bC  can 
be given by: 
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where airm  and bm  are the mass flow rate of the fluidising air and bubbles respectively. 
Because of the assumption that the bubbles rise much faster than the gas through the dense 
phase and the inlet air was virtually dry, Eq. 16 reduces to: 
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where ( )out airC  is obtained from the measured temperature and humidity at the bubbling 
bed surface. 
For a spherical bubble, b bS V  ratio appearing in Eq. 14 reduces to 6 bd , where bd  is the 
bubble diameter. It should be mentioned that for a perforated distributor (such as the one 
used in this experiment), coalescence of bubbles mainly takes place at a few centimetres 
above the distributor, therefore, the entrance effects are neglected and the bubble 
characteristics are assumed independent of height (this was confirmed from the ECT 
images).   
Finally, assuming that the water concentration in the dense phase is uniform and remains 
unchanged during the bubble rise ( d water bedC w w= ) and integrating Eq. 14 from 0z =  to 
z H= , the mass transfer coefficient is obtained as follows: 

 ( )
ln

6
d outb b b

db
d

C Cd uk
H C

⎡ ⎤−⎛ ⎞= − ⎢ ⎥⎜ ⎟
⎝ ⎠ ⎢ ⎥⎣ ⎦

 (18) 

where bd  and bu  and are the bubble diameter and velocity respectively. 
The experimental measurement of the overall mass transfer coefficient, dbk , as a function of 
the water concentration in the bed is shown in Fig. 7. The values of dbk  are found to fall 
within the range of 0.0145-0.021 m/s. It is interesting to note that this range is close to the 
value one can obtain from the literature for the mass transfer coefficient from a free water 
surface to an adjacent slow moving ambient air stream (~0.015 m/s) (Saravacos and Z. 
Maroulis, 2001). 
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Fig. 7. Experimentally measured overall mass transfer coefficient 
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Fig. 6. Schematic representation of the method used in experimental calculation of the 
overall mass transfer coefficient 

Considering a section of the bed as shown in Fig. 6, the overall mass transfer coefficient 
between the bubble phase and the surrounding dense phase, dbk , can be defined by the 
following rate equation: 
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where bC  is the water concentration in the bubble phase, dC  is the concentration in the 
surrounding dense phase, bu , bS  and bV  are characteristic features of the bubble 
representing the rising velocity, the interphase area and the volume, respectively. For 
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where H  is the expanded bed height. The bubble moisture content at the outlet  ( )out bC  can 
be given by: 
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where airm  and bm  are the mass flow rate of the fluidising air and bubbles respectively. 
Because of the assumption that the bubbles rise much faster than the gas through the dense 
phase and the inlet air was virtually dry, Eq. 16 reduces to: 
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where ( )out airC  is obtained from the measured temperature and humidity at the bubbling 
bed surface. 
For a spherical bubble, b bS V  ratio appearing in Eq. 14 reduces to 6 bd , where bd  is the 
bubble diameter. It should be mentioned that for a perforated distributor (such as the one 
used in this experiment), coalescence of bubbles mainly takes place at a few centimetres 
above the distributor, therefore, the entrance effects are neglected and the bubble 
characteristics are assumed independent of height (this was confirmed from the ECT 
images).   
Finally, assuming that the water concentration in the dense phase is uniform and remains 
unchanged during the bubble rise ( d water bedC w w= ) and integrating Eq. 14 from 0z =  to 
z H= , the mass transfer coefficient is obtained as follows: 
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where bd  and bu  and are the bubble diameter and velocity respectively. 
The experimental measurement of the overall mass transfer coefficient, dbk , as a function of 
the water concentration in the bed is shown in Fig. 7. The values of dbk  are found to fall 
within the range of 0.0145-0.021 m/s. It is interesting to note that this range is close to the 
value one can obtain from the literature for the mass transfer coefficient from a free water 
surface to an adjacent slow moving ambient air stream (~0.015 m/s) (Saravacos and Z. 
Maroulis, 2001). 
 

0.000

0.006

0.012

0.018

0.024

0.030

0.036

0.042

0 2 4 6 8
water content (g/kg solid)

ov
er

al
l m

as
s 

tra
ns

fe
r c

oe
ffi

ci
en

t, 
k

db
 (m

/s
)

U=0.35 m/s
U=0.47 m/s

 
Fig. 7. Experimentally measured overall mass transfer coefficient 



 Mass Transfer in Multiphase Systems and its Applications 

 

536 

6.3 Measurement of bubble characteristics 
Experimental determination of the overall mass transfer requires knowledge of the bubble 
diameter and velocity (see Eq. 18). Using the ECT, the diameter and velocity of the bubbles 
in a gas-solid fluidized bed can be obtained. The distinct lowering of the solid fraction when 
the bubble passes across the sensor area, as shown in Figs 11 and 12, allows for 
identification of the bubble events in a given time and space. The bubble velocity was then 
calculated from the delay time determined from a detailed analysis of the signal produced 
by the two adjacent sensors, such that: 

 b
b

u
t
δ

=
Δ

 (19) 

where 2 1b b bt t tΔ = − , 1bt  and 2bt  represent the time when the bubble peak passes through 
the lower and upper level sensors respectively, and δ  represents the distance between the 
centre of the two sensors, which is 3.8 cm. The method is demonstrated for a typical ECT 
data in Fig. 8. 
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Fig. 8. Estimation of bubble velocity from ECT data 
The bubble diameter was obtained from the ECT data of relative solid fraction at the 
moment of bubble peak across the sensor cross-section. From this, the bed voidage fraction 
(the fraction occupied by bubbles) was calculated as follows: 

 bd Dγ=  (20) 

where γ=(1 - P) is the bubble fraction, P is the relative solid fraction (i.e. packed bed: P = 1; 
empty bed:: P = 1; empty bed: P = 0) and D is the bed/column diameter. This procedure is 
demonstrated for a typical ECT data in Fig.9. Further details on the application of twin-
plane ECT for the measurements of bubble characteristics in a fluidized bed can be found in 
Makkawi and Wright (2004). 
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Fig. 9. Estimation of bubble diameter from ECT measurement (a) bubble diameter (b) ECT 
solid fraction (b) ECT slice images 
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Fig. 10. Variation of the bubble velocity and bubble diameter during the drying process 

Fig. 10 shows the measured bubble velocity and bubble diameter as a function of the water 
content in the bed. These measurements were taken at different time intervals during the 
drying process. Each data point represents the average over 60 seconds. Both parameters 
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vary slightly within a limited range. These hydrodynamic observations suggest that the 
bubble characteristics almost remain independent of the water content, at least within the 
range of operating conditions considered here. This is due to the fact that the initial water 
content in the bed was not significant enough to cause considerable hydrodynamic changes. 
Among the available correlations from the literature, the following equations have been 
found to provide good matches with the experimental measurements: 
Bubble velocity: 

 ( ) ( )0.50.711b mf bu U U gdψ α ⎡ ⎤= − + ⎢ ⎥⎣ ⎦
 (21) 

This a modified form of Davidson and Harrison [13] equation, where 0.75ψ =  and 
1 33.2 cDα =  are correction factors suggested by Werther(1991) [17] and Hilligardt and 

Werther(1986).  
Bubble diameter: 

 ( ) ( )0.4
0.3470.652 exp 0.3 exp 0.3o

b o c c
o

Dd D z D z D
n

⎡ ⎤= − − + −⎣ ⎦  (22) 

where  

 ( )
0.4

24o mf
c

D U U
D
π⎡ ⎤

= −⎢ ⎥
⎢ ⎥⎣ ⎦

 (23) 

mfU  used in Eqs 21 and 23 was given by: 

 
( )

( )
2 3

150 1
p p g mf p

mf
mf

d g
U

ρ ρ ε ϕ

μ ε

−
=

−
 (24) 

For the operating condition given in Table 2, Eq. 24 gives mfU =0.065 m/s, which closely 
matches the measured value of 0.062 m/s. Despite the fact that Eqs. 21-24 were all originally 
developed for dry bed operations; they seem to provide a reasonable match with the 
experimental measurements made here under wet bed condition. This is not surprising, 
since the water content in the bed was relatively low as discussed above. The expanded bed 
height, used in the experimental estimation of the overall mass transfer coefficient (Eq. 18), 
is shown in Fig. 11. Limited increase in the bed expansion as the water is removed from the 
bed can be noticed.  

6.4 Combined hydrodynamics and mass transfer coefficient model 
In this analysis we assume that mass transfer occurs in two distinct regions: at the dense-
cloud interface and at the cloud-bubble interface. The overall mass transfer may be dense-
cloud controlled; cloud-bubble controlled or equally controlled by the two mechanisms 
depending on the operating conditions. The following theoretical formulations of these 
acting mechanisms are mainly based on the following assumptions: 
i. The fluidized bed operates at a single bubble regime. 
ii. The bubbles are spherically shaped. 
iii. The bubble rise velocity is fast ( 5b mf mfu U ε> ). 
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iv. The bubbles size and velocity are independent of height above the distributor 
v. The contribution of particles presence within the bubble is negligible.  
vi. The contribution of the gas flow through the dense phase (emulsion gas) is assumed to 

be negligible. 
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Fig. 11. Variation of expanded fluidized bed height during the drying process 
As evident from the tomographic analysis of the bubble characteristics shown in Figs 2, 9 
and 12, assumptions (i)-(v) are to a great extent a good representation of the actual bubbling 
behaviour considered here. 
In this study, we assume the mass transfer at the bubble-cloud interface arises from two 
different contributions: 
1. Convection contribution as a result of bubble throughflow, which consists of circulating 

gas between the bubble and the cloud, given by 

 0.25q mfk U=  (25) 

2. Diffusion across a thin solid layer (cloud), given by 

 
0.25

0.50.975cb
b

gk
d

⎛ ⎞
′ = ⎜ ⎟

⎝ ⎠
D  (26) 

The addition of both acting mechanisms gives the total cloud-bubble mass transfer 
coefficient, 

 
0.25

0.50.25 0.975cb mf
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⎛ ⎞
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⎝ ⎠
D  (27) 
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(a) 

 

 
(b) 

Fig. 12. Cross-sectional tomographic imaging during bubble passage across the sensor 
demonstrating negligible solid within the bubble core (a) radial solid concentration (b) 
contour of solid distribution 

This suggest that the cloud-bubble interchange is indirectly proportional to the particle size 
( mfU  increases with increasing pd ) and inversely proportional to bd . Note that the above 
equation reduces to the same formulation given earlier for the exchange coefficient (Eq. 5) 
after dividing by the bubble volume per unit area.  

solid air 
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Fig. 13. Drying rate curves for the three conducted experiments 
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Fig. 14. Variation of water content during drying 
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The mass interchange coefficient across the dense-cloud boundary can be given by Higbie 
penetration mode (Eq. 10). For the special case discussed here, the tomographic images of 
the bubbles and its boundaries suggest that the cloud diameter (the outer ring in Fig. 2) is 
always within the range of 1.2-1.8 bubble diameters. Therefore, assuming that ~ 1.5c bd d , 
and after multiplying by bubble volume per unit area, the dense-cloud mass transfer 
coefficient can be given by:  

 
0.5

0.92 mf b
dc

b

u
k

d
ε⎛ ⎞

= ⎜ ⎟⎜ ⎟
⎝ ⎠

D
 (28) 

For an equally significant contribution from cloud-bubble and dense-cloud interchanges, 
Kunii and Levenspiel (1991) suggested adding both contributions in analogy to parallel 
resistances, such that the overall bed mass transfer coefficient ( dbk ) is given by: 

 1 1 1

db dc cbk k k
= +  (29) 

Substituting Eq. 25 and 26 into Eq. 27 yields the overall mass transfer coefficient as follows: 

 
( )

1 1
0.5

1 1
db

b

A Bk
d A B

=
+

 (30) 

where 

 
( )0.250.5 0.5

1 0.975 0.25b mf bA d g U d= +D
 (31) 

 ( )0.5
1 0.92 mf bB uε= D

 (32) 

In this model, the bubble diameter and velocity are obtained from the correlations given in 
Eqs 21 and 22 respectively, and mfU is given by Eq. 24. 

6.5 Drying rate 
The drying rate curves for the three experiments conducted are shown in Figure 13. The 
curve fitting is used to obtain the water content in the bed at various times. From this figure, 
it may be concluded that the drying time is directly proportional to the initial water content, 
and inversely proportional to the drying air flow rate. For instance, at an air velocity of 0.47 
m/s, this time was reduced by half when reducing the initial water content from ,o bedC =10% 
to ,o bedC =5%, while at the initial water content of ,o bedC =10, this time was ~35% longer 
when reducing the air velocity from 0.47 m/s to 0.33 m/s. The water concentration in the 
bed as a function of the drying time is shown in Fig. 14. This was obtained from the 
integration of the drying curve function as given earlier in Eq. 13. 

6.6 Comparison with literature data 
Walker 1975) Sit and Grace (1978) measured the mass transfer coefficient in a two-
dimensional fluidized bed. The technique employed involves the injection of ozone ozone-
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rich bubble into an air-solid fluidized bed. Patel et al. (2003) reported numerical prediction 
of mass transfer coefficient in a single bubbling fluidized bed using a two fluid model based 
on kinetic theory of granular flow. Comparison between the above mentioned literature and 
the experimental data obtained in this study is shown in Fig. 15. Taking into consideration 
the differences in the experimental set-up and operating conditions, the agreement with our 
measurement appears satisfactory for the particle size considered in this study. 
 

 
Fig. 15. Experimental overall mass transfer coefficient in comparison with other previously 
reported results 

6.7 Comparison of experimental and theoretical prediction 
Fig. 16 compares the measured mass transfer coefficient with the theoretical predictions 
obtained from the formulations given in section 6.4. The boundaries for the overall mass 
transfer coefficient are given by: (i) a model accounting for cloud-bubble and dense-bubble 
diffusion contribution as well as the bubble through flow convective contribution, giving the 
lower limit (Eq. 30) and (ii) a model accounting for the cloud-bubble contribution, giving the 
upper limit (Eq. 27). The results also suggest that, within the operating conditions 
considered here, the drying may well be represented by a purely diffusional model, controlled 
by either the resistance residing at the dens-cloud interface, or the cloud-bubble interface. 
Finally, Table 3 shows the numerical values of the various mass transfer contributions 
obtained from Eqs 25-32. It is shown that the estimated diffusional resistances, as well as the 
contribution from the bubble throughflow, are all of the same order of magnitude. 
Previously, Geldart (1968) argued that the bubble throughflow is not important for small 
particles and may be neglected. According to our analysis, this may well be the case here. 
However, generalization of this conclusion should be treated with caution especially when 
dealing with larger particles. 
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was used to predict the mass transfer coefficient in a bubbling fluidized bed. Despite the 
complexity of the process, and the number of assumption employed in this analysis, the 
model based on pure diffusional mass transfer seems to provide satisfactory agreement with 
the experimental measurements.    
This work set the scene for future experimental investigations to obtain a generalised 
correlation for the mass transfer coefficient in fluidized bed dryer, particularly that utilizes 
the ECT or other similar imaging techniques. Such a correlation is of vital importance for 
improved fluidized bed dryer design and operation in its widest application. A 
comprehensive experimental program, covering a wider range of operating conditions 
(particle size, gas velocity, water content, porous/non-porous particles) is recommended.  

7. Nomenclature 
A  [m2]  column/bed cross-sectional area 

1 1,A B  [m1.5s-1]  parameters defined in Eqs. 15, 16 respectively 
,d bC C  [-]  water concentration in the dense and bubble phases respectively, 

   kg/kg 
,d D  [m]  diameter 

eD,D  [m2s-1]  molecular and effective diffusivity respectively  
g  [ms-2]  gravity acceleration constant  
H  [m]  expanded bed height 

dbk  [ms-1]  overall mass transfer coefficient (between dense and bubble  
   phases)  

cbk  [ms-1]  mass transfer coefficient between cloud and bubble phases  
dck  [ms-1]  mass transfer coefficient between dense and cloud phases  

m  [kgs-1]  mass flow rate  
P  [-]  relative solid fraction 
P  [-]  relative solid fraction 
U  [ms-1]  superficial gas velocity 
u  [ms-1]  velocity 
V  [(m3)  volume 
w  [g]  bed water content 
z  [m]  axial coordinate 
Greek symbols 

ε  [-]  bed voidage 
γ  [-]  bubble fraction 
ρ  [kg.m-3]  density 
δ  [m]  distance between the centre of the two ECT sensors 

pϕ  [-]  particle sphericity 
Subscripts 

b    bubble 
c    cloud 
d    dense 
mf    minimum fluidization 
p    particle 
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1. Introduction 
Many substances can react with hydrogen under certain conditions, and the products are 
generally called hydrides. The binary hydrides can be classified into ionic hydrides, covalent 
hydrides and stable complex hydrides (Berube et al., 2007). The metal hydrides (MH), which 
feature metallic bonding between hydrogen and host material, belong to the second 
category and are investigated here. Since the successful development of LaNi5 and TiFe as 
hydrogen storage materials in 1970s, studies on the metal hydrides have attracted many 
attentions. 
According to (Sandrock & Bowman, 2003), two properties among all have been found 
crucial in MH applications: 
1. The easily reversed gas-solid chemical reaction, which is expressed as follows, 

 22 x
xM H MH H+ ↔ + Δ  (1) 

Here M denotes a certain kind of metal or alloy, while MHx is the metal hydride as product. 
ΔH, the enthalpy change during hydriding/ dehydriding reaction, is generally 30~40kJ/ 
mol H2.  
2. The well known Van’t Hoff equation relating plateau pressure to temperature. 

 
g g

ln e
H SP

R T R
Δ Δ

= −  (2) 

For the hydriding/dehydriding reaction, there exists a phase during which the stored 
amount of H2 varies a lot while the equilibrium pressure almost keeps constant, the phase is 
generally called “plateau”. The equilibrium pressure in this phase, as shown in Equation (2), 
depends on the temperature. ΔH and ΔS are the enthalpy and entropy changes during 
hydriding/dehydriding reaction, respectively. Both parameters take quite different values 
for various MH materials, thus a wide range of operation temperature and pressure can be 
covered. 
Because of the unique properties mentioned above, MHs can be applied for a number of 
uses, e.g. hydrogen storage (Kaplan et al., 2006), heat storage (Felderhoff & Bogdanovic, 
2009), thermal compression (Murthukumar et al., 2005; Kim et al., 2008; Wang et al., 2010), 
heat pump (Qin et al., 2008; Paya et al., 2009; Meng et al., 2010), gas separation and 
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purification (Charton et al, 1999). Generally such systems share the common advantages of 
being environmentally benign, compact and flexible for various operating conditions. It is 
noteworthy that for any practical application, the reactor where MHs are packed plays an 
important role in the whole system. Besides the basic function of holding MH materials, the 
reactor should also facilitate good heat and mass transfer. Therefore the analysis and 
optimization of MH reactor are very important, and numerical simulation has become a 
powerful tool for that purpose as the development of computers. 
The modeling and simulation of hydriding/dehydriding process in the MH reactor started 
early. In 1980s, a simple 1-D mathematical model considering heat conduction and reaction 
kinetics was popular in use, see the pioneer work of (El Osery, 1983; Sun & Deng, 1988). 
Later (Choi & Mills, 1990) incorporated the classical Darcy’s law into the 1-D model for the 
calculation of hydrogen flow, which added to the completeness of the model concerning the 
description of multiple physics. Moreover, the treatment also introduced the notion of 
dealing with the hydriding/dehydriding process in a MH reactor as reactive flow in porous 
media, which marked a great progress. Then the notion was further developed by 
(Kuznetsov and Vafai, 1995; Jemni & Ben Nasrallah, 1995a; Jemni and Ben Nasrallah, 1995b). 
These authors formulated 2-D mathematical models based on the volume averaging method 
(VAM), which is classical in the study of porous media. The coupling process of porous 
flow, heat conduction and convection, reaction kinetics were described in the models. In a 
different way, (Lloyd et al., 1998) derived the model equations for a representative element 
volume from the basic conservation law, which are similar in form to those obtained by the 
VAM. Since then the theoretical frame to model the dynamic process in a MH reactor has 
been established, although still more details were taken into account in recent studies, such 
as the temperature slip between gas and solid phases (Nakagawa et al., 2000), 3-D 
description (Mat et al., 2002), the effect of radiative heat transfer (Askri et al., 2003). 
Unfortunately, till now most studies are concentrated on the domain of reaction bed while 
the effect of vessel wall is ignored, and isotropic physical properties are generally assumed 
in the bed, which is not necessarily the case. In this investigation, a general mathematical 
model for the MH reactor was formulated and numerically solved by the finite volume 
method. The effects of vessel wall as well as the anisotropic physical properties were 
discussed thereafter for a tubular reactor. 

2. Mathematical model  
2.1 A general picture 
Like most gas-solid reactions, the actual hydriding/dehydriding process could be very 
complicated. According to (Schweppe et al., 1997), the hydriding reaction proceeds in 
several steps on the scale of MH particles: 
1. Transport of H2 molecules in the inter-particle gas phase; 
2. Physisorption of H2 molecules on the particle surface; 
3. Dissociation of physisorbed H2 into H atoms; 
4. Interface penetration of H atoms to the subsurface; 
5. Diffusion of H atoms in the hydride (also termed β phase) layer; 
6. Formation of the hydride at the α/β interface, α is the solid solution with relatively 

small amount of hydrogen; 
7. Diffusion of H atoms in the α phase. 
For dehydriding reaction, the steps are largely similar yet proceed in reversed order.  
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Fortunately, we don’t have to deal with all the above details in modeling the MH reactor. In 
the general frame for the model, step 1 is described by the porous flow, and the rest steps 
including the microscopic mass transport are simply incorporated in a lumped kinetic 
expression where only two superficial parameters matter, namely the activation energy E 
and pre exponential factor k. Obviously, most microscopic details are dropped in such a 
treatment, yet the simplification proves acceptable in the macroscopic description of 
coupling process in the MH reactor. 

2.2 Reactor geometry and operation 
The tubular type reactor is developed early and widely used, especially for the heat pump 
and thermal compression applications, as reviewed by (Yang et al.,2010 a). Therefore our 
investigation was focused on such a reactor, and the schematic was shown in Fig.1.  
 

 
Fig. 1. The schematic of the tubular type reactor for investigation 

As can be seen, a central artery is used in this type of reactor for radial hydrogen flow. MH 
particles (LaNi5 for this investigation, which is commonly used) are packed in the annular 
space between the artery and the tube wall, while the heat exchange of the reaction bed with 
heat source/sink can be conducted through the external surface of tube wall. Aluminum 
foam was supposed to be inserted in the bed for heat transfer enhancement. The upper part 
of the reactor including both MH bed and tube wall was taken as the computational domain 
for symmetry. The length of the reactor is 0.5m, the radius of the artery and the bed 
thickness are 0.003 and 0.0105m, respectively. The thickness of wall is 0.0015m.  

2.3 The set of model equations 
Before formulating the model equations, the assumptions were made as follows: 
1. The physical properties of the reaction bed, including the thermal conductivity, the 

permeability, the heat capacity etc., are constant during the reaction. 
2. The gas phase is ideal from the thermodynamic view. 
3. There is no temperature slip between the solid phase and the gas phase, which is also 

termed “local thermal equilibrium” (Kuznetzov and Vafai, 1995). The common 
temperature is defined as Tb here. 

r 

Hydrogen artery MH bed Tube wall 

z

Computational domain 



 Mass Transfer in Multiphase Systems and its Applications 

 

550 

purification (Charton et al, 1999). Generally such systems share the common advantages of 
being environmentally benign, compact and flexible for various operating conditions. It is 
noteworthy that for any practical application, the reactor where MHs are packed plays an 
important role in the whole system. Besides the basic function of holding MH materials, the 
reactor should also facilitate good heat and mass transfer. Therefore the analysis and 
optimization of MH reactor are very important, and numerical simulation has become a 
powerful tool for that purpose as the development of computers. 
The modeling and simulation of hydriding/dehydriding process in the MH reactor started 
early. In 1980s, a simple 1-D mathematical model considering heat conduction and reaction 
kinetics was popular in use, see the pioneer work of (El Osery, 1983; Sun & Deng, 1988). 
Later (Choi & Mills, 1990) incorporated the classical Darcy’s law into the 1-D model for the 
calculation of hydrogen flow, which added to the completeness of the model concerning the 
description of multiple physics. Moreover, the treatment also introduced the notion of 
dealing with the hydriding/dehydriding process in a MH reactor as reactive flow in porous 
media, which marked a great progress. Then the notion was further developed by 
(Kuznetsov and Vafai, 1995; Jemni & Ben Nasrallah, 1995a; Jemni and Ben Nasrallah, 1995b). 
These authors formulated 2-D mathematical models based on the volume averaging method 
(VAM), which is classical in the study of porous media. The coupling process of porous 
flow, heat conduction and convection, reaction kinetics were described in the models. In a 
different way, (Lloyd et al., 1998) derived the model equations for a representative element 
volume from the basic conservation law, which are similar in form to those obtained by the 
VAM. Since then the theoretical frame to model the dynamic process in a MH reactor has 
been established, although still more details were taken into account in recent studies, such 
as the temperature slip between gas and solid phases (Nakagawa et al., 2000), 3-D 
description (Mat et al., 2002), the effect of radiative heat transfer (Askri et al., 2003). 
Unfortunately, till now most studies are concentrated on the domain of reaction bed while 
the effect of vessel wall is ignored, and isotropic physical properties are generally assumed 
in the bed, which is not necessarily the case. In this investigation, a general mathematical 
model for the MH reactor was formulated and numerically solved by the finite volume 
method. The effects of vessel wall as well as the anisotropic physical properties were 
discussed thereafter for a tubular reactor. 

2. Mathematical model  
2.1 A general picture 
Like most gas-solid reactions, the actual hydriding/dehydriding process could be very 
complicated. According to (Schweppe et al., 1997), the hydriding reaction proceeds in 
several steps on the scale of MH particles: 
1. Transport of H2 molecules in the inter-particle gas phase; 
2. Physisorption of H2 molecules on the particle surface; 
3. Dissociation of physisorbed H2 into H atoms; 
4. Interface penetration of H atoms to the subsurface; 
5. Diffusion of H atoms in the hydride (also termed β phase) layer; 
6. Formation of the hydride at the α/β interface, α is the solid solution with relatively 

small amount of hydrogen; 
7. Diffusion of H atoms in the α phase. 
For dehydriding reaction, the steps are largely similar yet proceed in reversed order.  

Simulation Studies on the Coupling Process of  
Heat/Mass Transfer in a Metal Hydride Reactor 

 

551 

Fortunately, we don’t have to deal with all the above details in modeling the MH reactor. In 
the general frame for the model, step 1 is described by the porous flow, and the rest steps 
including the microscopic mass transport are simply incorporated in a lumped kinetic 
expression where only two superficial parameters matter, namely the activation energy E 
and pre exponential factor k. Obviously, most microscopic details are dropped in such a 
treatment, yet the simplification proves acceptable in the macroscopic description of 
coupling process in the MH reactor. 
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The tubular type reactor is developed early and widely used, especially for the heat pump 
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Fig. 1. The schematic of the tubular type reactor for investigation 

As can be seen, a central artery is used in this type of reactor for radial hydrogen flow. MH 
particles (LaNi5 for this investigation, which is commonly used) are packed in the annular 
space between the artery and the tube wall, while the heat exchange of the reaction bed with 
heat source/sink can be conducted through the external surface of tube wall. Aluminum 
foam was supposed to be inserted in the bed for heat transfer enhancement. The upper part 
of the reactor including both MH bed and tube wall was taken as the computational domain 
for symmetry. The length of the reactor is 0.5m, the radius of the artery and the bed 
thickness are 0.003 and 0.0105m, respectively. The thickness of wall is 0.0015m.  

2.3 The set of model equations 
Before formulating the model equations, the assumptions were made as follows: 
1. The physical properties of the reaction bed, including the thermal conductivity, the 

permeability, the heat capacity etc., are constant during the reaction. 
2. The gas phase is ideal from the thermodynamic view. 
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termed “local thermal equilibrium” (Kuznetzov and Vafai, 1995). The common 
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4. The radiative heat transfer can be neglected due to the moderate temperature range in 
discussion. 

The model equations include, 
The mass equation for gas phase (the continuity equation): 

 ( )v g
g gU m M

t
ε ρ

ρ
→ •∂

+ ∇ = − ⋅
∂

  (3) 

The mass equation for solid phase: 

 MH MH
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= ⋅
∂

  (4) 

Where the mass source term resulting from the hydriding/dehydriding reactions was 
expressed as, 

 MH MH

satMH

H dXm
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ε ρ• ⋅ ⎡ ⎤= ⋅ ⋅⎢ ⎥⎣ ⎦
   (5) 

The momentum equation for the gas phase takes the form of Darcy’s law, 
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For a porous system composed of spherical particles, the permeability K could be calculated 
according to the Carman-Kozeny correlation, 
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The energy equation for the bulk bed including both gas and solid phases is written as, 
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t
ρ
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The heat capacity of the bulk bed is calculated as follows, 

 b pb i i pi
i

c cρ ε ρ=∑      (9) 

Where εi, ρi and cpi denote the corresponding properties for an individual phase, e.g. MH, 
hydrogen gas or the materials added (Aluminum foam here). Because multiple mechanisms 
and complex geometry are involved in the particle-scale heat transfer process (Sun & Deng, 
1990), the correlation of effective thermal conductivity to relevant explicit properties is not 
quite accurate, not to say general. Therefore, the citation of measured value of λeff seems 
more practical in the modeling studies, although the nonlinearity of the actual system may 
not be well reflected after such simplification. 
Besides the basic conservation equations given above, still some other equations are needed 
to close the model, i.e. the P-c-T equations and reaction kinetic equations. 
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The P-c-T equations are used to describe the relationship of pressure P, hydrogen 
concentration c and temperature T under the equilibrium state. Van’t Hoff equation, namely 
the equation (2) is the most commonly used one. It features simple expression and few 
parameters involved (just ΔH and ΔS). The values of ΔH and ΔS for many MH materials can 
be found in the literature. However, the equation merely covers the plateau phase, in 
addition the plateau slope and hysteresis are not well reflected. Therefore other P-c-T 
expressions were presented to cover the full range of hydriding/dehydriding reaction with 
higher accuracy, e.g. the polynomial equations (Dahou et al., 2007) and the modified Van’t 
Hoff equations (Nishizaki et al., 1983; Lloyd et al., 1998). In this investigation, a modified 
Van’t Hoff equation was adopted(Nishizaki et al., 1983), 

 ( ), 0exp( tan( * ( 1 /2)) )
2e a
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As mentioned in section 2.1, most microscopic details are dropped in a realistic reaction 
kinetic equation, whose integral form can be generally written as follows, 

 1 2 3( ) ( ) ( )f X k f T f P t= ⋅ ⋅ ⋅   (11a) 

The equivalent differential form of the kinetic equation can be obtained by simple 
manipulation of equation (11a),  

 2 3 1
dX ( ) ( ) ( )k f T f P g X
dt

= ⋅ ⋅ ⋅   (11b) 

Equation (11a) is more used in the experimental determination of the kinetic parameters and 
reaction mechanism, while equation (11b) is preferred in the modeling of 
hydriding/dehydriding process in a MH reactor. The specific expression of f1 or g1 depends 
on the reaction mechanism, see Table 1(Li et al., 2004). Among all the expressions, the ones 
suggesting shrinking core, diffusion control or nucleation & growth mechanisms are widely 
applied in the kinetic study of MHs. The Arrhenius expression is often adopted as f2. A few 
expressions are available for f3 according to (Ron, 1999), and a so-called normalized pressure 
dependence expression was recommended. However, some authors argued that f3 should be 
related to the reaction mechanism(Forde et al., 2007). 
In this investigation, the kinetic equations for LaNi5 are those recommended by (Jemni and 
Ben Nasrallah, 1995a; Jemni and Ben Nasrallah, 1995b), 
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The detailed information about the parameters in equation (10) and (12) are referred to the 
original papers. 
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Mechanism ( )1 Xg  1(X)f  

Nucleation& growth ( ) ( ) ( ) 1
1 / 1 X ln 1

n
n X

−
⋅ − ⋅ ⎡− − ⎤⎣ ⎦  ( )ln 1

n
X⎡− − ⎤⎣ ⎦  

Branching nucleation (1 )X X⋅ −  ( )ln / 1X X⎡ − ⎤⎣ ⎦  

Chemical reaction 

( ) ( )1 / 1 X nn ⋅ −  

( ) ( )31 /2 1 X⋅ −  

( )21 X−  

( )1 1 X n− −  

( ) 21 X 1−− −  

( ) 11 X 1−− −  

1-D diffusion ( ) 11 / 2 X−⋅  2X  

2-D diffusion ( ) ( )
11/2 1/21 X 1 1 X
−

⎡ ⎤− − −⎣ ⎦  ( )
21/21 1 X⎡ ⎤− −⎣ ⎦  

3-D diffusion 
( )( ) ( )

12/3 1/33 / 2 1 X 1 1 X
−

⎡ ⎤− − −⎣ ⎦

( ) ( )
11/33 / 2 1 X 1

−−⎡ ⎤− −⎣ ⎦  

( )
21/31 1 X⎡ ⎤− −⎣ ⎦  

( )2/31 2X / 3 1 X− − −  

Table 1. Part of f1/g1 expressions for MH reaction kinetics(Li et al., 2004) 

2.4 Initial and boundary conditions 
The initial reacted fraction for hydriding and dehydriding were uniform throughout the 
reactor. The temperature of the reactor was equal to that of inlet fluid, and the system was 
assumed under the P-c-T equilibrium. 
The boundary conditions of MH reactors can be classified into three types (Yang et al, 2008; 
Yang et al., 2009): adiabatic wall (or symmetry boundary), heat transfer wall and mass 
transfer boundary.  
For the adiabatic wall (or symmetry boundary): 
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For the heat transfer wall:     
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where Tf is varied along the axial direction of tubular reactor and can be calculated as 
follows, 
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For the mass transfer boundary through which hydrogen enters or leaves the reactor, a 
Danckwerts’ boundary condition (Yang et al., 2010b) is applied to make sure that the flow 
rate is continuous across the boundary, 
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The pressure is simply set as follows, 

 |
ig r r exP P= =   (17) 

3. Numerical solutions and validation 
3.1 The solution based on FVM 
In the field of computational fluid dynamics (CFD), finite volume method (FVM) is widely 
applied and many commercial packages are based on this method, such as FLUENT, CFD-
ACE, CFX, etc. The method uses the integral form of the conservation equation as the 
starting point. The generic conservation equation is (Tao, 2001): 

 ( ) ( )div U div grad S
t
ρφ

ρφ φ
→∂ ⎛ ⎞+ = Γ +⎜ ⎟∂ ⎝ ⎠

  (18) 

From left to right, the terms were called non-steady term, convection term, diffusion term 
and source term, respectively. These terms could be integrated using different “schemes”. In 
this investigation, implicit Euler scheme, 1-order upwind differencing scheme (UDS) and 
central difference scheme (CDS) were applied for the first 3 terms. The source term S 
resulting from the hydriding/dehydriding reaction was obtained explicitly in a time step.    
The integration is implemented for a number of small control volumes (CVs) in the 
computational domain. A type-B grid was adopted for the discretization of the domain (Tao, 
2001), which defines the boundaries first and then the nodal locations. 
It is noteworthy that the distributed and anisotropic physical properties can be easily 
incorporated into the FVM based solution procedure. Firstly, we could discretize the 
computational domain so that a certain boundary of grids and the true boundary (e.g. the 
interface separating the reaction bed and the vessel wall) overlap, see Fig.2. 
 

 
Fig. 2. The discretization of the computational domain 
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For the mass transfer boundary through which hydrogen enters or leaves the reactor, a 
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Next, the physical properties should be set according to the positions of the grids. Porosity 
and heat capacity are scalar quantities defined at the nodes and could be specified easily, see 
Table 2. Obviously, in the region of tube wall, the governing equations including flow, heat 
transfer and reaction kinetics degenerate into a simple heat conduction equation. On the 
contrary, thermal conductivity and permeability, which are tensors defined on the 
boundaries of CV, should be dealt with carefully. For the boundaries in the domain of 
reaction bed or vessel wall, the settings are similar to those for scalar properties, yet should 
be implemented in both axial and radial directions. For the true boundary, the physical 
properties are obtained by a certain averaging of those properties on both sides. A harmonic 
averaging is found appropriate to keep a constant flow over the boundary(Tao, 2001) and 
was applied. 
 
 Reaction bed Tube wall 
Volume fraction of gas(namely porosity) εg 0.438 10-5 
Volume fraction of MH εMH 0.462 0 
Volume fraction of Al foam εAl 0.1 0 
Volume fraction of wall material εw 0 0.99999 
Thermal conductivity λ/W/(m·K) λeff =7.5 λw 
Permeability K/m2 5.8×10-13 10-35(basically impermeable) 

Table 2. The physical properties for the wall materials 

The governing equations were solved in a segregated manner, and the algorithm is similar 
to the SIMPLE type method widely applied in the computation of incompressible flow. 
However, for the compressible flow in the investigation, pressure exerts influences on both 
velocity and the density of fluid, which should be considered in the solution procedure. The 
main steps are listed as follows, 
1. The increment of reacted fraction in this time step is calculated explicitly by the kinetic 

equations from the initial pressure P, temperature T and reacted fraction X, thus the 
source terms in the mass equation and energy equation are obtained accordingly. 

2. The gas density ρ* and velocity U* are calculated respectively by the state equation for 
ideal gas and Darcy’s law from the initial P and T, while they do not solve the 
simultaneous continuity equation for the gas.  

3. To fulfill the solution of the continuity equation, some correction, namely ρ’ and U’ 
should be conducted based on ρ* and U*. The expressions of ρ’ and U’ with regard to P’, 
which denotes the correction of present pressure P*, could be found according to state 
equation for ideal gas and Darcy’s law. 

4. The expressions of ρ’ and U’ obtained in step 3 are substituted into the continuity 
equation, and the pressure correction P’ is solved as the primitive variable. 

5. Use P’ to correct the pressure P*, the density ρ* and the velocity U*. 
6. Repeat steps 2-5 until the computation of flow field converges, which is assumed after a 

certain tolerance achieved. 
7. The velocity U obtained above is substituted into the energy equation for the solution of 

temperature T. 
8. Repeat steps 2-7 until the computations of both flow and heat transfer converge. 
9. Enter the next time step, repeat steps 1-8 till the required time elapses. 
After discretization of the domain and integration of the differential equations, a few sets of 
algebraic equations were formulated. An alternative direction implicit (ADI) method was 
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used to solve them. The time step was 0.01s, while convergence was assumed when the 
error of P and T were respectively lower than 10-3Pa and 10-3K. 

3.2 Validation by the literature data 
(Laurencelle and Goyette, 2007) have carried out extensive experimental studies on a MH 
reactor packed with LaNi5, and the data they reported were used to validate our model. The 
so-called “small” reactor has an internal diameter of 6.35mm and a length of 25.4mm. 1g of 
LaNi5 powder was stored and hydriding followed by dehydriding experiment was 
conducted. The initial pressures for the two sequential processes were 0.6 and 0.0069MPa, 
respectively. The reacted fraction and system pressure predicted by the model were 
compared with the experimental data in Figs. 3. As can be seen, the simulation results show 
satisfactory agreement with the experimental data, thus the model can be used for the study 
of hydriding/dehydriding processes in a MH reactor. 
 

 
Fig. 3. The comparison of simulated results and the experimental data from the literature 

4. Discussions based on the model 
In the engineering practice, stainless steel, brass and aluminum are the materials used most 
frequently for the construction of MH reactors (Murthukumar et al., 2005; Kim et al., 2008; 
Qin et al., 2008; Paya et al., 2009). Therefore they were considered here, and the reactors 
using them as wall material are referred to as reactors 1, 2 and 3 respectively. Many factors 
should be taken into account for the use of a certain wall material, i.e. strength, corrosion 
and heat transfer. The former two are irrelevant concerning the hydriding/dehydriding 
processes, thus would not be elaborated here. To conduct the numerical simulation, some 
physical properties of the wall material should be known beforehand and are listed in Table 3. 
 
 

 Density 
ρw/kg/m3 

Thermal conductivity 
λw/W/(m·K) 

Specific heat capacity 
cpw/J/(kg·K) 

Stainless steel(316L) 7959 13.3 488 
Brass 8530 121.6 390 
Aluminum 2699 237 897 

Table 3. Some relevant physical properties of wall materials 
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Next, the physical properties should be set according to the positions of the grids. Porosity 
and heat capacity are scalar quantities defined at the nodes and could be specified easily, see 
Table 2. Obviously, in the region of tube wall, the governing equations including flow, heat 
transfer and reaction kinetics degenerate into a simple heat conduction equation. On the 
contrary, thermal conductivity and permeability, which are tensors defined on the 
boundaries of CV, should be dealt with carefully. For the boundaries in the domain of 
reaction bed or vessel wall, the settings are similar to those for scalar properties, yet should 
be implemented in both axial and radial directions. For the true boundary, the physical 
properties are obtained by a certain averaging of those properties on both sides. A harmonic 
averaging is found appropriate to keep a constant flow over the boundary(Tao, 2001) and 
was applied. 
 
 Reaction bed Tube wall 
Volume fraction of gas(namely porosity) εg 0.438 10-5 
Volume fraction of MH εMH 0.462 0 
Volume fraction of Al foam εAl 0.1 0 
Volume fraction of wall material εw 0 0.99999 
Thermal conductivity λ/W/(m·K) λeff =7.5 λw 
Permeability K/m2 5.8×10-13 10-35(basically impermeable) 

Table 2. The physical properties for the wall materials 

The governing equations were solved in a segregated manner, and the algorithm is similar 
to the SIMPLE type method widely applied in the computation of incompressible flow. 
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After discretization of the domain and integration of the differential equations, a few sets of 
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used to solve them. The time step was 0.01s, while convergence was assumed when the 
error of P and T were respectively lower than 10-3Pa and 10-3K. 

3.2 Validation by the literature data 
(Laurencelle and Goyette, 2007) have carried out extensive experimental studies on a MH 
reactor packed with LaNi5, and the data they reported were used to validate our model. The 
so-called “small” reactor has an internal diameter of 6.35mm and a length of 25.4mm. 1g of 
LaNi5 powder was stored and hydriding followed by dehydriding experiment was 
conducted. The initial pressures for the two sequential processes were 0.6 and 0.0069MPa, 
respectively. The reacted fraction and system pressure predicted by the model were 
compared with the experimental data in Figs. 3. As can be seen, the simulation results show 
satisfactory agreement with the experimental data, thus the model can be used for the study 
of hydriding/dehydriding processes in a MH reactor. 
 

 
Fig. 3. The comparison of simulated results and the experimental data from the literature 
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should be taken into account for the use of a certain wall material, i.e. strength, corrosion 
and heat transfer. The former two are irrelevant concerning the hydriding/dehydriding 
processes, thus would not be elaborated here. To conduct the numerical simulation, some 
physical properties of the wall material should be known beforehand and are listed in Table 3. 
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The reference operation conditions for the hydriding/dehydriding processes in the MH 
reactors were specified in Table 4. Water was assumed to be the heat transfer fluid and the 
number of heat transfer unit (NTU) was set to be 1. 
 

 Hydriding Dehydriding 
Exerted pressure Pex/MPa 0.4 0.8 
Initial reacted fraction X 0.2 0.8 
Initial bed temperature Tb/K 293 353 
Convection heat transfer coefficient h/W/(m2·K) 1500 1500 
Fluid inlet temperature Tf /K 293 353 
Fluid mass flow rate qf/kg/s 0.0168 0.0168 

Fluid specific heat capacity cpf /J/(kg·K) 4200 4200 

Table 4. The operation conditions for hydriding/dehydriding reaction in the MH reactor 
The grid independence test was carried out before further work conducted. 3 sets of grids 
(10×8, 25×16, 50×24) were applied to simulate the hydriding process of reactor 1 
respectively, and Fig.4 shows the comparison of the results. An asymptotic tendency was 
found when using denser grid, and the 25×16 grid proved to be adequate in obtaining 
enough accuracy. 
 

 
Fig. 4. The simulation results for grid independence test 

4.1 General characteristics in a tubular reactor 
Firstly the reaction and transport characteristics were analyzed for a tubular reactor (reactor 
1) under the reference conditions. The temperature contours during hydriding process were 
shown in Fig.5. As can be seen, the reactor temperature rises from the initial value of 293K 
due to the exothermic reaction. The top left corner region(z→0, r→ro) close to the fluid inlet 
is better cooled and the corresponding temperature is low, while the peak temperature of 
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around 311K appears in the bottom right region (z→L, r→ri), which is far from both the heat 
transfer wall and the fluid inlet. 
 

 
Fig. 5. The temperature contours in reactor 1 at the moment of 5, 20, 50, 200s during 
hydriding process (K) 

The pressure contours in the reactor were shown in Fig.6. From the mass transfer boundary 
on the bottom side(r→ri), the pressure decreases slightly across the reactor by a few hundred 
Pa, thus the resistance against mass transfer is small. Through the pressure gradient we can 
also determine the direction of hydrogen flow. It is almost radial initially, while as time 
elapses an axial flow from right to left can be recognized in the region close to the heat 
transfer wall(r→ro). 
 

 
Fig. 6. The pressure contours in reactor 1 at the moment of 5, 20, 50, 200s during hydriding 
process (Pa) 
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The contours for reacted fraction were shown in Fig.7. Obviously, the hydriding reaction 
proceeds most rapidly in the top left corner, while in the bottom right corner region the 
process is very sluggish. The variation in hydriding rate also explains the appearance of 
axial flow: the hydrogen tends to move towards the region absorbing it more quickly. 
Consider the distribution of temperature, pressure and reacted fraction, the effect of heat 
and mass transfer on the reaction can be assessed. As is well known, low temperature and 
high pressure are favorable for the hydriding process. Therefore, the distribution of reacted 
fraction is basically consistent with the temperature distribution, suggesting that heat 
transfer controls the actual reaction rate under the given conditions. 

 

 
Fig. 7. The contours of reacted fraction in reactor 1 at the moment of 5, 20, 50, 200s during 
hydriding process 

For dehydriding process, the phenomena is basically similar to that in hydriding process, 
thus the corresponding statements are skipped. 

4.2 The effect of wall materials 
The reactor depicted in section 2.2 is called a thin-wall reactor, which is better used in heat 
pump applications. Because in that case the operation pressure is moderate and sufficient 
heat transfer is more important. The hydriding rates for the reactors 1, 2 and 3 are shown in 
Fig.8. 
As can be seen, more rapid reaction is achieved for the reactors with brass and aluminum as 
wall material, while the difference between the two is hardly discernable. The phenomena is 
attributed to the varied thermal conductivity of the materials, see Table 2. Since higher 
thermal conductivity implies smaller resistance for heat transfer through the wall, the 
reaction heat from hydriding process could be more effectively removed from the reaction 
bed of reactors 2 and 3. Thereby, large temperature rise in the bed, which reduces the 
driving force of reaction and hinders the process, is less likely to occur. The explanation is 
also supported by the comparison of fluid outlet temperature of the 3 reactors, see Fig.9. 
With the same mass flow rate and inlet temperature for the fluid, the fluid outlet 
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temperature for reactors 2 and 3 is higher than that for reactor 1 during most of the reaction 
time, suggesting a larger power of heat release. 
 
 

 
Fig. 8. The simulated hydriding rates for reactors 1, 2 and 3 under reference conditions 

 
 

 
Fig. 9. The simulated fluid outlet temperatures for reactors 1, 2 and 3 under reference 
conditions 

Then a thick-wall reactor preferable in the compression applications was investigated. The 
wall thickness is increased from 1.5 to 3mm. As shown in Fig.10, due to the large thickness, 
the effect of wall gains significance. The comparison result is qualitatively similar to that for 
thin-wall reactor, yet greater improvement in hydriding rate was observed for the reactors 2 
and 3. 
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Fig. 10. The simulated hydriding rates for reactors 1, 2 and 3 with larger wall thickness  

The effect of wall material on the reaction rate depends not only on the thickness, but also 
on the operation conditions, especially those related to the transport and accumulation of 
the reaction heat. The simulation results for the case that air is used as the heat transfer fluid 
were shown in Fig.11.  
 

 
Fig. 11. The simulated hydriding rates for reactors 1, 2 and 3 while using air as heat transfer 
fluid 

Under this condition, a typical convection heat transfer coefficient of 50W/(m2·K) was set. 
As can be seen, the hydriding rate gets much slower for all the 3 reactors, because the heat 
exchange between the bed and fluid is not as sufficient as that for a reactor using water. 
Moreover, it was found that the highest reaction rate is obtained by reactor 1 rather than 
reactors 2 and 3, which seems unreasonable considering only the heat transfer. The 
comparison of the heat capacity of wall for the 3 reactors in Fig.12 explained the simulation 
results. 
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Fig. 12. The heat capacities for the tube wall of reactors 1, 2 and 3 
Due to poor external heat transfer when using the air, the reaction heat can no longer be 
released rapidly and will be accumulated in the bed, even for the reactors 2 and 3. The 
notion was proved by the temperature contours in reactor 3 at certain moments, see Fig.13. 
 

 
Fig. 13. The temperature contours of reactor 3 at the moment of 5, 20, 50 and 200s while 
using air as heat transfer fluid 
Because of the heat accumulation, the reactor temperature is kept on a high level soon after 
the hydriding reaction starts. In this case, the temperature rise of the reactor depends more 
on the total heat capacity. Larger heat capacity limits the temperature fluctuation in the bed 
during the initial stage, and thus favors the proceeding of reaction. After a certain time 
elapses and the steady temperature distribution formed, such effect disappears and the 
same reaction rates were observed for all the 3 reactors, as shown in Fig.11. 
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For the dehydriding process, the conclusions are largely the same as those drawn above. 
Thus only the simulation results for the thin wall reactor was shown for the sake of 
conciseness, see Fig.14.  
 

 
Fig. 14. The simulated dehydriding rates for reactors 1, 2 and 3 under reference conditions 

4.3 The effect of anisotropic physical properties 
In the randomly packed MH bed, the physical properties are largely isotropic on condition 
that the effect of gravity and the pulverization phenomena are ignored. However, if the 
compact with both MH and some solid matrix (e.g. expanded natural graphite, ENG) is 
used in the reactor bed for heat transfer enhancement, anisotropic properties could be 
observed, as reported by (Sanchez et al., 2003; Klein & Groll, 2004). The radial thermal 
conductivity of the compact is significantly higher than the axial one, and the effect of such 
variation in a realistic tubular reactor has not yet been analyzed.  
Here the sample M24 (Klein & Groll, 2004), which has proper porosity and mass fraction of 
MH was considered. The porosity of the bed is 0.427, the volume fraction for ENG and MH 
are 0.124 and 0.449, respectively. The radial thermal conductivity of the compact is 
17.4W/(m*K), while the axial one was not reported in the original paper. However, the 
property of a similar compact called IMPEX (Sanchez et al., 2003) could be used as 
approximation(~1W/(m*K)). 
Under the reference conditions in Table 4, the hydriding processes were simulated for 
reactor 1 using M24 or another sample, which was supposed to have an isotropic thermal 
conductivity of 17.4W/(m*K). The simulated hydriding rates in both cases were compared 
and hardly any difference was recognized. It can be easily understood that the axial thermal 
conductivity works on the hydriding rate through its effect on the temperature distribution 
in the MH bed. However, even for the maximum temperature difference along axial 
direction, which lies in the neighborhood of tube wall, such effect is rather insignificant, see 
Fig.15. Simulations were also carried out for the dehydriding processes in reactors 1, 2 and 
3, and the above phenomena repeated. Therefore, it can be concluded that the axial thermal 
conductivity is much less important than the radial one in a tubular reactor. 
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Fig. 15. The maximum temperature difference along axial direction for the reactors using 
sample M24 and isotropic sample  
It is convenient to compare the reaction and transport characteristics of the reactors where 
different measures are taken for heat transfer enhancement, i.e. Aluminum foam and ENG 
compact. As shown in Fig.16, faster reaction rate was achieved in the latter reactor under 
reference conditions, although its axial thermal conductivity is even lower than that of 
reactor using Aluminum foam. 
The temperature in the reactor using ENG compact was indicted in Fig.17. More uniform 
distribution of temperature was found when compared with Fig.5. The reaction driving 
force is determined by bed pressure and equilibrium pressure(largely determined by 
temperature),  as can be seen in equation (12). Considering the small pressure drop in the 
reactor, we can conclude that uniform temperature results in uniform reaction, which is 
favorable for the operation of MH reactor. In a word, MH reactor using ENG compact 
shows superior performance to the one using Aluminum foam. 
 

 
Fig. 16. The simulated hydriding rates for the reactor 1 using Aluminum foam or ENG compact 
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Fig. 17. The temperature contours in reactor 1 using ENG compact at the moment of 5, 20, 
50, 200s during hydriding process (K) 

5. Conclusion 
A mathematical model for the hydriding/dehydriding process in a realistic MH reactor was 
established, in which the distributed and anisotropic physical properties could be easily 
handled. Numerical solution of the model was implemented by the FVM procedure, and the 
model was validated using the literature data. The model was applied for the simulation 
study of a tubular type MH reactor packed with LaNi5, and the following conclusions were 
drawn: 
1. Heat transfer rather than mass transfer controls the actual reaction rate for the MH 

reactor under discussion. 
2. The effect of wall material on the hydriding/dehydriding rate of a MH reactor depends 

on two factors, i.e. the thermal conductivity and heat capacity. 
3. When the external convection heat transfer is sufficient, the effect of wall depends more 

on its thermal conductivity, larger λ suggests better heat transfer and more rapid 
reaction. 

4. When air is used as the heat transfer fluid, heat capacity of the wall becomes important 
as the external convection heat transfer gets poor. The reactor with larger heat capacity 
shows smaller temperature fluctuation and slightly higher reaction rate in the initial 
stage. 

5. In comparison to the radial thermal conductivity, the axial one of the MH bed is 
basically unimportant in a tubular reactor. Therefore, the measures merely achieving 
significant heat transfer enhancement in radial direction, e.g. ENG compact, is 
recommended for use. 

6. Nomenclature 
A  parameter in P-c-T equation                        
B  parameter in P-c-T equation   [ ]K      
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cp  specific heat capacity     [ /( )]J kg K⋅   

pd    diameter of particles     [m]  
E  activation energy     [ / ]J mol   
f    function  
g  function      

h  convective heat transfer coefficient    2[ /( )]W m K⋅   
HΔ  reaction heat      2[ / ]J molH    
H
M
⎡ ⎤
⎢ ⎥⎣ ⎦

 mole ratio of stored hydrogen to host metal    

k  reaction rate constant     1[ ]s−    
K  permeability      2[ ]m    

m
•

 source term from reaction     3[mol /( )]m s⋅   
L  length of the tubular reactor    [ ]m    
M  molecular weight     [ / ]kg mol          
        
P  pressure      [ ]Pa    
q  mass flow rate      [ / ]kg s       
    
r  r-coordinate in the radial direction    [ ]m       

gR  general gas constant     [ /( )]J mol K⋅  
S  source term       
t  time       [ ]s    
T  temperature      [ ]K    

U
→

 gas velocity      [ / ]m s    
X  reacted fraction               
z  z-coordinate in the axial direction    [ ]m          
Greek symbols                   
β  hysteresis factor in P-c-T equation 
Γ  coefficient for diffusion-like process                 
ε  volume fraction 
θ  plateau flatness factor in P-c-T equation 

0θ  plateau flatness factor in P-c-T equation 
λ  thermal conductivity     [ /( )]W m K⋅  
μ  dynamic viscosity     [ ]Pa s⋅  
ρ  density       3[ / ]kg m  
ϕ  general scalar quantity 
Subscripts 
a  absorption, namely hydriding 
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on two factors, i.e. the thermal conductivity and heat capacity. 
3. When the external convection heat transfer is sufficient, the effect of wall depends more 

on its thermal conductivity, larger λ suggests better heat transfer and more rapid 
reaction. 

4. When air is used as the heat transfer fluid, heat capacity of the wall becomes important 
as the external convection heat transfer gets poor. The reactor with larger heat capacity 
shows smaller temperature fluctuation and slightly higher reaction rate in the initial 
stage. 

5. In comparison to the radial thermal conductivity, the axial one of the MH bed is 
basically unimportant in a tubular reactor. Therefore, the measures merely achieving 
significant heat transfer enhancement in radial direction, e.g. ENG compact, is 
recommended for use. 

6. Nomenclature 
A  parameter in P-c-T equation                        
B  parameter in P-c-T equation   [ ]K      
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cp  specific heat capacity     [ /( )]J kg K⋅   

pd    diameter of particles     [m]  
E  activation energy     [ / ]J mol   
f    function  
g  function      

h  convective heat transfer coefficient    2[ /( )]W m K⋅   
HΔ  reaction heat      2[ / ]J molH    
H
M
⎡ ⎤
⎢ ⎥⎣ ⎦

 mole ratio of stored hydrogen to host metal    

k  reaction rate constant     1[ ]s−    
K  permeability      2[ ]m    

m
•

 source term from reaction     3[mol /( )]m s⋅   
L  length of the tubular reactor    [ ]m    
M  molecular weight     [ / ]kg mol          
        
P  pressure      [ ]Pa    
q  mass flow rate      [ / ]kg s       
    
r  r-coordinate in the radial direction    [ ]m       

gR  general gas constant     [ /( )]J mol K⋅  
S  source term       
t  time       [ ]s    
T  temperature      [ ]K    

U
→

 gas velocity      [ / ]m s    
X  reacted fraction               
z  z-coordinate in the axial direction    [ ]m          
Greek symbols                   
β  hysteresis factor in P-c-T equation 
Γ  coefficient for diffusion-like process                 
ε  volume fraction 
θ  plateau flatness factor in P-c-T equation 

0θ  plateau flatness factor in P-c-T equation 
λ  thermal conductivity     [ /( )]W m K⋅  
μ  dynamic viscosity     [ ]Pa s⋅  
ρ  density       3[ / ]kg m  
ϕ  general scalar quantity 
Subscripts 
a  absorption, namely hydriding 
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Al    Aluminum foam 
b  bulk 
d  desorption, namely dehydriding 
e  equilibrium 
eff  effective 
ex  exerted 
f  heat transfer fluid 
g  hydrogen gas 
i  inner 
in  inlet 
MH  metal hydride 
o  outer 
sat  saturated 
w  wall 
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1. Introduction  
Fluidized beds are extensively used in a number of gas-solid applications where significant 
heat and/or mass transfer rates are needed. The design and modelling of such processes 
requires the precise knowledge of the heat and mass transfer coefficients around immersed 
objects in the fluidized bed. Thus, it is not surprising that since the early spreading of the 
fluidized bed technology a considerable experimental and theoretical activity on this topic 
has been reported in the literature, mostly focused on the heat transfer coefficient. A more 
limited effort was dedicated to the estimation of the mass transfer coefficient, because of the 
inherent difficulty of measuring this quantity in the dense environment of a fluidized bed. 
Unfortunately, a fluidized bed is one of those cases where the analogy between heat and 
mass transfer does not hold, so that measured heat transfer coefficients cannot be used to 
estimate mass transfer rates under similar operating conditions. In fact, the bed particles 
represent an additional path to heat transfer around an immersed object, while they only 
result in a decrease of the available volume for gas mass transfer (except for the very 
particular case when the bed particles can adsorb one of the transferred components). 
Strictly speaking, an analogy exists between mass transfer and the gas-convective 
contribution to heat transfer in a fluidized bed. On the other hand, the particle-convective 
contribution to heat transfer (and also the radiative one, if relevant) has not an analogous 
mechanism in a mass transfer process. 
In this review paper we will focus our attention to the mass transfer coefficient around 
freely moving active particles in the dense phase of a fluidized bed. This case represents 
most situations of practical interest, whereas the case of a fixed object (with respect to a 
reference system bound to the reactor walls) is less frequently encountered in mass transfer 
problems, contrary to the heat transfer case. With active particle we mean a particle that is 
exchanging mass with the gas phase, because either a chemical reaction or a physical 
process (phase change) is taking place in or at the surface of the particle. Finally, we will 
mainly consider the case of mass transfer between the gas and one or few active particles 
dispersed in a fluidized bed of inert particles, as opposed to the case where the entire bed is 
made of active particles. This configuration is important for a number of processes like 
combustion and gasification of carbon particles, and most typically the inert particle size is 
smaller than the active particle size. 
In the next sections we will thoroughly review the experimental and theoretical work 
available in the literature on mass transfer in the dense phase of fluidized beds, showing the 



 Mass Transfer in Multiphase Systems and its Applications 

 

570 

Sanchez, A.R.; Klein, H.P.; Groll, M. (2003). Expanded graphite as heat transfer matrix in 
metal hydride beds. Int. J Hydrogen Energy , Vol.28, No.5 (515-527), ISSN: 0360-3199. 

Sandrock, G. & Bowman, R.C. (2003). Gas-based hydride applications: recent progress and 
future needs. J Alloys and Compounds, Vol.356-357, No.1-2 (794-799), ISSN: 0925-
8388. 

Schweppe, F.; Martin, M.; Fromm, E. (1997). Model on hydride formation describing surface 
control, diffusion control and transition regions. Journal of Alloys and Compounds, 
Vol.261, No.1-2 (254-258), ISSN: 0925-8388. 

Sun, D.W. & Deng, S.J. (1988). Study of the heat and mass transfer characteristics of metal 
hydride beds. J. Less- Common Metals, Vol.141, No.1 (37-43), ISSN: 0022-5088. 

Sun, D.W. & Deng, S.J. (1990). Theoretical descriptions and experimental measurements on 
the effective thermal conductivity in metal hydride powder beds. J Less-Common 
Metals, Vol.160, No.2 (387-395), ISSN: 0022-5088. 

Tao, W.Q. (2001). Numerical heat transfer(in Chinese, 2nd edition). Xi’an Jiaotong University 
Press, ISBN: 978-7-5605-1436-9,  Xi’an, P.R.China. 

Wang, Y.Q.; Yang, F.S.; Meng, X.Y.; Guo, Q.F.; Zhang, Z.X.; Park, I.S.; Kim, S.W. & Kim, K.J. 
(2010). Simulation study on the reaction process based single stage metal hydride 
thermal compressor. Int. J Hydrogen Energy, Vol.35, No.1 (321-328), ISSN: 0360-
3199. 

Yang, F.S.; Meng, X.Y.; Deng, J.Q.; Wang, Y.Q. & Zhang, Z.X. (2008). Identifying heat and 
mass transfer characteristics of metal- hydrogen reactor during adsorption – 
Parameter analysis and numerical study. Int. J Hydrogen Energy, Vol.33, No.3 
(1014-1022), ISSN: 0360-3199. 

Yang, F.S.; Meng, X.Y.; Deng, J.Q; Wang, Y.Q. & Zhang, Z.X. (2009). Identifying heat and 
mass transfer characteristics of metal hydride reactor during adsorption – 
Improved formulation about parameter analysis. Int. J Hydrogen Energy, Vol.34, 
No.4 (1852-1861), ISSN: 0360-3199. 

Yang, F.S.; Wang, G.X.; Zhang, Z.X.; Meng, X.Y. & Rudolph, V. (2010). Design of the metal 
hydride reactors- A review on the key technical issues. Int. J Hydrogen Energy, 
Vol.35, No.8 (3832-3840), ISSN: 0360-3199. 

Yang, F.S.; Wang, G.X.; Zhang, Z.X. & Rudolph, V. (2010). Investigation on the influences of 
heat transfer enhancement measures in a thermally driven metal hydride heat 
pump. Int. J Hydrogen Energy, Vol.35, No.18 (9725-9735), ISSN: 0360-3199. 

25 

Mass Transfer around Active Particles in 
Fluidized Beds 

Fabrizio Scala 
Istituto di Ricerche sulla Combustione – CNR 

Italy 

1. Introduction  
Fluidized beds are extensively used in a number of gas-solid applications where significant 
heat and/or mass transfer rates are needed. The design and modelling of such processes 
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objects in the fluidized bed. Thus, it is not surprising that since the early spreading of the 
fluidized bed technology a considerable experimental and theoretical activity on this topic 
has been reported in the literature, mostly focused on the heat transfer coefficient. A more 
limited effort was dedicated to the estimation of the mass transfer coefficient, because of the 
inherent difficulty of measuring this quantity in the dense environment of a fluidized bed. 
Unfortunately, a fluidized bed is one of those cases where the analogy between heat and 
mass transfer does not hold, so that measured heat transfer coefficients cannot be used to 
estimate mass transfer rates under similar operating conditions. In fact, the bed particles 
represent an additional path to heat transfer around an immersed object, while they only 
result in a decrease of the available volume for gas mass transfer (except for the very 
particular case when the bed particles can adsorb one of the transferred components). 
Strictly speaking, an analogy exists between mass transfer and the gas-convective 
contribution to heat transfer in a fluidized bed. On the other hand, the particle-convective 
contribution to heat transfer (and also the radiative one, if relevant) has not an analogous 
mechanism in a mass transfer process. 
In this review paper we will focus our attention to the mass transfer coefficient around 
freely moving active particles in the dense phase of a fluidized bed. This case represents 
most situations of practical interest, whereas the case of a fixed object (with respect to a 
reference system bound to the reactor walls) is less frequently encountered in mass transfer 
problems, contrary to the heat transfer case. With active particle we mean a particle that is 
exchanging mass with the gas phase, because either a chemical reaction or a physical 
process (phase change) is taking place in or at the surface of the particle. Finally, we will 
mainly consider the case of mass transfer between the gas and one or few active particles 
dispersed in a fluidized bed of inert particles, as opposed to the case where the entire bed is 
made of active particles. This configuration is important for a number of processes like 
combustion and gasification of carbon particles, and most typically the inert particle size is 
smaller than the active particle size. 
In the next sections we will thoroughly review the experimental and theoretical work 
available in the literature on mass transfer in the dense phase of fluidized beds, showing the 
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main achievements and the limitations for the estimation of the mass transfer coefficient. On 
the other hand, only few review papers addressing (partially) this topic have appeared in 
the literature (La Nauze, 1985; Agarwal & La Nauze, 1989; Ho, 2003; Yusuf et al., 2005), so 
that a more complete review of the previous literature available on mass transfer in 
fluidized beds is considered to be useful. 
A convenient way to analyze and compare mass transfer data is to use the particle Sherwood 
number defined as g aSh k d D= ⋅ . This quantity represents the average dimensionless gas 
concentration gradient of the transferring species at the active particle surface. 

2. Mass transfer around isolated spheres in a gas flow 
Before focusing on the dense phase of a fluidized bed we will briefly describe the mass 
transfer problem around an isolated sphere in a gas flow, as this is the starting point for 
further discussion on mass transfer in fluidized beds. This problem is relevant for particles 
or drops flowing in a diluted gas stream, like in spray-dry or entrained flow applications. It 
is important to note that in this case each particle moves isolated from the other particles 
and the analogy between heat and mass transfer processes around the particle is valid. An 
exact solution to the set of equations describing the boundary layer problem with mass 
and/or heat transfer around a sphere in a gas flow is not available, so that empirical or 
semi-empirical correlations are required to describe the experimental results. 
Experimental data of mass and heat transfer coefficient for this system are mostly derived 
from evaporation of single liquid drops in a gas flow, due to the simplicity and accuracy in 
performing the measurements. In its pioneering experimental and theoretical work 
Frössling (1938) first proposed to correlate the mass transfer data (in the Reynolds number 
range of 2 to 1300) with the following expression derived by dimensional analysis: 

 1 2 1 3Sh 2.0 K Re Sc= + ⋅ ⋅    (1) 

where g a gRe U d /= ρ ⋅ ⋅ μ , g gSc /D= μ ⋅ρ , and K is a constant, whose value was estimated 
to be 0.552. The first term on the right hand side represents mass transfer in stagnant 
conditions (diffusive term), while the second one accounts for the enhancement of mass 
transfer caused by the gas flowing around the particle (convective term). This expression is 
consistent with the theoretical requirement that Sh = 2 at Re = 0. It must be highlighted that 
the use of Eq. 1 (or similar ones) is based on the assumption that a steady boundary layer 
develops around the particle enabling the use of a steady-state mass transfer approach. 
Ranz & Marshall (1952) used Eq. 1 to correlate both their own and previous mass and heat 
transfer data, and suggested a value K = 0.60 (for 0 < Re < 200). Successively, Rowe et al. 
(1965) also correlated with Eq. 1 their own and others’ data available to that date and 
obtained K = 0.69 (for 20 < Re < 2000). This value of K is probably the most reliable one and 
with this value Eq. 1 is able to predict the heat and mass transfer data around an isolated 
sphere in a gas flow with a remarkable accuracy. Recently, Paterson & Hayhurst (2000) gave 
further theoretical background to this expression. 

3. Mass transfer around active spheres in a fluidized bed: experimental data 
and correlations 
In a fluidized bed the active particles are surrounded by a dense bed of inert particles and 
two different effects occur that influence the mass transfer process. First, the inert particles 
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decrease the gas volume available for mass transfer around the active particle. Second, the 
presence of the fluidized particles alters the gas fluid-dynamics and the formation of the 
boundary layer around the active particle. These two effects must be taken into account 
when interpreting the experimental data. 
It is obvious that the experimental technique based on the evaporation of liquid drops for 
the measurement of the mass transfer coefficient is not feasible in the dense phase of a 
fluidized bed. Different techniques have been actually used in fluidized beds and reported 
in the literature, and they mostly belong to three categories: sublimation of solid particles, 
liquid evaporation from porous particles and combustion of carbon particles. A fourth 
technique has been recently reported based on chemical reaction on the surface of catalyst 
spheres. In the following we will examine these four groups separately, indicating 
advantages and drawbacks of each technique. The only other works found in the literature 
using a technique not belonging to these four groups to estimate the mass transfer 
coefficient are those reported by Hsu & Molstad (1955) and by Richardson & Szekely (1961) 
who studied the adsorption of carbon tetrachloride by a fluidized bed entirely made of 
activated carbon granules. These early studies, however, showed limited success and will 
not be examined further. 

3.1 Sublimation of solid particles 
This technique is based on the determination of the sublimation rate of one or more solid 
particles in the fluidized bed by the measurement either of their weight change or of the 
concentration of the sublimating component in the gas phase. Calculation of the mass 
transfer coefficient requires the knowledge of the vapour pressure and of the diffusion 
coefficient of the sublimating component at the operating temperature. If appreciable heat 
effects are associated to the sublimation process, the active particle temperature must be 
either independently measured during the tests or estimated with a heat balance coupled to 
the mass balance around the particle. 
Most of the experimental data obtained with this technique have been collected using 
naphthalene as the sublimating component. This substance is conveniently available, non-
toxic, easily mouldable, and sublimates at low but detectable rates at temperatures close to 
the ambient one. Further advantages are the possibility to measure the naphthalene vapour 
concentration by means of a flame ionization or infrared analyzer, and the small heat effect, 
so that the active particle temperature can be safely assumed to be close to the bed 
temperature. This technique was first applied to fluidized beds by Resnick & White (1949) 
and Chu et al. (1953). These authors used shallow beds composed of all active particles. To 
extend the range of the studies to smaller particles and deeper beds without approaching 
saturation in the gas phase, van Heerden (1952) diluted few naphthalene spheres in a bed of 
carborundum, coke or fly ash particles. In examining the experimental results, this author 
noted that Sherwood numbers below the theoretical minimum of 2 were obtained at low 
Reynolds numbers. This result was explained by the reduced volume available for diffusion 
because of the presence of the inert particles, and the use of an effective diffusion coefficient 
through the bed interstices was suggested. Hsiung & Thodos (1977) diluted few 
naphthalene spheres in a bed of inert particles of the same size and density. The inert 
particles were beads of styrene divinylbenzene copolymer, which were claimed not to 
adsorb appreciably naphthalene vapour after an initial exposure. The experimental results 
were correlated by the following expression (rearranged here in terms of the Sherwood 
number): 



 Mass Transfer in Multiphase Systems and its Applications 

 

572 

main achievements and the limitations for the estimation of the mass transfer coefficient. On 
the other hand, only few review papers addressing (partially) this topic have appeared in 
the literature (La Nauze, 1985; Agarwal & La Nauze, 1989; Ho, 2003; Yusuf et al., 2005), so 
that a more complete review of the previous literature available on mass transfer in 
fluidized beds is considered to be useful. 
A convenient way to analyze and compare mass transfer data is to use the particle Sherwood 
number defined as g aSh k d D= ⋅ . This quantity represents the average dimensionless gas 
concentration gradient of the transferring species at the active particle surface. 

2. Mass transfer around isolated spheres in a gas flow 
Before focusing on the dense phase of a fluidized bed we will briefly describe the mass 
transfer problem around an isolated sphere in a gas flow, as this is the starting point for 
further discussion on mass transfer in fluidized beds. This problem is relevant for particles 
or drops flowing in a diluted gas stream, like in spray-dry or entrained flow applications. It 
is important to note that in this case each particle moves isolated from the other particles 
and the analogy between heat and mass transfer processes around the particle is valid. An 
exact solution to the set of equations describing the boundary layer problem with mass 
and/or heat transfer around a sphere in a gas flow is not available, so that empirical or 
semi-empirical correlations are required to describe the experimental results. 
Experimental data of mass and heat transfer coefficient for this system are mostly derived 
from evaporation of single liquid drops in a gas flow, due to the simplicity and accuracy in 
performing the measurements. In its pioneering experimental and theoretical work 
Frössling (1938) first proposed to correlate the mass transfer data (in the Reynolds number 
range of 2 to 1300) with the following expression derived by dimensional analysis: 

 1 2 1 3Sh 2.0 K Re Sc= + ⋅ ⋅    (1) 

where g a gRe U d /= ρ ⋅ ⋅ μ , g gSc /D= μ ⋅ρ , and K is a constant, whose value was estimated 
to be 0.552. The first term on the right hand side represents mass transfer in stagnant 
conditions (diffusive term), while the second one accounts for the enhancement of mass 
transfer caused by the gas flowing around the particle (convective term). This expression is 
consistent with the theoretical requirement that Sh = 2 at Re = 0. It must be highlighted that 
the use of Eq. 1 (or similar ones) is based on the assumption that a steady boundary layer 
develops around the particle enabling the use of a steady-state mass transfer approach. 
Ranz & Marshall (1952) used Eq. 1 to correlate both their own and previous mass and heat 
transfer data, and suggested a value K = 0.60 (for 0 < Re < 200). Successively, Rowe et al. 
(1965) also correlated with Eq. 1 their own and others’ data available to that date and 
obtained K = 0.69 (for 20 < Re < 2000). This value of K is probably the most reliable one and 
with this value Eq. 1 is able to predict the heat and mass transfer data around an isolated 
sphere in a gas flow with a remarkable accuracy. Recently, Paterson & Hayhurst (2000) gave 
further theoretical background to this expression. 

3. Mass transfer around active spheres in a fluidized bed: experimental data 
and correlations 
In a fluidized bed the active particles are surrounded by a dense bed of inert particles and 
two different effects occur that influence the mass transfer process. First, the inert particles 

Mass Transfer around Active Particles in Fluidized Beds 

 

573 

decrease the gas volume available for mass transfer around the active particle. Second, the 
presence of the fluidized particles alters the gas fluid-dynamics and the formation of the 
boundary layer around the active particle. These two effects must be taken into account 
when interpreting the experimental data. 
It is obvious that the experimental technique based on the evaporation of liquid drops for 
the measurement of the mass transfer coefficient is not feasible in the dense phase of a 
fluidized bed. Different techniques have been actually used in fluidized beds and reported 
in the literature, and they mostly belong to three categories: sublimation of solid particles, 
liquid evaporation from porous particles and combustion of carbon particles. A fourth 
technique has been recently reported based on chemical reaction on the surface of catalyst 
spheres. In the following we will examine these four groups separately, indicating 
advantages and drawbacks of each technique. The only other works found in the literature 
using a technique not belonging to these four groups to estimate the mass transfer 
coefficient are those reported by Hsu & Molstad (1955) and by Richardson & Szekely (1961) 
who studied the adsorption of carbon tetrachloride by a fluidized bed entirely made of 
activated carbon granules. These early studies, however, showed limited success and will 
not be examined further. 

3.1 Sublimation of solid particles 
This technique is based on the determination of the sublimation rate of one or more solid 
particles in the fluidized bed by the measurement either of their weight change or of the 
concentration of the sublimating component in the gas phase. Calculation of the mass 
transfer coefficient requires the knowledge of the vapour pressure and of the diffusion 
coefficient of the sublimating component at the operating temperature. If appreciable heat 
effects are associated to the sublimation process, the active particle temperature must be 
either independently measured during the tests or estimated with a heat balance coupled to 
the mass balance around the particle. 
Most of the experimental data obtained with this technique have been collected using 
naphthalene as the sublimating component. This substance is conveniently available, non-
toxic, easily mouldable, and sublimates at low but detectable rates at temperatures close to 
the ambient one. Further advantages are the possibility to measure the naphthalene vapour 
concentration by means of a flame ionization or infrared analyzer, and the small heat effect, 
so that the active particle temperature can be safely assumed to be close to the bed 
temperature. This technique was first applied to fluidized beds by Resnick & White (1949) 
and Chu et al. (1953). These authors used shallow beds composed of all active particles. To 
extend the range of the studies to smaller particles and deeper beds without approaching 
saturation in the gas phase, van Heerden (1952) diluted few naphthalene spheres in a bed of 
carborundum, coke or fly ash particles. In examining the experimental results, this author 
noted that Sherwood numbers below the theoretical minimum of 2 were obtained at low 
Reynolds numbers. This result was explained by the reduced volume available for diffusion 
because of the presence of the inert particles, and the use of an effective diffusion coefficient 
through the bed interstices was suggested. Hsiung & Thodos (1977) diluted few 
naphthalene spheres in a bed of inert particles of the same size and density. The inert 
particles were beads of styrene divinylbenzene copolymer, which were claimed not to 
adsorb appreciably naphthalene vapour after an initial exposure. The experimental results 
were correlated by the following expression (rearranged here in terms of the Sherwood 
number): 



 Mass Transfer in Multiphase Systems and its Applications 

 

574 

 ( ) 1 30.41 0.51
mf mf mfSh 0.040 Re 2.12 Re 0.62 Re Sc= ⋅ + ⋅ + ⋅    (2) 

where mf g mf a gRe U d /= ρ ⋅ ⋅ μ  is the Reynolds number at the minimum fluidization 
condition. An interesting outcome of this investigation was that Sh appeared to be 
independent of the total fluidization velocity, but only depended on the minimum 
fluidization velocity and on the particle size (and also on the gas properties). Prins et al. 
(1985) and de Kok et al. (1986) extended the investigation to the case where the inert particle 
size was different from that of the active particle. In particular, the size ratio between the 
active and the inert particles was varied in the range 3-200. These authors pointed out at two 
possible problems arising with the use of this technique: the risk of mechanical attrition of 
the active particles and of adsorption of naphthalene vapour by the bed material. Both these 
two problems would lead to an enhancement of the apparent mass transfer rate and, in turn, 
to an overestimation of the mass transfer coefficient. Careful selection of the operating 
conditions (T ≈ 65°C) and of the inert material (glass beads and dense alumina) could 
minimize these problems. The experimental results were in line with results of Hsiung & 
Thodos (1977). In particular, no effect of the fluidizing velocity on the mass transfer 
coefficient was observed over the complete range of bed materials. The experimental data of 
this work and those of Hsiung & Thodos (1977) were correlated by the following empirical 
expression (rearranged here in terms of the Sherwood number): 

 ( )( ) ( ) ( )1.05 1 31 m
a i a i mf mf mfiSh 0.105 1.505 d d d d 1 / Re Sc− −= + ⋅ ⋅ ⋅ ⎡ − ε ε ⎤ ⋅ ⋅⎣ ⎦    (3) 

where ( ) 0.50
a im 0.35 0.29 d d −

= + ⋅ , and the Reynolds number at minimum fluidization was 
referred to the inert particle diameter ( )mfi g mf i mf gRe U d / 1= ρ ⋅ ⋅ − ε ⋅μ . Coelho & Guedes de 
Carvalho (1988) made similar experiments with somewhat heavier naphthalene particles, 
and substantially confirmed results by Prins et al. (1985).  
Pal’chenok & Tamarin (1985) and Tamarin et al. (1985) measured the mass transfer 
coefficients of single particles composed of a naphthalene spherical shell placed over a core 
made of different materials in order to vary the total density of the active particles. Bed 
materials of different size and density were used (glass spheres, corundum and fire clay). 
Experimental results indicated that for beds of large particles (di > 0.5 mm) the mass transfer 
coefficient was independent of the fluidization velocity. However, in the beds of fine 
particles the mass transfer coefficient slightly increased with the fluidization velocity and 
then levelled off at a maximum value. These authors proposed the following correlation for 
the maximum mass transfer coefficient: 

 ( ) ( )0.13 0.15 1 30.39
i a i a iSh 0.117 d d Ar Sc−= ⋅ ⋅ ρ ρ ⋅ ⋅    (4) 

where the Archimedes number of the inert particles is ( ) 3 2
i i g g i gAr g d /= ρ − ρ ⋅ρ ⋅ ⋅ μ . 

Successively, Palchonok et al. (1992) suggested a new correlation valid over a wider range of 
particle sizes, for the special case di = da: 

 1 30.39
mf iSh 2.0 0.117 Ar Sc= ⋅ ε + ⋅ ⋅   (5) 

A more general correlation was also presented by Palchonok (1998): 
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 ( ) ( ) ( )2 3 1 30.5 0.39 0.5
i i a mf i iSh 0.009 Ar d d 2.0 0.117 Ar 0.009 Ar Sc⎡ ⎤= ⋅ + ⋅ ⋅ ε + ⋅ − ⋅ ⋅⎣ ⎦  (6) 

Joulié et al. (1986), Joulié & Rios (1993) and Joulié et al. (1997) carried out experiments of 
sublimation of naphthalene spheres with inert particles of two different densities (sand and 
zeolite). In their calculations they took into account the heat of sublimation and the 
difference between the active particle surface temperature and that of the bed. The 
experimental data were correlated using the following empirical expression: 

 ( ) ( ) ( ) 1.910.81 2.700.55
i a i a i opt mf mfSh 0.165 Ar d d U U /U⎡ ⎤= ⋅ ⋅ ⋅ ρ ρ ⋅ −⎣ ⎦   (7) 

where Uopt represents the optimal gas velocity at which the maximum sublimation rate is 
found (Uopt was approximately 2 ~ 3 times Umf). All the experiments correlated by Eq. 7 
were carried out at U = Uopt. These authors, however, did not check the absence of 
adsorption effects by the bed materials used in their experiments. Oka et al. (1995) also 
carried out experiments of sublimation of naphthalene spheres in a fluidized bed of inert 
particles (corundum), and proposed a Frössling-type correlation: 

 1 30.60
mfSh 2.0 0.97 Re Sc= ⋅ ε + ⋅ ⋅    (8) 

The range of variation of the fluidization velocity and of the inert particle size in their 
experiments was rather small. This was true also for data reported by Donsì et al. (1998 and 
2000), who found that the mass transfer coefficient was unaffected by the fluidization 
velocity for a particular bed particle size. They, however, correlated their data with a 
Frössling-type expression: 

 ( )b 1 3Sh 2.0 a Re/ Sc= + ⋅ ε ⋅    (9) 

which predicts a significant influence of the fluidization velocity. In Eq. 9, a = 0.0086 and b = 
1.34 according to Donsì et al. (1998), while a = 0.707 and b = 0.5 according to Donsì et al. 
(2000). 
On the whole, the naphthalene sublimation technique appears to be fairly accurate in 
measuring the mass transfer coefficient of active particles in a fluidized bed, provided 
experiments are carefully performed. The main sources of inaccuracy are: mechanical 
attrition of the naphthalene particles; adsorption of naphthalene vapour by the inert solids; 
errors in the measurement of the mass loss of naphthalene particles (due to extraction, 
weighting and re-injection of the particles in the bed); errors in the measurements of the 
naphthalene vapour concentration in the gas (discontinuous or inaccurate analyzers); errors 
in the estimation of the vapour pressure and diffusion coefficient of naphthalene; 
incorrectness of the assumptions for the bulk gas naphthalene vapour concentration and for 
the naphthalene particle surface temperature; change of particle size during the sublimation 
process. 
Other solid substances have also been proposed as an alternative sublimating component, 
like p-dichlorobenzene (Riccetti & Thodos, 1961), ice (Joulié et al., 1986) and dry ice 
(Schlichthaerle & Werther, 2000). The use of these substances, however, appears to be more 
complicated than naphthalene. Besides the previously reported inaccuracies, in fact, these 
substances are more difficult to mould, and sublimation is often accompanied by 
appreciable heat effects. 
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3.2 Liquid evaporation from porous particles 
This technique is based on the measurement of the evaporation rate of a liquid from the 
surface of one or more porous particles in the fluidized bed. As for the previous 
technique, calculation of the mass transfer coefficient requires the knowledge of the 
vapour pressure and of the diffusion coefficient of the evaporating component at the 
operating temperature. In addition, if appreciable heat effects are associated to the 
evaporation process, a heat balance must be coupled to the mass balance (or particle 
temperature measured independently), complicating the calculation of the mass transfer 
coefficient. 
Kettenring et al. (1950), Riccetti & Thodos (1961), Bradshaw & Myers (1963), Petrovic & 
Thodos (1966, 1967), Wilkins & Thodos (1969), Yoon & Thodos (1972), Schlünder (1977) and 
Ciesielczyk (1996) studied the mass transfer coefficient in fluidized bed composed of all 
active particles, by means of porous particles filled either with water, nitrobenzene, n-
decane, n-dodecane or n-tetradecane. Ziegler & Brazelton (1964) and Ziegler & Holmes 
(1966) studied the evaporation of water from a single fixed sphere immersed in a fluidized 
bed of seven different materials. Recently Tsotsas (1994a and 1994b) studied the evaporation 
of water from fluidized beds of all aluminium silicate spheres. This author pointed out that 
because of the porous nature of the particles particular attention should be paid for the 
additional contribution of particle-side kinetics, especially for the second drying period 
(falling-rate), as opposed to the first drying period (constant-rate) when the particle surface 
is still wet. Kozanoglu et al. (2001) analyzed the evaporation of water at reduced pressure in 
fluidized beds of silica gel or millet particles. 
Up to now the only works available in the literature where this technique was applied to 
few freely moving active particles within a fluidized bed of inert particles are those reported 
by Vanderschuren & Delvosalle (1980) and Delvosalle & Vanderschuren (1985), and by 
Cobbinah et al. (1987). The first authors estimated with the aid of a simple model the mass 
transfer coefficient in beds of refractory silica and alumina particles, where wet particles 
were dried in beds of dry particles of the same material and size. Interestingly, the mass 
transfer coefficient was found not to vary with the fluidization velocity, but only with the 
particle nature and size. Cobbinah et al. (1987), instead, dried wet coarse alumina spheres 
within fluidized beds of fine sand. These authors also found that the mass transfer 
coefficient was independent of the fluidization velocity. However, this happened only for 
fluidization velocities large enough so that no segregation of the coarse and fine particles 
occurred. 
The advantages of this technique are the availability of cheap particles and liquids, the easy 
measurement of the gas concentration of the evaporating component and the constancy of 
the active particle diameter with time. On the other hand, apart from possible inaccuracies 
in measurements and in parameters evaluation, several severe drawbacks are present for a 
practical application. First, the heat balance must be typically solved together with the mass 
balance or the particle temperature must be measured as a consequence of the non-
negligible heat of evaporation. Second, internal resistances to mass transfer in a porous 
particle may add serious errors in the estimation of the external mass transfer coefficient, if 
they are not properly taken into account. Third, as it was the case for the sublimation 
technique, the evaporating component can be adsorbed over the inert bed particles. Finally, 
the presence of a liquid layer on the surface of the active particles may disturb smooth 
fluidization by the action of capillary forces. 
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3.3 Combustion of carbon particles 
This technique is based on the determination of the combustion rate of one or more carbon 
particles burning in a fluidized bed. This can be accomplished by the measurement of the 
weight change of the carbon particles and/or of the concentration of CO2 and CO in the gas 
phase during combustion. The assumption is made that the carbon particle temperature and 
size are large enough so that the combustion rate is controlled by external mass transfer of 
O2 towards the carbon surface. Alternatively, the intrinsic carbon reactivity and intraparticle 
mass transfer resistance must be properly considered in the calculations and separately 
quantified. Carbon particles which leave after combustion a coherent ash layer should be 
avoided for the experiments, as this would add a further resistance to mass transfer of O2. 
Calculation of the mass transfer coefficient requires the knowledge of the diffusion 
coefficient of O2 at the operating temperature. In addition, the heat balance must be solved 
together with the mass balance (or the particle temperature must be measured during the 
experiment) as a consequence of the appreciable heat effects of combustion. A significant 
additional complication is associated with the two following still unsolved questions: what 
are the primary combustion products at the carbon surface, CO2, CO or both of them and in 
which relative proportion? Where is CO oxidized to CO2, nearby or far from the carbon 
particle? These two issues affect both the mass transfer coefficient and the particle 
temperature (a large fraction of the total heat release may be associated with CO 
combustion). These issues have been reviewed in detail by La Nauze (1985), Prins (1987), 
and Agarwal & La Nauze (1989). 
The first attempts to estimate the mass transfer coefficient during the fluidized bed 
combustion of carbon particles were reported by Avedesian & Davidson (1973), 
Chakraborty & Howard (1981), Pillai (1981), Tamarin et al. (1982) and Ross & Davidson 
(1982). These authors used the carbon particle burn-out time data to determine the particle 
Sherwood number in their experiments. As noted by La Nauze (1985), this method provides 
only the average Sherwood number during the burning time and does not allow any 
variation of Sh with the particle diameter. Further, the data analysis was based on a number 
of questionable assumptions regarding the carbon chemical kinetics, the CO oxidation 
reaction and the particle temperature. Avedesian & Davidson (1973), on the basis of their 
experimental results and of the estimation of the active particle Reynolds number (with the 
gas characteristic velocity in the dense phase assumed to be equal to Umf), suggested that 
convective effects can be assumed to be negligible and that Sh for the burning particle 
should be close to its lower asymptotic value, i.e. at stagnant conditions. The authors 
proposed that in these conditions the limiting value of 2 should be multiplied by the bed 
voidage in the dense phase to account for the presence of the inert particles. If the two-phase 
fluidization theory (Davidson & Harrison, 1963) is assumed to hold, then Sh = 2•εmf. This 
result would be valid only in the case that the inert particle size is smaller than the active 
particle one. Basu et al. (1975) and Basu (1985) suggested that this value should be refined 
on account of the change of the local voidage with the radial distance from the active 
particle surface. This would result in a slightly larger value of Sh in stagnant conditions, 
because the voidage increases from the average bed value εmf far from the carbon particle to 
unity at the particle surface. Agarwal et al. (1988a), however, noted that given the poor 
accuracy of existing experimental data and the uncertainty in the estimation of physical 
properties, this refinement would be difficult to be verified. Chakraborty & Howard (1981) 
and Pillai (1981) proposed respectively the two Frössling-type correlations: 
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3.2 Liquid evaporation from porous particles 
This technique is based on the measurement of the evaporation rate of a liquid from the 
surface of one or more porous particles in the fluidized bed. As for the previous 
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The advantages of this technique are the availability of cheap particles and liquids, the easy 
measurement of the gas concentration of the evaporating component and the constancy of 
the active particle diameter with time. On the other hand, apart from possible inaccuracies 
in measurements and in parameters evaluation, several severe drawbacks are present for a 
practical application. First, the heat balance must be typically solved together with the mass 
balance or the particle temperature must be measured as a consequence of the non-
negligible heat of evaporation. Second, internal resistances to mass transfer in a porous 
particle may add serious errors in the estimation of the external mass transfer coefficient, if 
they are not properly taken into account. Third, as it was the case for the sublimation 
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 1 31/2Sh 2.0 0.69 Re Sc= ⋅ ε + ⋅ ⋅    (10) 

  ( )1 31/2Sh 2.0 0.69 Re Sc= ε ⋅ + ⋅ ⋅   (11) 

They basically modified Eq. 1 (using the value suggested by Rowe et al. (1965) for the 
constant K) by introducing the mean bed voidage to account for the shielding effect of the 
particulate phase surrounding the burning particle. The arbitrary choice of the average bed 
quantities ε and Re, instead of the dense phase ones εmf and Remf, was not justified by the 
authors nor validated by their experimental data. 
The first work in which the mass transfer coefficient was determined from combustion rate 
data was that reported by La Nauze & Jung (1982, 1983a) and Jung & La Nauze (1983). 
These authors performed experiments where single petroleum coke particles were burned in 
a fluidized bed and the mass loss of carbon was measured as a function of time. An 
independent measure of the chemical rate coefficient and of the particle temperature was 
available. Experimental results showed that particles with a size larger than 3 mm burned 
under external diffusion control and closely followed the shrinking sphere model. The 
authors correlated their results (assuming that no CO escaped the particle boundary layer) 
with a modification of Eq. 10: 

 ( )1/2 1 3Sh 2.0 0.69 Re Sc= ⋅ ε + ⋅ ε ⋅    (12) 

The authors considered U/ε rather than U as the characteristic gas velocity relevant for 
convection around the burning particle. This correlation still predicts a large influence of the 
fluidization velocity, which however was not demonstrated in their experiments. In 
addition, the effect of the bed inert particle size was not taken into account. In a later paper 
La Nauze & Jung (1983b) suggested to change the first term from 2•ε to 2•εmf, on the basis 
of theoretical considerations. Additional experiments were also presented by La Nauze & 
Jung (1985, 1986), in which the oxygen-nitrogen fluidizing gas was substituted with an 
oxygen-helium mixture. In this condition the oxygen diffusivity was increased by a factor of 
about 2.5 times and, correspondingly, the mass transfer coefficient was found to be around 
two times larger.  
Prins (1987) reported a comprehensive work where the burning rate of single graphite 
spheres in a fluidized bed was measured by following the CO2 and CO concentrations in the 
flue gas. The author carefully considered and measured the effect of the burning particle 
temperature, CO/CO2 primary ratio and CO oxidation, intraparticle oxygen penetration, 
and attrition, on the particle combustion rate. On the basis of the experimental results, it was 
concluded that a previously proposed correlation (Eq. 3) was able to correctly predict the 
mass transfer coefficient for the burning particle. 
Guedes de Carvalho et al. (1991) measured with the same technique the burning rate of 
batches of coke or char particles in fluidized beds of sand or Pt doped catalyst beads at high 
temperature and at different pressures. In these conditions the combustion rate of carbon 
was controlled by external diffusion, and the intrinsic kinetics and intraparticle diffusion 
resistances were neglected. The particle temperature was not measured, but assumed to be 
100 K above that of the bed. Experimental results indicated that the mass transfer coefficient 
was independent of the fluidization velocity. Comparing the combustion rates measured 
alternatively with beds of sand and of catalyst beads, the authors interpreted the 
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experimental data as an evidence of CO being the only primary product of carbon oxidation, 
followed by CO oxidation outside the particle boundary layer. On this basis, previously 
published mass transfer coefficient data were questioned and re-interpreted under the 
above assumption.  
Salatino et al. (1998) measured the burning rate of single coal and biomass char particles in a 
fluidized bed of sand. The mass transfer coefficient was estimated on the basis of a 
simplified particle combustion model. The experimental results showed that Sh was not 
influenced by the fluidization velocity and oxygen inlet concentration, but only by the active 
and the inert particle size. The authors stressed the possible influence on the apparent 
burning rate of attrition and fragmentation of the char particle combined with fines post-
combustion within the bed. Sh can be overestimated up to a factor of two (for porous and 
fragile chars, like those resulting from biomass devolatilization) if these phenomena are not 
taken into account. In a later paper, Scala et al. (2006) highlighted the significance of the 
shape of non-spherical particles on the correct evaluation of the exposed particle surface and 
of the mass transfer coefficient.  
Paterson (2000) and Hayhurst (2000) noted that the implicit assumption of equimolar 
counter-diffusion of gaseous reactants and products around an active particle (which is 
typically made for the calculation of the mass transfer coefficient from experimental data) 
might not always be valid. For example, if CO is the only primary product of carbon 
combustion and it is further oxidized away from the carbon particle, assuming equimolar 
counter-diffusion (i.e. neglecting the Stefan flow) would lead to a 10 – 20% underestimation 
of the real mass transfer coefficient. The only case when the equimolar counter-diffusion 
approach can be safely used independently of the reaction stoichiometry is the case of very 
dilute gaseous reactant concentration. However, in this analysis it was assumed that the 
problem could be schematized as a pseudo-binary system and the presence of the other 
relevant gaseous species was not taken into account. Recently, Scala (2010a) considered the 
mass transfer coefficient for oxygen reacting with a spherical carbon particle in an 
atmosphere of O2, N2, CO2, CO, and H2O and analytically solved the complete set of Stefan-
Maxwell equations under the assumption of negligible homogeneous reaction in the 
boundary layer. Results showed that under typical combustion conditions the use of the 
equimolar counter-diffusion mass transfer coefficient can lead to errors up to 10%. 
Hayhurst & Parmar (2002) measured the burning rate of single freely moving graphite 
spheres and coal char particles in a fluidized bed of sand by following the CO2 and CO 
concentrations in the flue gas. At the same time, the particle temperature was measured by a 
very thin and flexible thermocouple. The CO/CO2 ratio as primary combustion products at 
the carbon surface was also estimated. The experimental results were quite scattered, and 
showed a slight decrease of Sh with the bed temperature (explained by the change of several 
physical properties of the system) and no clear trend with the fluidization velocity. The 
increase of Sh with the sand particle size was mainly attributed to the change of the 
minimum fluidization velocity. The experimental Sh data were correlated by the Frössling-
type expression: 

 1 30.48
mf pSh 2.0 0.61 Re Sc= ⋅ ε + ⋅ ⋅    (13) 

where p g p a gRe U d /= ρ ⋅ ⋅ μ , and Up is the gas velocity in the particulate phase that was 
estimated from expressions available in the literature. Alternatively, the authors suggested 
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experimental data as an evidence of CO being the only primary product of carbon oxidation, 
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published mass transfer coefficient data were questioned and re-interpreted under the 
above assumption.  
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 1 30.48
mf pSh 2.0 0.61 Re Sc= ⋅ ε + ⋅ ⋅    (13) 
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as a good approximation a modification of Eq. 12, where the bed values ε and Re are 
substituted by the dense phase ones εmf and Remf: 

 ( )1/2 1 3
mf mf mfSh 2.0 0.69 Re Sc= ⋅ ε + ⋅ ε ⋅  (14) 

More recently Dennis et al. (2006) showed that the interpretation of their own and of 
previous combustion rate measurements can suggest both a linear and a square root 
dependence of Sh from the active particle diameter, because of the scatter of data. The 
authors questioned the latter dependence (which is consistent with a Frössling-type 
expression) and preferred a linear one. This choice was justified by invoking the presence of 
a gas cushion underneath the active particle and a heap of defluidized sand resting on its 
upper surface. 
Scala (2009) recently proposed a new indirect experimental technique to measure the 
product CO/CO2 ratio at the surface of spherical coal char particles during fluidized bed 
combustion, based on the measurement of the burning rate of a single particle under low 
oxygen concentration conditions. In these conditions two advantages are obtained: the 
boundary layer mass transfer coefficient can be calculated without the need to account for 
high mass transfer rate and/or possible non-equimolar counter-diffusion corrections; heat 
effects are very limited and the char particle temperature can be assumed to be 
approximately equal to that of the bed. Scala (2010b) extended this technique and measured 
the primary CO/CO2 ratio at the surface of coal char particles at different bed temperatures, 
oxygen concentrations, fluidization velocities, and inert bed particle sizes. In addition, the 
actual sphericity and temperature of the particle, as independently measured during the 
experiments, were taken into account in analyzing the data. Results showed that under all 
the experimental conditions investigated carbon was completely oxidized to CO2 within the 
particle boundary layer. The experiments confirmed that the char particles burned under 
boundary layer diffusion control in the temperature range 800-900°C. The author concluded 
that single particle burning rate experiments can be used to estimate the particle Sherwood 
number in fluidized beds only if a high-reactivity fuel is used and if attrition can be 
assumed to be negligible. In fact, significant carbon attrition during the experiments would 
lead to a fictitious increase of the measured apparent particle Sherwood number. 
In summary, despite the large amount of experimental data gained with the use of this 
technique, still some uncertainties exist on the accuracy of the estimated mass transfer 
coefficient values. Apart from possible errors in the measurements and in the parameters 
evaluation, the major limitations in the use of this technique are: the possible influence of 
intrinsic kinetics and intraparticle diffusion in the porous carbon on the overall combustion 
rate and on the particle conversion pattern; the correct evaluation of the carbon particle 
temperature; the assumption of the CO/CO2 primary ratio and of the CO oxidation location; 
the influence of attrition and fragmentation of the carbon particles on the apparent 
combustion rate and on the particle number and size evolution; the change of carbon 
particle size with time by combustion; the use of non-spherical carbon particles. 

3.4 Chemical reaction on the surface of catalyst particles 
Recently, Venderbosch et al. (1998) proposed the oxidation reaction of CO with oxygen over 
a Pt catalyst as a model reaction to be used for the determination of mass transfer 
coefficients in gas-solid systems. It was shown with experiments in a fixed bed and in a riser 
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that this reaction is completely mass transfer controlled in the temperature range 450-500°C, 
even for very small active particles (< 100 μm) at low CO bulk concentrations. The authors 
highlighted a number of advantages of this technique like the easy preparation and stability 
of the catalyst particles and the absence of side reactions. They, however, did not apply the 
technique to fluidized beds.  
Basically, this technique is based on the determination of the CO combustion rate on the 
surface of one or more catalyst particles dispersed in a fluidized bed. This can be 
accomplished by measuring the concentration of CO2 and/or CO in the gas phase. 
Calculation of the mass transfer coefficient requires the knowledge of the diffusion 
coefficient of CO at the operating temperature. In addition, if high CO concentrations are 
used the heat balance must be solved together with the mass balance (or the particle 
temperature must be measured during the experiments) as a consequence of the appreciable 
heat effects of combustion. 
Scala (2007) applied this technique to measure the mass transfer coefficient around freely 
moving active particles under bubbling/slugging fluidized bed conditions in a lab-scale 
reactor. In this work the mass transfer coefficient around one or few attrition-resistant Pt 
catalyst spheres immersed in an inert bed of sand was measured by following the CO 
oxidation reaction at 450°C at different fluidization velocities, catalyst sphere sizes and inert 
bed particle sizes. The experiments were performed using very low CO inlet concentrations 
(< 1000 ppm). In these conditions heat effects were negligible and the catalyst particle 
temperature could be assumed to be equal to that of the bed. Experimental results showed 
that Sh is not influenced by the fluidization velocity and by a change of regime from 
bubbling to slugging, whereas it increases with a square root dependence with the 
minimum fluidization velocity and with the active particle size. These results strongly 
suggest that the active particles only reside in the dense phase and never enter the 
bubble/slug phase. In addition, the reported 1/2 dependence of Sh on both Umf and da is a 
double (independent) evidence of the applicability of the Frössling-type analysis to active 
particles dispersed in a fluidized bed. In particular, experimental data were excellently fitted 
by the following correlation (similar to Eq. 14, but with a slightly different coefficient): 

 ( )1/2 1 3
mf mf mfSh 2.0 0.70 Re Sc= ⋅ ε + ⋅ ε ⋅   (15) 

A further interesting outcome of this work was that mass transfer around active particles in 
a fluidized bed of inert particles can be safely studied in a small lab-scale apparatus, since it 
appears not to be influenced by the bubble/slug fluid-dynamics, provided the local dense 
phase conditions are the same. 
On the whole, this technique appears to be suitable for the accurate determination of mass 
transfer coefficients in fluidized beds in the temperature range 450-500°C. In fact, it allows to 
overcome most of the difficulties and uncertainties associated with other available 
techniques. The following advantages over the other techniques can be identified: a) only 
the heterogeneous oxidation reaction 2 2CO 1 2O CO+ =  at the catalyst particle surface is 
active and no parallel homogeneous or side reactions are present; b) the reaction is 
completely controlled by external mass transfer and no influence of intrinsic kinetics or 
intraparticle diffusion is present; c) at low CO concentrations heat effects are negligible and 
the catalyst particle temperature can be assumed to be equal to that of the bed; d) the CO 
conversion degree can be easily and accurately calculated by measuring CO and/or CO2 
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as a good approximation a modification of Eq. 12, where the bed values ε and Re are 
substituted by the dense phase ones εmf and Remf: 

 ( )1/2 1 3
mf mf mfSh 2.0 0.69 Re Sc= ⋅ ε + ⋅ ε ⋅  (14) 
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evaluation, the major limitations in the use of this technique are: the possible influence of 
intrinsic kinetics and intraparticle diffusion in the porous carbon on the overall combustion 
rate and on the particle conversion pattern; the correct evaluation of the carbon particle 
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3.4 Chemical reaction on the surface of catalyst particles 
Recently, Venderbosch et al. (1998) proposed the oxidation reaction of CO with oxygen over 
a Pt catalyst as a model reaction to be used for the determination of mass transfer 
coefficients in gas-solid systems. It was shown with experiments in a fixed bed and in a riser 

Mass Transfer around Active Particles in Fluidized Beds 

 

581 

that this reaction is completely mass transfer controlled in the temperature range 450-500°C, 
even for very small active particles (< 100 μm) at low CO bulk concentrations. The authors 
highlighted a number of advantages of this technique like the easy preparation and stability 
of the catalyst particles and the absence of side reactions. They, however, did not apply the 
technique to fluidized beds.  
Basically, this technique is based on the determination of the CO combustion rate on the 
surface of one or more catalyst particles dispersed in a fluidized bed. This can be 
accomplished by measuring the concentration of CO2 and/or CO in the gas phase. 
Calculation of the mass transfer coefficient requires the knowledge of the diffusion 
coefficient of CO at the operating temperature. In addition, if high CO concentrations are 
used the heat balance must be solved together with the mass balance (or the particle 
temperature must be measured during the experiments) as a consequence of the appreciable 
heat effects of combustion. 
Scala (2007) applied this technique to measure the mass transfer coefficient around freely 
moving active particles under bubbling/slugging fluidized bed conditions in a lab-scale 
reactor. In this work the mass transfer coefficient around one or few attrition-resistant Pt 
catalyst spheres immersed in an inert bed of sand was measured by following the CO 
oxidation reaction at 450°C at different fluidization velocities, catalyst sphere sizes and inert 
bed particle sizes. The experiments were performed using very low CO inlet concentrations 
(< 1000 ppm). In these conditions heat effects were negligible and the catalyst particle 
temperature could be assumed to be equal to that of the bed. Experimental results showed 
that Sh is not influenced by the fluidization velocity and by a change of regime from 
bubbling to slugging, whereas it increases with a square root dependence with the 
minimum fluidization velocity and with the active particle size. These results strongly 
suggest that the active particles only reside in the dense phase and never enter the 
bubble/slug phase. In addition, the reported 1/2 dependence of Sh on both Umf and da is a 
double (independent) evidence of the applicability of the Frössling-type analysis to active 
particles dispersed in a fluidized bed. In particular, experimental data were excellently fitted 
by the following correlation (similar to Eq. 14, but with a slightly different coefficient): 

 ( )1/2 1 3
mf mf mfSh 2.0 0.70 Re Sc= ⋅ ε + ⋅ ε ⋅   (15) 

A further interesting outcome of this work was that mass transfer around active particles in 
a fluidized bed of inert particles can be safely studied in a small lab-scale apparatus, since it 
appears not to be influenced by the bubble/slug fluid-dynamics, provided the local dense 
phase conditions are the same. 
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the heterogeneous oxidation reaction 2 2CO 1 2O CO+ =  at the catalyst particle surface is 
active and no parallel homogeneous or side reactions are present; b) the reaction is 
completely controlled by external mass transfer and no influence of intrinsic kinetics or 
intraparticle diffusion is present; c) at low CO concentrations heat effects are negligible and 
the catalyst particle temperature can be assumed to be equal to that of the bed; d) the CO 
conversion degree can be easily and accurately calculated by measuring CO and/or CO2 
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concentrations at the reactor outlet; e) both CO and CO2 are not adsorbed significantly by 
typical inert bed materials; f) at low CO concentrations, the Sherwood number can be 
calculated without the need to account for high mass transfer rate and/or non-equimolar 
counter-diffusion corrections; g) the Pt catalyst can be easily prepared and is very stable 
with respect to the oxidation reaction; h) the catalyst particles can be made with a spherical 
shape and keep a constant size during the experiments; i) by careful selection of the catalyst 
support material the particle attrition rate in the fluidized bed can be made negligible; j) 
properties of the different gaseous species and solid particles can be easily and accurately 
estimated. On the contrary, apart from possible inaccuracies in measurements and in 
parameters evaluation, the most critical issue is the selection of an attrition-resistant catalyst 
support. The occurrence of significant catalyst attrition would lead to an overestimation of 
the Sherwood number because of the continuous generation of new catalytic surface within 
the bed. Finally, if high CO concentration are used in the experiments, the catalyst particle 
temperature should be measured or estimated, and the high mass transfer rate and/or non-
equimolar counter-diffusion corrections should be taken into account. 

4. Mass transfer around active spheres in a fluidized bed: modelling studies 
Contrary to the large amount of experimental work, only few theoretical investigations on 
mass transfer of active particles in fluidized beds of inert particles have appeared in the 
literature. 
Tamarin (1982) applied the steady-state boundary layer theory for flow past a sphere to 
describe mass transfer to an active particle in a fluidized bed of inert particles. The average 
velocity gradient and the average tangential stress at the particle surface were determined 
with suitable simplifying assumptions. Correction to the gas velocity near the active particle 
was introduced to account for fluctuations of the impingement velocity and possible 
stagnant zones near the points of contact of adjacent particles. By relating the average stress 
to the particle weight, the following expression was obtained: 

 ( )1 2 1 3 1 3
a i iSh 0.248 d d Ar Sc= ⋅ ⋅ ⋅   (16) 

La Nauze & Jung (1983b) and La Nauze et al. (1984) questioned the suitability of a steady-
state approach to describe mass transfer around an active particle in a fluidized bed. They 
proposed an unsteady-state model where mass transfer in the dense phase was assumed to 
occur because of a gas convective component (due to gas percolating through the bed at 
minimum fluidization condition) and a particle convective component (due to packets of 
bed particles coming into contact with the active surface, and whose motion is induced by 
the bubbles). Solution of the unsteady equation with a suitable estimation of the gas renewal 
frequency at the surface of the particle gave: 

 ( ) ( ) 1 2
mf mf a mf mf bSh 2 4 d D U U⎡ ⎤= ⋅ ε + ⋅ ε ⋅ π ⋅ ⋅ ε +⎣ ⎦   (17) 

The authors also suggested that when the active particle size becomes comparable to the 
inert particle size the particle convective component can be neglected and the term Ub can be 
dropped from Eq. 17. Guedes de Carvalho & Coelho (1986) noted that in the derivation of 
Eq. 17 La Nauze and coworkers should have used the molecular diffusivity instead of the 
effective diffusivity, so that the correct equation should read: 
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 ( ) ( ) 1 2
mf mf a mf mf bSh 2 4 d D U U⎡ ⎤= ⋅ ε + ε ⋅ ⋅ π ⋅ ⋅ ε +⎣ ⎦   (18) 

They also noted that in this formulation the gas renewal frequency by packets was likely to 
be overestimated, because a continuous stream of bubbles near the active particle was 
assumed. This last point was partly addressed in an alternative formulation by La Nauze & 
Jung (1985, 1986), where the particle convective gas renewal frequency was directly related 
to the bubble frequency. By matching the model with experimental data a proportionality 
parameter was estimated giving: 

 ( ) ( ) 1 2
mf mf a mf mf b b a bSh 2 4 d D U 6.93 U d d⎡ ⎤= ⋅ ε + ⋅ ε ⋅ π ⋅ ⋅ ε + ⋅ ⋅ ε ⋅⎣ ⎦  (19) 

It must be noted, however, that the points raised by Guedes de Carvalho & Coelho (1986) 
still apply to this later model formulation. 
Coelho & Guedes de Carvalho (1988) presented a steady-state model of mass transfer 
around a large active particle in a packed or fluidized bed of smaller particles. A continuum 
approach was adopted to describe the flowfield and a potential flow solution was obtained. 
The assumption was made that no hydrodynamic boundary layer establishes around the 
particle. Transverse dispersion was considered to be more suitable to describe mass transfer 
rather than molecular diffusion. An analytical solution was obtained for the particular case 
of a thin concentration boundary layer around the sphere, with suitable simplifying 
assumptions. A numerical solution was necessary for the more general equation, and an 
empirical approximation was derived by matching the numerical model results and 
bridging the two exact solutions for the stagnant and thin boundary layer cases. For a 
fluidized bed, assuming that the active particle resides only in the dense phase, the 
expression becomes (Guedes de Carvalho et al., 1991): 

 ( ) 1 20.78 2
mf i aSh 4 0.576 Pe 1.28 Pe 0.141 d d Pe⎡ ⎤= ε τ ⋅ + ⋅ + ⋅ + ⋅ ⋅⎣ ⎦     (20) 

where the Peclet number was defined as mf a mfPe U d D= ⋅ ⋅ τ ε ⋅ , and τ represents the bed 
tortuosity. In a later paper, Guedes de Carvalho & Alves (1999) examined the more general 
case where longitudinal dispersion is non-negligible, under the same assumptions of the 
previous model. The numerical solution was again approximated by an empirical 
expression representing the product of the solution for advection plus molecular diffusion 
and the enhancement brought about by convective dispersion. For a fluidized bed the 
expression becomes: 

 ( ) ( )
1 2 1 22 3

mf i aSh 4 4 5 Pe 4 Pe 1 1 9 d d Pe⎡ ⎤= ε τ ⋅ + ⋅ + π ⋅ ⋅ + ⋅ ⋅⎣ ⎦   (21) 

All the models presented so far assume that the active particle resides only in the dense 
phase of the fluidized bed. Agarwal (1987) questioned this assumption and, basing on the 
particle movement patterns under the action of the raising bubbles, developed a model to 
estimate the probability (p) of the particles being in the dense phase. The author claimed 
that up to 20% of the life-time of the active particle may be associated to the bubble phase, 
depending on the density of the particle. On the basis of this particle circulation model 
Agarwal et al. (1988a, 1988b) developed a mass transfer model for a large active particle in a 
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The authors also suggested that when the active particle size becomes comparable to the 
inert particle size the particle convective component can be neglected and the term Ub can be 
dropped from Eq. 17. Guedes de Carvalho & Coelho (1986) noted that in the derivation of 
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 ( ) ( )
1 2 1 22 3
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bed of smaller inert particles. They assumed that the active particle resides alternately in the 
bubble and emulsion phases, so that: 

 ( )e bSh p Sh 1 p Sh= ⋅ + − ⋅    (22) 

where the relevant Sherwood numbers in the emulsion and bubble phases were estimated 
from a boundary layer model as: 

 ( ) ( )1 3 2 3 1 3
e p D mf mfSh K C 8 Re Sc= ⋅ ⋅ τ ε ⋅ ⋅    (23) 

 ( )1 3 2 3 1 3
b p D bSh 2 K C 8 Re Sc= + ⋅ ⋅ ⋅    (24) 

where b g mf a gRe 3 U d /= ρ ⋅ ⋅ ⋅ μ  and ( ) ( )
1 31 3

pK 0.69 1 Re Sc 1 Re Sc⎡ ⎤= ⋅ + ⋅ − ⋅⎣ ⎦ . The drag 
coefficient CD and the parameter Kp were evaluated using Remf and Reb respectively in the 
emulsion and bubble phase. Though the assumption underlying this model is somewhat 
fascinating, it must be noted that no direct evidence exists that (non-gas-emitting) active 
particles enter the bubble phase during their motion in the fluidized bed. 

5. Comparison of available correlations with experimental data 
The available empirical/theoretical correlations reported in the previous sections were 
checked for their accuracy in predicting the experimental mass transfer data of Scala (2007), 
which we consider to be the most complete and accurate reported in the literature to date. 
As a preliminary screening, all the correlations which predict a (direct or indirect) influence 
of the total fluidization velocity on Sh were discarded (Eqs 8-13, 17-19), as they are 
incompatible with the experimental data. Moreover, Eq. 5 predicts no influence of the active 
particle size on Sh and Eqs 4 and 6 predict a decrease of Sh with the active particle size, 
contrary to the experimental data. These correlations were also discarded. Finally, eq. 22 is 
based on the assumption that the active particle resides partly in the bubble phase, contrary 
to the experimental evidence, and therefore was not considered further. 
Figures 1 and 2 report the comparison of the remaining correlations with the experimental 
data. As regards the empirical and semi-empirical correlations (Figs 1A and 2A), Eq. 15 
excellently fits the experimental data. It is noted that Eq. 14 gives practically the same results 
as Eq. 15, and fits equally well the experimental Sh data. The purely empirical correlation by 
Prins et al. (1985), Eq. 3, fits very well the experimental Sh data at varying active particle size 
(Fig. 2A), but fits worse the Sh data at varying inert particle size (Fig. 1A). It must be noted, 
however, that for di > 700 μm the experiments are outside the range of validity of Eq. 3, as 
reported by the authors in their paper. Eqs 2 (Hsiung & Thodos, 1977) and 7 (Joulié et al., 
1997) both significantly overpredict the Sherwood number. In Eq. 7 we have conservatively 
considered Uopt = 2•Umf. Should the ratio Uopt / Umf be > 2, the discrepancy of the predicted 
Sh with the experimental data would have been even larger. It is also worth to note that in 
Eq. 7 (but also in Eq. 4) the active particle density is explicitly present. In the experiments 
performed by Scala (2007) this variable was varied in a relatively limited range (1050 < ρa < 
1950 kg/m3), and within this range it appeared not to influence significantly Sh. It is our 
opinion that if particle segregation is avoided, the active particle density has no importance 
on mass transfer, but this speculation needs further experimental confirmation. 
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In Figs 1B and 2B the available theoretical correlations are compared with the experimental 
data. Equation 16 (Tamarin, 1982) significantly overpredicts the data. The two models by 
Guedes de Carvalho and coworkers (Eqs 20 and 21) give practically the same results and 
underpredict the data, except for the largest inert particle sizes. In these equations a value of 
τ = 1.414 was used as suggested by the authors. A change of the bed tortuosity value in the 
range 1.0 < τ < 1.414, however, gave only a very limited benefit to the comparison with the 
experimental data. On the whole, it appears that no available fluidized bed mass transfer 
theoretical model is able to correctly predict the Sherwood number. 

6. Conclusions 
Four experimental techniques have been used so far to measure the mass transfer coefficient 
around active particles dispersed in a fluidized bed. The technique based on liquid 
evaporation from porous particles appears to be affected by severe limitations and its use is 
not recommended. The other three techniques, namely sublimation of solid particles, 
combustion of carbon particles, and chemical reaction on the surface of catalyst particles, all 
appear to be suitable for measuring Sh, provided experiments are carefully performed. 
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Fig. 1. Comparison of Sherwood number correlations with experimental data taken from 
Scala (2007). A) Empirical and semi-empirical correlations. B) Theoretical correlations. 
Average Sherwood number as a function of minimum fluidization velocity (da = 4.6 mm) 
In particular, the most critical issues are connected to the need of minimizing particle 
attrition during the experiments, and of properly accounting for temperature differences 
between the active particle and the bed due to heat effects. For the technique based on the 
combustion of carbon particles a further critical aspect is the assumption of the CO/CO2 
primary ratio and of the CO oxidation location. Among these three techniques, we consider 
that based on chemical reaction on the surface of catalyst particles to be particularly simple 
and accurate, and for this reason we recommend its use whenever possible. 
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bed of smaller inert particles. They assumed that the active particle resides alternately in the 
bubble and emulsion phases, so that: 
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appear to be suitable for measuring Sh, provided experiments are carefully performed. 
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Fig. 1. Comparison of Sherwood number correlations with experimental data taken from 
Scala (2007). A) Empirical and semi-empirical correlations. B) Theoretical correlations. 
Average Sherwood number as a function of minimum fluidization velocity (da = 4.6 mm) 
In particular, the most critical issues are connected to the need of minimizing particle 
attrition during the experiments, and of properly accounting for temperature differences 
between the active particle and the bed due to heat effects. For the technique based on the 
combustion of carbon particles a further critical aspect is the assumption of the CO/CO2 
primary ratio and of the CO oxidation location. Among these three techniques, we consider 
that based on chemical reaction on the surface of catalyst particles to be particularly simple 
and accurate, and for this reason we recommend its use whenever possible. 



 Mass Transfer in Multiphase Systems and its Applications 

 

586 

Sh
, -

0

2

4

6

8

10
Eq. 2
Eq. 3 
Eq. 7
Eq. 15 (14) 

da, mm

0 2 4 6 8 10 12
0

2

4

6

8

A

BEq. 20
Eq. 21

Eq. 16

 
Fig. 2. Comparison of Sherwood number correlations with experimental data taken from 
Scala (2007). A) Empirical and semi-empirical correlations. B) Theoretical correlations. 
Average Sherwood number as a function of active particle size (500 μm < di < 600 μm) 
Comparison of experimental data reported by Scala (2007) with empirical and semi-
empirical correlations available in the literature showed that a Frössling-type correlation 
(Eq. 15) was able to fit excellently the data. The empirical correlation (Eq. 3) proposed by 
Prins et al. (1985) also fitted satisfactorily the data, but only when di < 700 μm. On the 
contrary, no available theoretical model could correctly predict the Sherwood number. 
These results strongly suggest that in order to analyze the dependencies of Sh on the 
operating variables a Frössling-type analysis is the only one based on sound physical 
grounds. The first diffusive term accounts for mass transfer around the active particle in 
stagnant conditions. Contrary to the fixed bed case, however, this term has no strict physical 
meaning here, since a fluidized bed cannot exist in stagnant conditions (U = 0). So this term 
must be considered only as an asymptotic behaviour. For a free sphere in stagnant 
conditions Sh = 2. Two effects must be taken into account when we consider a fluidized bed. 
First, the inert bed particles decrease the volume available for mass transfer, which depends 
on the average void fraction around the active particle. This value can be assumed as a first 
approximation equal to εmf. A second effect, discussed by Coelho & Guedes de Carvalho 
(1988), implies that an effective diffusion coefficient D /τ should be used, where τ is the bed 
tortuosity accounting for the hindering effect of the granular bed on gas diffusion. So in 
principle the diffusive term should written as: Sh = 2•εmf /τ. It must be noted, however, that 
to our knowledge no estimation of tortuosity exists for the dense phase of a fluidized beds. 
Given the theoretical rather than practical significance of this term, it is suggested here that 
Sh = 2•εmf is a reasonable approximation for the diffusive term. 
As regards the convective term, theoretical considerations suggest a 1/2 dependence on the 
Reynolds number and a 1/3 dependence on the Schmidt number. The first point here is the 
discrimination of the relevant particle Reynolds number to be used. On the basis of the 
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experimental findings, the relevant gas velocity around the active particle is the dense phase 
gas interstitial velocity. In most operating conditions this velocity can be safely 
approximated with Umf/εmf. So the correct Reynolds number to be used in a Frössling-type 
expression should be Remf/εmf. Analysis of experimental data reported by Scala (2007) 
strongly support this point. In addition, the reported 1/2 dependence of Sh on both Umf and 
da is an evidence of the soundness of this approach and also of the applicability of the 
Frössling-type analysis to a fluidized bed. 
In spite of the relatively well understood behaviour of Sh with the main operating variables, 
several issues still remain open to debate, namely the effect of the active particle shape and 
density on mass transfer coefficient, and the value of Sh for the case da/di < 1. 

7. Notation 
a constant in Eq. 9, - 
Ar Archimedes number, - 
b constant in Eq. 9, - 
CD drag coefficient in Eqs 23 and 24, - 
d particle diameter, m 
D diffusion coefficient, m2/s 
g gravity acceleration, m/s2 
kg mass transfer coefficient, m/s 
K constant in Eq. 1, - 
Kp parameter in Eqs 23 and 24, - 
m parameter in Eq. 3, - 
p probability of active particles being in the dense phase (Eq. 22), - 
Pe Peclet number, - 
Re Reynolds number, - 
Sc Schmidt number, - 
Sh Sherwood number, - 
T temperature, K 
U fluidization velocity, m/s 
 
Greek letters 
ε bed voidage, - 
ρ density, kg/m3 
τ bed tortuosity, - 
μ viscosity, kg/m•s 
 
Subscripts 
a active particles 
b bubble or bubble phase 
e emulsion phase (Eqs 22 and 23) 
g gas 
i inert bed particles 
mf at minimum fluidization conditions 
mfi at minimum fluidization conditions referred to inert particles (Eq. 3) 
opt at optimal conditions (Eq. 7) 
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p particulate phase (Eq. 13) 
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1. Introduction 
Mass transfer is the net movement of mass from one location to another in response to 
applied driving forces. Mass transfer is used by different scientific disciplines for different 
processes and mechanisms. It is an important phenomena in the pharmaceutical sciences; 
drug synthesis, preformulation investigations, dosage form design and manufacture and 
finally ADME (absorption, distribution, metabolism and excretion) studies. In nature, 
transport occurs in fluids through the combination of advection and diffusion. Diffusion 
occurs as a result of random thermal motion and is mass transfer due to a spatial gradient in 
chemical potential or simply, concentration. However the driving force in convective mass 
transport is the spatial gradient in pressure (Fleisher, 2000). On the other hand, there are 
other variables influencing mass transfer like electrical potential and temperature which are 
important in pharmaceutical sciences. In a complex system mass transfer may be driven by 
multiple driving forces. Mass transfer exists everywhere in nature and also in human body. 
In fact in the body, mass transport occurs across different types of cell membranes under 
different physiological conditions. This chapter is aimed at reviewing transport across 
biological membranes, with an emphasis on intestinal absorption, its model analysis and 
permeability prediction.  

2. Transport across membranes 
Biomembrane or biological membrane is a separating amphipathic layer that acts as a 
barrier within or around a cell. The membrane that retains the cell contents and separates 
the cell from surrounding medium is called plasma membrane. This membrane acts as a 
lipid bilayer permeability barrier in which the hydrocarbon tails are in the centre of the 
bilayer and the electrically charged or polar headgroups are in contact with watery or 
aqueous solutions. There are also protein molecules that are attached to or associated with 
the membrane of a cell. Generally cell membrane proteins are divided into integral 
(intrinsic) and peripheral (extrinsic) classes. Integral membrane proteins containing a 
sequence of hydrophobic group are permanently attached to the membrane while 
peripheral proteins are temporarily attached to the surface of the cell, either to the lipid 
bilayer or to integral proteins. Integral proteins are responsible for identification of the cell 
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for recognition by other cells and immunological behaviour, the initiation of intracellular 
responses to external molecules (like pituitary hormones, prostaglandins, gastric 
peptides,…), moving substances into and out of the cell (like ATPase,…). Concerning mass 
transport across a cell, there are a number of different mechanisms, a molecule may simply 
diffuses across, or be transported by a range of membrane proteins (Washington et al., 2000, 
Lee and Yang, 2001).  

2.1 Passive transport 
Lipophilic drug molecules with low molecular weight are usually passively diffuses across 
the epithelial cells. Diffusion process is driven by random molecular motion and continues 
until a dynamic equilibrium is reached. Passive mass transport is described by Fick,s law 
which states that the rate of diffusion across a membrane  (R) in moles s-1 is proportional to 
the concentration difference on each side of the membrane: 

 R=(Dk/h).A.∆C  (1) 

Where D is the diffusion coefficient of the drug in the membrane, k is the partition 
coefficient of the drug into the membrane, h is the membrane thickness, A is the area of 
membrane over which diffusion is occurring, and ∆C is the difference between 
concentrations on the outside and the inside of the membrane. However it should be noted 
that the concentration of drug in systemic blood circulation is negligible in comparison to 
the drug concentration at the absorption surface and the drug is swept away by the 
circulation. Therefore the driving force for absorption is enhanced by maintaining the large 
concentration gradient throughout the absorption process. The diffusion coefficient of a 
drug is mainly influenced by two important factors, solubility of the drug and its molecular 
weight. For a molecule to diffuse freely in a hydrophobic cell membrane it must be small in 
size, soluble in membrane and also in the aqueous extracellular systems. That means an 
intermediate value of partition coefficient is needed. On the other hand, it is necessary for a 
number of hydrophilic materials, to pass through the cell membranes by membrane 
proteins. These proteins allow their substrates to pass into the cell down a concentration 
gradient, and act like passive but selective pores. For example for glucose diffusion into the 
cell by hexose transporter system, no energy is expended and it occurs down a 
concentration gradient. This process is called non-active facilitated mass transport (Sinko, 
2006, Washington et al., 2000).  

2.2 Active transport 
In the cell membrane there are a group of proteins that actively compile materials in cells 
against a concentration gradient. This process is driven by energy derived from cellular 
metabolism and is defined as primary active trasport. The best-studied systems of this type 
are the ATPase proteins that are particularly important in maintaining concentration 
gradients of small ions in cells. However this process is saturable and in the presence of 
extremely high substrate concentration, the carrier is fully applied and mass transport rate is 
limited. On the other hand cells often have to accumulate other substances like amino acids 
and carbohydrates at high concentrations for which conversion of chemical energy into 
electrostatic potential energy is needed. In this kind of active process, the transport of an ion 
is coupled to that of another molecule, so that moving an ion out of the membrane down the 
concentration gradient, a different molecule moves from lower to higher concentration. 
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Depending on the transport direction this secondary active process is called symport (same 
directions) or antiport (opposite directions). Important examples of this process are 
absoption of glucose and amino acids which are coupled to transporter conformational 
changes driven by transmucosal sodium gradients (Lee and Yang, 2001). 

2.3 Endocytic processes 
All the above-mentioned mass transport mechanisms are only feasible for small molecules, 
less than almost 500 Dalton. Larger objects such as particles and macromolecules are 
absorbed with low efficiency by a completely different mechanism. The process which is 
called cytosis or endocytosis is defied as extending the membrane and enveloping the object 
and can be divided into two types, pinocytosis and phagocytosis. Pinocytosis (cell drinking) 
occurs when dissolved solutes are internalized through binding to non-specific membrane 
receptors (adsorptive pinocytosis) or binding to specific membrane receptors (receptor-
mediated pinocytosis). In some cases, following receptor-mediated pinocytosis the release of 
undegraded uptaken drug into the extracellular space bounded by the basolateral 
membrane is happened. This phenomenon called transytosis, represents an important 
pathway for absorption of proteins and peptides. On the other hand phagocytosis (cell 
eating) occurs when a particulate matter is taken inside a cell. Although phagocytic 
processes are finding applications in oral drug delivery and targeting, it is mainly carried 
out by the specialized cells of the mononuclear phagocyte systems or reticuloendothelial 
system and is not generally relevant to the transport of drugs across absorption barriers (Lee 
and Yang, 2001, Fleisher, 2000, Washington et al., 2000). 

2.4 Pore transport 
The aqueous channels which exist in cell membranes allow very small hydrophilic 
molecules such as urea, water and low molecular weight sugars to be transported into the 
cells. However because of the limited pore size (0.4 nm), this transcellular pathway is of 
minor importance for drug absorption (Fleisher, 2000, Lee and Yang, 2001). 

2.5 Persorption 
As epithelial cells are sloughed off at the tip of the villus, a gap in the membrane is 
temporarily created, allowing entry of materials that are not membrane permeable. This 
process has been termed persorption which is considered as a main way of entering starch 
grains, metallic ion particles and some of polymer particles into the blood. 

3. Intestinal drug absorption 
Interest has grown in using in vitro and in situ methods to predict in vivo absorption 
potential of a drug as early as possible, to determine the mechanism and rate of transport 
across the intestinal mucosa and to alert the formulator about the possible windows of 
absorption and other potential restrictions to the formulation approach. Single-pass 
intestinal perfusion (SPIP) model is one of the mostly used techniques employed in the 
study of intestinal absorption of compounds which provides a prediction of absorbed oral 
dose and intestinal permeability in human. In determination of the permeability of the 
intestinal wall by external perfusion techniques, several models have been proposed (Ho 
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and Higuchi, 1974, Winne, 1978, Winne, 1979, Amidon et al., 1980). In each model, 
assumptions must be made regarding the convection and diffusion conditions in the 
experimental system which affects the interpretation of the resulting permeabilities. In ad-
dition, the appropriateness of the assumptions in the models to the actual experimental 
situation must be determined. Mixing tank (MT) model or well mixed model has been 
previously used to describe the hydrodynamics within the human perfused jejunal segment 
based on a residence time distribution (Lennernas, 1997). This model has also been used in 
vitro to simulate gastrointestinal absorption to assess the effects of drug and system 
parameters on drug absorption (Dressman et al., 1984). However complete radial mixing 
(CRM) model was used to calculate the fraction dose absorbed and intestinal permeability of 
gabapentine in rats (Madan et al., 2005). Moreover these two models (MT and CRM) were 
utilized to develop a theoretical approach for estimation of fraction dose absorbed in human 
based on a macroscopic mass balance approach (MMBA) (Sinko et al., 1991). Although these 
models have been theoretically explained, their comparative suitability to be used for 
experimental data had not been reported.  The comparison of proposed models will help to 
select the best model to establish a strong correlation between rat and human intestinal drug 
absorption potential. In this section three common models for mass transfer in single pass 
perfusion experiments (SPIP) will be compared using the rat data, we obtained in our lab. 
The resulting permeability values differ in each model, and their interpretation rests on the 
validity of the assumptions (valizadeh et al., 2008).  

4. Mass transfer models 
Three models are described that differ in their convection and diffusion assumptions (Fig 1). 
 

 
Fig. 1. Velocity and concentration profiles for the models. The concentration profiles are also 
a function of z except for mixing tank model (Amidon et al., 1980) 

These models are the laminar flow, complete radial mixing (diffusion layer) for convective 
mass transport in a tube and the perfect mixing tank model. It is convenient to begin with 
the solute transport equation in cylindrical coordinates  (Sinko et al., 1991, Elliott et al., 1980, 
Bird et al., 1960):     
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Where, Z* = Z / L,  r* = r / R, z
*υ  = zν  / Vm, Gz = πDL/2Q , R = radius of the tube, L = 

length of the tube, Vm = maximum velocity, Q = perfusion flow rate 
This relationship is subject to the first-order boundary condition at the wall:  
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where wP*  = Pw R/D = the dimensionless wall permeability. 
The main assumptions achieving  Eq. 1 are: (a) the diffusivity and density are constant; (b) 
the solution is dilute so that the solvent convection is unperturbed by the solute; (c) the 
system is at steady state (∂C/∂t = 0); (d) the solvent flows only in the axial (z) direction; (e) 
the tube radius, R, is independent of Gz; and (f) axial diffusion is small compared to axial 
convection (Bird et al., 1960). The boundary condition (Eq. 2) is true for many models having 
a tube wall but does not describe a carrier transport of Michaelis-Menten process at the wall, 
except at low solute concentrations. 

4.1 Complete radial mixing model 
For this model the velocity profile as with the plug flow model is assumed to be constant. In 
addition, the concentration is assumed to be constant radially but not axially. That is, there 
is complete radial but not axial, mixing to give, uniform radial velocity and concentration 
profiles. With these assumptions, the solution is written as: 

 Cm/C0 = exp (-4 effP*  Gz)  (4) 

where effP*  replaces wP*  (Ho and Higuchi, 1974, Winne, 1978, Winne, 1979). Since no aqueous 

resistance is inc1uded in the model directly, the wall resistance is usually augmented with a 
film or diffusion layer resistance. That is, complete radial mixing occurs up to a thin region 
or film adjacent to the membrane. In this model the aqueous (luminal) resistance is confined 
to this region. Hence, the wall permeability includes an aqueous or luminal resistance term 
and can be written as: 
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where wP* is the true wall permeability and aP* , is the effective aqueous permeability. The 
aqueous permeability often is written as: 

 aP D δ=   (6) 

Or 

 aP R* δ=   (7) 
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where δ is the film thickness and represents an additional parameter that needs to be 
determined from the data to obtain wP* . For typical experiments, aP* or R/δ is an empirical 
parameter, since the assumed hydrodynamic conditions may not be realistic at the low 
Reynolds numbers. The complete radial mixing model also can be derived from a differ-
ential mass balance approach (Ho and Higuchi, 1974) and often is referred to as the 
diffusion layer model. The Calculated effP* values for tested drugs and the corresponding 
plot are shown in Table 2 and Fig. 2 respectively. 
 

 
Fig. 2. Plot of dimensionless permeability values vs human Peff values in complete radial 
mixing model 

4.2 Laminar flow model 
For flow of a newtonian fluid in a cylindrical tube, the exit concentration of a solute with a 
wall permeability Pw is given by (Amidon et al., 1980): 

 Cm/Co = 
n 1

∞

=∑  Mn exp (-βn2 Gz) (8) 

Where, Cm = "cup-mixing" outlet solute concentration from the perfused length of intestine, 

 Co = inlet solute concentration; Gz = πDL/2Q;  (9) 

Gz  is Graetz number, the ratio of the mean tube residence time to the time required for 
radial diffusional equilibration. 
D = solute diffusivity in the perfusing fluid 
L = length of the perfused section of intestine 
Q = volumetric flow rate of perfusate = πR2(υ) 
R = radius of perfused intestine 
(υ) = mean flow velocity 
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Both the Mn and βn in Eq. 7 are functions of wP* , the dimensionless wall permeability, 
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From the form of the solution it appears that Gz is the only independent variable and that 
the solution is an implicit function of wP* . Since wP*  (or Pw) is the parameter of interest, Eq. 4 
is not in a convenient form for its determination. 
We now define: 
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where the superscript o denotes the sink condition (Graetz solution), the superscript * 
denotes dimensionless quantities [Eq. 8] and subscripts exp stands for experimental 
condition. The wall permeability is determined in the following manner: First the aqP*° is 
calculated using Eqs. 9 , 11, 14 and Table 1. 
 

nM°  nβ
°  (n) 

0.81905 2.7043 1 

0.09752 6.6790 2 

0.03250 10.6734 3 

0.01544 14.6711 4 

0.00878 18.6699 5 

Table 1. Coefficients, nM° and exponents, nβ
° for the Graetz solution, equation (12), (sink 

conditions) (Elliott et al., 1980)  

Then the effP* is calculated from the experimental results using Eq. 8 and 11 at the third step 
the value of wP*° is found out  from Eq. 10 and finally the value of wP*°  is multiplied by the 
correction factor in Fig 3 to obtain wP* .  
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Fig. 3. Correction factor to obtain exact wall permeability ( wP* ) given the estimated wall 
Permeability ( wP*° ) and value of Gz. (Elliott et al., 1980) 

All calculations were performed for our data in SPIP model. The Gz values were calculated 
based on equation 8, using the compound diffusivity, length of intestine and flow rate of 
perfusion which are shown in Table 2. The average value of Gz was found to be 3.34×10-2 (± 
8.6×10-3). It seems that there are limitations for the use of laminar flow model in determination 
of the dimensionless wall permeability of highly permeable drugs. For instance a negative 
value of ibuprofen dimensionless wall permeability was obtained based on laminar flow 
model because of the high P*eff value of ibuprofen in comparison with its calculated P*aq sink 
value and as a result the drug was excluded from correlation plot. Table 2 also represents the 
obtained dimensionless rat gut wall permeabilities ( wP* ) for tested compounds. The plot of 

wP* versus the observed human intestinal permeability values is shown in Fig. 4.  
 

 
Fig. 4. Plot of dimensionless rat gut wall permeability values vs human Peff values in 
laminar flow model 
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4.3 Mixing tank model 
This model takes the next step and assumes that both radial and axial mixing are complete. 
The aqueous resistance again is believed to be confined to a region (film) next to the 
membrane where only molecular diffusion occurs, and the rest of the contents are well 
mixed (perfect mixer). This model is described most easily by a mass balance on the system: 
(mass/time)inlet - (mass/time)outlet = (mass/time)absorbed or: 

 QC0 – QCm= (2πRL)( effP' )Cm (15) 

where 2πRL is the area of the mass transfer surface (cylinder) of length L and radius R, effP' is 
the permeabilily or mass transfer coefficient of the surface, and Cm is the concentration in 
the tube (which is constant and equal to the outlet concentration by the perfect mixing 
assumption). From Eq. 15 it is obtained: 

 m
eff

m

C C RLP
C Q

'0 2π−
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 m effC C P Gz'*
0 1 4= +   (17) 

As with the complete radial mixing model, P*eff contains additional parameter aP R* δ ′′ =  
that must be estimated from the data, The aP *′  and effP *′ values for the mixing tank model 
differ from those for the complete radial mixing model by nature of the different 
hydrodynamic assumptions (Amidon et al., 1980). While this model is not appropriate to 
most perfusion experiments, it is useful to compare its ability for correlation of mass transfer 
data with other models. As a matter of fact the effP* for our data was calculated on the basis 
of assumptions of mixing tank model. The data and representative plot for this model are 
shown in Table 2 and Fig. 5 respectively (Valizadeh et al. 2008). 
 

 
Fig. 5. Plot of dimensionless permeability values vs human Peff values in mixing tank model 
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Diffusivitya 
(×10-6 m2/sec) 

Rat
no.Graetz no.effP* (±SD)

(CRM) 
effP* (±SD) 
(MT) 

wallP* (±SD) 
(LF) 

Compound 

13.53E-02
23.46E-02 7.70 
32.59E-02

0.37±0.000.38±0.00 0.41± 0.00 Atenolol 

13.32E-02
24.68E-02 8.70 
33.98E-02

0.99±0.021.06±0.03 1.46± 0.07 Cimetidine 

12.99E-02
23.16E-02 7.40 
32.16E-02

0.55±0.020.57±0.25 0.67± 0.32 Ranitidine 

15.34E-02
23.56E-02 9.92 
34.45E-02

1.07±0.041.18±0.06 1.65± 0.13 Antipyrine 

12.01E-02
21.39E-02 4.98 
31.68E-02

1.21± 0.561.28±0.62 1.94± 1.35 Metoprolol 

12.84E-02
23.56E-02 7.92 
32.74E-02

1.80±0.922.09±1.18 11.70 ± 14.4Piroxicam 

13.46E-02
23.98E-02 7.70 
35.19E-02

1.32±0.481.50±0.61 2.72± 1.8 Propranolol 

13.71E-02
23.94E-02 8.70 
33.47E-02

1.29±0.121.42±0.14 2.17± 0.35 Carbamazepine 

12.92E-02
22.36E-02 8.22 
32.58E-02

0.72±0.440.76±0.47 0.98± 0.69 Furosemide 

14.07E-02
24.24E-02
33.82E-02 9.26 

44.15E-02

0.39±0.210.41±0.22 0.46± 0.26 Hydrochlorothiazide

13.82E-02
22.49E-02 7.40 
32.76E-02

4.85±0.546.54±0.53 ------- Ibuprofen 

13.40E-02
23.02E-02
34.53E-02 8.42 

42.72E-02

2.06±0.402.38±0.52 7.07±3.97 Ketoprofen 

13.26E-02
23.26E-02
32.92E-02 8.55 

42.96E-02

2.43±0.412.85±0.55 16.59± 15.8Naproxen 

a Diffusivities were calculated using 2D structure of compounds applying he method proposed by 
Heyduk et al (Hayduk and Laudie, 1974)  

Table 2. Dimensionless permeabilities determined based on three mass transfer models 
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The calculated dimensionless wall permeability values were in the range of 0.37 – 4.85, 0.38-
6.54 and 0.41-16.59 for complete radial mixing, mixing tank and laminar flow models 
respectively. It is clear that drugs with different physicochemical properties belonging to all 
four biopharmaceutical classes were enrolled in the study. Atenolol a class III drug (high 
soluble-low permeable) showed lowest effective permeability value in all three investigated 
models. It is also shown that there is only a small difference in the calculated atenolol 
permeability coefficients in three models. However this variation becomes more salient for 
high permeable drugs; i.e. class I (high soluble-high permeable) and class II (low soluble-
high permeable) drugs especially in term of permeability in laminar flow model. For 
instance the observed mean permeability values for naproxen, a class II drug, are 2.43, 2.85 
and 16.59 in CRM, MT and LF models respectively. Therefore it seems that in comparison to 
other model laminar flow model provides larger values for highly permeable drugs in 
comparison to the other models. However the ranking order for intestinal absorption of 
tested drugs is almost the same in other evaluated models. In addition it seems that it would 
be possible to classify drugs correctly by the resulting values. Fig. 2, 4 and 5 demonstrate the 
obtained correlations for investigated models. It is seen that the plots of rat permeability 
versus human Peff values, present rather high linear correlations with intercepts not 
markedly different from zero (R2= 0.81, P <0.0001 for MT, R2= 0.75, P =0.0005 for LF, R2= 
0.84, P <0.0001 for CRM). The permeabilities differ for the various models. The 
permeabilities resulting from application of the other models can be interpreted if it is 
assumed that the laminar flow permeability measures the wall permeability. The 
permeability values for the complete radial mixing model are lower than the laminar flow 
model since this model assumes radial mixing, which leads to lower estimated luminal 
(aqueous) resistance values and a higher estimated membrane resistance (lower 
permeability value). However, the usual interpretation of the complete radial mixing model 
recognizes that the permeability value includes an aqueous resistance. While the 
permeabilities in mixing tank model, which takes the final step in assuming both radial and 
axial mixing, were expected to be the lowest among all models, they were in the range 
between permeabilities in complete radial mixing and dimensionless wall permeabilities. 
Although theoretically laminar flow model has been established to a reasonable 
approximation in external perfusion studies, based on the results of correlations of this 
study, it seems the hydrodynamics in normal physiological situation clearly are more 
complex and need more investigation to choose from proposed models. Therefore it is 
concluded that all investigated models work relatively well for our data despite 
fundamentally different assumptions. The wall permeabilities fall in the order laminar flow 
> mixing tank > complete radial mixing. Based on obtained correlations it is also concluded 
that although laminar flow model provides the most direct measure of the intrinsic wall 
permeability, it has limitations for highly permeable drugs such as ibuprofen and the 
normal physiological hydrodynamics is more complex and finding real hydrodynamics 
require further investigations. 

5. Prediction of human intestinal permeability using SPIP technique 
Previous studies have shown that the extent of absorption in humans can be predicted from 
single-pass intestinal perfusion technique in rat (Salphati et al., 2001, Fagerholm et al., 1996), 
however, in this section (Zakeri-Milani et al., 2007) we compare the quantitative differences 
between permeabilities in human and rat models directly using a larger number of model 
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Table 2. Dimensionless permeabilities determined based on three mass transfer models 
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The calculated dimensionless wall permeability values were in the range of 0.37 – 4.85, 0.38-
6.54 and 0.41-16.59 for complete radial mixing, mixing tank and laminar flow models 
respectively. It is clear that drugs with different physicochemical properties belonging to all 
four biopharmaceutical classes were enrolled in the study. Atenolol a class III drug (high 
soluble-low permeable) showed lowest effective permeability value in all three investigated 
models. It is also shown that there is only a small difference in the calculated atenolol 
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markedly different from zero (R2= 0.81, P <0.0001 for MT, R2= 0.75, P =0.0005 for LF, R2= 
0.84, P <0.0001 for CRM). The permeabilities differ for the various models. The 
permeabilities resulting from application of the other models can be interpreted if it is 
assumed that the laminar flow permeability measures the wall permeability. The 
permeability values for the complete radial mixing model are lower than the laminar flow 
model since this model assumes radial mixing, which leads to lower estimated luminal 
(aqueous) resistance values and a higher estimated membrane resistance (lower 
permeability value). However, the usual interpretation of the complete radial mixing model 
recognizes that the permeability value includes an aqueous resistance. While the 
permeabilities in mixing tank model, which takes the final step in assuming both radial and 
axial mixing, were expected to be the lowest among all models, they were in the range 
between permeabilities in complete radial mixing and dimensionless wall permeabilities. 
Although theoretically laminar flow model has been established to a reasonable 
approximation in external perfusion studies, based on the results of correlations of this 
study, it seems the hydrodynamics in normal physiological situation clearly are more 
complex and need more investigation to choose from proposed models. Therefore it is 
concluded that all investigated models work relatively well for our data despite 
fundamentally different assumptions. The wall permeabilities fall in the order laminar flow 
> mixing tank > complete radial mixing. Based on obtained correlations it is also concluded 
that although laminar flow model provides the most direct measure of the intrinsic wall 
permeability, it has limitations for highly permeable drugs such as ibuprofen and the 
normal physiological hydrodynamics is more complex and finding real hydrodynamics 
require further investigations. 

5. Prediction of human intestinal permeability using SPIP technique 
Previous studies have shown that the extent of absorption in humans can be predicted from 
single-pass intestinal perfusion technique in rat (Salphati et al., 2001, Fagerholm et al., 1996), 
however, in this section (Zakeri-Milani et al., 2007) we compare the quantitative differences 
between permeabilities in human and rat models directly using a larger number of model 
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drugs with a broad range of physicochemical properties for both high and low permeability 
classes of drugs. In fact more poorly absorbed drugs (cimetidine and ranitidine) have been 
included in the present work and therefore it is likely that the obtained equations will give a 
more reliable prediction of the human intestinal permeability and fraction of dose absorbed 
than previously reported equations. Single-pass intestinal perfusion studies in rats were 
performed using established methods adapted from the literature. Briefly, rats were 
anaesthetized using an intra peritoneal injection of pentobarbital (60 mg/kg) and placed on 
a heated pad to keep normal body temperature. The small intestine was surgically exposed 
and 10 cm of jejunum was ligated for perfusion and cannulated with plastic tubing. The 
cannulated segment rinsed with saline (37oC) and attached to the perfusion assembly which 
consisted of a syringe pump and a 60 ml syringe was connected to it. Care was taken to 
handle the small intestine gently and to minimize the surgery in order to maintain an intact 
blood supply. Blank perfusion buffer was infused for 10 min by a syringe pump followed by 
perfusion of compounds at a flow rate of 0.2 ml/min for 90 min. The perfusate was collected 
every 10 min in microtubes. The length of segment was measured following the last 
collection and finally the animal was euthanitized with a cardiac injection of saturated 
solution of KCl. Samples were frozen immediately and stored at -20oC until analysis. 
Effective permeability (Peff ) (or better named practical permeability, since the effective area 
of segment is not considered in the calculation) was calculated using following equation 
(Eq.18) according to the parallel tube mode: 

 Peff= -Q ln(Cout/Cin)/2πrl  ( 18) 

In which Cin is the inlet concentration and Cout is the outlet concentration of compound 
which is corrected for volume change in segment using phenol red concentration in inlet 
and outlet tubing. Q is the flow rate (0.2 ml/min), r is the rat intestinal radius (0.18 cm) and l 
is the length of the segment. It has been demonstrated that in humans at a Qin of 2-3 
ml/min, Peff is membrane-controlled. In the rat model the Qin is scaled to 0.2 ml/min, since 
the radius of the rat intestine is about 10 times less than that of human. In 1998 Chiou and 
Barve (Chiou and Barve, 1998) reported a great similarity in oral absorption (Fa) between rat 
and human; however they have used an in vivo method, quite different from in situ 
techniques, that can give an idea of the absorption from the entire GI tract, therefore the 
significance of rat jejunal permeability values for predicting the human Fa has not been 
tested in that report. In the present study the obtained Peff values ranged between 2 ×10-4 
cm/sec to 1. 6 ×10-5 cm/sec and showed a high correlation (R2=0.93, P<0.0001) with human 
Peff data for passively absorbed compounds (Fig 6) confirming the validity of our procedure. 
This correlation was weakened when the actively transported compounds (cephalexin and α 
methyl dopa) were added to the regression (R2=0.87, P<0.0001).  
The plot of predicted vs observed human Peff values presents a high linear correlation with 
intercept not markedly different from zero (R2= 0.93, P <0.0001) (Zakeri-Milani et al., 2007). 
According to previously reported equations by Salphati et al (Salphati et al., 2001) in the 
ileum and Fagerholm et al (Fagerholm et al., 1996) in the jejunal segment, the slopes for the 
same correlation between two models were 6.2 and 3.6 respectively. However based on our 
results for larger set of compounds including more low-permeable drugs the rat Peff values 
were on average 11 times lower than those in human. The species differences and the 
differences in effective absorptive area might be the reasons for the lower permeability 
values in the rat model. In addition, any changes in the intestinal barrier function during the 
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surgery might be a main reason for obtaining different results in literature concerning 
intestinal permeability of drugs. A strong correlation was observed between rat 
permeability data and fraction of oral dose absorbed in human fitting to chapman type 
equation; Fa (human) = 1- e -38450Peff (rat) (R2= 0.91, P<0.0001) (Fig. 7).  
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Fig. 6. Plot of Peff rat vs Peff human 

 

 
Fig. 7. Plot of rat Peff vs human Fa 

The same fitting using human intestinal permeability gives a lower correlation coefficient. 
The comparison of rat Peff and intestinal absorption in man (Fa) showed that rat Peff values 
greater than 5.9×10-5 cm/sec corresponds to Fa ≈ 1 while rat Peff values smaller than 3.32×10-5 

cm/sec corresponds to Fa values lower than 0.6. Corresponding estimates in human are > 
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drugs with a broad range of physicochemical properties for both high and low permeability 
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ml/min, Peff is membrane-controlled. In the rat model the Qin is scaled to 0.2 ml/min, since 
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The plot of predicted vs observed human Peff values presents a high linear correlation with 
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same correlation between two models were 6.2 and 3.6 respectively. However based on our 
results for larger set of compounds including more low-permeable drugs the rat Peff values 
were on average 11 times lower than those in human. The species differences and the 
differences in effective absorptive area might be the reasons for the lower permeability 
values in the rat model. In addition, any changes in the intestinal barrier function during the 
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surgery might be a main reason for obtaining different results in literature concerning 
intestinal permeability of drugs. A strong correlation was observed between rat 
permeability data and fraction of oral dose absorbed in human fitting to chapman type 
equation; Fa (human) = 1- e -38450Peff (rat) (R2= 0.91, P<0.0001) (Fig. 7).  
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The same fitting using human intestinal permeability gives a lower correlation coefficient. 
The comparison of rat Peff and intestinal absorption in man (Fa) showed that rat Peff values 
greater than 5.9×10-5 cm/sec corresponds to Fa ≈ 1 while rat Peff values smaller than 3.32×10-5 

cm/sec corresponds to Fa values lower than 0.6. Corresponding estimates in human are > 



 Mass Transfer in Multiphase Systems and its Applications 

 

606 

0.2×10-4 cm/sec and <0.03×10-4 cm/sec, respectively. Moreover the predicted and observed 
human Fa (%) are linearly correlated (R2 = 0.92, P <0.0001). The rank order for Peff values in 
rat was compared with those of human Peff and Fa (Zakeri-Milani et al., 2007). The spearman 
rank correlation coefficients (rs) were found to be 0.96 and 0.91 respectively. Based on the 
obtained results, it is concluded that in situ perfusion technique in rat could be used as a 
reliable technique to predict human gastrointestinal absorption extent following oral 
administration of a drug. However, to render our observation more reliable, it seems that 
using larger number of compounds belonging to all four biopharmaceutical classes, i.e., 
different solubility and permeability properties (Lobenberg and Amidon, 2000) especially 
drugs with low permeability must be tested.  

6. Biopharmaceutics classification system using rat Peff as a surrogate for 
human Peff 

In 1995 Amidon et al. devised a biopharmacetics classification system (BCS) to classify drugs 
based on their aqueous solubility and intestinal permeability, two fundamental properties 
governing drug absorption (Amidon et al., 1995). This system divides active moieties into 
four classes: class I (high permeability, high solubility), class II (high permeability, low 
solubility), class III (low permeability, high solubility) and class IV (low permeability, low 
solubility).  For highly permeable drugs the extent of fraction dose absorbed in human is 
considered to be more than 90% as defined by US Food and Drug Administration (FDA) 
(Lennernas and Abrahamsson, 2005, Zakeri-Milani et al., 2009a). The classification of drug 
solubility is based on the dimensionless dose number (D0) which is the ratio of drug 
concentration in the administered volume (250 ml) to the saturation solubility of the drug in 
water. If a drug has dose/solubility ratio less than 250 ml over the pH range from 1 to 7.5 it 
is classified as highly soluble drug compound (Kasim et al., 2004). BCS classification can 
help pharmaceutical companies to save a significant amount in development time and 
reduce costs. This classification provides a regulatory tool to substitute in vivo 
bioequivalence (BE) studies by in vitro dissolution tests.  In fact for immediate-release (IR) 
solid oral dosage forms containing rapidly dissolving and easily permeating active 
ingredients bioequivalence studies may not be required because they act like a solution after 
oral administration. Therefore dissolution rate has a negligible impact on bioavailability of 
highly soluble and highly permeable (BCS Class I) drugs. As a result, various regulatory 
agencies including the United States Food and Drug Administration (FDA) now allow 
bioequivalence of formulations of BCS Class I drugs to be demonstrated by in vitro 
dissolution (often called a biowaiver) (Takagi et al., 2006) . Waivers for class III drugs have 
also been recommended (Blume and Schug, 1999, Yu et al., 2002) . Moreover BCS provides 
distinct rules for determining the rate-limiting factor in the gastrointestinal drug absorption 
process. As a result it could be helpful in the selection of candidate drugs for full 
development, prediction and clarification of food interactions, choice of formulation 
principle and the possibility of in vitro-in vivo correlation in the dissolution testing of solid 
formulations (Lennernas and Abrahamsson, 2005, Fleisher et al., 1999). Although 
permeability classification of drugs would be ideally based on human jejunal permeability 
data, such information is available for only a small number of drugs. Therefore in this 
section a new classification is presented which is based on a correlation between rat and 
human intestinal permeability values. However first the calculation of used parameters is 
explained.  
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7. Dose number calculation 
Dose number is a criterion for solubility (Do) which is defined as the ratio of dose 
concentration to drug solubility. It is calculated as follows: 
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Where (Cs) is the solubility, (M) is the maximum dose strength, and (Vo) is the volume of 
water taken with the dose (generally set to be 250 mL). The values of solubility and 
maximum dose strength of tested compounds are listed in table 3 . Dose number would be 
as unity (Do = 1), when the maximum dose strength is soluble in 250 ml of water and the 
drug is in solution form throughout the GI tract. This criterion is extended to 0.5 for 
borderline classification, considering the average volume of fluid (500 ml) under fed 
conditions (Zakeri-Milani et al., 2009b).  

8. Dissolution number calculation 
Dissolution number refers to the time required for drug dissolution which is the ratio of the 
intestinal residence time to the dissolution time, which includes solubility (Cs), diffusivity 
(D), density (ρ), initial particle radius (r0) of a compound and the intestinal transit time (Tsi) 
(Zakeri-Milani et al., 2009b, Varma et al., 2004). 
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where ρ and Tsi are generally considered to be 1200 mg/cm3 and 199 min respectively. 
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9. Absorption number calculation 
This is the ratio of permeability (Peff) and the gut radius (R) times the residence time in the 
small intestine which can be written as ratio of residence time and absorption time (Zakeri-
Milani et al., 2009b, Varma et al., 2004). 
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For calculation the R value of 1.7 cm and the predicted human Peff (based on rat Peff) were 
used. 

10. Absorption time calculation 
This parameter is proportional to Peff through the following equation (Zakeri-Milani et al., 
2009b, Varma et al., 2004). 
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7. Dose number calculation 
Dose number is a criterion for solubility (Do) which is defined as the ratio of dose 
concentration to drug solubility. It is calculated as follows: 

 o
o

s

M VD
C
/

=   (19)  

Where (Cs) is the solubility, (M) is the maximum dose strength, and (Vo) is the volume of 
water taken with the dose (generally set to be 250 mL). The values of solubility and 
maximum dose strength of tested compounds are listed in table 3 . Dose number would be 
as unity (Do = 1), when the maximum dose strength is soluble in 250 ml of water and the 
drug is in solution form throughout the GI tract. This criterion is extended to 0.5 for 
borderline classification, considering the average volume of fluid (500 ml) under fed 
conditions (Zakeri-Milani et al., 2009b).  

8. Dissolution number calculation 
Dissolution number refers to the time required for drug dissolution which is the ratio of the 
intestinal residence time to the dissolution time, which includes solubility (Cs), diffusivity 
(D), density (ρ), initial particle radius (r0) of a compound and the intestinal transit time (Tsi) 
(Zakeri-Milani et al., 2009b, Varma et al., 2004). 

 s si
si

diss

TD CDn T
r T2

0

3
ρ

⎛ ⎞⎛ ⎞
= =⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
   (20) 

where ρ and Tsi are generally considered to be 1200 mg/cm3 and 199 min respectively. 

  diss
s

hrT
DC

0

3
ρ

=  (21) 
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11. Absorbable dose calculation 
Absorbable dose is the amount of drug that can be absorbed during the period of transit 
time, when the solution contacting the effective intestinal surface area for absorption is 
saturated with the drug (Zakeri-Milani et al., 2009b, Varma et al., 2004). 

 abs eff s siD P C A T= < >   (24) 

In this equation A is the effective intestinal surface area for absorption. If the small intestine 
is assumed to be a cylindrical tube with a radius of about 1.5 cm and length of 350 cm, the 
available surface area and volume are 3297 cm2 and 2473 ml, respectively. In reality, the 
actual volume is around 600 ml and the effective intestinal surface area is then estimated to 
be about 800 cm2 assuming the same ratio. Drugs were classified to the BCS on the basis of 
dose number (Do) and rat jejunal permeability values, which are taken as indicative of 
fundamental properties of drug absorption, solubility and permeability. On the basis of the 
relationship between human and rat intestinal permeability (Zakeri-Milani et al., 2009a, 
Zakeri-Milani et al., 2007) , rat Peff values greater than 5.09×10-5 cm/sec corresponds to Fa > 
85 % while Peff values smaller than 4.2×10-5 cm/sec corresponds to Fa values lower than 80 
%. Therefore, as it can be seen in Fig 8 a cutoff for highly permeable drugs, Peff rat = 5.09×10-5 
cm/sec with a border line cutoff of 4.2×10-5 cm/sec can be set. Drugs with permeability in 
the range of 4.2-5.09e-5 cm/sec were considered as borderline drugs. The intersections of 
dashed lines drawn at the cutoff points for permeability and dose/solubility ratio divide the 
plane in Fig. 8 into four explicitly defined drug categories (I – IV) and a region of borderline.  
 

 
Fig. 8. Plot of Dose number vs rat Peff values representing the four classes of tested 
compounds 

The biopharmaceutical properties of a drug determine the pharmacokinetic characteristics 
as below: 
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Class I, Do <0.5, Peff (rat) > 5.09×10-5 cm/sec 
The drugs in this category are highly soluble and highly permeable and are ideal candidates 
for oral delivery. These drugs are characterized by the high An, high Dn and low Do, 
showing that they are in solution form throughout the intestine and is available for 
permeation. Therefore the rate of absorption of drugs in this class is controlled only by 
gastric emptying. Examples of this category include antipyrine and propranolol. 
Class II, Do > 1, Peff (rat) > 5.09×10-5 cm/sec 
Class II drugs have high lipophilicity and therefore are highly permeable across the Gl 
membrane, primarily by passive transport. These drugs are characterized by mean 
absorption time less than mean dissolution time, and thus gastric emptying and GI transit 
are important determinants of drug absorption (Varma et al., 2004). These drugs are 
expected to have a dissolution-limited absorption and an IVIVC is expected (Lennernas and 
Abrahamsson, 2005). Low dissolution rate of these molecules limit the concentration at the 
site of absorption thereby leading to less passive diffusion. Therefore formulation plays an 
important role in the rate and extent of intestinal absorption of such drugs. Although there 
are methods to enhance the solubility of class II drugs (Valizadeh et al., 2004, Valizadeh et 
al., 2007), incorporation of polar groups into the chemical backbone, salt generation and 
prodrug approaches are the primary methods for improving deliverability during lead 
optimization.. This class includes drugs such as ketoprofen, naproxen, piroxicam and 
carbamazepine. 
Class III, Do <0.5, Peff (rat) < 4.2×10-5 cm/sec 
The absorption of class III drugs is limited by their intestinal permeability and no IVIVC 
should be expected. These drugs are either having unfavorable physicochemical properties 
leading to less intrinsic permeability and/or are strong substrates to efflux transporters 
and/or gut wall metabolic enzymes (Varma et al., 2004). Therefore the rate and extent of 
intestinal absorption may be controlled by drug molecule properties and physiological 
factors rather than pharmaceutical formulation properties (Yu et al., 2002). They must 
possess optimum lipophilicity in order to permeate the lipophilic epithelial cell membranes 
lining the gastrointestinal tract. Thus for highly polar compounds, administration of less 
polar, more lipophilic prodrugs may improve absorption. Balance between the 
hydrophilicity and lipophilicity should be maintained during incorporation of lipophilic 
groups into the structure. Atenolol, hydrochlorothiazide and ranitidine are examples of 
drugs in this group. 
Class IV, Do > 1, Peff (rat) < 4.2×10-5 cm/sec 
Low and variable absorption for these drugs is anticipated because of the combined 
limitation of solubility and permeability. Formulation may improve the bioavailability of 
these drugs. However they are compromised by their poor intestinal membrane 
permeability. These drugs are more likely susceptible to P-gp efflux and gut metabolism, as 
the concentration of the drug in the enterocytes at any given time will be less to saturate the 
transporter (Varma et al., 2004). Strategies to improve both solubility and permeability 
should be worked out for these molecules, which may not be an easy task. However, 
obtaining this type of quality information will certainly improve drug design and help in 
optimizing candidates with "brick-like” properties. 
Borderline Class, 0.5 <Do <1 or 4.2×10-5 < Peff (rat) < 5.09×10-5 cm/sec 
In this region, bordered by the dashed lines of the four cutoff points, the predictions become 
more uncertain for drugs lying. Cimetidine which is supposed to be in class III, has been 
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11. Absorbable dose calculation 
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 abs eff s siD P C A T= < >   (24) 
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Fig. 8. Plot of Dose number vs rat Peff values representing the four classes of tested 
compounds 

The biopharmaceutical properties of a drug determine the pharmacokinetic characteristics 
as below: 

Mass Transfer Phenomena and Biological Membranes 

 

609 

Class I, Do <0.5, Peff (rat) > 5.09×10-5 cm/sec 
The drugs in this category are highly soluble and highly permeable and are ideal candidates 
for oral delivery. These drugs are characterized by the high An, high Dn and low Do, 
showing that they are in solution form throughout the intestine and is available for 
permeation. Therefore the rate of absorption of drugs in this class is controlled only by 
gastric emptying. Examples of this category include antipyrine and propranolol. 
Class II, Do > 1, Peff (rat) > 5.09×10-5 cm/sec 
Class II drugs have high lipophilicity and therefore are highly permeable across the Gl 
membrane, primarily by passive transport. These drugs are characterized by mean 
absorption time less than mean dissolution time, and thus gastric emptying and GI transit 
are important determinants of drug absorption (Varma et al., 2004). These drugs are 
expected to have a dissolution-limited absorption and an IVIVC is expected (Lennernas and 
Abrahamsson, 2005). Low dissolution rate of these molecules limit the concentration at the 
site of absorption thereby leading to less passive diffusion. Therefore formulation plays an 
important role in the rate and extent of intestinal absorption of such drugs. Although there 
are methods to enhance the solubility of class II drugs (Valizadeh et al., 2004, Valizadeh et 
al., 2007), incorporation of polar groups into the chemical backbone, salt generation and 
prodrug approaches are the primary methods for improving deliverability during lead 
optimization.. This class includes drugs such as ketoprofen, naproxen, piroxicam and 
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groups into the structure. Atenolol, hydrochlorothiazide and ranitidine are examples of 
drugs in this group. 
Class IV, Do > 1, Peff (rat) < 4.2×10-5 cm/sec 
Low and variable absorption for these drugs is anticipated because of the combined 
limitation of solubility and permeability. Formulation may improve the bioavailability of 
these drugs. However they are compromised by their poor intestinal membrane 
permeability. These drugs are more likely susceptible to P-gp efflux and gut metabolism, as 
the concentration of the drug in the enterocytes at any given time will be less to saturate the 
transporter (Varma et al., 2004). Strategies to improve both solubility and permeability 
should be worked out for these molecules, which may not be an easy task. However, 
obtaining this type of quality information will certainly improve drug design and help in 
optimizing candidates with "brick-like” properties. 
Borderline Class, 0.5 <Do <1 or 4.2×10-5 < Peff (rat) < 5.09×10-5 cm/sec 
In this region, bordered by the dashed lines of the four cutoff points, the predictions become 
more uncertain for drugs lying. Cimetidine which is supposed to be in class III, has been 
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classified in this region. All in all, 13 of 15 test drugs (87%) are correctly classified with 
respect to their rat Peff values, however, metoprolol, a drug with high permeability, was 
classified as a low permeability drug in the presented plot (False negative). Furthermore 
there are some more fundamental parameters describing oral drug absorption. These 
parameters include absorption number, dissolution number, absorption time and 
dissolution time (Varma et al., 2004). There is also an extra parameter named absorbable 
dose which was calculated to propose the absorption limiting steps in oral absorption of 
tested drugs. Three dimensionless parameters (Do, An and Dn) which were shown in Table 
3 can be used to qualitative classification of drugs. The four BCS classes of drugs were 
defined as below on the basis of these three parameters. For easy comparison Table 3 was 
set in which the dimensionless parameters for each class of drugs were compared. 
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Compound 

5.9 ± 0.2 250a 1000 a0.0012.5811784.976.5 0.01 3519359Antipyrine 
5.6 ± 2.0 90 a 33 a 0.0112.44302.1 81.1 0.65 109621Propranolol 
6.2 ± 0.6 200 a 0.01 a80.0 2.780.10 71.2 1915.238 Carbamazepine 
20 ± 2.2 400 a 0.01 a160.010.990.08 18.0 2249.7150 Ibuprofen 
9.6 ± 1.8 50 a 0.05 b4.0 4.810.50 41.1 395.8328 Ketoprofen 
11 ± 0.2 500 a 0.01 b200.05.980.10 33.1 1947.381 Naproxen 
7.9 ± 4.0 10 a 0.005 a8.0 3.790.04 52.1 4204.726 Piroxicam 
3.3 ± 1.5 100 a 1000 a0.00041.065917.4185.9 0.03 1448424Metoprolol 
3.3 ± 2.0 80 a 0.01 a32.0 1.030.09 190.6 2025.814 Furosemide 
4.8 ± 0.1 200 a 6 c 0.1331.9462.0 102.0 3.1 15841 Cimetidine 
1.6 ± 0.02 100 a 26.5 a0.0150.005242.6 36326.80.81 196 Atenolol 
2.2 ± 1.0 300 a 1000 a0.0010.418800.8480.6 0.02 560303Ranitidine 
2.0 ± 1.0 50 a 1 a 0.2000.2611.0 747.0 17.9 360 Hydrochlorothiazide

Table 3. Dose, solubility and calculated oral drug absorption parameters for tested 
compounds (Zakeri-Milani et al., 2009b) 
 

Solubility PermeabilityDimensionless  parametersClass
High High An↑*  Dn↑   Do↓ I 
Low High An↑  Dn↓   Do↑ II 
High Low An↓  Dn↑   Do↓ III 
Low Low An↓  Dn↓  Do↑ IV 

*symbols↓ and↑ represent low and high quantity for parameters 

Table 4. Qualitative classification of drugs based on dimensionless parameters 
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Condition Comments Examples Absorption 
limiting step 

Tdiss< 50 min 
Peff rat > 4.2×10-5 

Dabs >> Dose 

There is no limitation in drug 
absorption since all three 

parameters are in acceptable 
range. 

Antipyrine, 
Propranolol, 
Cimetidine 

No limited 

Tdiss > 199 min 
Peff rat > 4.2×10-5 

Dabs >> Dose 

Although solubility itself imparts 
to poor dissolution, the 

dissolution here mainly refers to 
particle size. The absolute 

bioavailability increases with 
increasing dose. 

Ketoprofen, 
Piroxicam 

Dissolution 
limited 

Tdiss > 199 min 
Peff rat > 4.2×10-5 

Dabs < Dose 

Solubility-limited absorption 
occurs mainly when a high dose 

saturates part of the gut. The 
absolute bioavailability does not 

increase with increasing dose. 

Ibuprofen, 
Carbamazepine

, 
Naproxen 

Solubility 
limited 

Tdiss< 50 min 
Peff rat < 4.2×10-5 

Dabs >> Dose 

This limiting step is considered 
for highly soluble drugs dosed in 

solutions: assume no 
precipitation occurs. The 

absolute bioavailability increases 
with increasing dose. 

Ranitidine, 
Atenolol, 

Metoprolol, 
Hydrochlorothi

azide 
 

Permeability 
limited 

Tdiss > 199 min 
Peff rat < 4.2×10-5 

Dabs < Dose 

Drug absorption is limited by all 
steps including solubility, 

permeability and dissolution 
Furosemide 

Dissolution-
permeability-

solubility-
limited 

Table 5. Absorption limiting steps and their corresponding conditions 

This classification is in accordance with quantitative classification model which was given in 
the first part of current section, i.e. all compounds lie in the same class as did in quantitative 
classification. For example atenolol with a Do = 0.015 (low), An = 0.005 (low) and Dn = 242 
(high) is classified in class III which is in agreement with above-mentioned QBCS. Again 
metoprolol with An of 1.06 lies in class III as it did before in quantitative model. However 
this is a false negative result, since it was known to have a high permeability belonging to 
class I. Another interesting aspect of using these dimensionless parameters is to determine 
the absorption limiting steps which was summarized as a framework in Table 5. As it was 
mentioned before, the mean small intestinal transit time was found to be 199 minutes with a 
standard deviation of 78 minutes (Yu, 1999, Zakeri-Milani et al., 2009b). This means that as a 
worst case, the small intestinal transit in some individuals may be only 43 minutes (mean 
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classified in this region. All in all, 13 of 15 test drugs (87%) are correctly classified with 
respect to their rat Peff values, however, metoprolol, a drug with high permeability, was 
classified as a low permeability drug in the presented plot (False negative). Furthermore 
there are some more fundamental parameters describing oral drug absorption. These 
parameters include absorption number, dissolution number, absorption time and 
dissolution time (Varma et al., 2004). There is also an extra parameter named absorbable 
dose which was calculated to propose the absorption limiting steps in oral absorption of 
tested drugs. Three dimensionless parameters (Do, An and Dn) which were shown in Table 
3 can be used to qualitative classification of drugs. The four BCS classes of drugs were 
defined as below on the basis of these three parameters. For easy comparison Table 3 was 
set in which the dimensionless parameters for each class of drugs were compared. 
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Table 3. Dose, solubility and calculated oral drug absorption parameters for tested 
compounds (Zakeri-Milani et al., 2009b) 
 

Solubility PermeabilityDimensionless  parametersClass
High High An↑*  Dn↑   Do↓ I 
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Condition Comments Examples Absorption 
limiting step 

Tdiss< 50 min 
Peff rat > 4.2×10-5 

Dabs >> Dose 

There is no limitation in drug 
absorption since all three 

parameters are in acceptable 
range. 

Antipyrine, 
Propranolol, 
Cimetidine 

No limited 

Tdiss > 199 min 
Peff rat > 4.2×10-5 

Dabs >> Dose 

Although solubility itself imparts 
to poor dissolution, the 

dissolution here mainly refers to 
particle size. The absolute 

bioavailability increases with 
increasing dose. 

Ketoprofen, 
Piroxicam 

Dissolution 
limited 

Tdiss > 199 min 
Peff rat > 4.2×10-5 

Dabs < Dose 

Solubility-limited absorption 
occurs mainly when a high dose 

saturates part of the gut. The 
absolute bioavailability does not 

increase with increasing dose. 

Ibuprofen, 
Carbamazepine

, 
Naproxen 

Solubility 
limited 

Tdiss< 50 min 
Peff rat < 4.2×10-5 

Dabs >> Dose 

This limiting step is considered 
for highly soluble drugs dosed in 

solutions: assume no 
precipitation occurs. The 

absolute bioavailability increases 
with increasing dose. 

Ranitidine, 
Atenolol, 

Metoprolol, 
Hydrochlorothi

azide 
 

Permeability 
limited 

Tdiss > 199 min 
Peff rat < 4.2×10-5 

Dabs < Dose 

Drug absorption is limited by all 
steps including solubility, 

permeability and dissolution 
Furosemide 

Dissolution-
permeability-

solubility-
limited 

Table 5. Absorption limiting steps and their corresponding conditions 

This classification is in accordance with quantitative classification model which was given in 
the first part of current section, i.e. all compounds lie in the same class as did in quantitative 
classification. For example atenolol with a Do = 0.015 (low), An = 0.005 (low) and Dn = 242 
(high) is classified in class III which is in agreement with above-mentioned QBCS. Again 
metoprolol with An of 1.06 lies in class III as it did before in quantitative model. However 
this is a false negative result, since it was known to have a high permeability belonging to 
class I. Another interesting aspect of using these dimensionless parameters is to determine 
the absorption limiting steps which was summarized as a framework in Table 5. As it was 
mentioned before, the mean small intestinal transit time was found to be 199 minutes with a 
standard deviation of 78 minutes (Yu, 1999, Zakeri-Milani et al., 2009b). This means that as a 
worst case, the small intestinal transit in some individuals may be only 43 minutes (mean 
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small intestinal transit time – 2 × standard deviation). The time of 50 minutes was used as a 
reference time of dissolution to determine if the dissolution is fast enough to permit 
complete dissolution in the small intestine (Yu, 1999). The Peff (rat) was set at 4.2×10-5 cm/sec 
which based on our correlations, corresponds to over 80% of dose absorbed. Table 3 
provides distinguishing conditions under which each limiting case occurs. Considering 
these conditions, antipyrine and propranolol meet the criteria for no-limited absorption. All 
of these three drugs belong to class I. However cimetidine a drug which was false positive 
in our previous quantitative and qualitative classification lies in no-limited class again. On 
the other hand based on dissolution time, permeability and absorbable dose for furosemide, 
a drug of class IV, its absorption would be limited by all three parameters. Therefore it takes 
place in the last class of Table 5. Furthermore drugs with low permeability which have a 
high absorbable dose and low dissolution time such as ranitidine and hydrochlorothiazide 
(class III), are classified in permeability-limited category. Finally the drugs of remaining 
class of BCS (class II) are divided in two groups based on their relative values of 
dimensionless parameters. All of these drugs have high dissolution time (Table 3), but 
regarding the absorbable dose, their absorption could be dissolution or solubility-limited. 
For instance, piroxicam and ketoprofen lie in dissolution-limited class, while naproxen is 
placed in solubility-limited category. According to obtained results and proposed 
classification for drugs, it is concluded that drugs could be categorized correctly based on 
dose number and their Peff values in rat model using SPIP technique. This classification 
enables us to remark defined characteristics for intestinal absorption of all four classes using 
suitable cutoff points for both dose number and rat effective intestinal permeability values. 
Therefore the classification of drugs using their intestinal permeability values in rats can 
help pharmaceutical companies to save a significant amount in development time and 
reduce costs. Moreover it could be as a regulatory tool to substitute in vivo bioequivalence 
(BE) studies by in vitro dissolution tests.  However this work relies on only 13 compounds 
which their Peff values in rat were measured and to confirm the proposed classification the 
larger data set is needed. 

12. Biopharmaceutical classification of drugs using intrinsic dissolution rate 
(IDR) and rat intestinal permeability 
The solubility and dissolution rate of active ingredients are of major importance in 
preformulation studies of pharmaceutical dosage forms (Valizadeh et al., 2007, Valizadeh et 
al., 2004, Barzegar-Jalali et al., 2006, Zakeri-Milani et al., 2009a). The formulation 
characteristics including shelf life, process behavior, and even the bioavailability are affected 
by physicochemical properties of drug molecules (Haleblian and McCrone, 1969). The 
intrinsic dissolution rate (IDR) has been used to characterize solid drugs for many years. For 
example it could be used to understand the relationship between the dissolution rate and 
crystalline form and also to study the effects of surfactants and pH on the solubilization of 
poorly soluble drugs (Amidon et al., 1982, Yu et al., 2004, Zakeri-Milani et al., 2009a).  IDR is 
generally defined as the dissolution rate of a pure drug substance under the condition of 
constant surface area, agitation or stirring speed, pH and ionic strength of the dissolution 
medium. The true intrinsic dissolution rate may be better described as the rate of mass 
transfer from the solid surface to the liquid phase. The apparatus for intrinsic dissolution 
testing was originally developed by John Wood which enables the calculation of the 
dissolution rate per centimeter squared of the intrinsic ingredients of pharmaceutical 
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products (Levy and Gumtow, 1963, Nelson, 1958). It has been suggested that it might be 
feasible to use IDR to classify drugs instead of solubility (Yu et al., 2004). The reason is that, 
just like permeability, IDR is a rate phenomenon instead of an equilibrium phenomenon. 
Therefore it might correlate better with in vivo drug dissolution rate than solubility, 
although for drugs having either extremely high or low dose, discrepancies may exist 
between the solubility and IDR methods  since dose is considered in the classification of 
solubility while intrinsic dissolution does not consider the effect of dose. In the present 
study the intrinsic dissolution rate and rat intestinal permeability (using SPIP technique) 
were measured for drugs with different physicochemical properties. The suitability of IDR-
permeability for biopharmaceutical classification of drugs was evaluated. 

13. Procedure of IDR measurement 
A quantity of 100 mg of each drug was compressed at an average compression force of 7.84 
MPa for 1 minute to make non-disintegrating compacts using die and punch with diameter 
of 6 mm. The surface area of the compacts was 0.2826 cm2. The improved method of wood et 
al was used for disk dissolution studies (Wood et al., 1965). Compacts were placed in a 
molten beeswax-mold in such a way that only one face could be in contact with dissolution 
medium. Dissolution study was conducted using USP II dissolution apparatus using 900mL 
of phosphate buffer (pH=6.8) at temperature of 37°C ± 1°C as the dissolution media with 
paddle rotating at 100 rpm. Samples were collected through 0.45-µm syringe filters over a 
period of 8 hours for low-soluble and 20 minutes for highly soluble drugs. Sampling time 
intervals were 30 min and 2 min respectively. All studies were carried out in triplicate. 
Absorbances were determined in triplicate using a UV-Vis spectrophotometer at the 
maximum absorbance wavelength for each active tested. The cumulative amount dissolved 
per surface unit of the compact was plotted against time for each vessel. The slope of the 
linear region (R2≥ 0.95) was taken as intrinsic dissolution rate. IDR is easily calculated by 

 G = (dw/dt)(1/S) = DCs/h  (25) 

where G is intrinsic dissolution rate (mg/min/cm2); dw is the change in drug dissolved 
(mg); dt is the change in time (minutes); S is the surface area of the compact (cm2); D is 
diffusion coefficient (cm2/sec); Cs is solubility (mg/cm3) and h is stagnant layer thickness 
(cm) (Zakeri-Milani et al., 2009a). 

14. Solubility studies 
Solubilities were determined in at least triplicates by equilibrating excess amount of drugs in 
phosphate buffer solutions (pH=6.8). The samples were kept in thermostated water bath at 
37°C and shaked at a rate of 150 rpm for 24 hours. The absorbances of filtered and suitably 
diluted samples were measured with an UV-VIS spectrophotometer at the maximum 
absorbance wavelength for each active tested. The solubilities were calculated using 
calibration curves determined for each drug (Zakeri-Milani et al., 2009a). Current BCS 
guidance defines an API as “highly soluble” when the highest dose recommended is soluble 
in 250 mL or less of aqueous media over the pH range of 1.2 to 7.5 (Gupta et al., 2006). 
However the pH 6.8 is scientifically justified over pH 7.4 (Gupta et al., 2006). In order to set 
a condition for BCS classification of compounds and since small intestine is the major site for 
drug absorption, where the pH is about 6.8, IDR measurements were conducted in pH 6.8. 
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small intestinal transit time – 2 × standard deviation). The time of 50 minutes was used as a 
reference time of dissolution to determine if the dissolution is fast enough to permit 
complete dissolution in the small intestine (Yu, 1999). The Peff (rat) was set at 4.2×10-5 cm/sec 
which based on our correlations, corresponds to over 80% of dose absorbed. Table 3 
provides distinguishing conditions under which each limiting case occurs. Considering 
these conditions, antipyrine and propranolol meet the criteria for no-limited absorption. All 
of these three drugs belong to class I. However cimetidine a drug which was false positive 
in our previous quantitative and qualitative classification lies in no-limited class again. On 
the other hand based on dissolution time, permeability and absorbable dose for furosemide, 
a drug of class IV, its absorption would be limited by all three parameters. Therefore it takes 
place in the last class of Table 5. Furthermore drugs with low permeability which have a 
high absorbable dose and low dissolution time such as ranitidine and hydrochlorothiazide 
(class III), are classified in permeability-limited category. Finally the drugs of remaining 
class of BCS (class II) are divided in two groups based on their relative values of 
dimensionless parameters. All of these drugs have high dissolution time (Table 3), but 
regarding the absorbable dose, their absorption could be dissolution or solubility-limited. 
For instance, piroxicam and ketoprofen lie in dissolution-limited class, while naproxen is 
placed in solubility-limited category. According to obtained results and proposed 
classification for drugs, it is concluded that drugs could be categorized correctly based on 
dose number and their Peff values in rat model using SPIP technique. This classification 
enables us to remark defined characteristics for intestinal absorption of all four classes using 
suitable cutoff points for both dose number and rat effective intestinal permeability values. 
Therefore the classification of drugs using their intestinal permeability values in rats can 
help pharmaceutical companies to save a significant amount in development time and 
reduce costs. Moreover it could be as a regulatory tool to substitute in vivo bioequivalence 
(BE) studies by in vitro dissolution tests.  However this work relies on only 13 compounds 
which their Peff values in rat were measured and to confirm the proposed classification the 
larger data set is needed. 
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The solubility and dissolution rate of active ingredients are of major importance in 
preformulation studies of pharmaceutical dosage forms (Valizadeh et al., 2007, Valizadeh et 
al., 2004, Barzegar-Jalali et al., 2006, Zakeri-Milani et al., 2009a). The formulation 
characteristics including shelf life, process behavior, and even the bioavailability are affected 
by physicochemical properties of drug molecules (Haleblian and McCrone, 1969). The 
intrinsic dissolution rate (IDR) has been used to characterize solid drugs for many years. For 
example it could be used to understand the relationship between the dissolution rate and 
crystalline form and also to study the effects of surfactants and pH on the solubilization of 
poorly soluble drugs (Amidon et al., 1982, Yu et al., 2004, Zakeri-Milani et al., 2009a).  IDR is 
generally defined as the dissolution rate of a pure drug substance under the condition of 
constant surface area, agitation or stirring speed, pH and ionic strength of the dissolution 
medium. The true intrinsic dissolution rate may be better described as the rate of mass 
transfer from the solid surface to the liquid phase. The apparatus for intrinsic dissolution 
testing was originally developed by John Wood which enables the calculation of the 
dissolution rate per centimeter squared of the intrinsic ingredients of pharmaceutical 

Mass Transfer Phenomena and Biological Membranes 

 

613 

products (Levy and Gumtow, 1963, Nelson, 1958). It has been suggested that it might be 
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13. Procedure of IDR measurement 
A quantity of 100 mg of each drug was compressed at an average compression force of 7.84 
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 G = (dw/dt)(1/S) = DCs/h  (25) 

where G is intrinsic dissolution rate (mg/min/cm2); dw is the change in drug dissolved 
(mg); dt is the change in time (minutes); S is the surface area of the compact (cm2); D is 
diffusion coefficient (cm2/sec); Cs is solubility (mg/cm3) and h is stagnant layer thickness 
(cm) (Zakeri-Milani et al., 2009a). 

14. Solubility studies 
Solubilities were determined in at least triplicates by equilibrating excess amount of drugs in 
phosphate buffer solutions (pH=6.8). The samples were kept in thermostated water bath at 
37°C and shaked at a rate of 150 rpm for 24 hours. The absorbances of filtered and suitably 
diluted samples were measured with an UV-VIS spectrophotometer at the maximum 
absorbance wavelength for each active tested. The solubilities were calculated using 
calibration curves determined for each drug (Zakeri-Milani et al., 2009a). Current BCS 
guidance defines an API as “highly soluble” when the highest dose recommended is soluble 
in 250 mL or less of aqueous media over the pH range of 1.2 to 7.5 (Gupta et al., 2006). 
However the pH 6.8 is scientifically justified over pH 7.4 (Gupta et al., 2006). In order to set 
a condition for BCS classification of compounds and since small intestine is the major site for 
drug absorption, where the pH is about 6.8, IDR measurements were conducted in pH 6.8. 
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The presence of sink condition in dissolution medium during the experiment is upholded by 
comparison of the final concentration of drugs and their solubility in dissolution medium. 
Classification of tested drugs based on their intestinal permeability and IDR for human and 
rat is shown in Fig. 9 and Fig. 10 respectively. Drugs are scientifically identified based on 
their solubility and human intestinal permeability. Since human intestinal permeability 
could be predicted with precise using the rat effective permeability values, the same 
classification can be constructed utilizing the solubility and rat intestinal permeability 
values. IDR is a parameter which could be used easily to characterize the pure drug 
substance. The determination of this parameter allows labs to screen experimental drug 
formulations and to understand their behavior under different bio-physical conditions. 
Table 6 shows the obtained solubility and IDR values in the present work for tested drugs. 
 

Drug class 

Wavelength 
(nm) 

Solubility 
(mg/l) 

IDR
(mg 
cm-2 

min-1)This 
work*

This 
work** BCSBDDCSDissolution 

based 

Compound 

243 683271.656.79I I I I I Antipyrin 
274 779580.834.64I III I I I Metoprolol 
288 71797.1716.596I I I I II Propranolol 
274 71602.6416.192I I I I I Verapamil 
261 2121.80 0.6348II II I I II Ketoprofen 
262 1604.45 0.388II II II II II Naproxen 
285 164.59 0.0355II II II II IV Carbamazepine 
222 1315.41 0.2844II II II II - Ibuprofen 
353 157.64 0.0739II II II II - Piroxicam 
224 16868.143.449III III III III III Atenolol 
219 46276.68 7.2 III III III III - Cimetidine 
228 >1000000 42.18III III III III III Ranitidine 
277 1464.42 0.58 IV IV IV IV IV Furosemide 

* proposed class based on IDR and human intestinal permeability 
 **proposed class based on IDR and rat intestinal permeability 

Table 6. Experimental wavelength, Solubility, intrinsic dissolution rate (IDR), and respective 
class of tested compounds using different approaches 

The IDR results on tested drugs are in agreement with previously reported values (Yu et al., 
2004). In the present study the obtained rat Peff values showed a high correlation (R2=0.93, 
P<0.0001) with human Peff data for passively absorbed compounds confirming the validity 
of our procedure (Zakeri-Milani et al., 2007). It was found that a strong correlation was 
observed between rat permeability data and fraction of oral dose absorbed in human (R2= 

Mass Transfer Phenomena and Biological Membranes 

 

615 

0.91, P<0.0001). The same correlation for human intestinal permeability data and fraction of 
oral dose absorbed gives a lower correlation coefficient (R2= 0.81, P<0.0001). However 
according to obtained equations, the permeabilities of 0.0000509 and 0.000047 cm/sec in rat 
and human respectively corresponds to Fa=85% which are set as cut-off points for highly 
permeable drugs. On the other hand, IDR correlates with the BCS solubility classification 
with 1-2 mg/min/cm2 as a class boundary. It is seen that antipyrin, ranitidine and 
metoprolol with IDRs of 56.79, 42.18 and 34.64 mg/cm2/min respectively have the higher 
values in comparison to others whereas carbamazepine and piroxicam have the lowest 
intrinsic dissolution rate in the series (IDR=0.035 and 0.07 mg/cm2/min respectively). This 
order is almost the same for solubility of mentioned drugs. However in the case of 
permeability this arrangement is not expected. The reason is that the investigated drugs 
belong to all four biopharmaceutical classes. That means a drug with high IDR value may 
belong to high or low permeability classes. In the present study passively absorbed drugs 
are classified based on their intrinsic dissolution rates and human intestinal permeability 
values (Zakeri-Milani et al., 2009a).. IDR was expected to correlate more closely with in vivo 
dissolution dynamics of drug than solubility. Therefore it could be used to correct 
assignment of a drug to a specific BCS class. This classification is presented in Fig 9 and Fig 
10 (Zakeri-Milani et al., 2009a).  
 

 
Fig. 9. Classification of tested drugs based on their human intestinal permeability and IDR 

Based on this classification, drugs are placed in four explicitly defined categories (I-IV) 
which are made by intersections of dashed lines drawn at the cutoff points for permeability 
and IDR. These classes are characterized as below: 
Class I: Peff,rat > 5× 10-5 (cm/sec)   or Peff,human > 4.7× 10-5 (cm/sec)  ,  IDR > 2 (mg/min/cm2) 
Examples of the compounds of this category include propranolol, metoprolol, verapamil 
and antipyrin which exhibit a high dissolution and absorption. However according to 
intestinal permeability estimates in rat, metoprolol is assigned in class III. 
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Fig. 10. Classification of tested drugs based on their rat intestinal permeability and IDR 

Class II: Peff,rat > 5× 10-5 (cm/sec)   or Peff,human > 4.7× 10-5 (cm/sec),  IDR < 1 (mg/min/cm2) 
Drugs like ketoprofen, naproxen, piroxicam, ibuprofen and carbamazepine are included in 
this category. Class II drugs have a high absorption but a low dissolution therefore 
absorption is limited primarily by drug dissolution in the gastrointestinal tract (Amidon et 
al., 1995). 
Class III: Peff,rat < 5× 10-5 (cm/sec)   or Peff,human < 4.7× 10-5 (cm/sec)  ,  IDR > 2 (mg/min/cm2) 
Class III drugs, have high dissolution and low absorption. In vivo permeability is rate 
limiting step for drug absorption . Examples are atenolol, ranitidine and cimetidine.  
Class IV: Peff,rat < 5× 10-5 (cm/sec)   or Peff,human < 4.7× 10-5 (cm/sec) ,  IDR < 1 (mg/min/cm2) 
 
Furosemide is an example of drugs of this category which exhibit a lot of problems for 
effective oral administration. From the obtained results it is provided that the presented 
classification based on IDR and human intestinal permeability of drugs is in high agreement 
with previously introduced classification and most of the compounds are placed in correct 
categories they belong to (Amidon et al., 1995). Although using the rat intestinal 
permeability values instead of human intestinal permeability, metoprolol was almost 
misclassified, considering non-feasibility of using human in intestinal perfusion studies, 
which is the major difficulty in assigning drugs to BCS classes, it may be suggested that 
determined intestinal permeability of drugs in rats could be used as a criterion for 
biopharmaceutical classification of compounds. On the other hand,  it was proposed that a 
biopharmaceutics drug disposition classification system (BDDCS) based on extent of drug 
metabolism could provide an alternative simple method to assign drugs in class I for a 
waiver of in vivo bioequivalence studies (Takagi et al., 2006, Benet et al., 2008, Wu and 
Benet, 2005). According to this classification highly metabolized drugs exhibit high 
permeability. Therefore a drug is considered to be class I if it is highly soluble and highly 
metabolized. However this definition excludes drugs that have high absorption but are 
excreted unchanged in to bile and urine (Takagi et al., 2006). Comparison of our results with 
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BDDCS classification (≥50% being defined as extensive metabolism) of drugs (Wu and 
Benet, 2005) shows high agreement (92% and 85% using human and rat intestinal 
permeability respectively) in classification of tested compounds (Table 6). Another 
classification system namely dissolution-based classification was developed by 
Papadopoulou et al (Papadopoulou et al., 2008) using mean intestinal transit time (MITT), 
mean dissolution time (MDT) and mean absorption time (MAT). The comparison of this 
classification with our results is also shown in Table 6. However in dissolution-based 
classification propranolol and carbamazepine are classifies as class II and class IV drugs 
respectively which are expected to be assigned in class I and II respectively as was shown in 
other classifications in Table 6. It seems that the presented classification could be used to 
waive in vivo bioavailability and bioequivalence studies for immediate release solid oral 
dosage forms which allows pharmaceutical companies to forego clinical bioequivalence 
studies, if their drug product meets the required specification. However at the time being, 
our attempt is to introduce some thermodynamic parameters as a surrogate for permeability 
measurements. 
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1. Introduction 
Drying is the most widespread heat and mass transport process with applications in several 
engineering areas and to a wide range of industrial and agricultural products, including 
grains and seeds. Wet granular materials are usually dried by forced convection using a hot 
air ow through a packed bed. Besides the low capital cost and low maintenance cost, 
packed bed dryers have some advantages in relation to moving bed dryers. For instance, the 
equipment is of simple operation, requiring no additional energy expense to move the solid 
particles throughout the bed, and minimizing the mechanical damages to the material. 
Moreover, investigations into packed bed dryers become increasingly important to obtain 
information on fluid-particle interactions, because this type of dryer provides the base for 
better understanding the simultaneous phenomena of heat and mass transfer which occur 
inside each particle in the bed, and the transfer phenomenon between solid and fluid phases 
of the packed bed, this being a mixture of dried granulated material and air. 
The studies on transport phenomena that occur during drying of different particulate 
materials are not only of technological interest because of the numerous industrial 
applications, but also of scientific interest because of the material complexity. Within this 
context, beds of shrinking particles offer important challenges for the analysis of 
simultaneous heat and mass transfer during drying. A type of shrinking particle includes 
basically two separated regions: a gel-based coating, which has a highly deformable porous 
structure, and a wet core, which consists of liquid and solid. Gel-coated particles undergo 
significant shrinkage during moisture removal, which leads to changes in both the size and 
shape of the solid, modifying the structural properties of the particulate bed, thus affecting 
the fluid-particle interaction. The complexity increases as the extent of shrinkage is also 
process dependent. That is the result of the moisture gradient in the product, which, in turn, 
induces stresses and, thus, mechanical deformation (Eichler et al., 1997).  
A scientific understanding of heat and mass transfer in drying of deformable porous media 
and the role of shrinkage phenomenon is required for a more rational design and 
optimization of drying operating conditions. In this sense, mathematical modelling is very 
important. A large variety of models has been developed to describe the heat and mass 
transfer inside deep bed dryers. Comprehensive reviews of these models and simulation 
methods are available in the literature (Brooker et al., 1992; Cenkowski et al., 1993). 
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The mathematical models traditionally applied to describe packed bed drying of solid 
particles are based on principles of mass and energy conservation for the gaseous and solid 
phases in a controlled volume in conjunction with constitutive equations for 
thermodynamics equilibrium and heat and mass transfer between the phases. 
Unfortunately, one of the most common oversights in the so-called two-phase models is to 
neglect the shrinkage phenomenon as well as the changes induced in structural properties of 
the particulate bed. However, it should be pointed out that the drying of deformable 
particles is a problem of significant difference from other drying processes involving rigid 
particulate material, for which the aforementioned assumptions are valid. As a result, efforts 
have been directed to characterize physical changes in different materials during drying 
(Koç et al., 2008; Mayor & Sereno, 2004) as well as to adequate models of packed bed dryers 
to simulate heat and mass transfer in a deformable porous medium (Prado & Sartori, 2008; 
Bialobrzewski et al., 2008; Mihoubi & Bellagi, 2008; Kowalski et al., 2007), so that particle-
fluid interactions can be understood and drying optimized. Such investigations are 
important for the development of more efficient dryers, once they could lead to reductions 
in energy consumption when it comes to air flow requirements for materials that present 
higher bulk porosity upon shrinkage. 
One of the most important parameters required in a drying model is the mass transfer 
coefficient, which expresses the inverse of a resistance to water transfer from the solid to a 
drying medium (Zanoelo et al., 2007). Although numerous investigations have been 
performed for measuring and correlating this parameter in packed beds (Geankoplis, 1993; 
Krokida et al. 2002), the changes in shape, dimension and solid structure of deformable 
particles yield to a particular system where the available coefcients of mass transfer are not 
suitable to reproduce mass loss during drying of the material. The shrinkage phenomenon 
affects the length of the diffusion path in dried material, which influences the moisture 
diffusion coefficient of the material and, as result, influences the drying rate (Bialobrzewski 
et al., 2008). As a consequence, any attempt to simulate and optimise the operation of drying 
of shrinking particles requires an experimental investigation that aims to obtain the mass 
transfer coefcient involved in this operation. Knowledge of the shrinkage mechanism, and 
of the influence of the process variables on shrinkage, improves the understanding of drying 
kinetics (Hashemi et al., 2009; Bialobrzewski et al., 2008). 
The objective of this chapter is to provide comprehensive information on theoretical-
experimental analysis of coupled heat and mass transfer in packed bed drying of shrinking 
particles. The modelling of the physical problem is first presented and, then the factors that 
influence its simulation are discussed. The focus is on the shrinkage phenomenon and its 
effects on the heat and mass transport coefficients. Finally, the validity of the model to 
predict the bed displacement and the evolution of moisture content and temperature in fluid 
and solid phases throughout the granular bed during convective drying is confirmed by 
using sets of data available for the drying of two deformable porous media, a packing of 
mucilaginous seeds and a packing of seeds having artificial gel coating.  

2. Mathematical modelling 
The physical problem under consideration is illustrated in Figure 1, in which a drying fluid 
flowing upward percolates a packed bed of gel-coated seeds. The detail of a volume element 
extracted from the packed bed shows that part of this element is composed of solid 
particulate material, whereas the remaining void space is occupied by the fluid phase. 
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Interactions between the solid and fluid phases by heat and mass transfer occur 
simultaneously during drying. 
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Table 1. Model equations (Partial differential equations system) 
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For a complete description of the process, a two-phase model taking into account the effects 
of bed shrinkage and moisture content on the physical properties is applied. Other 
assumptions adopted include: the air flow is one-dimensional with uniform distributions of 
velocity, humidity and temperature in the cross section of the bed; heat losses through dryer 
walls are negligible; the fluid-solid heat transfer in the packed bed is predominantly 
convective; and heat and mass transport is one-dimensional. The resulting system of 
coupled differential equations describing the mass and energy conservation balances for the 
solid phase and the fluid phase are summarized in the Table 1. 
The model equations were written in Lagrangian formulation to incorporate the movement 
of bed contraction. The dimensionless moving coordinate system, ξ, is related to the spatial 
coordinate, z, by the following equation (Ratti & Mujumdar, 1995): 

 0b b
b

b b0

Vdz d d S d
V

ρ
= ξ = ξ = ξ
ρ

 (7) 

The solution of the mathematical model requires knowledge of the shinkage and interphase 
transport parameters, which are analytically examined in the following sections.  

3. Shrinkage 
3.1 General aspects 
Shrinkage is a physical phenomenon which tends to occur simultaneously with heat and 
mass transfer in the drying process. In biological materials it occurs when the viscoelastic 
matrix contracts into the space previously occupied by the water removed from the cells 
(Aguilera, 2003). Shrinkage is macroscopically characterized by a reduction in volume or 
area due to evaporation of moisture contained in the solid. According to Mayor & Sereno 
(2004), heating and water loss cause stresses in the cellular structure of the material and lead 
to changes in shape and decrease in dimensions.  
In deformable porous media, shrinkage or bed displacement can occur as a result of these 
changes in particles size and shape, and also due to gradients of moisture content generated 
inside the packed bed.  
This phenomenon cannot be ignored for modelling of the drying process, especially for beds 
of particles with high initial moisture content. Besides the high moisture content, some 
particles have natural or artificial coating with gel characteristics. Due to the highly 
deformable polymeric structure of gels, these particles suffer changes in their original 
dimensions and shape during moisture removal, modifying the thickness and physical 
properties of the packed bed, as well as the heat and mass exchange area, thus affecting the 
drying process. However, the influence of shrinkage on heat and mass transfer in the drying 
of packed beds needs to be better clarified. 
Recent experimental and theoretical studies have demonstrated the importance of 
considering shrinkage for a more realistic analysis of drying phenomena, but most of these 
studies are concentrated on single particles of food such as fruit and vegetables (Chemkhi et 
al., 2005; Wang & Brennan, 1995). There are few works reported in the literature on 
shrinkage of particulate food in bulk (Ratti, 1994) and even less on bulk shrinkage of seeds 
(Lang et al., 1993). 
The quantification of the shrinkage phenomenon as well as of the changes induced in 
structural parameters of the granular bed is essential for accurate simulation and 
interpretation of heat and mass transfer phenomena during drying. 
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3.2 Experimental measurement 
Volume changes in individual particles have been evaluated by picnometric techniques and 
geometric measurements using micrometers. Image analysis has also been used to measure 
the shrinkage of different materials. These techniques are briefly reviewed in the following 
paragraphs. 
The dimensions method has been commonly used (Burmester & Eggers, 2010; Batista et al., 
2007; Dissa et al.; 2008) to quantify the changes in apparent volume of samples, by averaging 
a number of dimensions measurements with micrometers or paquimeters, assuming known 
geometries. Surface area changes can also be evaluated from geometric measurements and 
by calculating the approximate surface area of the equivalent sphere, i.e., a sphere that has 
the same volume as the real particle (Suzuki et al., 1976; Ratti, 1994; Ochoa et al., 2007). This 
method can only be applied if the initial solid geometry was maintained during drying. 
When the shrinkage is accompanied by deformations, the use of volumetric displacement 
methods (buoyant forces) is recommended to determine the volume changes of material 
(Suzuki et al., 1976; Lozano et al., 1983; Ratti, 1994; Arnosti Jr. et al., 2000; Zielinska & 
Markowski, 2010; Ochoa et al., 2007).  
Volumetric displacement methods have been used by many researchers to determine the 
apparent volume of different solid materials. Among these, the liquid pycnometric 
technique is the simplest, and it involves the immersion of the sample in a container of 
known liquid volume (generally water, hexane or toluene). The apparent volume of sample 
is determined by measuring the liquid volume displacement. In order to avoid absorption of 
liquid by the sample, thus ensuring measurement of its apparent volume, an impermeable 
coating is applied to the solid surface (Aviara et al., 1999).  
The use of gas stereopycnometer has been widely spread to determine the true solid 
volume, which excludes open pore volume (Prado, 2004; Zogzas et al., 1994). However, the 
measured volume includes a portion of pore spaces inside the solid that are inaccessible to 
the gas (Chang, 1988). 
Image analysis has become one of the most common techniques for shrinkage evaluation. It is 
a non-destructive method that allows continuous measurement of important parameters 
during drying such as area, perimeter, major and minor axis length, Feret diameter, elongation 
and roundness (Prado & Sartori, 2008; Yadollahinia & Jahangiri, 2009; Ramos et al., 2010). 
The shrinkage of granular beds has been determined from vertical bed displacement, which 
can be measured with a linear potentiometer (Lang et al., 1993). 

3.3 Experimental and theoretical approaches 
Different approaches for shrinkage are found in the literature. The theoretical one involves 
mechanical laws, in which material stresses and deformations during drying are taken into 
account. In the experimental one, studies aim to quantify the dependence of materials 
volume as a function of their moisture content. 
The theoretical approach was used for some researchers (Shishido et al., 1986; Towner, 1987) 
in soil and polymers drying. However, its application to foodstuffs is extremely complex, 
due to the cellular and multiphase nature of the system and to the necessity of knowing the 
structure and mechanical and viscoelastic properties of each system phase as well as their 
variations with moisture content and temperature (Crapiste et al., 1988; Ratti, 1994). 
Therefore, the most widely used approach for studying food shrinkage is the experimental. 
In this approach, the shrinkage coefcient (Sb) is obtained from experimental data according 
to the ratio between the sample volume at a drying time t and the initial volume of the 
sample. Changes in Sb with respect to the moisture content  constitute the shrinkage curve.  
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For a complete description of the process, a two-phase model taking into account the effects 
of bed shrinkage and moisture content on the physical properties is applied. Other 
assumptions adopted include: the air flow is one-dimensional with uniform distributions of 
velocity, humidity and temperature in the cross section of the bed; heat losses through dryer 
walls are negligible; the fluid-solid heat transfer in the packed bed is predominantly 
convective; and heat and mass transport is one-dimensional. The resulting system of 
coupled differential equations describing the mass and energy conservation balances for the 
solid phase and the fluid phase are summarized in the Table 1. 
The model equations were written in Lagrangian formulation to incorporate the movement 
of bed contraction. The dimensionless moving coordinate system, ξ, is related to the spatial 
coordinate, z, by the following equation (Ratti & Mujumdar, 1995): 
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The solution of the mathematical model requires knowledge of the shinkage and interphase 
transport parameters, which are analytically examined in the following sections.  

3. Shrinkage 
3.1 General aspects 
Shrinkage is a physical phenomenon which tends to occur simultaneously with heat and 
mass transfer in the drying process. In biological materials it occurs when the viscoelastic 
matrix contracts into the space previously occupied by the water removed from the cells 
(Aguilera, 2003). Shrinkage is macroscopically characterized by a reduction in volume or 
area due to evaporation of moisture contained in the solid. According to Mayor & Sereno 
(2004), heating and water loss cause stresses in the cellular structure of the material and lead 
to changes in shape and decrease in dimensions.  
In deformable porous media, shrinkage or bed displacement can occur as a result of these 
changes in particles size and shape, and also due to gradients of moisture content generated 
inside the packed bed.  
This phenomenon cannot be ignored for modelling of the drying process, especially for beds 
of particles with high initial moisture content. Besides the high moisture content, some 
particles have natural or artificial coating with gel characteristics. Due to the highly 
deformable polymeric structure of gels, these particles suffer changes in their original 
dimensions and shape during moisture removal, modifying the thickness and physical 
properties of the packed bed, as well as the heat and mass exchange area, thus affecting the 
drying process. However, the influence of shrinkage on heat and mass transfer in the drying 
of packed beds needs to be better clarified. 
Recent experimental and theoretical studies have demonstrated the importance of 
considering shrinkage for a more realistic analysis of drying phenomena, but most of these 
studies are concentrated on single particles of food such as fruit and vegetables (Chemkhi et 
al., 2005; Wang & Brennan, 1995). There are few works reported in the literature on 
shrinkage of particulate food in bulk (Ratti, 1994) and even less on bulk shrinkage of seeds 
(Lang et al., 1993). 
The quantification of the shrinkage phenomenon as well as of the changes induced in 
structural parameters of the granular bed is essential for accurate simulation and 
interpretation of heat and mass transfer phenomena during drying. 
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3.2 Experimental measurement 
Volume changes in individual particles have been evaluated by picnometric techniques and 
geometric measurements using micrometers. Image analysis has also been used to measure 
the shrinkage of different materials. These techniques are briefly reviewed in the following 
paragraphs. 
The dimensions method has been commonly used (Burmester & Eggers, 2010; Batista et al., 
2007; Dissa et al.; 2008) to quantify the changes in apparent volume of samples, by averaging 
a number of dimensions measurements with micrometers or paquimeters, assuming known 
geometries. Surface area changes can also be evaluated from geometric measurements and 
by calculating the approximate surface area of the equivalent sphere, i.e., a sphere that has 
the same volume as the real particle (Suzuki et al., 1976; Ratti, 1994; Ochoa et al., 2007). This 
method can only be applied if the initial solid geometry was maintained during drying. 
When the shrinkage is accompanied by deformations, the use of volumetric displacement 
methods (buoyant forces) is recommended to determine the volume changes of material 
(Suzuki et al., 1976; Lozano et al., 1983; Ratti, 1994; Arnosti Jr. et al., 2000; Zielinska & 
Markowski, 2010; Ochoa et al., 2007).  
Volumetric displacement methods have been used by many researchers to determine the 
apparent volume of different solid materials. Among these, the liquid pycnometric 
technique is the simplest, and it involves the immersion of the sample in a container of 
known liquid volume (generally water, hexane or toluene). The apparent volume of sample 
is determined by measuring the liquid volume displacement. In order to avoid absorption of 
liquid by the sample, thus ensuring measurement of its apparent volume, an impermeable 
coating is applied to the solid surface (Aviara et al., 1999).  
The use of gas stereopycnometer has been widely spread to determine the true solid 
volume, which excludes open pore volume (Prado, 2004; Zogzas et al., 1994). However, the 
measured volume includes a portion of pore spaces inside the solid that are inaccessible to 
the gas (Chang, 1988). 
Image analysis has become one of the most common techniques for shrinkage evaluation. It is 
a non-destructive method that allows continuous measurement of important parameters 
during drying such as area, perimeter, major and minor axis length, Feret diameter, elongation 
and roundness (Prado & Sartori, 2008; Yadollahinia & Jahangiri, 2009; Ramos et al., 2010). 
The shrinkage of granular beds has been determined from vertical bed displacement, which 
can be measured with a linear potentiometer (Lang et al., 1993). 

3.3 Experimental and theoretical approaches 
Different approaches for shrinkage are found in the literature. The theoretical one involves 
mechanical laws, in which material stresses and deformations during drying are taken into 
account. In the experimental one, studies aim to quantify the dependence of materials 
volume as a function of their moisture content. 
The theoretical approach was used for some researchers (Shishido et al., 1986; Towner, 1987) 
in soil and polymers drying. However, its application to foodstuffs is extremely complex, 
due to the cellular and multiphase nature of the system and to the necessity of knowing the 
structure and mechanical and viscoelastic properties of each system phase as well as their 
variations with moisture content and temperature (Crapiste et al., 1988; Ratti, 1994). 
Therefore, the most widely used approach for studying food shrinkage is the experimental. 
In this approach, the shrinkage coefcient (Sb) is obtained from experimental data according 
to the ratio between the sample volume at a drying time t and the initial volume of the 
sample. Changes in Sb with respect to the moisture content  constitute the shrinkage curve.  
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Empirical and theoretical models have been developed to describe the shrinkage behavior of 
individual particles during drying. In both models, shrinkage has been correlated linearly 
and non-linearly to moisture content.  
In theoretical models, the prediction of changes in volume is based on mass and volume 
conservation laws assuming, in most cases, additivity of the volumes of the different phases 
in the system (Mayor & Sereno, 2004).  
Suzuki et al. (1976) measured the shrinkage of root vegetables that occurred during drying. 
They attempted to correlate the experimental data with three postulated models; uniform 
drying, core drying and semicore drying. In the uniform drying model, shrinkage is 
assumed to be equal to the volume of the water lost by evaporation during all stages of 
drying. This model results in two equations. The first requires equilibrium moisture content 
and bulk density, while the second requires the initial moisture. 
Based on the laws of mixtures, Sokhansanj & Lang (1996) developed the following two 
equations to describe the contraction of solid volume, excluding the interparticle volume, 
and the reduction in grain apparent volumes, respectively, as functions of moisture content: 
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where, Vs and Vs0 are the volumes of solid grain matrix, Vb and Vb0 are the volumes of 
particles corresponding to wet basis moisture contents at a certain time (X) and initial time 
(X0), respectively, and η is the relative specific mass of the dry solid which is considered 
constant for each grain.  
For the solid matrix, Equation 8 is based on the hypothesis of the additivity of volumes of 
water and solids, assuming that the volume of air in pores is negligible. In other words, the 
shrinkage is considered to be equal to the volume of the evaporated water at each period of 
time during drying. This model has been used for grain kernels, fruit, vegetables and gel-
like products by several authors (Zogzas et al., 1994, Krokida & Maroulis, 1997; Arrieche & 
Sartori, 2004). The model developed for individual particles, Equation (9), taking into 
account variations of the porosity during the drying process, is particularly interesting, as it 
can be extended to describe shrinkage behavior of packed beds. 
Although there are theoretical models providing physical interpretation for the shrinkage 
phenomenon, most researchers (Zielinska & Markowski, 2010; Ramos et al., 2010; Ochoa et 
al., 2007; Prado et al., 2006; Arnosti Jr. et al., 2000; Ratti, 1994; Lozano et al., 1983) have used 
empirical equations to represent the changes in volume and surface area as functions of 
moisture content. This is because empirical models allow the prediction of shrinkage 
without requiring the knowledge of physical properties, such as porosity which is not 
usually available. 

3.4 Experimental shrinkage behavior of individual particles and porous media 
To obtain an in-depth understanding of porous bed shrinkage during drying, first, it is 
necessary to begin with a complete characterization of shrinkage of individual particles, not 
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only in terms of reduced dimensional change in volume, area or thickness, but also of the 
changes induced in porosity, true and apparent densities, which are clearly dependent upon 
variations in moisture content. Then, the behavior of deformable porous media is evaluated 
and related to the characteristics of their individual particles. In order to examine this 
relationship, experimental data available for thin and deep beds of mucilaginous and gel-
coated seeds were chosen to be presented to fulfill the necessities of the present section. 
Besides the arrangement of particles in the dryer, as single or deep beds, other factors such 
as volume of water removed and drying conditions affect the magnitude of shrinkage. These 
factors are also examined in the following paragraphs.  

3.4.1 Effect of packing on shrinkage 
Information on the shrinkage of papaya seeds both in bulk and as individual particles is 
presented in Figure 2. The magnitude of shrinkage was significantly affected by the packing 
of particles. More specifically, the shrinkage coefficient during drying of deep bed of papaya 
seeds was significantly lower than that of individual seeds arranged in a single layer 
through which air flows in forced convection. Besides the reduction in particle size, the 
contraction of the bed porous also appears to be affected by the changes observed in particle 
shape. Such changes cause a rearrangement of particles within the bed, defining a void 
space between the particles and, thus leading to a stable packing conformation. 
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Fig. 2. Volume shrinkage coefficient (Sb) as a function of dimensionless moisture content 
(XR), for mucilaginous seeds in bulk and as individual particles 

3.4.2 Effect of volume of removed water 
In the case of deformable media, there is a balance during moisture removal between 
volume change, density and porosity. In order to know whether the loss in moisture content 
is converted into volume reduction or into porosity increase, the magnitude of particle 
shrinkage is usually plotted against normalized volume of water removed (Figure 3). The 
volume contraction of papaya seeds both in deep bed and as individual particles was lower 
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Empirical and theoretical models have been developed to describe the shrinkage behavior of 
individual particles during drying. In both models, shrinkage has been correlated linearly 
and non-linearly to moisture content.  
In theoretical models, the prediction of changes in volume is based on mass and volume 
conservation laws assuming, in most cases, additivity of the volumes of the different phases 
in the system (Mayor & Sereno, 2004).  
Suzuki et al. (1976) measured the shrinkage of root vegetables that occurred during drying. 
They attempted to correlate the experimental data with three postulated models; uniform 
drying, core drying and semicore drying. In the uniform drying model, shrinkage is 
assumed to be equal to the volume of the water lost by evaporation during all stages of 
drying. This model results in two equations. The first requires equilibrium moisture content 
and bulk density, while the second requires the initial moisture. 
Based on the laws of mixtures, Sokhansanj & Lang (1996) developed the following two 
equations to describe the contraction of solid volume, excluding the interparticle volume, 
and the reduction in grain apparent volumes, respectively, as functions of moisture content: 
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where, Vs and Vs0 are the volumes of solid grain matrix, Vb and Vb0 are the volumes of 
particles corresponding to wet basis moisture contents at a certain time (X) and initial time 
(X0), respectively, and η is the relative specific mass of the dry solid which is considered 
constant for each grain.  
For the solid matrix, Equation 8 is based on the hypothesis of the additivity of volumes of 
water and solids, assuming that the volume of air in pores is negligible. In other words, the 
shrinkage is considered to be equal to the volume of the evaporated water at each period of 
time during drying. This model has been used for grain kernels, fruit, vegetables and gel-
like products by several authors (Zogzas et al., 1994, Krokida & Maroulis, 1997; Arrieche & 
Sartori, 2004). The model developed for individual particles, Equation (9), taking into 
account variations of the porosity during the drying process, is particularly interesting, as it 
can be extended to describe shrinkage behavior of packed beds. 
Although there are theoretical models providing physical interpretation for the shrinkage 
phenomenon, most researchers (Zielinska & Markowski, 2010; Ramos et al., 2010; Ochoa et 
al., 2007; Prado et al., 2006; Arnosti Jr. et al., 2000; Ratti, 1994; Lozano et al., 1983) have used 
empirical equations to represent the changes in volume and surface area as functions of 
moisture content. This is because empirical models allow the prediction of shrinkage 
without requiring the knowledge of physical properties, such as porosity which is not 
usually available. 

3.4 Experimental shrinkage behavior of individual particles and porous media 
To obtain an in-depth understanding of porous bed shrinkage during drying, first, it is 
necessary to begin with a complete characterization of shrinkage of individual particles, not 
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only in terms of reduced dimensional change in volume, area or thickness, but also of the 
changes induced in porosity, true and apparent densities, which are clearly dependent upon 
variations in moisture content. Then, the behavior of deformable porous media is evaluated 
and related to the characteristics of their individual particles. In order to examine this 
relationship, experimental data available for thin and deep beds of mucilaginous and gel-
coated seeds were chosen to be presented to fulfill the necessities of the present section. 
Besides the arrangement of particles in the dryer, as single or deep beds, other factors such 
as volume of water removed and drying conditions affect the magnitude of shrinkage. These 
factors are also examined in the following paragraphs.  

3.4.1 Effect of packing on shrinkage 
Information on the shrinkage of papaya seeds both in bulk and as individual particles is 
presented in Figure 2. The magnitude of shrinkage was significantly affected by the packing 
of particles. More specifically, the shrinkage coefficient during drying of deep bed of papaya 
seeds was significantly lower than that of individual seeds arranged in a single layer 
through which air flows in forced convection. Besides the reduction in particle size, the 
contraction of the bed porous also appears to be affected by the changes observed in particle 
shape. Such changes cause a rearrangement of particles within the bed, defining a void 
space between the particles and, thus leading to a stable packing conformation. 
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Fig. 2. Volume shrinkage coefficient (Sb) as a function of dimensionless moisture content 
(XR), for mucilaginous seeds in bulk and as individual particles 

3.4.2 Effect of volume of removed water 
In the case of deformable media, there is a balance during moisture removal between 
volume change, density and porosity. In order to know whether the loss in moisture content 
is converted into volume reduction or into porosity increase, the magnitude of particle 
shrinkage is usually plotted against normalized volume of water removed (Figure 3). The 
volume contraction of papaya seeds both in deep bed and as individual particles was lower 
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than the corresponding amount of water removed during drying. According to May & Perré 
(2002), this behavior reveals that shrinkage of particles and granular bed is accompanied by 
an increase in porosity, as a result of the reduction in system volume as well as of 
simultaneous incorporation of gaseous volume. 
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Fig. 3. Relationship between volume reduction and water loss during drying of 
mucilaginous  seeds in bulk and as individual particles, Tg0 = 50oC, vg0=0.5 m/s 

3.4.3 Effect of drying conditions 
Volume changes of individual particles and granular deep beds affected by different drying 
conditions like temperature, air velocity and relative humidity have been investigated by 
several researchers (Ratti, 1994; Lang et al., 1993). In order to examine this subject, 
experimental shrinkage data of gel coated millet in bulk and as individual particles are 
presented in Figures 4 and 5, respectively, as functions of moisture content at different 
drying conditions. 
Shrinkage of individual particles was significantly affected by the operating conditions. This 
influence is closely related to the rate at which the material is dried, so that the magnitude of 
volume contraction was higher at lower drying rates. At 30oC and 0.5 m/s, corresponding to 
low drying rate conditions, external resistance controls the mass transfer, the moisture 
profiles of the particles are uniform and stresses are minimum (Ratti, 1994). Hence, the 
particle shrinks uniformly. On contrary, at rapid drying rate conditions, associated with the 
elevated operating conditions, 50oC and 1.5 m/s, internal resistances control the mass 
transport and the migration of internal moisture is not uniform, so that it does not 
compensate the evaporation rate from the particle surface. This induces the formation of a 
rigid crust in the gel coating, that fixes the volume, hindering subsequent shrinkage. 
While for individual particles the volume contraction appears to decrease with an increase 
in drying rate, no effect of drying conditions on bed shrinkage was found. The deviation 
within the experimental data obtained under different drying conditions was smaller than 
the measurement uncertainties. This assures that the bed shrinkage can be correlated with 
only the bed average moisture content in the experimental range studied. 
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Fig. 5. Shrinkage ratio (Sb) as a function of dimensionless moisture content for artificially 
coated seeds 

3.5 Changes in structural properties during drying 
Physical properties of beds composed of very wet particles are clearly dependent upon 
reduction of both moisture content and volume. Any attempt to raise the shrinkage 
phenomenon to a higher level of understanding must address the structural properties of 
the material such as density, porosity and specific area. Moreover, porosity, specific area 
and bulk density are some of those physical parameters that are required to build drying 
models; they are particularly relevant in case of porous beds and as such plays an important 
role in the modelling and understanding of packed bed drying.. Several authors (Ratti, 1994; 
Wang & Brennan, 1995; Koç et al., 2008) have investigated the changes in structural 
properties during drying. In what follows, a discussion is directed to changes in physical 
properties during drying of single and deep bed of skrinking particles. Typical experimental 
data on changes in structural properties of mucilaginous and gel coated seeds during drying 
in bulk or as individual particles are presented in Figure 6. 
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than the corresponding amount of water removed during drying. According to May & Perré 
(2002), this behavior reveals that shrinkage of particles and granular bed is accompanied by 
an increase in porosity, as a result of the reduction in system volume as well as of 
simultaneous incorporation of gaseous volume. 
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Fig. 3. Relationship between volume reduction and water loss during drying of 
mucilaginous  seeds in bulk and as individual particles, Tg0 = 50oC, vg0=0.5 m/s 

3.4.3 Effect of drying conditions 
Volume changes of individual particles and granular deep beds affected by different drying 
conditions like temperature, air velocity and relative humidity have been investigated by 
several researchers (Ratti, 1994; Lang et al., 1993). In order to examine this subject, 
experimental shrinkage data of gel coated millet in bulk and as individual particles are 
presented in Figures 4 and 5, respectively, as functions of moisture content at different 
drying conditions. 
Shrinkage of individual particles was significantly affected by the operating conditions. This 
influence is closely related to the rate at which the material is dried, so that the magnitude of 
volume contraction was higher at lower drying rates. At 30oC and 0.5 m/s, corresponding to 
low drying rate conditions, external resistance controls the mass transfer, the moisture 
profiles of the particles are uniform and stresses are minimum (Ratti, 1994). Hence, the 
particle shrinks uniformly. On contrary, at rapid drying rate conditions, associated with the 
elevated operating conditions, 50oC and 1.5 m/s, internal resistances control the mass 
transport and the migration of internal moisture is not uniform, so that it does not 
compensate the evaporation rate from the particle surface. This induces the formation of a 
rigid crust in the gel coating, that fixes the volume, hindering subsequent shrinkage. 
While for individual particles the volume contraction appears to decrease with an increase 
in drying rate, no effect of drying conditions on bed shrinkage was found. The deviation 
within the experimental data obtained under different drying conditions was smaller than 
the measurement uncertainties. This assures that the bed shrinkage can be correlated with 
only the bed average moisture content in the experimental range studied. 
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3.5 Changes in structural properties during drying 
Physical properties of beds composed of very wet particles are clearly dependent upon 
reduction of both moisture content and volume. Any attempt to raise the shrinkage 
phenomenon to a higher level of understanding must address the structural properties of 
the material such as density, porosity and specific area. Moreover, porosity, specific area 
and bulk density are some of those physical parameters that are required to build drying 
models; they are particularly relevant in case of porous beds and as such plays an important 
role in the modelling and understanding of packed bed drying.. Several authors (Ratti, 1994; 
Wang & Brennan, 1995; Koç et al., 2008) have investigated the changes in structural 
properties during drying. In what follows, a discussion is directed to changes in physical 
properties during drying of single and deep bed of skrinking particles. Typical experimental 
data on changes in structural properties of mucilaginous and gel coated seeds during drying 
in bulk or as individual particles are presented in Figure 6. 
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For granular beds, three densities have to be distinguished: true, apparent and bulk density. 
The true density of a solid is the ratio of mass to the volume of the solid matrix, excluding 
all pores. The apparent density describes the ratio of mass to the outer volume, including an 
inner volume as a possible pore volume. The term particle density is also used. The bulk 
density is the density of a packed bed, including all intra and inter particle pores. These 
structural properties are determined from measurements of mass, true volume, apparent 
volume and bulk or bed volume. Mass is determined from weighing of samples, whereas 
the distinct volumes are measured using the methods described in section 4.2. The bed 
porosity is calculated from the bulk density and the apparent density of the particle. 
In Fig. 6 (a) the apparent and bulk densities are shown as functions of dimensionless 
moisture content of mucilaginous seeds under different drying conditions. The density of 
packed beds of mucilaginous seeds was found to vary from 777 to 218 kg/m3, while the 
particle density varied from 1124 to 400 kg/m3 as drying proceeded. The decrease in both 
densities may be attributed to higher weight decrease in both individual particle and packed 
bed in comparison to their volume contraction on moisture removal. 
Apparent density behavior of individual particles and its dependency on temperature were 
found to be dependent on type of coating (natural or artificial). The distinct behavior of 
apparent density of mucilaginous and gel coated seeds may be ascribed to the distinct 
characteristics of reduction in mass and volume of each particle during drying. Contrary to 
the behavior presented by mucilaginous seeds, the apparent density of gel coated seeds, 
displayed in Figure 6 (b), was almost constant during most of the drying due to reductions 
of both particle volume and amount of evaporated water in the same proportions. In the 
latter drying stages, as the particles undergo negligible volume contraction, the density 
tends to decrease with moisture loss.  
It can also be seen from Figures 6(a) and 6 (b) that drying conditions affected only the 
apparent density of gel coated seeds. Drying at 50oC and 1.5 m/s, which resulted in the 
higher drying rate, provided coated seeds with the lower apparent density values. This 
suggests that there is a higher pore formation within the gel-based coating structure during 
rapid drying rate conditions. High drying rates induce the formation a stiff outer layer in the 
early drying stages, fixing particle volume, thus contributing for replacement of evaporated 
water by air. 
The difference between the apparent and bulk densities indicates an increase in bed 
porosity. Porosity of thick bed of mucilaginous seeds ranged from 0.20, for wet porous beds, 
to 0.50, for dried porous beds (Fig. 6c). However, beds composed of gel coated seeds 
presented a higher increase in porosity, with this attaining a porosity of about 0.65 (Fig. 6d). 
The low porosity of the wet packed beds can be explained in terms of the agglomerating 
tendency of the particles at high moisture contents. In addition, highly deformable and 
smooth seed coat facilitates contact among particles within the packed bed, leading to a 
higher compaction of the porous media and, consequently, to a reduction of porosity. 
The increase in bed porosity during drying is firstly due to deformation of external coating 
that modifies seed shape and size, resulting in larger inter-particle air voids inside the 
packed bed. Secondly, packed bed and particle shrinkage behaviors are not equivalent, so 
that the space taken by the evaporated water is air-filled. The variation of about 150% in 
porosity is extremely high in comparison with other seed beds (Deshpand et al., 1993). 
The relationships between the calculated specific surface area of the porous bed as well as of 
the area volume ratio of the particle with dimensionless moisture content are shown in 
Figures  6 (e) and 6 (f). 
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For granular beds, three densities have to be distinguished: true, apparent and bulk density. 
The true density of a solid is the ratio of mass to the volume of the solid matrix, excluding 
all pores. The apparent density describes the ratio of mass to the outer volume, including an 
inner volume as a possible pore volume. The term particle density is also used. The bulk 
density is the density of a packed bed, including all intra and inter particle pores. These 
structural properties are determined from measurements of mass, true volume, apparent 
volume and bulk or bed volume. Mass is determined from weighing of samples, whereas 
the distinct volumes are measured using the methods described in section 4.2. The bed 
porosity is calculated from the bulk density and the apparent density of the particle. 
In Fig. 6 (a) the apparent and bulk densities are shown as functions of dimensionless 
moisture content of mucilaginous seeds under different drying conditions. The density of 
packed beds of mucilaginous seeds was found to vary from 777 to 218 kg/m3, while the 
particle density varied from 1124 to 400 kg/m3 as drying proceeded. The decrease in both 
densities may be attributed to higher weight decrease in both individual particle and packed 
bed in comparison to their volume contraction on moisture removal. 
Apparent density behavior of individual particles and its dependency on temperature were 
found to be dependent on type of coating (natural or artificial). The distinct behavior of 
apparent density of mucilaginous and gel coated seeds may be ascribed to the distinct 
characteristics of reduction in mass and volume of each particle during drying. Contrary to 
the behavior presented by mucilaginous seeds, the apparent density of gel coated seeds, 
displayed in Figure 6 (b), was almost constant during most of the drying due to reductions 
of both particle volume and amount of evaporated water in the same proportions. In the 
latter drying stages, as the particles undergo negligible volume contraction, the density 
tends to decrease with moisture loss.  
It can also be seen from Figures 6(a) and 6 (b) that drying conditions affected only the 
apparent density of gel coated seeds. Drying at 50oC and 1.5 m/s, which resulted in the 
higher drying rate, provided coated seeds with the lower apparent density values. This 
suggests that there is a higher pore formation within the gel-based coating structure during 
rapid drying rate conditions. High drying rates induce the formation a stiff outer layer in the 
early drying stages, fixing particle volume, thus contributing for replacement of evaporated 
water by air. 
The difference between the apparent and bulk densities indicates an increase in bed 
porosity. Porosity of thick bed of mucilaginous seeds ranged from 0.20, for wet porous beds, 
to 0.50, for dried porous beds (Fig. 6c). However, beds composed of gel coated seeds 
presented a higher increase in porosity, with this attaining a porosity of about 0.65 (Fig. 6d). 
The low porosity of the wet packed beds can be explained in terms of the agglomerating 
tendency of the particles at high moisture contents. In addition, highly deformable and 
smooth seed coat facilitates contact among particles within the packed bed, leading to a 
higher compaction of the porous media and, consequently, to a reduction of porosity. 
The increase in bed porosity during drying is firstly due to deformation of external coating 
that modifies seed shape and size, resulting in larger inter-particle air voids inside the 
packed bed. Secondly, packed bed and particle shrinkage behaviors are not equivalent, so 
that the space taken by the evaporated water is air-filled. The variation of about 150% in 
porosity is extremely high in comparison with other seed beds (Deshpand et al., 1993). 
The relationships between the calculated specific surface area of the porous bed as well as of 
the area volume ratio of the particle with dimensionless moisture content are shown in 
Figures  6 (e) and 6 (f). 
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Fig. 6 (f) presents the experimental particle surface area per unit of particle volume made 
dimensionless using the fresh product value as a function of the dimensionless moisture, 
for gel-coated seeds. Shrinkage resulted in a significant increase (about 60%) of the area to 
volume ratio for heat and mass transfer, faciliting the moisture transport, thus increasing 
the drying rate. This parameter was found to be dependent on drying conditions. The 
increase in the specific area of the coated particle is reduced as the air drying potential is 
increased and the shrinkage is limited. On the other hand, the specific surface area of 
porous bed decreased by about 15 % during drying, Fig. 6 (a). This reduction can be 
attributed to the significant increase in bed porosity in comparison with the variation in 
seed shape and size. 
The results concerning deep beds indicate that changes in both density, porosity and specific 
area of the bed are independent of operating conditions in the range tested, and are only 
related only to the average moisture content of the partially dried bed. 
Figure 2 showed a significant contraction of the volume of packed bed composed of 
mucilaginous particles, of approximately 30%, while Figures 6 (c) and (d) revealed an 
increase of about 150% in porosity during deep bed drying. Such results corroborate that 
shrinkage and physical properties such as porosity, bulk density and specific area are 
important transient parameters in modelling of packed bed drying. 
Equations describing the evolution of shrinkage and physical properties as a function of 
moisture content are implemented in mathematical modeling so as to obtain more realistic 
results on heat and mass transfer characteristics in drying of deformable media. 

4. Drying kinetics 
Among the several factors involved in a drying model, a proper prediction of the drying 
rate in in a volume element of the dryer is required. According to Brooker et al. (1992), the 
choice of the so-called thin layer equations strongly affects the validity of simulation 
results for thick-layer bed drying. Several studies related to evaluation of different drying 
rate equations have been reported in the literature. However, most of works does not deal 
with the effects of the shrinkage on the drying kinetics although this phenomenon could 
strongly affect the water diffusion during drying. The inuence of shrinkage on drying 
rates and water diffusion is hence examined in the following paragraphs. To this, 
experimental kinetic behaviour data of papaya seeds in thin-layer bed are presented. 
Comparison of the mass transport parameters without and with the shrinkage of gel coated 
seeds is also presented. 

4.1 Experimental determination 
Drying kinetics is usually determined by measuring the product moisture content as a 
function of time, known as the drying curve, for constant air conditions, which are  usually 
obtained from thin layer drying studies  Knowledge of the drying kinetics provides useful 
information on the mechanism of moisture transport, the influence of operating conditions 
on the drying behaviour as well as for selection of optimal drying conditions for grain 
quality control. This approach is also widely used for the determination under different 
drying conditions of the mass transfer parameters, which are required in deep bed drying 
models (Abalone et al., 2006; Gely and Giner, 2007; Sacilik, 2007; Vega-Gálvez et al, 2008; 
Saravacos & Maroulis, 2001; Xia and Sun, 2002; Babalis and Belessiotis, 2004). 
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4.2 Influence of shrinkage on drying behaviour and mass transfer parameters 
The theory of drying usually states that the drying behaviour of high moisture materials 
involves a constant-rate stage followed by one or two falling-rate periods. However, the 
presence of constant drying rate periods has been rarely reported in food and grain drying 
studies. A possible explanation for this is that the changes in the mass exchange area during 
drying are generally not considered (May and Perré, 2002). In order to obtain a better 
understanding on the subject the discussion is focussed on thin layer drying of shrinking 
particles, which are characterized by significant area and volume changes upon moisture 
removal. Experimental drying curves of mucilaginous seeds, obtained under thin-layer 
drying conditions are presented and examined. 
Typical results of water flux density as a function of time with and without consideration of 
shrinkage are shown in Figure 7. 
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Fig. 7. Water flux density versus moisture content 
Because of the initial water content of mucilaginous seeds as well as of their deformable 
coating structure, the course of drying is accompanied by both shrinking surface area and 
volume. This results in a large area to volume ratio for heat and mass transfer, faciliting the 
moisture transport, thus leading to higher values of water flux density. On the other hand, If 
the exchange surface area reduction is neglected the moisture flux density may decrease 
even before the completion of the first stage of drying, although free water remains available 
on the surface (Pabis, 1999). It is evident from Figure 7 that on considering constant mass 
transfer area the constant-flux period was clearly reduced, providing a critical moisture 
content which does not reflect the reality. 

4.3 Thin-layer drying models 
Thin-layer equations are often used for description of drying kinetics for various types of 
porous materials. Application of these models to experimental data has two purposes: the 
first is the estimation of mass transfer parameters as the effective diffusion coefficient, mass 
transfer coefficient, and the second is to provide a proper prediction of drying rates in a 
volume element of deep bed, in order to be used in dryer simulation program (Brooker et 
al., 1992.; Gastón et al., 2004). 
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Fig. 6 (f) presents the experimental particle surface area per unit of particle volume made 
dimensionless using the fresh product value as a function of the dimensionless moisture, 
for gel-coated seeds. Shrinkage resulted in a significant increase (about 60%) of the area to 
volume ratio for heat and mass transfer, faciliting the moisture transport, thus increasing 
the drying rate. This parameter was found to be dependent on drying conditions. The 
increase in the specific area of the coated particle is reduced as the air drying potential is 
increased and the shrinkage is limited. On the other hand, the specific surface area of 
porous bed decreased by about 15 % during drying, Fig. 6 (a). This reduction can be 
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seed shape and size. 
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area of the bed are independent of operating conditions in the range tested, and are only 
related only to the average moisture content of the partially dried bed. 
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increase of about 150% in porosity during deep bed drying. Such results corroborate that 
shrinkage and physical properties such as porosity, bulk density and specific area are 
important transient parameters in modelling of packed bed drying. 
Equations describing the evolution of shrinkage and physical properties as a function of 
moisture content are implemented in mathematical modeling so as to obtain more realistic 
results on heat and mass transfer characteristics in drying of deformable media. 

4. Drying kinetics 
Among the several factors involved in a drying model, a proper prediction of the drying 
rate in in a volume element of the dryer is required. According to Brooker et al. (1992), the 
choice of the so-called thin layer equations strongly affects the validity of simulation 
results for thick-layer bed drying. Several studies related to evaluation of different drying 
rate equations have been reported in the literature. However, most of works does not deal 
with the effects of the shrinkage on the drying kinetics although this phenomenon could 
strongly affect the water diffusion during drying. The inuence of shrinkage on drying 
rates and water diffusion is hence examined in the following paragraphs. To this, 
experimental kinetic behaviour data of papaya seeds in thin-layer bed are presented. 
Comparison of the mass transport parameters without and with the shrinkage of gel coated 
seeds is also presented. 

4.1 Experimental determination 
Drying kinetics is usually determined by measuring the product moisture content as a 
function of time, known as the drying curve, for constant air conditions, which are  usually 
obtained from thin layer drying studies  Knowledge of the drying kinetics provides useful 
information on the mechanism of moisture transport, the influence of operating conditions 
on the drying behaviour as well as for selection of optimal drying conditions for grain 
quality control. This approach is also widely used for the determination under different 
drying conditions of the mass transfer parameters, which are required in deep bed drying 
models (Abalone et al., 2006; Gely and Giner, 2007; Sacilik, 2007; Vega-Gálvez et al, 2008; 
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4.2 Influence of shrinkage on drying behaviour and mass transfer parameters 
The theory of drying usually states that the drying behaviour of high moisture materials 
involves a constant-rate stage followed by one or two falling-rate periods. However, the 
presence of constant drying rate periods has been rarely reported in food and grain drying 
studies. A possible explanation for this is that the changes in the mass exchange area during 
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Fig. 7. Water flux density versus moisture content 
Because of the initial water content of mucilaginous seeds as well as of their deformable 
coating structure, the course of drying is accompanied by both shrinking surface area and 
volume. This results in a large area to volume ratio for heat and mass transfer, faciliting the 
moisture transport, thus leading to higher values of water flux density. On the other hand, If 
the exchange surface area reduction is neglected the moisture flux density may decrease 
even before the completion of the first stage of drying, although free water remains available 
on the surface (Pabis, 1999). It is evident from Figure 7 that on considering constant mass 
transfer area the constant-flux period was clearly reduced, providing a critical moisture 
content which does not reflect the reality. 

4.3 Thin-layer drying models 
Thin-layer equations are often used for description of drying kinetics for various types of 
porous materials. Application of these models to experimental data has two purposes: the 
first is the estimation of mass transfer parameters as the effective diffusion coefficient, mass 
transfer coefficient, and the second is to provide a proper prediction of drying rates in a 
volume element of deep bed, in order to be used in dryer simulation program (Brooker et 
al., 1992.; Gastón et al., 2004). 
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The thin layer drying models can be classified into three main categories, namely, the 
theoretical, the semi-theoretical and the empirical ones (Babalis, 2006). Theoretical models are 
based on energy and mass conservation equations for non-isothermal process or on diffusion 
equation (Fick’s second law) for isothermal drying. Semi-theoretical models are analogous to 
Newton’s law of cooling or derived directly from the general solution of Fick’s Law by 
simplification. They have, thus, some theoretical background. The major differences between 
the two aforementioned groups is that the theoretical models suggest that the moisture 
transport is controlled mainly by internal resistance mechanisms, while the other two 
consider only external resistance. The empirical models are derived from statistical relations 
and they directly correlate moisture content with time, having no physical fundamental and, 
therefore, are unable to identify the prevailing mass transfer mechanism. These types of 
models are valid in the specific operational ranges for which they are developed. In most 
works on grain drying, semi-empirical thin-layer equations have been used to describe 
drying kinetics. These equations are useful for quick drying time estimations. 

4.3.1 Moisture diffusivity as affected by particle shrinkage 
Diffusion in solids during drying is a complex process that may involve molecular diffusion, 
capillary ow, Knudsen ow, hydrodynamic ow, surface diffusion and all other factors 
which affect drying characteristics. Since it is difficult to separate individual mechanism, 
combination of all these phenomena into one, an effective or apparent diffusivity, Def, (a 
lumped value) can be dened from Fick’s second law (Crank, 1975). 
Reliable values of effective diffusivity are required to accurately interpreting the mass 
transfer phenomenon during falling-rate period. For shrinking particles the determination of 
Def should take into account the reduction in the distance required for the movement of 
water molecules. However, few works have been carried out on the effects of the shrinkage 
phenomenon on Def.  
Well-founded theoretical models are required for an in-depth interpretation of mass transfer 
in drying of individual solid particles or thin-layer drying. However, the estimated 
parameters are usually affected by the model hypothesis: geometry, boundary conditions, 
constant or variable physical and transport properties, isothermal or non-isothermal process 
(Gely & Giner, 2007; Gastón et al., 2004). 
Gáston et al. (2002) investigated the effect of geometry representation of wheat in the 
estimation of the effective diffusion coefficient of water from drying kinetics data. Simplified 
representations of grain geometry as spherical led to a 15% overestimation of effective 
moisture diffusivity compared to the value obtained for the more realistic ellipsoidal 
geometry. Gely & Giner (2007) provided comparison between the effective water diffusivity 
in soybean estimated from drying data using isothermal and non-isothermal models. 
Results obtained by these authors indicated the an isothermal model was sufficiently 
accurate to describe thin layer drying of soybeans.  
The only way to solve coupled heat and mass transfer model or diffusive model with variable 
effective moisture diffusivity or for more realistic geometries is by numerical methods of 
finite differences or finite elements. However, an analytical solution of the diffusive model 
taking into account moisture-dependent shrinkage and a constant average water diffusivity is 
available in the literature (Souraki & Mowla, 2008; Arévalo-Pinedo & Murr, 2006) 
Experimental drying curves of mucilaginous seeds were then fitted to the diffusional model 
of Fick’s law for sphere with and without consideration of shrinkage to determine effective 
moisture diffusivities. The calculated  values of Def are presented and discussed. First, the 
adopted approach is described. 
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The differential equation based on Fick’s second law for the diffusion of water during 
drying is 
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Where XR is the dimensionless moisture ratio, Xe is the equilibrium moisture content at the 
operating condition, R is the sphere radius. 
In convective drying of solids, this solution is valid only for the falling rate period when the 
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in soybean estimated from drying data using isothermal and non-isothermal models. 
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where Def* is the effective diffusivity considering the shrinkage, R is the time averaged 
radius during drying: 
The diffusional models without and with shrinkage were used to estimate the effective 
diffusion coefficient of mucilaginous seeds. It was verified that the values of diffusivity 
calculated without consideration of the shrinkage were lower than those obtained taking 
into account the phenomenon. For example, at 50oC the effective diffusivity of papaya seeds 
without considering the shrinkage (Def = 7.4 x 10-9 m2/min) was found to be 30% higher 
than that estimated taking into account the phenomenon (Def* = 5.6 x 10-9 m2/min). 
Neglecting shrinkage of individual particles during thin-layer drying leads, therefore, to a 
overestimation of the mass transfer by diffusion. This nding agrees with results of previous 
reports on other products obtained by Souraki & Mowla (2008) and Arévalo-Pinedo and 
Murr (2006). 

4.3.2 Constitutive equation for deep bed models 
The equation which gives the evolution of moisture content in a volume element of the bed 
with time, also known as thin layer equation, strongly affects the predicted results of deep 
bed drying models (Brooker, 1992). For simulation purpose, models that are fast to run on 
the computer (do not demand long computing times) are required. 
When the constant rate period is considered, it is almost invariably assumed to be an 
externally-controlled stage, dependent only on air conditions and product geometry and not 
influenced by product characteristics (Giner, 2009). The mass transfer rate for the 
evaporated moisture from material surface to the drying air is calculated using heat and 
mass transfer analogy where the Nusselt and Prandtl number of heat transfer correlation is 
replaced by Sherwood and Schmidt number, respectively. 
With the purpose of describe drying kinetics, when water transport in the solid is the 
controlling mechanism, many authors have used diffusive models (Gely & Giner, 2007; 
Ruiz-López & García-Alvarado, 2007; Wang & Brennan, 1995).  
When thin-layer drying is a non-isothermal process an energy conservation equation is 
coupled to diffusion equation. Non-isothermal diffusive models and isothermal models with 
variable properties do not have an analytical solution; so they must be solved by means of 
complicated numerical methods. The numerical effort of theoretical models may not 
compensate the advantages of simplied models for most of the common applications 
(Ruiz-López & García-Alvarado, 2007). Therefore, simplied models still remain popular in 
obtaining values for Def. 
Thus, as thin-layer drying behavior of mucilaginous seeds was characterized by occurring in 
constant and falling rate periods, a two-stage mathematical model (constant rate period and 
falling rate period) for thin layer drying  was developed to be incorporated in the deep bed 
model, in order to obtain a better prediction of drying rate at each period Prado & Sartori 
(2008).  
The drying rate equation for the constant rate period was described as: 

 9 4.112 0.219
c g g

dX k 1.3 10 T v
dt

−= − = × ⋅ ⋅   (15) 

valid for 0.5 < vg < 1.5 m/s 30 < Tg< 50 oC. 
For the decreasing rate period, a thin-layer equation similar to Newton’s law for convective 
heat transfer is used, with the driving force or transfer potential defined in terms of free 
moisture, so that: 
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Lewis equation was chosen because combined effects of the transport phenomena and 
physical changes as the shrinkage are included in the drying constant (Babalis et al., 2006), 
which is the most suitable parameter for the preliminary design and optimization of the 
drying process (Sander, 2007). 
The relationship between drying constant K and temperature was expressed as: 

 ( )gK 0.011exp 201.8 T= −   (17) 

The critical moisture content was found to be independent on drying conditions, in the 
tested range of air temperature and velocity, equal to (0.99 ± 0.04) d.b. 

5. Heat transfer 
The convective heat transfer coefficient (h) is one of the most critical parameters in air 
drying simulation, since the temperature difference between the air and solid varies with 
this coefficient (Akpinar, 2004). Reliable values of h are, thus, needed to obtain accurate 
predictions of temperature during drying. The use of empirical equations for predicting h is 
a common practice in drying, since the heat transfer coefficient depends theoretically on the 
geometry of the solid, physical properties of the fluid and characteristics of the physical 
system under consideration, regardless of the product being processed (Ratti & Crapiste, 
1995). In spite of the large number of existent equations for estimating h in a fixed bed, the 
validity of these, for the case of the thick-layer bed drying of shrinking particles has still not 
been completely established. Table 2 shows the three main correlations found in the 
literature to predict h in packed beds. 
 

Correlation Range of validity Reference 

( )1 2 2 3 2 3
p p pNu 0.5Re 0.2Re Pr= +                          (18) 20<Rep< 80000 

ε<0.78 Whitaker (1972) 

2 30.65
gh 3.26 Cp G Re Pr−=                                  (19) 20<Re<1000 Sokhansanj (1987) 

g g 2/3
0.35

Cp G 2.876 0.302h Pr
Re Re

−⎛ ⎞ ⎛ ⎞= +⎜ ⎟ ⎜ ⎟ε ⎝ ⎠⎝ ⎠
                 (20) 10<Re<10000 Geankoplis (1993) 

Table 2. Empirical equations for predicting the fluid-solid heat transfer coefficient for 
packed bed dryers 

Where, g gv dp
Re

ρ
=

μ
, ( )g g

p

v dp
Re 1

ρ⎛ ⎞
= − ε⎜ ⎟

μ⎝ ⎠
, 

g

h dpNu
K

= , 
( )p

g

h dpNu
K 1
⋅ ⋅ ϕ ⋅ ε

=
⋅ − ε

 and 

g

g

Cp
Pr

K
μ

= . 



 Mass Transfer in Multiphase Systems and its Applications 

 

636 

where Def* is the effective diffusivity considering the shrinkage, R is the time averaged 
radius during drying: 
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overestimation of the mass transfer by diffusion. This nding agrees with results of previous 
reports on other products obtained by Souraki & Mowla (2008) and Arévalo-Pinedo and 
Murr (2006). 

4.3.2 Constitutive equation for deep bed models 
The equation which gives the evolution of moisture content in a volume element of the bed 
with time, also known as thin layer equation, strongly affects the predicted results of deep 
bed drying models (Brooker, 1992). For simulation purpose, models that are fast to run on 
the computer (do not demand long computing times) are required. 
When the constant rate period is considered, it is almost invariably assumed to be an 
externally-controlled stage, dependent only on air conditions and product geometry and not 
influenced by product characteristics (Giner, 2009). The mass transfer rate for the 
evaporated moisture from material surface to the drying air is calculated using heat and 
mass transfer analogy where the Nusselt and Prandtl number of heat transfer correlation is 
replaced by Sherwood and Schmidt number, respectively. 
With the purpose of describe drying kinetics, when water transport in the solid is the 
controlling mechanism, many authors have used diffusive models (Gely & Giner, 2007; 
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When thin-layer drying is a non-isothermal process an energy conservation equation is 
coupled to diffusion equation. Non-isothermal diffusive models and isothermal models with 
variable properties do not have an analytical solution; so they must be solved by means of 
complicated numerical methods. The numerical effort of theoretical models may not 
compensate the advantages of simplied models for most of the common applications 
(Ruiz-López & García-Alvarado, 2007). Therefore, simplied models still remain popular in 
obtaining values for Def. 
Thus, as thin-layer drying behavior of mucilaginous seeds was characterized by occurring in 
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falling rate period) for thin layer drying  was developed to be incorporated in the deep bed 
model, in order to obtain a better prediction of drying rate at each period Prado & Sartori 
(2008).  
The drying rate equation for the constant rate period was described as: 
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Lewis equation was chosen because combined effects of the transport phenomena and 
physical changes as the shrinkage are included in the drying constant (Babalis et al., 2006), 
which is the most suitable parameter for the preliminary design and optimization of the 
drying process (Sander, 2007). 
The relationship between drying constant K and temperature was expressed as: 
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6. Simultaneous heat and mass transfer in drying of deformable porous 
media 
Drying of deformable porous media as a deep bed of shrinking particles is a complex 
process due to the strong coupling between the shrinkage and heat and mas transfer 
phenomena. The degree of shrinkage and the changes in structural properties with the 
moisture removal influence the heat and mass transport within the porous bed of solid 
particles. The complexity increases as the extent of bed shrinkage is also dependent on the 
process as well as on the particle size and shape that compose it. 
Theoretical and experimental studies are required for a better understanding  of the 
dynamic drying behavior of these deformable porous systems. 
Mathematical modelling and computer simulation are integral parts of the drying 
phenomena analysis. They are of significance in understanding what happens to the solid 
particles temperature and moisture content inside the porous bed and in examining the 
effects of operating conditions on the process without the necessity of extensive time-
consuming experiments. Thus, they have proved to be very useful tools for designing new 
and for optimizing the existing drying systems. 
However, experimental studies are very important in any drying research for the physical 
comprehension of the process. They are essential to determine the physical behavior of the 
deformable porous system, as a bed composed of shrinking particles, as well as for the 
credibility and validity of the simulations using theoretical or empirical models. 
This section presents the results from a study on the simultaneous heat and mass transfer 
during deep bed drying of shrinking particles. Two model porous media, composed of 
particles naturally or artificially coated with a gel layer with highly deformable 
characteristics, were chosen in order to analyze the influence of the bed shrinkage on the 
heat and mass transfer during deep bed drying. 
First, the numerical method to solve the model equations presented in section 2 is described. 
The equations implemented in the model to take into account the shrinkage and physical 
properties as functions of moisture content are also presented. Second, the experimental set 
up and methodology used to characterize the deep bed drying through the determination of 
the temperature and moisture distributions of the solid along the dryer are presented. In 
what follows, the results obtained for the two porous media are presented and compared to 
the simulated results, in order to verify the numerical solution of the model. A parametric 
analysis is also conducted to evaluate the effect of different correlations for predicting the 
heat transfer coefficient in packed beds on the temperature predictions. Lately, simulations 
with and without consideration of shrinkage and variable physical properties are presented 
and the question of to what extent heat and mass transfer characteristics are affected by the 
shrinkage phenomenon is discussed. 

6.1 Numerical solution of the model 
The numerical solution of the model equations, presented in section 2, provides predictions 
of the following four drying state variables: solid moisture (X), solid temperature (Ts), fluid 
temperature (Tg) and air humidity (Yg) as functions of time (t) and bed height (z). The 
equations were solved numerically using the finite-difference method. From the 
discretization of spatial differential terms, the initial set of partial differential equations was 
transformed into a set of ordinary differential equations. The resulting vector of 4 (N+1) 
temporal derivatives was solved using the DASSL package (Petzold, 1989), which is based 
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on the integration method of backwards differential formulation. A computer program in 
FORTRAN was developed to solve the set of difference equations. 
The equations for physical and transport parameters used in model solution are reported in 
Table 3. 
 
Sorption Properties 

- Equilibrium isotherms   
( )

( )

1
1.902

eq

exp 1.77 10 T 4.25
X

ln RH

−⎡ ⎤− − × ⋅ +
⎢ ⎥=
⎢ ⎥⎣ ⎦

  (21)

- Moisture desorption heat 

 ( ) ( )p gL 2500.8 2.39 T 1 3.2359 exp 33.6404 X= + ⋅ ⋅ ⎡ + ⋅ − ⋅ ⎤⎣ ⎦   (22)

Drying Kinetics ( 0.5 < vg < 1.5 m/s   30 < Tg< 50 oC) 

- constant rate period    9 4.112 0.219
c g g

dX k 1.3 10 T v
dt

−= − = ×   (15)

- falling rate period  ( )gK 0.011exp 201.8 T= −   (17)

Heat transfer coefficient     
Equations (18), (19) or (20) from Table 2 

Bulk density  b 240.8 546.1 XRρ = + ⋅    (23)

Bed porosity    0.474 0.266 XRε = − ⋅     (24)

Specific area  2
va 850.5 339.8 XR 207.9 X= + ⋅ − ⋅    (25)

Table 3. Physical and transport parameters used in model solution 

6.2 Experimental study on deep bed drying 
The validity of the model which takes into account the shrinkage of the bed and variable 
physical properties during drying is verified regarding the packed bed drying of particles 
coated by natural and artificial polymeric structures. 
Deep-bed drying experiments were carried out in a typical packed bed dryer (Prado & 
Sartori, 2008). The experiments were conducted at air temperatures ranging from 30 to 50oC 
and air velocities from 0.5 to 1.5 m/s, defined by a 23 factorial design. These operating 
conditions satisfy the validity range of the constitutive equations used in the model.  
The instrumentation for the drying tests included the measurement of the following 
variables: temperature of solid particles with time and along the dryer, moisture content of 
the material with time and along the dryer, and thickness of the bed with time. 
Although a two-phase model is more realistic for considering interaction between solid and 
fluid phases by heat and mass transfer, describing each phase with a conservation equation, 
it is not simple to use. In addition to the complexity of it solution, there is an additional 
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on the integration method of backwards differential formulation. A computer program in 
FORTRAN was developed to solve the set of difference equations. 
The equations for physical and transport parameters used in model solution are reported in 
Table 3. 
 
Sorption Properties 

- Equilibrium isotherms   
( )

( )

1
1.902

eq

exp 1.77 10 T 4.25
X

ln RH

−⎡ ⎤− − × ⋅ +
⎢ ⎥=
⎢ ⎥⎣ ⎦

  (21)

- Moisture desorption heat 

 ( ) ( )p gL 2500.8 2.39 T 1 3.2359 exp 33.6404 X= + ⋅ ⋅ ⎡ + ⋅ − ⋅ ⎤⎣ ⎦   (22)

Drying Kinetics ( 0.5 < vg < 1.5 m/s   30 < Tg< 50 oC) 

- constant rate period    9 4.112 0.219
c g g

dX k 1.3 10 T v
dt

−= − = ×   (15)

- falling rate period  ( )gK 0.011exp 201.8 T= −   (17)

Heat transfer coefficient     
Equations (18), (19) or (20) from Table 2 

Bulk density  b 240.8 546.1 XRρ = + ⋅    (23)

Bed porosity    0.474 0.266 XRε = − ⋅     (24)

Specific area  2
va 850.5 339.8 XR 207.9 X= + ⋅ − ⋅    (25)

Table 3. Physical and transport parameters used in model solution 

6.2 Experimental study on deep bed drying 
The validity of the model which takes into account the shrinkage of the bed and variable 
physical properties during drying is verified regarding the packed bed drying of particles 
coated by natural and artificial polymeric structures. 
Deep-bed drying experiments were carried out in a typical packed bed dryer (Prado & 
Sartori, 2008). The experiments were conducted at air temperatures ranging from 30 to 50oC 
and air velocities from 0.5 to 1.5 m/s, defined by a 23 factorial design. These operating 
conditions satisfy the validity range of the constitutive equations used in the model.  
The instrumentation for the drying tests included the measurement of the following 
variables: temperature of solid particles with time and along the dryer, moisture content of 
the material with time and along the dryer, and thickness of the bed with time. 
Although a two-phase model is more realistic for considering interaction between solid and 
fluid phases by heat and mass transfer, describing each phase with a conservation equation, 
it is not simple to use. In addition to the complexity of it solution, there is an additional 
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difficulty, with regards to its experimental validation, more precisely with the measurement 
of moisture content and temperature within both the solid phase and the drying air phase. 
Techniques for measuring solid moisture and temperature are usually adopted and drying 
tests are conducted to validate the simulation results of these variables. 
To avoid one of the major problems during experimentation on the fixed bed, associated 
with determination of solid moisture content distribution by continuously taking seed 
samples from each layer of the deep bed, which can modify the porous structure, possibly 
causing preferential channels, a stratification method was used. To this, a measuring cell 
with a height of 0.05 m was constructed with subdivisions of 0.01 m to allow periodical bed 
fragmentation and measurement of the local moisture by the oven method at (105 + 3)oC for 
24 hours. Afterwards the measuring cell was refilled with a nearly equal mass of seeds and 
reinstalled in its dryer position. By adjusting the intervals of bed fragmentation 
appropriately, a moisture distribution history was produced for the packed bed. Although it 
is a method that requires a large number of experiments and the use of a packing technique 
to assure the homogeneity and reproducibility of the refilled beds (Zotin, 1985), stratification 
provides experimental guarantees for model validation. 
Temperature distributions were measured using T-type thermocouples located at different 
heights along the bed. 
The overall error in temperature measurements is 0.25oC. In the measurements of airflow, 
air humidity and solid moisture, the errors are, respectively, equal to 4%, 4% and 1%. 
The shrinkage of the packed beds during drying was determined from measurement of its 
height at three angular positions. From the weighing and vertical displacement of the 
packed porous bed with time, the parameter of shrinkage (Sb) was obtained as a function of 
bed-averaged moisture content. 

6.3 Experimental verification of the model 
The main aim of this section is provide information on the simulation and validation of the 
drying model by comparison with experimental data of temperature and moisture content 
distributions of material along the shrinking porous bed and with time. Previously, it is 
presented a parametric analysis involving the heat transfer coefficient. 

6.3.1 Sensitivity analysis of the model 
Due to the limited number of reports dealing with external heat transfer in through-flow 
drying of beds consisting of particles with a high moisture content and susceptible to 
shrinkage, three correlations found in the literature to predict h in packed beds, Equations 
(18) to (20) (Table 2), were tested in drying simulation in order to obtain the best 
reproduction of the experimental data. 
Figure 8 shows typical experimental and simulated temperature profiles throughout the 
packed bed with time, employing in the drying model different empirical equations for 
predicting the convective heat transfer coefficient (Table 2). Different predictions were 
obtained, showing the significant effect of h on the numerical solutions. These results are 
counter to findings for the modeling of thick-layer bed drying of other grains and seeds, 
specifically rigid particles (Calçada, 1994). In these findings a low sensitivity of the two-
phase model to h is generally reported. 
When the correlation of Sokhansanj (1987) is used, both the solid and fluid temperatures 
increase rapidly towards the drying temperature set. However, when the correlations given 
by Whitaker (1972) and Geankoplis (1993) are applied, the increase in temperature is 
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gradual and thermal equilibrium between the fluid and solid phases is not reached, so there 
is a temperature difference between them. 
Based on the differences in model predictions, the effects of shrinkage on the estimation of h 
during drying can be discussed. It should be noted that the Sokhansanj equation is based on 
the physical properties of air and the diameter of the particle. Thus, it is capable of taking 
into account only the deformation of individual particles during drying, which produces 
turbulence at the boundary layer, increasing the fluid-solid convective transport and 
resulting in an overpredicted rate of heat transfer within the bed (Ratti & Crapiste, 1995). 
Experiments show that, in the drying of shrinkable porous media, application of correlations 
capable of incorporating the effects of changes in structural properties, such as Whitaker 
(1972) and Geankoplis (1993) equations, gives better prediction of the temperature profile. 
Of these two equations, the Geankoplis equation was chosen, based on a mean relative 
deviation (MRD) of less than 5%, to be included as an auxiliary equation in drying 
simulation. 
From Figure 8 it can also be verified that during the process of heat transfer, from the 
increase in saturation temperature up to a temperature approaching equilibrium, the 
predicted values for the solid phase were closest to the experimental data. This corroborates 
the interpretation adopted that the temperature measured with the unprotected 
thermocouple is the seed temperature. 
 

 
Fig. 8. Dynamic evolution of experimental and simulated temperature profiles obtained 
from different correlations for h. Drying conditions: vg = 1.0 m/s, Tg0 = 50oC, Yg0 = 
0.01kg/kg, Ts0 = 18oC and X0 = 3.9 d.b. 

6.3.2 Solid temperature and moisture profiles  
In Figures 9 and 10 are presented at different drying times typical experimental and 
simulated results of moisture and temperature throughout the bed composed of 
mucilaginous seeds. The mean relative deviations are less that 7% and the maximum 
absolute error is less than 12% for all the data tested. These results demonstrate the 
capability of the model to simulate moisture content and temperature profiles during thick-
layer bed drying of mucilaginous seeds. From Figure 9 it can also be verified that he model 
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is capable of predicting the simultaneous reduction in the bed depth taking place during 
packed bed drying. 
 

 
Fig. 9. Experimental and simulated results of moisture of seeds with mucilage throughout 
the bed, Tgo =500C, Ygo =0.01 kg/kg and Vgo =1.0 m/s, Ts =200C and Xo=4.1 d.b. 

 

 
Fig. 10. Experimental and simulated results of temperature of seeds with mucilage along the 
bed. Tg0 = 35oC, Yg0 =0.0051 kg/kg and vg0 = 0.8 m/s. Ts =20.8oC and X0 =3.5 d.b. 

6.3.3 Temporal profiles of solid temperature and moisture simulated with and without 
consideration of shrinkage and variable physical properties 
In order to emphasize the importance of shrinkage for a better interpretation of heat and 
mass transfer in packed bed drying, Figures 11 and 12 show, respectively, the moisture 
content and temperature profiles of solid with time simulated with and without 
incorporating bed shrinkage and variable physical properties in the model. It can be verified 
that there is a significant difference between the sets of data. The model that does not take 
into account variable physical properties and shrinkage tends to describe a slower drying 
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process than that accompanied by bed contraction, predicting higher values of moisture 
content and lower values of temperature at all times.  From a practical point of view this 
would result in higher energy costs and undesirable losses of product quality. 
These results suggest that the assumptions of the modelling are essential to simulate 
adequately solid temperature and moisture content during drying, which have to be 
perfectly controlled at all times in order to keep the losses in quality to a minimum. 
 

 
Fig. 11. Moisture content simulated with and without shrinkage. Tg0=50oC; vg0=0.5 m/s, Yg0 
= 0.099 db, Ts0 = 24oC and X0 = 2.7 db 
 

 
Fig. 12. Seed temperature simulated with and without shrinkage. Tg0=50oC; vg0=0.5 m/s, Yg0 
= 0.099 db,Ts0 = 24oC and X0 = 2.7 d.b. 

7. Final remarks 
This chapter presented a theoretical-experimental analysis of coupled heat and mass transfer 
in packed bed drying of shrinking particles. Results from two case studies dealing with beds 
of particles coated by natural and artificial gel structure have demonstrated the importance 
of considering shrinkage in the mathematical modelling for a more realistic description of 
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drying phenomena. Bed contraction and variation in properties such as bulk density and 
porosity cannot be ignored from the point of view of the process dynamics. 
Parametric studies showed that the effect of h on the numerical solutions is significant. The 
best reproduction of the experimental data is obtained when h is calculated using the 
empirical equation of Geankoplis (1993), which has terms that allow including the effects of 
changes in structural properties of the packed bed to be taken into account. 
In the drying model presented for coated particles, differences in the mass transfer 
coefficients in the core and external gel layer are not taken into account. This is a limitation 
of the model that needs to be examined. Moreover, as shrinkage characteristics are directly 
related to quality attributes, such as density, porosity, sorption characteristics, crust and 
cracks, the tendency in research is the development of seeds with artificial coating, 
presenting the best combination of shrinkage and drying characteristics to yield products 
with higher resistance to deformation and minimal mechanical damages. 

8. Nomenclature 
av specific surface area, [m-1]  RH relative humidity, [-] 
Cp specific heat, [J/kg oC]  Sb shrinkage parameter, [-] 
Def effective mass diffusivity, [m2/min]  t time, [s] 
dp particle diameter, [m]  T temperature, [oC] 
Gg air mass flow rate, [kg m-2 s-1]  vg air velocity, [m/s] 
h heat transfer coefficient, [J/m2s oC]  V  volume, [m3] 
k drying constant, [s-1]  X solid moisture, d.b.,[kg/kg] 
Kg thermal conductivity [J/s m oC]    
Lp latent heat of vaporization, [J/kg]  XR dimensionless moisture, [-]  
N number of discretized cells  Yg air humidity, d.b., [kg/kg] 
Pr Prandtl number, [-]  z spatial coordinate, [m] 
Re Reynolds number, [-]    
     
Greek Symbols   Subscripts 
ε porosity, [-]  0 initial 
φ sphericity, [-]  b bulk 
ξ dimensionless moving coordinate, [-]  exp experimental 
ρ density, [kgm-3]  eq equilibrium 
   g gaseous, fluid 
   p particle 
Abbreviation  s  solid 
d.b. dry basis   sat saturation 
w.b. wet basis  v vapor 
   w liquid water 
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1. Introduction  
1.1 Reactive distillation 
In chemical process industries, chemical reaction and purification of the desired products by 
distillation are usually carried out sequentially. In many cases, the performance of this 
classic chemical process structure can be significantly improved by an integration of reaction 
and distillation in a single multifunctional process unit. This integration concept is called 
‘reactive distillation’ (RD); when heterogeneous catalysts are applied, the term ‘catalytic 
distillation’ is often used. As to the advantages of this integration, chemical equilibrium 
limitations can be overcome, higher selectivity achieved, by-product formation reduced, 
heat of the reaction can be used for distillation in-situ, hot spots and run-away effect can be 
avoided, and azeotropic or closely boiling mixtures can be separated more easily than in a 
non-RD process. Some of these advantages are realised using a reaction to improve the 
separation; others are realised using separation to improve the reaction (Sundmacher & 
Kienle, 2002). Technological advantages as well as financial benefit resulting from this 
integration are important. Simplification or elimination of the separation system can lead to 
significant capital savings, increased conversion and total efficiency, which then result in 
reduced operating costs (Taylor & Krishna, 2000). 

1.2 Complexity of RD 
The design and operation issue of RD systems are considerably more complex than those 
involved in either conventional reactors or conventional distillation columns. The 
introduction of an in-situ separation function within the reaction zone leads to complex 
interactions between the vapour-liquid equilibrium, vapour-liquid mass transfer, intra-
catalyst diffusion (for heterogeneously catalysed processes), chemical kinetics and 
equilibrium. Such interactions, along with strong nonlinearities introduced by coupling of 
diffusion and chemical kinetics of counter-current contacting, have been proved to lead to 
the phenomenon of multiple steady states and complex dynamics, which has been verified 
in experimental laboratory and pilot plant units (Taylor & Krishna, 2000). Mathematical 
model of reactive distillation consists of sub-models for mass transfer, reaction and 
hydrodynamics whose complexity and rigour vary within a broad range (Taylor & Krishna, 
2000; Noeres et al., 2003). For example, mass transfer between the gas/vapour and the liquid 
phase can be described on basis of the most rigorous rate-based approach, using the 



 Mass Transfer in Multiphase Systems and its Applications 

 

648 

Sokhansanj, S., & Lang, W. (1996). Prediction of kernel and bulk volume of wheat and canola 
during adsorption and desorption. Journal of Agricultural Engineering Research, Vol.  
63, pp. 129-136, ISSN 0021-8634. 

Souraki, B.A. & Mowla, D. (2008) Simulation of drying behaviour of a small spherical 
foodstuff in a microwave assisted fluidized bed of inert particles, Food Research 
International, Vol. 41, No. 3, pp. 255–265, ISSN: 0963-9969. 

Suzuki, K.; Kubota, K.; Hasegawa, T. & Hosaka, H. (1976). Shrinkage in dehidration of root 
vegetables. Journal of Food Science, Vol. 41 , pp. 1189-1193, ISSN 0022-1147. 

Towner, G.D. (1987). The tensile stress generated in clay through drying. Journal of 
Agricultural Engineering Research., Vol. 37, pp. 279-289, ISSN 0021-8634. 

Yadollahinia A. & Jahangiri M. (2009). Shrinkage of potato slice during drying. Journal of 
Food Engineering,.Vol. 94 , pp.  52–58, ISSN  0260-8774. 

Zanoelo , E.F.; di Celso, G. M. & Kaskantzis, G. (2007). Drying kinetics of mate leaves in a 
packed bed dryer. Biosystems Engineering, Vol. 96, No. 4, pp. 487-494, ISSN 1537-
5110 

Zielinska M. & Markowski, M. (2010). Drying behavior of carrots dried in a spout-fluidized 
bed dryer. Drying Technology, Vol. 25 , No. 1, pp. 261-270, ISSN 0737-3937. 

Zogzas, M.K.; Maroulis, Z.B. & Marinos-Kouris, D. (1994). Densities, shrinkage and porosity 
of some vegetables during air drying. Drying Technology, Vol. 12, No. 7, pp. 1653-
1666, ISSN 0737-3937. 

Wang, N. & Brennan, J. G. (1995). A mathematical model of simultaneous heat and moisture 
transfer during drying of potato. Journal of. Food Engineering, Vol. 24, pp. 47-60, 
ISSN 0260-8774. 

Whitaker, S. (1972), Forced convection heat transfer for flow in past flat plates, single 
cylinders, and for flow in packed bed and tube bundles, AIChE Journal, Vol. 8, pp. 
361-371, ISSN 0001-1541. 

Zotin, F. M. Z. (1985). Wall Effect in the Packed Column. M.Sc. Thesis, Federal University of 
São Carlos. (in Portuguese). 

28 

Impact of Mass Transfer on Modelling and 
Simulation of Reactive Distillation Columns 

Zuzana Švandová, Jozef Markoš and Ľudovít Jelemenský 
Institute of Chemical and Environmental Engineering, Slovak University of Technology, 

Radlinského 9, 812 37, Bratislava, 
Slovakia 

1. Introduction  
1.1 Reactive distillation 
In chemical process industries, chemical reaction and purification of the desired products by 
distillation are usually carried out sequentially. In many cases, the performance of this 
classic chemical process structure can be significantly improved by an integration of reaction 
and distillation in a single multifunctional process unit. This integration concept is called 
‘reactive distillation’ (RD); when heterogeneous catalysts are applied, the term ‘catalytic 
distillation’ is often used. As to the advantages of this integration, chemical equilibrium 
limitations can be overcome, higher selectivity achieved, by-product formation reduced, 
heat of the reaction can be used for distillation in-situ, hot spots and run-away effect can be 
avoided, and azeotropic or closely boiling mixtures can be separated more easily than in a 
non-RD process. Some of these advantages are realised using a reaction to improve the 
separation; others are realised using separation to improve the reaction (Sundmacher & 
Kienle, 2002). Technological advantages as well as financial benefit resulting from this 
integration are important. Simplification or elimination of the separation system can lead to 
significant capital savings, increased conversion and total efficiency, which then result in 
reduced operating costs (Taylor & Krishna, 2000). 

1.2 Complexity of RD 
The design and operation issue of RD systems are considerably more complex than those 
involved in either conventional reactors or conventional distillation columns. The 
introduction of an in-situ separation function within the reaction zone leads to complex 
interactions between the vapour-liquid equilibrium, vapour-liquid mass transfer, intra-
catalyst diffusion (for heterogeneously catalysed processes), chemical kinetics and 
equilibrium. Such interactions, along with strong nonlinearities introduced by coupling of 
diffusion and chemical kinetics of counter-current contacting, have been proved to lead to 
the phenomenon of multiple steady states and complex dynamics, which has been verified 
in experimental laboratory and pilot plant units (Taylor & Krishna, 2000). Mathematical 
model of reactive distillation consists of sub-models for mass transfer, reaction and 
hydrodynamics whose complexity and rigour vary within a broad range (Taylor & Krishna, 
2000; Noeres et al., 2003). For example, mass transfer between the gas/vapour and the liquid 
phase can be described on basis of the most rigorous rate-based approach, using the 



 Mass Transfer in Multiphase Systems and its Applications 

 

650 

Maxwell-Stefan diffusion equations, or it can be accounted for by a simple equilibrium stage 
model assuming thermodynamic equilibrium between both phases. Homogeneously 
catalysed reactive distillation, with a liquid catalyst acting as a mixture component, and 
auto-catalysed reactive distillation present essentially a combination of transport 
phenomena and reactions taking place in a liquid film (Sláva et al., 2008; Sláva et al., 2009). 
With heterogeneous systems, it is generally necessary to consider also the particular 
processes around and inside the solid catalyst particle (Kotora et al., 2009). Modelling of 
hydrodynamics in multiphase gas/vapour - liquid contactors includes an appropriate 
description of axial dispersion, liquid hold-up and pressure drop. The correlations 
providing such descriptions have been published in numerous papers and are collected in 
several reviews and textbooks. The most suitable approach to reactive distillation modelling 
depends not only on the model quality and program convergence but also on the quality of 
model parameters. It is obvious that the choice of the right modelling approach must be 
harmonised with the availability of the model parameters necessary for the selected model. 
Optimal complexity of the model for reactive separations depends on one hand on the 
model accuracy but on the other hand also on the availability of model parameters and the 
efficiency of simulation methods (Górak, 2006). In this chapter, we focused our attention on 
vapour-liquid mass transfer influence on the prediction of RD column behaviour neglecting 
the liquid-solid and intraparticle mass transfer. It means that the bulk phase with solid 
catalyst was assumed to be homogeneous.  

1.3 Mathematical models of a reactive distillation column 
Complex behaviour caused by the vapour-liquid interaction, heat effects, thermodynamic 
and hydrodynamic regimes called for the necessity of models able to describe all these 
interactions. Starting with the well know McCabe-Thiele graphical method for binary 
distillation, the approximate shortcut method for multicomponent mixtures according to the 
Smith-Brinkley or the Fenske-Underwood-Gilliland method, equation tearing procedures 
using the tridiagonal matrix algorithm or the inside-out method, etc. (Perry et al., 1997) have 
been used in the history of distillation and reactive distillation modelling. But only with the 
starting development of computer art, could the researchers start to use standard practices 
used in chemical engineering calculations without any restrictions in respect to the 
equations complexity. At the present time, different depth approaches such as the 
equilibrium (EQ) stage model, EQ stage model with stage efficiencies, nonequilibrium 
(NEQ) stage model, NEQ cell model and the CFD model can be found in literature on RD 
column design. Simultaneously, there are several possible versions of the NEQ model 
formulations with reference to the description of the vapour-liquid equilibrium, reaction 
equilibrium and kinetics (homogenous/heterogeneous reaction, pseudo-homogenous 
approach), mass transfer (effective diffusivity method, Maxwell-Stefan approach) and 
hydrodynamics (completely mixed vapour and liquid, plug-flow vapour, eddy diffusion 
model for the liquid phase, etc.). 

1.3.1 Equilibrium stage model 
The main idea is in assuming that the vapour and liquid streams leaving an equilibrium 
stage are in complete equilibrium with each other and the thermodynamic relations can be 
used to determine the equilibrium stage temperature and relate the concentrations in the 
equilibrium streams at a given pressure (Perry et al., 1997). Schematic diagram of an 
equilibrium stage is shown in Fig. 1. Vapour from the stage below and liquid from the stage 
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above are brought into contact on the stage together with other fresh or recycled feeds. The 
vapour and liquid streams leaving the stage are assumed to be in equilibrium with each other. 
 

 
Fig. 1. Equilibrium stage 
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above are brought into contact on the stage together with other fresh or recycled feeds. The 
vapour and liquid streams leaving the stage are assumed to be in equilibrium with each other. 
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A complete reactive distillation column is considered to be a sequence of such stages. 
Equations describing the equilibrium stages are known as MESH equations, MESH being 
an acronym referring to the different types of equations: Material balances, vapour–liquid 
Equilibrium equations, mole fraction Summations and enthalpy (H) balances (Taylor & 
Krishna, 1993; Kooijman & Taylor, 2000; Taylor & Krishna, 2000). A summary of specific 
equations is given in Table 1. 

1.3.2 Nonequilibrium stage model 
An NEQ model for RD follows the philosophy of rate-based models for conventional 
distillation (Krishnamurthy & Taylor, 1985a; Krishnamurthy & Taylor, 1985b; Taylor & 
Krishna, 1993; Taylor et al., 1994; Kooijman & Taylor, 2000). In contrary to the EQ model, the 
NEQ model does not assume thermodynamic equilibrium on the whole stage, but only at 
the vapour-liquid interface. Mass transfer resistances are located in films near the vapour-
liquid and liquid-solid (for heterogeneously catalysed processes) interfaces. The description 
of the interphase mass transfer, in either fluid phase, is almost invariably based on the film 
theory and rigorous Maxwell-Stefan theory for the interphase heat and mass transfer rates 
calculation. Schematic diagram of the nonequilibrium concept is shown in Fig. 2. Vapour 
and liquid feed streams are contacted on the stage and allowed to exchange mass and 
energy across their common interface represented in the diagram by a vertical wavy line. A 
complete reactive distillation column is considered a sequence of these stages. In a 
nonequilibrium model, separate balance equations are written for each phase on each stage. 
Conservation equations for each phase are linked by material balances around the interface. 
 

 
Fig. 2. Nonequilibrium stage 

Equilibrium relations are used to relate the composition on each side of the phase interface. 
The interface composition and temperature must, therefore, be determined as a part of a 
nonequilibrium column simulation. Equations describing a nonequilibrium stage are 
Material balances, Energy balances, Rate equations, Summation equations, Hydraulic 
equation, and eQuilibrium relations, i.e. MERSHQ equations. A summary of them is given 
in Table 2.  
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MERSHQ equations of the nonequilibrium model 
• Total (M)aterial balances for each phase  
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A complete reactive distillation column is considered to be a sequence of such stages. 
Equations describing the equilibrium stages are known as MESH equations, MESH being 
an acronym referring to the different types of equations: Material balances, vapour–liquid 
Equilibrium equations, mole fraction Summations and enthalpy (H) balances (Taylor & 
Krishna, 1993; Kooijman & Taylor, 2000; Taylor & Krishna, 2000). A summary of specific 
equations is given in Table 1. 
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NEQ model does not assume thermodynamic equilibrium on the whole stage, but only at 
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liquid and liquid-solid (for heterogeneously catalysed processes) interfaces. The description 
of the interphase mass transfer, in either fluid phase, is almost invariably based on the film 
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nonequilibrium column simulation. Equations describing a nonequilibrium stage are 
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MERSHQ equations of the nonequilibrium model 
• Total (M)aterial balances for each phase  
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Building an NEQ model of reactive separation is not as straightforward as it is with the EQ 
stage model in which a term accounting for a reaction is added to the liquid-phase material 
balances (Taylor & Krishna, 2000). A nonequilibrium simulation needs more detailed 
specifications (in comparison with an equilibrium model). For illustration, we need to know 
whether the reaction is heterogeneous or homogeneous, also the type and layout of the 
column internals, mass transfer coefficient model, flow model for both phases, pressure 
drop model, physical properties models, etc., are important. For the estimation of mass and 
heat transport properties, the nonequilibrium model requires an evaluation of many more 
physical properties, such as viscosities, diffusivities, thermal conductivities, surface tension, 
which are not needed in an equilibrium model. In order to determine the mass transfer 
coefficients, interfacial area and pressure drop, column type and internals layout must be 
known. 
1.3.2.1 Mass and heat transfer in NEQ model 

For the mass transfer on a stage, the well known two-film model which assumes that, for 
each phase, the transport resistance is concentrated in a thin film adjacent to the phase 
interface is often adopted. The thickness of these hypothetical films is in the range of 0.001-
0.1 mm for the liquid phase and in the range of 0.1-1 mm for the gas phase (Taylor & 
Krishna, 1993). The most fundamentally sound way to model mass transfer in 
multicomponent systems is to use the Maxwell-Stefan theory (see Taylor & Krishna (1993) 
Krishna & Wesselingh (1997)). Another approach to modelling mass transfer in 
multicomponent systems is enabled by the Fick’s law (Sláva et al., 2008; Kotora et al., 2009). 
Complexity of the Maxwell-Stefan equations and the generalised Fick’s law have led  to the 
use of simpler constitutive relations, e.g. effective diffusivity. Extensive and detailed 
description of multicomponent mass transfer was provided by Taylor & Krishna (1993). The 
nonequilibrium model uses two sets of mass transfer (R)ate equations (see Table 2). At the 
V-L interface, there is continuity of molar rates: 
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Molar rates in each phase are computed from diffusive and convective contributions 
(Kooijman & Taylor, 2000; Taylor & Krishna, 2000): 
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Molar diffusion fluxes L
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i jJ (in the matrix form) are given as follows: 
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Note that there are only (NI-1) × (NI-1) elements in the [kj] matrices (Taylor & Krishna, 1993). 
Matrices of multicomponent mass transfer coefficients assuming ideal behaviour of the 
vapour phase can be calculated from: 
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where [Γ] is the matrix of thermodynamic correction factors portraying nonideal behaviour 
of the liquid phase and [RP] is the matrix of mass transfer resistances for phase P calculated 
from: 

 
,

1, ,

I

I

P N P
P i k
i i P P

ki N i k
k i

z z
R

κ κ=
≠

= +∑  (8)  

 
, ( )

, ,

1 1

I

P P

i j i j i P P

i j i N

R z
κ κ

≠
= − −

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (9)  

where zP is the mole fraction for phase P and ,

P

i j
κ  is the mass transfer coefficient for the 

binary i-j pair in phase P.  
A necessary complementary equation is the (E)nergy balance for the interface. It presents 
the continuity of the energy fluxes across the V-L interface (Table 2). Heat transfer rates for 
the two phases, V , L

j jE E  are defined as: 
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where L

j
h  and V

j
h are the liquid and the vapour heat transfer coefficients,  L
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the liquid and the vapour partial molar enthalpies of component i, and V
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To calculate the vapour phase heat transfer coefficients, the Chilton-Colburn analogy 
between mass and heat transfer may be used (Krishnamurthy & Taylor, 1985b; Kooijman & 
Taylor, 2000): 
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For the calculation of the liquid phase heat transfer coefficients, a penetration model may be 
used (Kooijman & Taylor, 2000):  
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Building an NEQ model of reactive separation is not as straightforward as it is with the EQ 
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Molar rates in each phase are computed from diffusive and convective contributions 
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Note that there are only (NI-1) × (NI-1) elements in the [kj] matrices (Taylor & Krishna, 1993). 
Matrices of multicomponent mass transfer coefficients assuming ideal behaviour of the 
vapour phase can be calculated from: 
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capacities of vapour and liquid mixtures. 
 
Bubble-Cap tray
 

Sieve tray Valve tray Dumped packing Structured packing 

AICHE (1958)  
Hughmark 
(1971) 

AICHE (1958)  
Chan-Fair (1984) 
Zuiderweg (1982) 
Chen-Chuang 
(1993) 
Harris (1965) 
Bubble-Jet 

AICHE 
(1958) 

Onda-Takeuchi-
Okumoto (1968)  
Bravo-Fair (1982) 
Biller-Schultes 
(1992) 
… 

Bravo-Rocha-Fair 
(1985) 
Bravo-Rocha-Fair 
(1992) 
Billet-Schultes (1992) 
… 

Table 3. Available mass transfer coefficient correlations per internal type suggested by 
(Kooijman & Taylor, 2000) 
Crucial parameters in a nonequilibrium model are the mass transfer coefficients. The choice 
of mass transfer coefficient correlations can influence the results of a simulation (Kooijman 
& Taylor, 2000). In Eqs. (8), (9), (13) and (14), the flux mass transfer coefficients ( κ ) were 
used which may be estimated using empirical correlations with the Maxwell-Stefan 
diffusivity of the appropriate i-j pair (Di,j) replacing the binary Fick’s diffusivity (Di,j) (Taylor 
& Krishna, 1993). Table 3 provides a summary of the available mass transfer coefficient 
correlations for tray and packed columns suggested by Kooijman & Taylor (2000). The 
binary mass transfer coefficients obtained from these correlations are functions of the tray 
design and layout, or of the packing type and size, as well as of the operational parameters 
and physical properties including the binary pair diffusion coefficients. Table 4 introduces 
four chosen empirical correlations for the estimation of the number of transfer units or 
relations for the estimation of binary mass transfer coefficients for a sieve tray. Binary mass 
transfer coefficients can be computed from the number of transfer units (N) (Taylor & 
Krishna, 1993; Kooijman & Taylor, 2000) as follows: 

 V V V V V /f sk a t k ah u= =N  (15)  

 ( )L L L L L/ /L

fk a t k ah Z Q W= =N  (16)  

where Z is the liquid flow path length (m), W is the weir length (m), QL is the volumetric 
liquid flow rate (m3 s-1), hf is the froth height (m), aV and aL are the interfacial area per unit 
volume of vapour and liquid (m2 m-3), respectively, a is the interfacial area per unit volume 
of froth (m2 m-3). Parameter ahf (m2 m-2) can be estimated from the Zuiderweg’s (1982) 
method (see Table 4), where it is dependent on the regime of operation (spray regime or 
mixed froth-emulsion flow regime), and us is the superficial vapour velocity (m s-1) based on 
the bubbling area of the tray, Ab: 
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Table 4. Empirical correlation for estimation of the number of transfer units, binary mass 
transfer coefficients and interfacial area per unit bubbling area 

2. Utilisation of mathematical modelling 
Mathematical modelling endeavours to provide a true projection of equipment behaviour 
not only for existing plants but also for designed technologies and equipments when  
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not only for existing plants but also for designed technologies and equipments when  
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experimental data are insufficient. Steady state modelling provides information about 
selectivity, conversion, and production in dependence on the column (reactor) configuration 
and operational mode. Moreover, it gives information about physical properties of the 
output streams, temperature and concentration profiles in the entire column. This 
information is needed for the design and optimisation of the process. In the process design 
phase, dynamic simulation is needed to determine dynamic response to process 
disturbances. Using dynamic simulations, the start-up and shut-down of current processes 
can also be optimised. In recent years, mathematical modelling has often been used for the 
purposes of safety analysis (Molnár et al., 2005). 
European direction 96/82/EC on control of major industrial accidents (so called Seveso II) 
requires a detailed safety analysis not only for existing industrial units, but also for units 
(technologies, equipments) which are designed. A useful tool for such an analysis is 
mathematical modelling of equipment linked with a methodology used for safety analysis, 
like HAZOP or others (Checklists method, What if? Analysis, FMECA (Failure Mode, Effect 
and Criticality Analysis)). A safety analysis includes an analysis of the multiplicity of steady 
states and their stability, identification of states leading to hazardous reactor behaviour, i.e. 
crossing of the practical stability limit, study of safe operating conditions, investigation of 
conditions and trajectories which can shift the reactor/column from one steady state to 
another one and the determination of a safe start-up and shut down procedure. Mohl et al. 
(1999) showed that the multiplicity found for a reactive distillation column has the same 
cause as that found for a continuous stirred tank reactor (CSTR). The existence of multiple 
steady states can result in both technological problems and dangerous situations. However, 
consequences of undesirable situations for a CSTR (other type of reactors) and a reactive 
distillation column may be completely different. For example, increased production of heat 
in a CSTR can result in the run-away effect, but in a reactive distillation column, the heat of 
reaction is used in-situ for evaporation and can (but does not have to) cause technological 
problems.  
HAZOP is one of the best and most rigorous techniques for the identification of hazard and 
operability problems in a chemical plant (Kletz, 1999). The HAZOP procedure formally 
examines all equipment step by step as well as deviations from its normal operation 
conditions and considers what failures can occur. The HAZOP report includes all 
deviations, their causes, consequences in the equipment performance, analysis of these 
consequences, implemented protection (active and/or passive), and the resulting 
suggestions. It can be successfully applied not only for existing plants but also for designed 
technologies and equipment. On the other hand, two essential drawbacks of the HAZOP 
study exist. The primary drawback of the HAZOP approach is related to the possibility that 
hazards and operability problems may be overlooked. HAZOP requires many hours of 
work of a team of experienced engineers, and it is not easy to record the engineering 
reasoning, basic input information or the results. Therefore is the application of the HAZOP 
technique to a detailed chemical plant design a complex and time consuming task. Both 
these drawbacks can be reduced by integrating a model approach into HAZOP. Usually 
does the HAZOP analysis not consider the duration and amplitude of the deviations 
generated during the reactor operation. However, what does the deviation ‘less flow’ 
exactly mean; 90 % or 20 % of the usual operational value? Does the deviation occur as an 
immediate (step) decrease of the flow lasting for 10 min or more, or is it only an impulse? Is 
this decrease continuous at some rate? Answers to these questions may be obtained by an 
appropriate mathematical model (Švandová et al., 2005a; Švandová et al., 2005b; Labovský 
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et al., 2007a; Labovský et al., 2007b). In such a model approach, the extent of the deviations 
may be easily incorporated and possible consequences can be investigated. The basis of this 
methodology is the integration of mathematical modelling into the HAZOP study. This 
integration is useful for the identification of consequences of the generated deviations, and 
the suggestion of corrective actions. Moreover, the integration of mathematical modelling 
into the HAZOP study may potentially lead to the detection of some unexpected deviations. 
Other advantages of this approach are:  
1. significantly reduced time and effort required in HAZOP; 
2. more smooth and detailed HAZOP study; 
3. minimisation of the influence of human factors. 

3. Impact of mathematical model selection on the prediction of steady state 
and dynamic behaviour of a reactive distillation column 
As a model system, the MTBE reaction system was chosen: 

 ( ) ( )3 3 2 3 32 3
CH OH      CH C CH    CH COCH+ = ⇔  (18) 

where iso-butene (IB) reacts with methanol (MeOH) to form MTBE in a reversible, 
exothermic reaction. The reaction is catalysed by a strong ion-exchange resin. The reaction 
rate equation and its parameters were given by Rehfinger and Hoffmann (1990). Possible 
side-reactions were ignored. Reaction rates were calculated assuming a pseudo-
homogenous model. The reaction is usually carried out in the presence of inert components. 
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Fig. 3. Reactive distillation column 

These inert components result from upstream processing, where isobutene is produced. In 
our case study, 1-butene was used as an inert. The vapour–liquid equilibrium was 
calculated using the UNIQUAC model with the binary interaction parameters reported by 
Rehfinger and Hoffmann (1990) (all binary interactions between MeOH, IB, MTBE) and 
HYSYS 2.1 (all binary interactions between 1-butene and the other components). The gas 
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experimental data are insufficient. Steady state modelling provides information about 
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hazards and operability problems may be overlooked. HAZOP requires many hours of 
work of a team of experienced engineers, and it is not easy to record the engineering 
reasoning, basic input information or the results. Therefore is the application of the HAZOP 
technique to a detailed chemical plant design a complex and time consuming task. Both 
these drawbacks can be reduced by integrating a model approach into HAZOP. Usually 
does the HAZOP analysis not consider the duration and amplitude of the deviations 
generated during the reactor operation. However, what does the deviation ‘less flow’ 
exactly mean; 90 % or 20 % of the usual operational value? Does the deviation occur as an 
immediate (step) decrease of the flow lasting for 10 min or more, or is it only an impulse? Is 
this decrease continuous at some rate? Answers to these questions may be obtained by an 
appropriate mathematical model (Švandová et al., 2005a; Švandová et al., 2005b; Labovský 
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et al., 2007a; Labovský et al., 2007b). In such a model approach, the extent of the deviations 
may be easily incorporated and possible consequences can be investigated. The basis of this 
methodology is the integration of mathematical modelling into the HAZOP study. This 
integration is useful for the identification of consequences of the generated deviations, and 
the suggestion of corrective actions. Moreover, the integration of mathematical modelling 
into the HAZOP study may potentially lead to the detection of some unexpected deviations. 
Other advantages of this approach are:  
1. significantly reduced time and effort required in HAZOP; 
2. more smooth and detailed HAZOP study; 
3. minimisation of the influence of human factors. 

3. Impact of mathematical model selection on the prediction of steady state 
and dynamic behaviour of a reactive distillation column 
As a model system, the MTBE reaction system was chosen: 

 ( ) ( )3 3 2 3 32 3
CH OH      CH C CH    CH COCH+ = ⇔  (18) 

where iso-butene (IB) reacts with methanol (MeOH) to form MTBE in a reversible, 
exothermic reaction. The reaction is catalysed by a strong ion-exchange resin. The reaction 
rate equation and its parameters were given by Rehfinger and Hoffmann (1990). Possible 
side-reactions were ignored. Reaction rates were calculated assuming a pseudo-
homogenous model. The reaction is usually carried out in the presence of inert components. 
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Fig. 3. Reactive distillation column 

These inert components result from upstream processing, where isobutene is produced. In 
our case study, 1-butene was used as an inert. The vapour–liquid equilibrium was 
calculated using the UNIQUAC model with the binary interaction parameters reported by 
Rehfinger and Hoffmann (1990) (all binary interactions between MeOH, IB, MTBE) and 
HYSYS 2.1 (all binary interactions between 1-butene and the other components). The gas 



 Mass Transfer in Multiphase Systems and its Applications 

 

660 

phase was assumed to be ideal. Physico-chemical properties of all pure components were 
taken from the HYSYS 2.1 database. The column configuration chosen for the simulations is 
the one described by Jacobs and Krishna (1993) (see Fig. 3).The column consisted of a total 
condenser, 15 sieve trays (2 rectifying stages, 8 reactive stages and 5 stripping stages), and a 
partial reboiler. On each of the eight stages in the reactive zone, 1000 kg of the catalyst were 
charged in the form of “envelopes” placed along the flow path length. Details of such a 
construction are available in a patent (Jones Jr., 1985). The column pressure was 1110 kPa 
and the column had two feed streams: a methanol feed and a mixed butenes feed, both fed 
to stage 10. At a standard operating point, the molar flow rates of methanol and the mixture 
of butenes were 775.8 and 1900 kmol h-1, respectively. The mixed butenes feed consisted of 
35.58% isobutene and 64.42% 1-butene. The reflux ratio was set to 7 and the bottom flow rate 
to 675 kmol h-1. Detailed specifications of the sieve trays are given in Table 5.  
 

Tray specifications  Tray specifications   

Type of tray Sieve - Number of liquid flow passes 5 - 

Column diameter 6 m Fractional active area 0.76 - 

Total tray area 28.27 m2 Fractional hole area 0.1 - 

Tray spacing 0.61 m Fractional downcomer area 0.12 - 

Hole diameter 4.5 mm Liquid flow path length 0.97 m 

Weir height 50 mm Total weir length 22 m 

Table 5. Specifications of reactive distillation column tray 

3.1 Equilibrium vs. nonequilibrium stage model 
The objective of this part is to compare the prediction of the equilibrium and 
nonequilibrium models during the safety analysis of a reactive distillation column focusing 
on the identification of hazardous situations or operability problems. The safety and 
operability analyses are based on the application of the HAZOP procedure integrated with a 
mathematical model with the aim to determine the column response to deviations from 
normal operation conditions or during a nonstandard procedure, like the start-up of the 
reactive distillation column. Mathematical models used for this study were described in 
detail in the previous part of this chapter. In the EQ model, the stage efficiency of 60% was 
assumed. This value closely corresponded to the calculations of the NEQ model using the 
AICHE calculation method for sieve tray mass transfer (Baur et al., 2000). Identification of 
the multiple steady states locus in two parameter planes (remaining operation parameters 
were kept constant) was performed using the algorithm CONT (Kubíček, 1976; Marek & 
Schreiber, 1991). The result of these simulations is depicted in Fig. 4, where the methanol 
feed flow rate and the butenes feed flow rate were chosen as the parameters of interest. The 
bifurcation diagram contains information about the limit points and the multiplicity 
intervals. White area in this diagram indicates that for the combination of both investigated 
parameters only one steady state is possible, meanwhile, the filled area represents the three 
possible steady states for the actual methanol and butenes feed flow rates. The boundary 
lines of the filled area present the limit points in the investigated parametric plane. 
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Fig. 4. Bifurcation diagram in the parametric plane methanol feed flow rate and butenes feed 
flow rate (reprinted from Švandová et al. (2009)) 
Fig. 4 indicates that the multiplicity zones predicted by EQ and NEQ models do not overlap 
in the whole range of the investigated parameters; however, for the operational methanol 
feed flow rate (775.8 kmol h-1) and the operational butenes feed flow rate (1900 kmol h-1), the 
steady-state multiplicity was predicted assuming both models (black circle in Fig. 4). Fig. 4 
provides information about multiplicity intervals; however, it does not give information 
about conversion in the possible steady states. This information is provided by the solution 
diagrams (Figs. 5A and B). In the solution diagrams, either the methanol feed flow rate (with 
constant butenes feed flow rate set to the value of 1900 kmol h-1) or the butenes feed flow 
rate (with constant methanol feed flow rate set to the value of 775.8 kmol h-1) were 
considered as continuation parameters. The solution diagrams (Fig. 5A), where the 
methanol feed flow rate was used as a continuation parameter, indicate three steady states 
at the operating value of the methanol feed flow rate (775.8 kmol h-1) for both models. These 
curves of the iso-butene conversion are continuous. The bifurcation diagram (Fig. 5B.), with 
the butenes feed flow rate used as a continuation parameter, indicates the same three steady 
states for both models used at the operational value of the butenes feed flow rate (1900 kmol 
h-1) as those in Fig. 5A. However, very interesting results of these continuations are 
continuous curves of the iso-butene conversion with isolas located above these curves for 
both investigated models (Fig. 5B). From both solution diagrams (Figs. 5A and B) follows 
that the iso-butene conversion in the upper steady states are nearly identical for both used 
models. The conversion of iso-butene is relatively different in the lower steady state. 
Analysis of the methanol feed flow rate solution diagram (Fig. 5A) implies that a decrease in 
the methanol flow rate does not cause rapid decrease of the iso-butene conversion. A 
different situation occurs when the methanol flow rate is changed to a higher value. An 
increase in the methanol flow rate can lead to a rapid decrease of the iso-butene conversion. 
Similar situations can be expected for a rapid decrease or increase of the butenes feed flow 
rate. As it can be seen, solution diagrams obtained by the EQ and NEQ models are not 
identical in the whole range of the investigated parameters, what can results in different 
predictions of the reactive distillation column behaviour during dynamic simulations 
following the HAZOP procedure. As it was already mentioned, the HAZOP analysis is quite 
complex and time-consuming. Therefore, only one deviation is analysed and discussed in 
the text below.  
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partial reboiler. On each of the eight stages in the reactive zone, 1000 kg of the catalyst were 
charged in the form of “envelopes” placed along the flow path length. Details of such a 
construction are available in a patent (Jones Jr., 1985). The column pressure was 1110 kPa 
and the column had two feed streams: a methanol feed and a mixed butenes feed, both fed 
to stage 10. At a standard operating point, the molar flow rates of methanol and the mixture 
of butenes were 775.8 and 1900 kmol h-1, respectively. The mixed butenes feed consisted of 
35.58% isobutene and 64.42% 1-butene. The reflux ratio was set to 7 and the bottom flow rate 
to 675 kmol h-1. Detailed specifications of the sieve trays are given in Table 5.  
 

Tray specifications  Tray specifications   

Type of tray Sieve - Number of liquid flow passes 5 - 

Column diameter 6 m Fractional active area 0.76 - 

Total tray area 28.27 m2 Fractional hole area 0.1 - 

Tray spacing 0.61 m Fractional downcomer area 0.12 - 

Hole diameter 4.5 mm Liquid flow path length 0.97 m 

Weir height 50 mm Total weir length 22 m 

Table 5. Specifications of reactive distillation column tray 

3.1 Equilibrium vs. nonequilibrium stage model 
The objective of this part is to compare the prediction of the equilibrium and 
nonequilibrium models during the safety analysis of a reactive distillation column focusing 
on the identification of hazardous situations or operability problems. The safety and 
operability analyses are based on the application of the HAZOP procedure integrated with a 
mathematical model with the aim to determine the column response to deviations from 
normal operation conditions or during a nonstandard procedure, like the start-up of the 
reactive distillation column. Mathematical models used for this study were described in 
detail in the previous part of this chapter. In the EQ model, the stage efficiency of 60% was 
assumed. This value closely corresponded to the calculations of the NEQ model using the 
AICHE calculation method for sieve tray mass transfer (Baur et al., 2000). Identification of 
the multiple steady states locus in two parameter planes (remaining operation parameters 
were kept constant) was performed using the algorithm CONT (Kubíček, 1976; Marek & 
Schreiber, 1991). The result of these simulations is depicted in Fig. 4, where the methanol 
feed flow rate and the butenes feed flow rate were chosen as the parameters of interest. The 
bifurcation diagram contains information about the limit points and the multiplicity 
intervals. White area in this diagram indicates that for the combination of both investigated 
parameters only one steady state is possible, meanwhile, the filled area represents the three 
possible steady states for the actual methanol and butenes feed flow rates. The boundary 
lines of the filled area present the limit points in the investigated parametric plane. 
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Fig. 4. Bifurcation diagram in the parametric plane methanol feed flow rate and butenes feed 
flow rate (reprinted from Švandová et al. (2009)) 
Fig. 4 indicates that the multiplicity zones predicted by EQ and NEQ models do not overlap 
in the whole range of the investigated parameters; however, for the operational methanol 
feed flow rate (775.8 kmol h-1) and the operational butenes feed flow rate (1900 kmol h-1), the 
steady-state multiplicity was predicted assuming both models (black circle in Fig. 4). Fig. 4 
provides information about multiplicity intervals; however, it does not give information 
about conversion in the possible steady states. This information is provided by the solution 
diagrams (Figs. 5A and B). In the solution diagrams, either the methanol feed flow rate (with 
constant butenes feed flow rate set to the value of 1900 kmol h-1) or the butenes feed flow 
rate (with constant methanol feed flow rate set to the value of 775.8 kmol h-1) were 
considered as continuation parameters. The solution diagrams (Fig. 5A), where the 
methanol feed flow rate was used as a continuation parameter, indicate three steady states 
at the operating value of the methanol feed flow rate (775.8 kmol h-1) for both models. These 
curves of the iso-butene conversion are continuous. The bifurcation diagram (Fig. 5B.), with 
the butenes feed flow rate used as a continuation parameter, indicates the same three steady 
states for both models used at the operational value of the butenes feed flow rate (1900 kmol 
h-1) as those in Fig. 5A. However, very interesting results of these continuations are 
continuous curves of the iso-butene conversion with isolas located above these curves for 
both investigated models (Fig. 5B). From both solution diagrams (Figs. 5A and B) follows 
that the iso-butene conversion in the upper steady states are nearly identical for both used 
models. The conversion of iso-butene is relatively different in the lower steady state. 
Analysis of the methanol feed flow rate solution diagram (Fig. 5A) implies that a decrease in 
the methanol flow rate does not cause rapid decrease of the iso-butene conversion. A 
different situation occurs when the methanol flow rate is changed to a higher value. An 
increase in the methanol flow rate can lead to a rapid decrease of the iso-butene conversion. 
Similar situations can be expected for a rapid decrease or increase of the butenes feed flow 
rate. As it can be seen, solution diagrams obtained by the EQ and NEQ models are not 
identical in the whole range of the investigated parameters, what can results in different 
predictions of the reactive distillation column behaviour during dynamic simulations 
following the HAZOP procedure. As it was already mentioned, the HAZOP analysis is quite 
complex and time-consuming. Therefore, only one deviation is analysed and discussed in 
the text below.  
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Fig. 5. Solution diagrams obtained by the EQ and NEQ models. Continuation parameter: A) 
methanol feed flow rate, B) butenes feed flow rate (reprinted from Švandová et al. (2009)) 

Let us summarise some very important information for this simple example of the HAZOP 
procedure:   

Studied equipment: reactive distillation column 
Chosen node for HAZOP analysis: feed stream of butenes  
Investigated parameter: feed flow rate of butenes 
Designed steady state operation value of this parameter: 1900 kmol h-1 
Used guideword: higher 
Created deviation: higher butenes feed flow rate 

Fig. 6A–C shows consequences predicted by the EQ and NEQ models for the deviation 
“higher butenes feed flow rate”. At the time of 1 h, the butenes feed flow rate suddenly 
increased from the operational value of 1900 to 1995 kmol h-1 (+5%; Fig. 6A), to the value of 
2090 kmol h-1 (+10%; Fig. 6B) and finally to 2185 kmol h-1 (+15%; Fig. 6C). In all three cases, 
time duration of the deviation was 10 h and the reactive distillation column was forced to 
find a new steady state corresponding to the new value of the butenes feed flow rate. At the 
time of 11 h, the butenes feed flow rate returned back to the operational value (1900 kmol h-

1). Fig. 6A shows a situation when the butenes feed flow rate was changed by about 5%. 
Both, EQ and NEQ, models predicted that after the butenes flow rate returns to the 
operational value, the reactive distillation column will return to the original steady state 
characterised by high conversion of iso-butene. Different situation is depicted in Fig. 6B, the 
butenes feed flow rate was changed by about 10%. After returning the butenes flow rate to 
the operational value, the reactive distillation column stabilised in a lower stable steady 
state considering the NEQ model. However, when the EQ model was used to simulate the 
reactive distillation column, the conversion of iso-butene returned to the original steady 
state after the perturbation. These results indicate a notable disagreement in the prediction 
considering the EQ and the NEQ model. Fig. 6C shows the situation when the butenes feed 
flow rate was changed by about 15%. Both models predicted that after the butenes flow rate 
returns to the operating value, the reactive distillation column stabilises in a lower stable 
steady state. From Figs. 6A–C follows that the magnitude of the deviations has a significant 
influence on the deviation consequences; however, the consequences prediction can be 
different considering the EQ or the NEQ model (Fig. 6B). In many cases, duration of the 
failure may dramatically affect the response of the device although this aspect is not usually 
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investigated during a “typical” HAZOP procedure. Thus, for the next simulation, the same 
deviation, higher butenes feed flow rate, was taken into account.  
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Fig. 6. Conversion changes predicted by the EQ and NEQ models caused by change of the 
butenes feed flow rate. Deviation extension: (A) +5%, (B) +10% and (C) +15% (reprinted 
from Švandová et al. (2009)) 
Fig. 7 presents dynamic simulations of an RD column, starting from the operating steady 
states characterised by high-conversion of iso-butene. At the time equal to 1 h, a 15% 
increase of the butenes feed flow rate was simulated (the same deviation as in Fig. 6C). 
Dynamic responses to the perturbation durations varying from 0.5 to 5 h were investigated 
using the EQ (Fig. 7A) and NEQ (Fig. 7B) models. A system described by the EQ model 
switches to the lower conversion steady state only after a perturbation longer than 3 h (Fig. 
7A). However, a system described by the NEQ model switches to the lower steady state 
earlier, at the perturbation duration of 2 h and more (Fig. 7B). From Figs. 7A and B it is clear 
that the time durations of the feed flow rate disturbances have an extensive impact on the 
transitions between parallel steady states; however, the prediction of column behaviour is 
different assuming the EQ and  the NEQ model. A more complex comparison of the 
predictions of the equilibrium and nonequilibrium models during a safety analysis of a 
reactive distillation column focusing on the identification of hazardous situations or 
operability problems is provided in the article by Švandová et al. (2009). From the presented 
analysis follows an important conclusion: the proportion and localisation of the zones of 
multiple steady states in the solution diagrams predicted by the EQ and NEQ models can be 
partly different. For this reason, the EQ and NEQ models show different response to the 
HAZOP deviation “higher butenes feed flow rate”. Time duration of the feed flow rate 
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Fig. 5. Solution diagrams obtained by the EQ and NEQ models. Continuation parameter: A) 
methanol feed flow rate, B) butenes feed flow rate (reprinted from Švandová et al. (2009)) 

Let us summarise some very important information for this simple example of the HAZOP 
procedure:   

Studied equipment: reactive distillation column 
Chosen node for HAZOP analysis: feed stream of butenes  
Investigated parameter: feed flow rate of butenes 
Designed steady state operation value of this parameter: 1900 kmol h-1 
Used guideword: higher 
Created deviation: higher butenes feed flow rate 

Fig. 6A–C shows consequences predicted by the EQ and NEQ models for the deviation 
“higher butenes feed flow rate”. At the time of 1 h, the butenes feed flow rate suddenly 
increased from the operational value of 1900 to 1995 kmol h-1 (+5%; Fig. 6A), to the value of 
2090 kmol h-1 (+10%; Fig. 6B) and finally to 2185 kmol h-1 (+15%; Fig. 6C). In all three cases, 
time duration of the deviation was 10 h and the reactive distillation column was forced to 
find a new steady state corresponding to the new value of the butenes feed flow rate. At the 
time of 11 h, the butenes feed flow rate returned back to the operational value (1900 kmol h-

1). Fig. 6A shows a situation when the butenes feed flow rate was changed by about 5%. 
Both, EQ and NEQ, models predicted that after the butenes flow rate returns to the 
operational value, the reactive distillation column will return to the original steady state 
characterised by high conversion of iso-butene. Different situation is depicted in Fig. 6B, the 
butenes feed flow rate was changed by about 10%. After returning the butenes flow rate to 
the operational value, the reactive distillation column stabilised in a lower stable steady 
state considering the NEQ model. However, when the EQ model was used to simulate the 
reactive distillation column, the conversion of iso-butene returned to the original steady 
state after the perturbation. These results indicate a notable disagreement in the prediction 
considering the EQ and the NEQ model. Fig. 6C shows the situation when the butenes feed 
flow rate was changed by about 15%. Both models predicted that after the butenes flow rate 
returns to the operating value, the reactive distillation column stabilises in a lower stable 
steady state. From Figs. 6A–C follows that the magnitude of the deviations has a significant 
influence on the deviation consequences; however, the consequences prediction can be 
different considering the EQ or the NEQ model (Fig. 6B). In many cases, duration of the 
failure may dramatically affect the response of the device although this aspect is not usually 
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investigated during a “typical” HAZOP procedure. Thus, for the next simulation, the same 
deviation, higher butenes feed flow rate, was taken into account.  
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Fig. 6. Conversion changes predicted by the EQ and NEQ models caused by change of the 
butenes feed flow rate. Deviation extension: (A) +5%, (B) +10% and (C) +15% (reprinted 
from Švandová et al. (2009)) 
Fig. 7 presents dynamic simulations of an RD column, starting from the operating steady 
states characterised by high-conversion of iso-butene. At the time equal to 1 h, a 15% 
increase of the butenes feed flow rate was simulated (the same deviation as in Fig. 6C). 
Dynamic responses to the perturbation durations varying from 0.5 to 5 h were investigated 
using the EQ (Fig. 7A) and NEQ (Fig. 7B) models. A system described by the EQ model 
switches to the lower conversion steady state only after a perturbation longer than 3 h (Fig. 
7A). However, a system described by the NEQ model switches to the lower steady state 
earlier, at the perturbation duration of 2 h and more (Fig. 7B). From Figs. 7A and B it is clear 
that the time durations of the feed flow rate disturbances have an extensive impact on the 
transitions between parallel steady states; however, the prediction of column behaviour is 
different assuming the EQ and  the NEQ model. A more complex comparison of the 
predictions of the equilibrium and nonequilibrium models during a safety analysis of a 
reactive distillation column focusing on the identification of hazardous situations or 
operability problems is provided in the article by Švandová et al. (2009). From the presented 
analysis follows an important conclusion: the proportion and localisation of the zones of 
multiple steady states in the solution diagrams predicted by the EQ and NEQ models can be 
partly different. For this reason, the EQ and NEQ models show different response to the 
HAZOP deviation “higher butenes feed flow rate”. Time duration of the feed flow rate 
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disturbances has an extensive impact on the transitions between parallel steady states 
predicted by the EQ and NEQ models. It was shown that a reliable prediction of the reactive 
distillation column behaviour is influenced by the complexity of the mathematical model 
used for its description. The EQ model is simpler, requiring a lower number of model 
parameters. On the other hand, the assumption of equilibrium between the vapour and 
liquid streams leaving the reactor can be difficult to meet, especially if some perturbations of 
the process parameters occur. The NEQ model takes the interphase mass and heat transfer 
resistances into account. On the other hand, it is important to point out that prediction of the 
column behaviour is strongly dependent on the quality of the NEQ model parameters 
depending on the equipment design; this topic will be analysed in the next section. 
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Fig. 7. Dynamic response obtained using (A) EQ model and (B) NEQ model to a 15% 
increase in the butenes feed flow rate 1 h after the simulation start. The perturbation period 
varied from 0.5 to 5 h (reprinted from Švandová et al. (2009)) 

3.2 Impact of mass transfer coefficient correlations on prediction of reactive 
distillation column behaviour 
 

Model number Mass transfer coefficient correlation Style of line in graphs 

1 AICHE (1958) dashed line ( ) 
2 Chan-Fair (1984) thick solid line (●) 
3 Chen-Chuang (1993) dash-dotted line (▲) 
4 Zuiderweg (1982) thin solid line (♦) 

Table 6. Mass transfer coefficient correlations chosen for investigation 
To compare the reactive distillation column behaviour predicted by different correlations for 
mass transfer coefficients, the four correlations summarised in Table 6 were chosen. The 
equations are available in the previous section (see Table 4). To estimate the diffusion 
coefficients in gas mixtures and in dilute liquid mixtures, empirical correlations of Fuller-
Schettler-Giddings (1966) and Wilke-Chang (1955), respectively, were used (for details see 
Reid (1977), Taylor & Krishna (1993), Perry et. al. (1997)). The Maxwell-Stefan diffusion 
coefficient is defined for each binary pair in the multicomponent liquid mixture using the 
diffusion coefficients in dilute liquid. The mixing rule used was taken from Wesselingh and 
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Krishna (1990). In the solution diagrams (Figs. 8a and b), either the methanol feed flow rate 
or the butenes feed flow rate were the continuation parameters. The conversion of isobutene 
was examined. The solution diagrams (Fig. 8a), where the methanol feed flow rate was used 
as the continuation parameter, indicate that multiple steady states are predicted by Models 1 
and 2. Using parameters calculated by Models 3 and 4, no multiplicity occurred in the whole 
range of the investigated parameters. When the isobutene feed flow rate was used as the 
continuation parameter, multiple steady states were found for three of the four investigated 
models (Fig. 8b).  
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Fig. 8. a) Conversion of isobutene vs. methanol feed flow rate solution diagrams. b) 
Conversion of isobutene vs. butenes feed flow rate solution diagrams (dashed line—Model 
1, thick solid line—Model 2, dash-dotted line—Model 3, thin solid line—Model 4, vertical 
dotted line—operating feed flow rate, vertical short dotted line—Model 2 out of the validity 
range) (reprinted from Švandová et al. (2008)) 

Only when using parameters calculated by Model 4, no multiplicity occurred in the whole 
range of the investigated parameters. However, a very interesting result is that Models 1 
and 2 predict continuous curves of the isobutene conversion with isolas located above these 
curves. Model 3 predicts a typical ‘S’ profile of the isobutene conversion and, at the same 
time, the “window” in which these multiplicities occur is significantly reduced (see Fig. 8b). 
In general, the AICHE method (Model 1) and the Chan-Fair method (Model 2) behave in 
essentially the same way, except for the strong dependence on the fraction of flooding in the 
Chan- Fair method (Model 2). The critics of the Chan-Fair (Model 2) correlation mention that 
the quadratic dependence on the fractional approach to flooding limits this correlation to the 
range of fractions of flooding where the quadratic term is positive (the fraction of flooding 
must lie between 0 and 1.2) (Kooijman & Taylor, 1995). We have encountered situations of 
the Chan-Fair (Model 2) correlations providing negative mass transfer coefficient because 
the fraction of flooding was outside this range. It is clear that negative mass transfer 
coefficients are physically meaningless and at the same time, the program that implements 
our nonequilibrium model stopped converging to a solution. This situation is represented in 
the solution diagrams (Fig. 8) by a short vertical dotted line (methanol feed flow rate of ≈948 
kmol h-1 in Fig. 8a. and butenes feed flow rate of ≈2280 kmol h-1 in Fig. 8b). From the 
solution diagrams (Figs. 8a and b) follows that for the given operating feed flow rate of 
methanol (775.8 kmol h-1, see dotted line in Fig. 8a) and operating feed flow rate of butenes 
(1900 kmol h-1, see dotted line in Fig. 8b) predict Models 1 and 2 three steady states (two 
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disturbances has an extensive impact on the transitions between parallel steady states 
predicted by the EQ and NEQ models. It was shown that a reliable prediction of the reactive 
distillation column behaviour is influenced by the complexity of the mathematical model 
used for its description. The EQ model is simpler, requiring a lower number of model 
parameters. On the other hand, the assumption of equilibrium between the vapour and 
liquid streams leaving the reactor can be difficult to meet, especially if some perturbations of 
the process parameters occur. The NEQ model takes the interphase mass and heat transfer 
resistances into account. On the other hand, it is important to point out that prediction of the 
column behaviour is strongly dependent on the quality of the NEQ model parameters 
depending on the equipment design; this topic will be analysed in the next section. 
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Fig. 7. Dynamic response obtained using (A) EQ model and (B) NEQ model to a 15% 
increase in the butenes feed flow rate 1 h after the simulation start. The perturbation period 
varied from 0.5 to 5 h (reprinted from Švandová et al. (2009)) 

3.2 Impact of mass transfer coefficient correlations on prediction of reactive 
distillation column behaviour 
 

Model number Mass transfer coefficient correlation Style of line in graphs 

1 AICHE (1958) dashed line ( ) 
2 Chan-Fair (1984) thick solid line (●) 
3 Chen-Chuang (1993) dash-dotted line (▲) 
4 Zuiderweg (1982) thin solid line (♦) 

Table 6. Mass transfer coefficient correlations chosen for investigation 
To compare the reactive distillation column behaviour predicted by different correlations for 
mass transfer coefficients, the four correlations summarised in Table 6 were chosen. The 
equations are available in the previous section (see Table 4). To estimate the diffusion 
coefficients in gas mixtures and in dilute liquid mixtures, empirical correlations of Fuller-
Schettler-Giddings (1966) and Wilke-Chang (1955), respectively, were used (for details see 
Reid (1977), Taylor & Krishna (1993), Perry et. al. (1997)). The Maxwell-Stefan diffusion 
coefficient is defined for each binary pair in the multicomponent liquid mixture using the 
diffusion coefficients in dilute liquid. The mixing rule used was taken from Wesselingh and 
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Krishna (1990). In the solution diagrams (Figs. 8a and b), either the methanol feed flow rate 
or the butenes feed flow rate were the continuation parameters. The conversion of isobutene 
was examined. The solution diagrams (Fig. 8a), where the methanol feed flow rate was used 
as the continuation parameter, indicate that multiple steady states are predicted by Models 1 
and 2. Using parameters calculated by Models 3 and 4, no multiplicity occurred in the whole 
range of the investigated parameters. When the isobutene feed flow rate was used as the 
continuation parameter, multiple steady states were found for three of the four investigated 
models (Fig. 8b).  
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Fig. 8. a) Conversion of isobutene vs. methanol feed flow rate solution diagrams. b) 
Conversion of isobutene vs. butenes feed flow rate solution diagrams (dashed line—Model 
1, thick solid line—Model 2, dash-dotted line—Model 3, thin solid line—Model 4, vertical 
dotted line—operating feed flow rate, vertical short dotted line—Model 2 out of the validity 
range) (reprinted from Švandová et al. (2008)) 

Only when using parameters calculated by Model 4, no multiplicity occurred in the whole 
range of the investigated parameters. However, a very interesting result is that Models 1 
and 2 predict continuous curves of the isobutene conversion with isolas located above these 
curves. Model 3 predicts a typical ‘S’ profile of the isobutene conversion and, at the same 
time, the “window” in which these multiplicities occur is significantly reduced (see Fig. 8b). 
In general, the AICHE method (Model 1) and the Chan-Fair method (Model 2) behave in 
essentially the same way, except for the strong dependence on the fraction of flooding in the 
Chan- Fair method (Model 2). The critics of the Chan-Fair (Model 2) correlation mention that 
the quadratic dependence on the fractional approach to flooding limits this correlation to the 
range of fractions of flooding where the quadratic term is positive (the fraction of flooding 
must lie between 0 and 1.2) (Kooijman & Taylor, 1995). We have encountered situations of 
the Chan-Fair (Model 2) correlations providing negative mass transfer coefficient because 
the fraction of flooding was outside this range. It is clear that negative mass transfer 
coefficients are physically meaningless and at the same time, the program that implements 
our nonequilibrium model stopped converging to a solution. This situation is represented in 
the solution diagrams (Fig. 8) by a short vertical dotted line (methanol feed flow rate of ≈948 
kmol h-1 in Fig. 8a. and butenes feed flow rate of ≈2280 kmol h-1 in Fig. 8b). From the 
solution diagrams (Figs. 8a and b) follows that for the given operating feed flow rate of 
methanol (775.8 kmol h-1, see dotted line in Fig. 8a) and operating feed flow rate of butenes 
(1900 kmol h-1, see dotted line in Fig. 8b) predict Models 1 and 2 three steady states (two 
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stable, one unstable); however, Models 3 and 4 predict only one steady state. The steady 
states obtained by Models 3 and 4 are nearly equal to the upper steady states given by 
Models 1 and 2. The presence of multiple steady states strongly influences the reactive 
distillation column behaviour during its start-up as well as during any disturbances of the 
input parameters. For illustration, disturbances of the butenes feed flow rate were studied 
(Fig. 9a) starting from the operational steady states characterised by high conversion of 
isobutene. At 1 h, a very fast increase of the butenes feed flow rate, over 2100 kmol h-1, was 
simulated. The original flow rate of butenes was reached 10 h later. The duration of the 
disturbance was so long to show that for all investigated methods, a new steady state 
corresponding to the butenes feed flow rate of 2100 kmol h-1 was reached. 
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Fig. 9. a) Conversion of isobutene changes after step change of the butenes flow rate, b) 
Columns start-up considering a gradual increase of the butenes flow rate (dashed line—
Model 1, thick solid line—Model 2, dash-dotted line—Model 3, thin solid line—Model 4, 
dotted line— butenes feed flow rate) 

After returning the butenes flow rate to the operational value, the system described with the 
NEQ model using Models 1 and 2 was stabilised in the lower stable steady state. But 
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providing the NEQ model with Models 3 or 4, the system turned back to the original steady 
state (see Fig. 9a). From Fig. 9a follows that for situations predicted by Models 1 and 2, the 
restart of the RD column is needed to switch the conversion to higher steady states. Also, the 
presence of multiple steady states reduces the operability and controllability of the reactive 
distillation column during its start-up. This is confirmed by Fig. 9b which represents the 
column start-up considering a gradual increase of the butenes feed flow rate. Before the 
start-up procedure, the column was filled with pure methanol. Applying this start-up 
procedure, after reaching the operational feed flow rate of butenes, Models 1 and 2 
predicted column stabilisation in the steady state characterised by low conversion of 
isobutene. Models 3 and 4 predict only one possible steady state for the operating feed flow 
rate of butenes (see Fig. 8b), hence, after the start-up procedure, this steady state is reached 
(Fig. 9b). From Fig. 8 follows that all used models predict the high conversion steady state in 
good agreement with each other. 
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Fig. 10. a) Murphree tray efficiency in upper steady state for methanol, b) Murphree tray 
efficiency in upper steady state for MTBE, c) Murphree tray efficiency in lower steady state 
for methanol, d) Murphree tray efficiency in lower steady state for MTBE ( - Model 1,  
● - Model 2, ▲- Model 3, ♦ - Model 4) (reprinted from Švandová et al. (2008)) 

This good tendency can be observed also in Figs. 10a-b which show the Murphree tray 
efficiency for methanol and MTBE, respectively, in the upper (high conversion) steady state. 
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stable, one unstable); however, Models 3 and 4 predict only one steady state. The steady 
states obtained by Models 3 and 4 are nearly equal to the upper steady states given by 
Models 1 and 2. The presence of multiple steady states strongly influences the reactive 
distillation column behaviour during its start-up as well as during any disturbances of the 
input parameters. For illustration, disturbances of the butenes feed flow rate were studied 
(Fig. 9a) starting from the operational steady states characterised by high conversion of 
isobutene. At 1 h, a very fast increase of the butenes feed flow rate, over 2100 kmol h-1, was 
simulated. The original flow rate of butenes was reached 10 h later. The duration of the 
disturbance was so long to show that for all investigated methods, a new steady state 
corresponding to the butenes feed flow rate of 2100 kmol h-1 was reached. 
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Fig. 9. a) Conversion of isobutene changes after step change of the butenes flow rate, b) 
Columns start-up considering a gradual increase of the butenes flow rate (dashed line—
Model 1, thick solid line—Model 2, dash-dotted line—Model 3, thin solid line—Model 4, 
dotted line— butenes feed flow rate) 

After returning the butenes flow rate to the operational value, the system described with the 
NEQ model using Models 1 and 2 was stabilised in the lower stable steady state. But 

Impact of Mass Transfer on Modelling and Simulation of Reactive Distillation Columns   

 

667 

providing the NEQ model with Models 3 or 4, the system turned back to the original steady 
state (see Fig. 9a). From Fig. 9a follows that for situations predicted by Models 1 and 2, the 
restart of the RD column is needed to switch the conversion to higher steady states. Also, the 
presence of multiple steady states reduces the operability and controllability of the reactive 
distillation column during its start-up. This is confirmed by Fig. 9b which represents the 
column start-up considering a gradual increase of the butenes feed flow rate. Before the 
start-up procedure, the column was filled with pure methanol. Applying this start-up 
procedure, after reaching the operational feed flow rate of butenes, Models 1 and 2 
predicted column stabilisation in the steady state characterised by low conversion of 
isobutene. Models 3 and 4 predict only one possible steady state for the operating feed flow 
rate of butenes (see Fig. 8b), hence, after the start-up procedure, this steady state is reached 
(Fig. 9b). From Fig. 8 follows that all used models predict the high conversion steady state in 
good agreement with each other. 
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Fig. 10. a) Murphree tray efficiency in upper steady state for methanol, b) Murphree tray 
efficiency in upper steady state for MTBE, c) Murphree tray efficiency in lower steady state 
for methanol, d) Murphree tray efficiency in lower steady state for MTBE ( - Model 1,  
● - Model 2, ▲- Model 3, ♦ - Model 4) (reprinted from Švandová et al. (2008)) 

This good tendency can be observed also in Figs. 10a-b which show the Murphree tray 
efficiency for methanol and MTBE, respectively, in the upper (high conversion) steady state. 
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These pictures indicate, that Model 4 tends to predict lower Murphree tray efficiency 
compared to other methods, however, this does not markedly affect the conversion of 
isobutene and the purity of MTBE in the reboiler. For the given operating conditions, the 
low conversion steady state was predicted only by Models 1 and 2. The difference between 
the low conversion steady states predicted by Models 1 and 2 is more relevant. Figs. 10c-d 
show the Murphree tray efficiency for methanol and MTBE, respectively, in the low 
conversion steady state. These pictures show that in the lower part of the reactive zone 
(stages 5-10) Model 2 predicts higher Murphree tray efficiency. Simultaneously, Model 2 
predicts a radical decrease of the Murphree tray efficiency in the upper part of the column 
(stages 1-4). This behaviour predicted by Model 2 is caused by the quadratic dependence on 
the fractional approach to flooding, because in this part of the column is the fraction of 
flooding close to unity and thus close to flooding. As it was shown, different predictions of 
the reactive distillation column behaviour during dynamic change of the parameters depend 
on whether or not multiple steady state are expected for the required values of operational 
parameters. As it was already mentioned Models 1 and 2 predict multiple steady states for 
the operating value of butenes feed flow rate; however, Models 3 and 4 predict only one 
steady state. Fig. 11 shows isobutene conversion dependence on the butenes feed flow rate 
calculated using Model 1 (Fig. 11a) and Model 3 (Fig. 11b). In Fig. 11a, the AICHE method 
was used to calculate the mass transfer coefficients (solid line in Fig. 11a). Additional curves 
in Fig. 11a were calculated under the assumption that all mass transfer coefficients were 
higher (dashed line in Fig. 11a) or lower (dash-dotted line in Fig. 11a) by 10 %. Fig. 11b 
shows a similar investigation, however, to calculate the mass transfer coefficients, the Chen-
Chuang method (solid line in Fig. 11b) was used. Dashed line and dash-dotted line in Fig. 
11b were calculated with the assumption of a 10% increase and a 10 % decrease, 
respectively, of the mass transfer coefficients compared with those calculated using the 
Chen-Chuang method. 
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Fig. 11. Conversion of isobutene vs. butenes feed flow rate solution diagrams calculated 
using a) Model 1, b) Model 3 (solid lines – mass transfer coefficients predicted using 
correlations (Table 4), dash-dotted lines – mass transfer coefficients lower by 10%than 
coefficients predicted by correlations, dashed lines – mass transfer coefficient higher by 10%  
than coefficients predicted by correlations) 

From Fig. 11a follows that a 10 % increase of the mass transfer coefficient value calculated 
using the AICHE method caused a decrease of the conversion in steady states located on the 
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lower branch and a decrease of the mass transfer coefficient caused an increase of the 
conversion in steady states located on the lower branch; however the number of steady 
states and quality of higher steady states located on isolas did not change. An interesting 
result is depicted in Fig. 11b. If the Chen-Chuang method is used to calculate the mass 
transfer coefficients, only one steady state is predicted for the operational feed flow rate of 
butenes (1900 kmol h-1). Multiple steady states are predicted only for a short interval of 
butenes feed flow rate (approximately 1500- 1750 kmol h-1). However, a 10 % increase of the 
mass transfer coefficients above the value calculated using the Chen- Chuang method 
(dashed line in Fig. 11b) caused that multiple steady states appeared for the operational feed 
flow rate of butenes and the shape of the calculated curves were significantly similar to 
those calculated using the AICHE method. On the other hand, a 10% decrease of the mass 
transfer coefficients below the value calculated using the Chen- Chuang method (dash-
dotted line in Fig. 11a) caused that multiple steady states almost completely disappeared. 
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Fig. 12. Conversion of isobutene vs. butenes feed flow rate solution diagrams calculated 
using different liquid phase diffusion coefficient (±20%, ±50%) for all investigated models: a) 
Model 1, b) Model 2, c) Model 3 , d) Model 4 

From this follows that a 10 % change of the value of mass transfer coefficients may even 
affect the number of the predicted steady states and consequently the whole prediction of 
the reactive distillation column behaviour during dynamic change of parameters. 
Investigations presented in Fig. 11 were made under the assumption that all binary mass 
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These pictures indicate, that Model 4 tends to predict lower Murphree tray efficiency 
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calculated using Model 1 (Fig. 11a) and Model 3 (Fig. 11b). In Fig. 11a, the AICHE method 
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in Fig. 11a were calculated under the assumption that all mass transfer coefficients were 
higher (dashed line in Fig. 11a) or lower (dash-dotted line in Fig. 11a) by 10 %. Fig. 11b 
shows a similar investigation, however, to calculate the mass transfer coefficients, the Chen-
Chuang method (solid line in Fig. 11b) was used. Dashed line and dash-dotted line in Fig. 
11b were calculated with the assumption of a 10% increase and a 10 % decrease, 
respectively, of the mass transfer coefficients compared with those calculated using the 
Chen-Chuang method. 
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Fig. 11. Conversion of isobutene vs. butenes feed flow rate solution diagrams calculated 
using a) Model 1, b) Model 3 (solid lines – mass transfer coefficients predicted using 
correlations (Table 4), dash-dotted lines – mass transfer coefficients lower by 10%than 
coefficients predicted by correlations, dashed lines – mass transfer coefficient higher by 10%  
than coefficients predicted by correlations) 

From Fig. 11a follows that a 10 % increase of the mass transfer coefficient value calculated 
using the AICHE method caused a decrease of the conversion in steady states located on the 
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lower branch and a decrease of the mass transfer coefficient caused an increase of the 
conversion in steady states located on the lower branch; however the number of steady 
states and quality of higher steady states located on isolas did not change. An interesting 
result is depicted in Fig. 11b. If the Chen-Chuang method is used to calculate the mass 
transfer coefficients, only one steady state is predicted for the operational feed flow rate of 
butenes (1900 kmol h-1). Multiple steady states are predicted only for a short interval of 
butenes feed flow rate (approximately 1500- 1750 kmol h-1). However, a 10 % increase of the 
mass transfer coefficients above the value calculated using the Chen- Chuang method 
(dashed line in Fig. 11b) caused that multiple steady states appeared for the operational feed 
flow rate of butenes and the shape of the calculated curves were significantly similar to 
those calculated using the AICHE method. On the other hand, a 10% decrease of the mass 
transfer coefficients below the value calculated using the Chen- Chuang method (dash-
dotted line in Fig. 11a) caused that multiple steady states almost completely disappeared. 
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Fig. 12. Conversion of isobutene vs. butenes feed flow rate solution diagrams calculated 
using different liquid phase diffusion coefficient (±20%, ±50%) for all investigated models: a) 
Model 1, b) Model 2, c) Model 3 , d) Model 4 

From this follows that a 10 % change of the value of mass transfer coefficients may even 
affect the number of the predicted steady states and consequently the whole prediction of 
the reactive distillation column behaviour during dynamic change of parameters. 
Investigations presented in Fig. 11 were made under the assumption that all binary mass 
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transfer coefficients (as well as the liquid in the gas phase) are by 10 % higher or lower than 
those calculated using empirical correlations (AICHE, Chen-Chuang). This is a very rough 
assumption which implies a potential uncertainty of the input parameters (diffusivity in the 
liquid or vapour phase, surface tension, viscosity, density, etc.) needed for the calculation of 
the mass transfer coefficients according to the correlations. It is important to note that each 
input parameter needed for the mass transfer coefficient calculation may influence the 
general NEQ model steady state prediction relatively significantly. Fig. 12 shows isobutene 
conversion dependence on the butenes feed flow rate calculated using a) Model 1, b) Model 
2, c) Model 3 , d) Model 4, whereby several different values of the diffusion coefficients in 
the liquid phase were used in each model. To calculate the diffusion coefficients in a dilute 
liquid mixture, the Wilke-Chang (1955) correlation was used, which corresponds to the solid 
lines in Fig. 12a-d. To show the effect of of the diffusion coefficient uncertainty on the NEQ 
models steady state prediction, a 20 % and 50 % increase as well as decrease of the 
calculated diffusion coefficients was assumed. From Fig. 12 follows that the effect of the 
liquid phase diffusion coefficients on the steady states prediction using different models for 
mass transfer coefficient prediction is significantly different. The most distinguishable 
influence can be noticed using Model 3 (i.e., the Chen- Chuang method, see Fig. 12c) where 
the decrease of the diffusion coefficients led to notable reduction of the multiple steady state 
zone and the course of the curves was similar to that predicted by Method 4 (i.e., the 
Zuiderweg method, see Fig. 12d). On the other hand, the increase of the diffusion 
coefficients led to isola closure and creation of a multiplicity zone similar to that  predicted 
by Method 1 (i.e., the AICHE method, see Fig. 12a) and Method 2 (i.e., the Chan-Fair 
method, see Fig. 12b). The effect of diffusion coefficients variation is very similar for Method 
1 and Method 2 whereas the same equation was used for the number of transfer units in the 
liquid phase. Method 4 (i.e., the Zuiderweg method, see Fig. 12d) shows the smallest 
dependence on the diffusion coefficients change. 

4. Conclusion  
A reliable prediction of the reactive distillation column behaviour is influenced by the 
complexity of the mathematical model which is used for its description. For reactive 
distillation column modelling, equilibrium and nonequilibrium models are available in 
literature. The EQ model is simpler, requiring a lower number of the model parameters; on 
the other hand, the assumption of equilibrium between the vapour and liquid streams 
leaving the reactor can be difficult to meet, especially if some perturbations of the process 
parameters occur. The NEQ model takes the interphase mass and heat transfer resistances 
into account. Moreover, the quality of a nonequilibrium model differs in dependence of the 
description of the vapour–liquid equlibria, reaction equilibria and kinetics (homogenous, 
heterogeneous reaction, pseudo-homogenous approach), mass transfer (effective diffusivity 
method, Maxwell - Stefan approach) and hydrodynamics (completely mixed vapour and 
liquid, plug-flow vapour, eddy diffusion model for the liquid phase, etc.). It is obvious that 
different model approaches lead more or less to different predictions of the reactive 
distillation column behaviour. As it was shown, different correlations used for the 
prediction of the mass transfer coefficient estimation lead to significant differences in the 
prediction of the reactive distillation column behaviour. At the present time, considerable 
progress has been made regarding the reactive distillation column hardware aspects (tray 
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design and layout, packing type and size). If mathematical modelling is to be a useful tool 
for optimisation, design, scale-up and safety analysis of a reactive distillation column, the 
correlations applied in model parameter predictions have to be carefully chosen and 
employed for concrete column hardware. A problem could arise if, for a novel column 
hardware, such correlations are still not available in literature, e.g. the correlation and model 
quality progress are not equivalent to the hardware progress of the reactive distillation 
column.  
As it is possible to see from Figs. 8a and b, for given operational conditions and a “good” 
initial guess of the calculated column variables (V and L concentrations and temperature 
profiles, etc.), the NEQ model given by a system of non-linear algebraic equations 
converged practically to the same steady state with high conversion of isobutene (point A in 
Fig. 8) with all assumed correlations. If a “wrong” initial guess was chosen, the NEQ model 
can provide different results according to the applied correlation: point A for Models 3 and 
4 with high conversion of isobutene, point B for Model 2 and point C for Model 1. Therefore, 
the analysis of multiple steady-states existence has to be done as the first step of a safety 
analysis. If we assume the operational steady state of a column given by point A, and start 
to generate HAZOP deviations of operational parameters, by dynamic simulation, we can 
obtain different predictions of the column behaviour for each correlation, see Fig. 9a. Also, 
dynamic simulation of the column start-up procedure from the same initial conditions (for 
NEQ model equations) results in different steady states depending on chosen correlation, 
see Fig. 9b.  
Our point of view is that of an engineer who has to do a safety analysis of a reactive 
distillation column using the mathematical model of such a device. Collecting literature 
information, he can discover that there are a lot of papers dealing with mathematical 
modelling. As was mentioned above, Taylor and Krishna (Taylor & Krishna, 2000) cite over 
one hundred papers dealing with mathematical modelling of RD of different complexicity. 
And there is a problem: which model is the best and how to obtain parameters for the 
chosen model. There are no general guidelines in literature. Using correlations suggested by 
authorities, an engineer can get into troubles. If different models predict different multiple 
steady states in a reactive distillation column for the same column configuration and the 
same operational conditions, they also predict different dynamic behaviour and provide 
different answers to the deviations generated by HAZOP. Consequently, it can lead to 
different definitions of the operator’s strategy under normal and abnormal conditions and in 
training of operational staff. 
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transfer coefficients (as well as the liquid in the gas phase) are by 10 % higher or lower than 
those calculated using empirical correlations (AICHE, Chen-Chuang). This is a very rough 
assumption which implies a potential uncertainty of the input parameters (diffusivity in the 
liquid or vapour phase, surface tension, viscosity, density, etc.) needed for the calculation of 
the mass transfer coefficients according to the correlations. It is important to note that each 
input parameter needed for the mass transfer coefficient calculation may influence the 
general NEQ model steady state prediction relatively significantly. Fig. 12 shows isobutene 
conversion dependence on the butenes feed flow rate calculated using a) Model 1, b) Model 
2, c) Model 3 , d) Model 4, whereby several different values of the diffusion coefficients in 
the liquid phase were used in each model. To calculate the diffusion coefficients in a dilute 
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aI net interfacial area, m2  



 Mass Transfer in Multiphase Systems and its Applications 

 

672 

b weir length per unit of bubbling area, m-1 (Table 4) 
Cp heat capacity, J mol-1 K-1 
c molar concentration, mol m-3 
E  energy transfer rate, J s-1 
D Fick’s diffusivity, m2 s-1 
D Maxwell-Stefan diffusivity, m2 s-1 
F feed stream, mol s-1 
Ff fractional approach to flooding (Table 4) 
FP flow parameter (Table 4) 
Fs superficial F factor, kg0.5 m-0.5 s-1(Table 4) 
H molar enthalpy, J mol-1 
ΔrH reaction enthalpy, J mol-1 
h heat transfer coefficient, J s-1 m-2 K-1 
hL clear liquid height, m (Table 4) 
hw exit weir height, m (Table 4) 
J molar diffusion flux relative to the molar average velocity, mol m-2 s-1 
Ki vapour-liquid equilibrium constant for component i 
[k] matrix of multicomponent mass transfer coefficients, m s-1 
L liquid flow rate, mol s-1 

Le Lewis number ( 1 1 1

p
C Dλρ − − − ) 

M mass flow rates, kg s-1 (Table 4) 
N  number of transfer units 
NF number of feed streams 
NI number of components 
NR number of reactions 
N  transfer rate, mol s-1 
n number of stages 
P pressure of the system, Pa 
PF Pointing correction 

PΔ  pressure drop, Pa 
p hole pitch, m (Table 4) 
Q heating rate, J s-1 
QL volumetric liquid flow rate, m3 s-1(Table 4) 
QV volumetric vapour flow rate, m3 s-1(Eq.(17)) 
 [R] matrix of mass transfer resistances, s m-1 
r ratio of side stream flow to interstage flow 
ScV Schmidt number for the vapour phase  (Table 4) 
T temperature, K 
t time, s 
t residence time, s  (Table 4) 
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U molar hold-up, mol 
us superficial vapour velocity, m s-1 
usf superficial vapour velocity at flooding, m s-1 
V vapour flow rate, mol s-1 
W weir length, m (Table 4) 
x mole fraction in the liquid phase 
y mole fraction in the vapour phase 
Z the liquid flow path length, m (Table 4) 
 zP mole fraction for phase P 

Greek letters  

β fractional free area (Table 4) 
 [Γ] matrix of thermodynamic factors 
ε heat transfer rate factor 
κ binary mass transfer coefficient, m s-1 
λ thermal conductivity, W m-1 K-1 
μ viscosity of vapour and liquid phase, Pa s 
ν stoichiometric coefficient 
ξ  reaction rate, mol s-1 
ρ vapour and liquid phase density, kg m-3 (Table 4) 
σ surface tension, N m-1 

Superscripts  
o initial conditions 
I referring to the interface 
L referring to the liquid phase 
V referring to the vapour phase 

Subscripts  
av averaged value 
f feed stream index 
i component index 
j stage index 
m mixture property 
r reaction index 
t referring to the total mixture 

7. References 
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ξ  reaction rate, mol s-1 
ρ vapour and liquid phase density, kg m-3 (Table 4) 
σ surface tension, N m-1 

Superscripts  
o initial conditions 
I referring to the interface 
L referring to the liquid phase 
V referring to the vapour phase 

Subscripts  
av averaged value 
f feed stream index 
i component index 
j stage index 
m mixture property 
r reaction index 
t referring to the total mixture 
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1. Introduction 
The catalytic membrane reactor as a promising novel technology is widely recommended 
for carrying out heterogeneous reactions. A number of reactions have been investigated by 
means of this process, such as dehydrogenation of alkanes to alkenes, partial oxidation 
reactions using inorganic or organic peroxides, as well as partial hydrogenations, hydration, 
etc. As catalytic membrane reactors for these reactions, intrinsically catalytic membranes can 
be used (e.g. zeolite or metallic membranes) or membranes that have been made catalytic by 
dispersion or impregnation of catalytically active particles such as metallic complexes, 
metallic clusters or activated carbon, zeolite particles, etc. throughout dense polymeric- or 
inorganic membrane layers (Markano & Tsotsis, 2002). In the majority of the above 
experiments, the reactants are separated from each other by the catalytic membrane layer. In 
this case the reactants are absorbed into the catalytic membrane matrix and then transported 
by diffusion (and in special cases by convection) from the membrane interface into catalyst 
particles where they react. Mass transport limitation can be experienced with this method, 
which can also reduce selectivity. The application of a sweep gas on the permeate side 
dilutes the permeating component, thus increasing the chemical reaction gradient and the 
driving force for permeation (e.g. see Westermann and Melin, 2009). At the present time, the 
use of a flow-through catalytic membrane layer is recommended more frequently for 
catalytic reactions (Westermann and Melin, 2009). If the reactant mixture is forced to flow 
through the pores of a membrane which has been impregnated with catalyst, the intensive 
contact allows for high catalytic activity with negligible diffusive mass transport resistance. 
By means of convective flow the desired concentration level of reactants can be maintained 
and side reactions can often be avoided (see review by Julbe et al., 2001). When describing 
catalytic processes in a membrane reactor, therefore, the effect of convective flow should 
also be taken into account. Yamada et al., (1988) reported isomerization of 1-butene as the 
first application of a catalytic membrane as a flow-through reactor. This method has been 
used for a number of gas-phase and liquid-phase catalytic reactions such as VOC 
decomposition (Saracco & Specchia, 1995), photocatalytic oxidation (Maira et al., 2003), 
partial oxidation (Kobayashi et al., 2003), partial hydrogenation (Lange et a., 1998; Vincent & 
Gonzales, 2002; Schmidt et al., 2005) and hydrogenation of nitrate in water (Ilinitch et al., 
2000). 
From a chemical engineering point of view, it is important to predict the mass transfer rate 
of the reactant entering the membrane layer from the upstream phase, and also to predict 
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the downstream mass transfer rate on the permeate side of the catalytic membrane as a 
function of the physico-chemical parameters. The outlet mass transfer rate should generally 
be avoided. The mathematical description of the mass transport enables the reader to choose 
the operating conditions in order to minimize the outlet mass transfer rate. If this transfer 
(permeation) rate is known as a function of the reaction rate constant, it can be substituted 
into the boundary conditions of the full-scale differential mass balance equations for the 
upstream and/or the downstream phases. Such kind of mass transfer equations can not be 
found in the literature, yet. For their description, two types of membrane reactors should 
generally be distinguished, namely intrinsically catalytic membrane and membrane layer 
with dispersed catalyst particle, either nanometer size or micrometer size catalyst particles. 
Basically, in order to describe the mass transfer rate, a heterogeneous model can be used for 
larger particles and/or a pseudo-homogeneous one for very fine catalyst particles (Nagy, 
2007). Both approaches, namely the heterogeneous model for larger catalyst particles and 
the homogeneous one for submicron particles, will be applied for mass transfer through a 
catalytic membrane layer. Mathematical equations have been developed to describe the 
simultaneous effect of diffusive flow and convective flow and this paper analyzes mass 
transport and concentration distribution by applying the model developed. 
Membrane bioreactor (MBR) technology is advancing rapidly around the world both in 
research and commercial applications (Strathman et al., 2006; Yang and Cicek, 2006; Giorno 
and Drioli, 2000; Marcano and Tsotsis, 2002). Integrating the properties of membranes with 
biological catalyst such as cells or enzymes forms the basis of an important new technology 
called membrane bioreactor. Membrane layer is especially useful for immobilizing whole 
cells (bacteria, yeast, mammalian and plant cells) (Brotherton and Chau, 1990; Sheldon and 
Small, 2005), bioactive molecules such as enzymes (Rios et al., 2007; Charcosset, 2006; 
Frazeres and Cabral, 2001) to produce wide variety of chemicals and substances. The main 
advantages of the membrane, especially the hollow fiber, bioreactor are the large specific 
surface area (internal and external surface of the membrane) for cell adhesion or enzyme 
immobilization; the ability to grow cells to high density; the possibility for simultaneous 
reaction and separation; relatively short diffusion path in the membrane layer; the presence 
of convective velocity through the membrane if it is necessary in order to avoid the nutrient 
limitation (Belfort, 1989; Piret and Cooney, 1991; Sardonini and DiBiasio, 1992). This work 
analyzes the mass transport through biocatalytic membrane layer, either live cells or 
enzymes, inoculated into the shell and immobilized within the membrane matrix or in a thin 
layer at the membrane matrix matrix-shell interface. Cells are either grown within the fibers 
with medium flow outside or across the fibers while wastes and desired products are 
removed or grown in the extracapillary space with medium flow through the fibers and 
supplied with oxygen and nutrients (Fig. 12 illustrates this situation). The performance of a 
hollow-fiber or sheet bioreactor is primarily determined by the momentum and mass 
transport rate (Calabro et al., 2002; Godongwana et al., 2007) of the key nutrients through 
the bio-catalytic membrane layer. Thus, the operating conditions (trans-membrane pressure, 
feed velocity), the physical properties of membrane (porosity, wall thickness, lumen radius, 
matrix structure, etc.) can considerably influence the performance of a bioreactor, the 
effectiveness of the reaction. The introduction of convective transport is crucial in 
overcoming diffusive mass transport limitation of nutrients (Nakajima and Cardoso, 1989) 
especially of the sparingly soluble oxygen. Several investigators modeled the mass transport 
through this biocatalyst layer, through enzyme membrane layer (Ferreira et al., 2001; Long 
et al., 2003; Belfort, 1989; Hossain and Do, 1989; Calabro et al., 2002; Waterland et al., 1975; 
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Salzman et al., 1999; Carvalho et al, 2000) or cell culture membrane layer (Melo and Oliveira, 
2001; Brotherton and Chau, 1990, 1996; Piret and Cooney, 1991; Sardonini and Dibiasio, 
1992; Lu et al., 2001; Schonberg and Belfort, 1987). These studies analyze both the mass 
transport through the membrane and the bulk phase concentration change. Against these 
detailed studies, there are not known mass transfer equations which define the mass 
transfer rate through a biocatalytic membrane layer, in closed forms as a function of the 
transport parameters as membrane Peclet number, reaction rate modulus as well as the 
Peclet number of the concentration boundary layer. These equations could then be replaced 
in the full-scale mass transfer models in order to predict the concentration distribution in the 
bulk liquid phase.   
When someone knows the mass transfer rate through the membrane, these rate equations 
now can be put into the full-scale mass balance equation as boundary value to describe the 
concentration distribution on the lumen side, feed side or on the shell side, permeate side. 
The full-scale description of flow in crossflow filtration tubular membrane or in flat sheet 
membrane is also very often the object of investigations (Damak et al., 2004). A fluid 
dynamic description of free flows is usually easy to perform, and in a great majority of 
examples, the well known Navier-Stokes equations can be used to coupling Darcy’s law and 
the Navier-Stokes equations (Mondor & Moresoli, 1999; Damak et al., 2004). A steady-state, 
laminar, incompressible, viscous and isothermal flow in a cylindrical tube with a permeable 
wall is considered. The Navier-Stokes equation and Darcy’s law describe the transfer in the 
tube and in the porous wall, respectively.  

2. Mass transfer through membrane reactor 
Six membrane reactor concepts can be considered related to the catalysts location in the 
membrane modules (Seidel-Morgenstern, 2010). Topics of this paper are the concept when 
the catalyst particles are dispersed in the membrane matrix (the membrane serves an active 
contactor) or the membrane layer is intrinsically catalytic. This concept is illustrated in Fig. 
1. The reactants are fed into the reactor from different sides and react within the membrane. 
 

catalyst

c

CA

B JB

J

A + B C

 
Fig. 1. Schematic illustration of catalytic membrane reactor 

Before one can analyze the mass transport in the lumen or shell side of a capillary or on the 
two sides of a flat membrane, the outlet or inlet mass transfer rate at the membrane interface 
should be determined. A schematic diagram of the physical model and coordinate system is 
given in Fig. 2. The mass transfer rate depends strongly on the membrane properties, on the 
catalyst activity and the mass transfer resistance between the flowing fluid phase and 
membrane layer. This mass transfer rate should then be taken into account in the mass 
balance equation for the flowing fluid (liquid or gas) phase, on both sides of membrane 
reactor. This will be discussed in section 6. 
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simultaneous effect of diffusive flow and convective flow and this paper analyzes mass 
transport and concentration distribution by applying the model developed. 
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and Drioli, 2000; Marcano and Tsotsis, 2002). Integrating the properties of membranes with 
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transport rate (Calabro et al., 2002; Godongwana et al., 2007) of the key nutrients through 
the bio-catalytic membrane layer. Thus, the operating conditions (trans-membrane pressure, 
feed velocity), the physical properties of membrane (porosity, wall thickness, lumen radius, 
matrix structure, etc.) can considerably influence the performance of a bioreactor, the 
effectiveness of the reaction. The introduction of convective transport is crucial in 
overcoming diffusive mass transport limitation of nutrients (Nakajima and Cardoso, 1989) 
especially of the sparingly soluble oxygen. Several investigators modeled the mass transport 
through this biocatalyst layer, through enzyme membrane layer (Ferreira et al., 2001; Long 
et al., 2003; Belfort, 1989; Hossain and Do, 1989; Calabro et al., 2002; Waterland et al., 1975; 
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Salzman et al., 1999; Carvalho et al, 2000) or cell culture membrane layer (Melo and Oliveira, 
2001; Brotherton and Chau, 1990, 1996; Piret and Cooney, 1991; Sardonini and Dibiasio, 
1992; Lu et al., 2001; Schonberg and Belfort, 1987). These studies analyze both the mass 
transport through the membrane and the bulk phase concentration change. Against these 
detailed studies, there are not known mass transfer equations which define the mass 
transfer rate through a biocatalytic membrane layer, in closed forms as a function of the 
transport parameters as membrane Peclet number, reaction rate modulus as well as the 
Peclet number of the concentration boundary layer. These equations could then be replaced 
in the full-scale mass transfer models in order to predict the concentration distribution in the 
bulk liquid phase.   
When someone knows the mass transfer rate through the membrane, these rate equations 
now can be put into the full-scale mass balance equation as boundary value to describe the 
concentration distribution on the lumen side, feed side or on the shell side, permeate side. 
The full-scale description of flow in crossflow filtration tubular membrane or in flat sheet 
membrane is also very often the object of investigations (Damak et al., 2004). A fluid 
dynamic description of free flows is usually easy to perform, and in a great majority of 
examples, the well known Navier-Stokes equations can be used to coupling Darcy’s law and 
the Navier-Stokes equations (Mondor & Moresoli, 1999; Damak et al., 2004). A steady-state, 
laminar, incompressible, viscous and isothermal flow in a cylindrical tube with a permeable 
wall is considered. The Navier-Stokes equation and Darcy’s law describe the transfer in the 
tube and in the porous wall, respectively.  

2. Mass transfer through membrane reactor 
Six membrane reactor concepts can be considered related to the catalysts location in the 
membrane modules (Seidel-Morgenstern, 2010). Topics of this paper are the concept when 
the catalyst particles are dispersed in the membrane matrix (the membrane serves an active 
contactor) or the membrane layer is intrinsically catalytic. This concept is illustrated in Fig. 
1. The reactants are fed into the reactor from different sides and react within the membrane. 
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Fig. 1. Schematic illustration of catalytic membrane reactor 

Before one can analyze the mass transport in the lumen or shell side of a capillary or on the 
two sides of a flat membrane, the outlet or inlet mass transfer rate at the membrane interface 
should be determined. A schematic diagram of the physical model and coordinate system is 
given in Fig. 2. The mass transfer rate depends strongly on the membrane properties, on the 
catalyst activity and the mass transfer resistance between the flowing fluid phase and 
membrane layer. This mass transfer rate should then be taken into account in the mass 
balance equation for the flowing fluid (liquid or gas) phase, on both sides of membrane 
reactor. This will be discussed in section 6. 
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The mass transport through a catalytic membrane layer can be diffusive (there is no 
transmembrane pressure difference between the two sides of the membrane layer) or 
diffusive+ convective transport. These two modes of flow will be discussed separately due 
to its different mathematical treatments in order to get the transfer rate. 
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Fig. 2. Illustration of the mass transfer through a membrane reactor  
The other important classification of the reactors that, as it was mentioned, the membrane 
reactor can intrinsically catalytic or it is made catalytic by dispersed catalyst particles 
distributed uniformly in the membrane matrix. In this latter case two types of mathematical 
model can be used (Nagy, 2007), namely pseudo-homogeneous or heterogeneous models, 
depending on the catalyst particle size. It was shown by Nagy (2007) if the size of catalyst 
particles less than a micron, the simpler homogeneous model can be recommended, in other 
wise, the heterogeneous model should be applied. 
The differential mass balance equation can generally be given by the following equation for 
the catalytic membrane layer with various geometries, perpendicular to the membrane 
interface, applying cylindrical coordinate (Ferreira et al., 2001): 

 ( ) ( )( 1) m
m

D c cpc cD Q
r r r r dr t

υ∂ ∂+∂ ∂ ∂⎛ ⎞ + − − =⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 (1a) 

where p denotes a geometrical factor with values of 0 for cylindrical coordinate and -1 for 
rectangular membranes. The membrane concentration, C is given here in a unit of measure 
of gmol/m3. This can be easily obtained by means of the usually applied in the e.g. g/g unit 
of measure with the equation of C=wρ/M, where w concentration in kg/kg, ρ – membrane 
density, kg/m3, M-molar weight, kg/mol. The most often recommended mass balance 
equation (Marcano & Tsotsis, 2002), in dimensionless form, for membrane reactor is as 
(R=r/Ro; C=c/co): 

 
2

*1o

m

R C C Q
D X R R R
υ ∂ ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂ ∂⎝ ⎠

 (1b) 

where Q* reaction term given in dimensionless form. The boundary conditions are as: 
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 C=1   at    X=0, for all R (2a) 

 0C
R
∂

=
∂

   at   R=0, for all X (2b) 

 dCC D J
R

υ − =
∂

   at   R=1, for all X (2c) 

The value of the mass transfer rate through the membrane, J will be shown in the next 
sections under different conditions. From eq. 1, the mass balance equation is easy to get for 
flat sheet membrane.  

2.1 Diffusive mass transport with intrinsic catalytic layer or with fine catalytic 
particles 
In both cases the membrane matrix is regarded as a continuous phase for the mass transport. 
Assumptions, made for expression of the differential mass balance equation to the catalytic 
membrane layer, are: 
• Reaction occurs at every position within the catalyst layer; 
• Mass transport through the catalyst layer occurs by diffusion; 
• The partitioning of the components (substrate, product) is taken into account (thus, 

CHm=C*m where C*m denotes membrane concentration on the feed interface; see Fig. 2); 
• The mass transport parameters (diffusion coefficient, partitioning coefficient) are 

constant;  
• The effect of the external mass transfer resistance should also be taken into account; 
• The mass transport is steady-state and one-dimensional;   
In case of dispersed catalyst particles they are uniformly distributed and they are very fine 
particles with size less than 1 μm, i.e. they are nanometer sized particles. It is assumed that 
catalyst particles are placed in every differential volume element of the membrane reactor. 
The reactant firstly enters in the membrane layer and from that it enters into the catalyst 
particles where the reaction of particles is porous as e.g. active carbon, zeolite (Vital et al., 
2001) occurs or it enters onto the particle interface and reacts [particle is nonporous as e.g. 
metal cluster, (Vancelecom & Jacobs, 2000)].  Consequently, the mass transfer rate into the 
catalyst particles has to be defined first. In this case, the whole amount of the reactant 
transported in or on the catalyst particle will be reacted. Then this term should be placed 
into the mass balance equation of the catalytic membrane layer as a source term. Thus, the 
differential mass balance equation for intrinsic membrane and membrane with dispersed 
nanosized particles differ only by their source term. The cylindrical effect can only be 
significant when the thickness of a capillary membrane can be compared to the internal 
radius of the capillary tube as it was shown by Nagy (2006). On the other hand, the 
application of cylindrical coordinate hinders the analytical solution for first or zero-order 
reactions as well. Thus, the basic equations will be shown here for plane interface and in the 
section 5 an analytical approach will be presented for cylindrical tube as well.   

2.1.1 Mass transfer accompanied by first-order reaction 
Herewith first the reaction source term will be defined indifferent cases, namely in cases of 
intrinsically catalytic membrane and membrane with dispersed catalytic particles and the 
solution of the differential mass balance equation under different boundary conditions. 
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The value of the mass transfer rate through the membrane, J will be shown in the next 
sections under different conditions. From eq. 1, the mass balance equation is easy to get for 
flat sheet membrane.  

2.1 Diffusive mass transport with intrinsic catalytic layer or with fine catalytic 
particles 
In both cases the membrane matrix is regarded as a continuous phase for the mass transport. 
Assumptions, made for expression of the differential mass balance equation to the catalytic 
membrane layer, are: 
• Reaction occurs at every position within the catalyst layer; 
• Mass transport through the catalyst layer occurs by diffusion; 
• The partitioning of the components (substrate, product) is taken into account (thus, 

CHm=C*m where C*m denotes membrane concentration on the feed interface; see Fig. 2); 
• The mass transport parameters (diffusion coefficient, partitioning coefficient) are 

constant;  
• The effect of the external mass transfer resistance should also be taken into account; 
• The mass transport is steady-state and one-dimensional;   
In case of dispersed catalyst particles they are uniformly distributed and they are very fine 
particles with size less than 1 μm, i.e. they are nanometer sized particles. It is assumed that 
catalyst particles are placed in every differential volume element of the membrane reactor. 
The reactant firstly enters in the membrane layer and from that it enters into the catalyst 
particles where the reaction of particles is porous as e.g. active carbon, zeolite (Vital et al., 
2001) occurs or it enters onto the particle interface and reacts [particle is nonporous as e.g. 
metal cluster, (Vancelecom & Jacobs, 2000)].  Consequently, the mass transfer rate into the 
catalyst particles has to be defined first. In this case, the whole amount of the reactant 
transported in or on the catalyst particle will be reacted. Then this term should be placed 
into the mass balance equation of the catalytic membrane layer as a source term. Thus, the 
differential mass balance equation for intrinsic membrane and membrane with dispersed 
nanosized particles differ only by their source term. The cylindrical effect can only be 
significant when the thickness of a capillary membrane can be compared to the internal 
radius of the capillary tube as it was shown by Nagy (2006). On the other hand, the 
application of cylindrical coordinate hinders the analytical solution for first or zero-order 
reactions as well. Thus, the basic equations will be shown here for plane interface and in the 
section 5 an analytical approach will be presented for cylindrical tube as well.   

2.1.1 Mass transfer accompanied by first-order reaction 
Herewith first the reaction source term will be defined indifferent cases, namely in cases of 
intrinsically catalytic membrane and membrane with dispersed catalytic particles and the 
solution of the differential mass balance equation under different boundary conditions. 
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2.1.1.1 Reaction terms  

Intrinsically catalytic membrane; this is well known in literature ( 1 1
ok cΦ = ): 

 2
1 1

oQ k c C C= ≡ Φ  (3) 

Catalyst with dispersed particles, reaction takes place inside of the porous particles; For catalytic 
membrane with dispersed nanometer size particles, the mass transfer rate into the spherical 
catalyst particle has to be defined. The internal specific mass transfer rate in spherical 
particles, for steady-state conditions and when the mass transport accompanied by first-
order chemical reaction can be given as follows (Nagy & Moser, 1995): 

 p pj Cβ ∗=  (4) 

where 
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1
tanh

p p
p

p p

D Ha
R Ha

β
⎛ ⎞
⎜ ⎟= −
⎜ ⎟
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 (5a) 

and 

2
1 p

p
p

k R
Ha

D
=  

The external mass transfer resistance, through the catalyst particle depends on the diffusion 
boundary layer thickness, δp. The value of δp could be estimated from the distance of 
particles from each other (Nagy & Moser, 1995). Namely, its value is limited by the 
neighboring particles, thus, the value of βp will be slightly higher than that follows from the 
well known equation of 2 /o

p p md Dβ= , where the value of δp is supposed to be infinite. 
Thus, one can obtain (Nagy et al., 1989): 

 2o m m
p

p p

D D
d

β
δ

= +  (5b) 

where 

2
p

p
h d

δ
−

=  

From eqs 4 and 5 one can obtain for the mass transfer rate with the overall mass transfer 
resistance: 

 1 1
o o

tot

o
pp

Cj c C c

H

β

ββ
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+
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Accordingly, the Φ value in eq. 3 can be expressed as follows (Nagy et al., 1989): 
 

 
2

1
m

tot
ωδ β

ε
Φ =

−
 (7) 

 

Reaction occurs on the interface of the catalytic particles (Nagy, 2007). It often might occur that 
the chemical reaction takes place on the interface of the particles, e.g, in cases of metallic 
clusters, the diffusion inside the dense particles is negligibly. Assuming the Henry’s 
sorption isotherm of the reacting component onto the spherical catalytic surface (CHf=qf), 
applying / f fDdC dr k H C= boundary condition at the catalyst’s interface, at r=Rp, the Φ 
reaction modulus can be given according to eq. (7) with the following βsum value: 
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1 1
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f fp k H

δβ

β

=
+

 (8) 

 

where kf is the interface reaction rate constant. The above model is obviously a simplified 
one. 

2.1.1.2 Mass transfer rates 
The differential mass balance equation for the reactant entering the catalytic membrane 
layer is as follows in dimensionless form: 
 

 
2

2
2 0d C C

dY
−Φ =  (9) 

Solution of eq. 9 is well known: 

 Y YC Te SeΦ −Φ= +  (10) 
 

For the sake of generalization, in the boundary conditions you should take into account the 
external mass transfer resistance on both sides of the membrane, though it should be noted 
that the role of the o

δβ  will be gradually diminish with the increase of the reaction rate. At 
the end of this subsection the limiting cases will also be briefly given. Thus: 

Y=0 ( )
0

1 mo

m Y

D dC
C

dY
β

δ =

− = −  (11) 

Y=1 ( )
1

mo o

m Y

D dC
C C

dYδ δ δβ
δ =

− = −  (12) 

The mass transfer rate on the upstream side of the membrane can be given as follows (Nagy, 
2007): 

 ( )1o o
m mJ H c TCδβ= −  (13) 
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with 
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Similarly, the mass transfer rate for the downstream side of the membrane, at Y=1: 
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Limiting cases; The transfer rate without external mass transfer resistances, namely when 
oβ →∞ and o

δβ →∞ , can easily be obtained from eq. 13 as limiting case as: 

 1
tanh cosh

o o o
m c CJ δβ ⎛ ⎞Φ

= −⎜ ⎟⎜ ⎟Φ Φ⎝ ⎠
 (16) 

Eq. 16 is a well known mass transfer equation for liquid mass transfer accompanied by first-
order reaction. The mass transfer can similarly be obtained rate for the case when the outlet 
concentration is zero, and, o

δβ →∞ : 

 o o
totJ cβ=  (17) 
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To avoid the outlet flow of reactant is an important requirement for the membrane reactors. 
For it the operating conditions should be chosen rightly.  

2.1.2 Mass transfer accompanied by zero-order reaction 
In this case the reaction rate is independent of the concentration of reactant in the membrane 
layer. The differential mass balance equation can be given as: 

 
2

2
2

d C
dY

= Φ  (19) 

The value of Φ can be given for intrinsically catalytic membrane as: 
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Fig. 3. Illustration of the concentrations for second-order reaction 
The case of dispersed catalyst particles in the membrane layer is not discussed here because 
it unimportance for membrane reactor. For the solution of the eq. 19 let us use the following 
boundary conditions: 

at Y=0 ( )
0

1 mo

m Y

D dC
C

dY
β

δ =

− = −  (21) 

at Y=1 oC HCδ=  (22) 

The mass transfer resistance on the outlet side has not importance in that case because the 
concentration rapidly decreases down to zero, thus does exist outlet mass transfer in a 
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Similarly, the mass transfer rate for the downstream side of the membrane, at Y=1: 
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Limiting cases; The transfer rate without external mass transfer resistances, namely when 
oβ →∞ and o

δβ →∞ , can easily be obtained from eq. 13 as limiting case as: 
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Eq. 16 is a well known mass transfer equation for liquid mass transfer accompanied by first-
order reaction. The mass transfer can similarly be obtained rate for the case when the outlet 
concentration is zero, and, o

δβ →∞ : 
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To avoid the outlet flow of reactant is an important requirement for the membrane reactors. 
For it the operating conditions should be chosen rightly.  

2.1.2 Mass transfer accompanied by zero-order reaction 
In this case the reaction rate is independent of the concentration of reactant in the membrane 
layer. The differential mass balance equation can be given as: 

 
2

2
2

d C
dY

= Φ  (19) 

The value of Φ can be given for intrinsically catalytic membrane as: 
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Fig. 3. Illustration of the concentrations for second-order reaction 
The case of dispersed catalyst particles in the membrane layer is not discussed here because 
it unimportance for membrane reactor. For the solution of the eq. 19 let us use the following 
boundary conditions: 

at Y=0 ( )
0

1 mo

m Y

D dC
C

dY
β

δ =

− = −  (21) 

at Y=1 oC HCδ=  (22) 

The mass transfer resistance on the outlet side has not importance in that case because the 
concentration rapidly decreases down to zero, thus does exist outlet mass transfer in a 
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narrow reaction rate regime, only. After solution, the concentration distribution can be given 
as: 
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The mass transfer rate can be given as: 
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From eq. 25, the well known expression of mass transfer rate without chemical reaction can 
easily be obtained. 

2.1.3. Mass transfer accompanied by second-order reaction 
It is assumed that the reagents (component A and B) are fed on the both sides of the 
membrane reactor and they are diffusing through the membrane layer counter-currently 
(Fig. 3). The reaction term can be given for intrinsically catalytic membrane as follows: 

 2
o o
A B A BQ k c c C C=  (26) 

Substituting the reaction term into eq. (1) for e.g. the A component and plane interface as 
well as steady-state condition (DmA is constant) one can get: 
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This equation can be solved either by numerical method or an analytical approach can be 
developed. Such an analytical approach is given in details in Appendix. The essential of this 
method that the membrane layer is divided into N very thin sub-layer and the concentration 
of one of the two components is considered to be constant in this sub-layer (see Fig. 3 and 
Fig. 13). Thus, one can get a second-order differential equation with linear source term that 
can be solved analytically. In dimensionless form it is for the ith sub-layer as: 
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where BC  denotes the average concentration of B component in the ith sub-layer. Solution of 
eq. 28 is well known (see eq. 10). The general solution for every sub-layer has two 
parameters that should be determined by the suitable boundary conditions (see Appendix): 
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i iA Y A Y

C C− +=   with i=1,2,…,N (31) 

at y=1 o
A AC C δ=  (32) 

After solution of the N differential equation with 2N parameters to be determined the T1 
and S1 parameters for the first sub-layer can be obtained as (ΔY is the thickness of the sub-
layers) : 
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Knowing the T1 and S1 the other parameters, namely Ti and Si (i=2,3,…,N) can be easily be 
calculated by means of the internal boundary conditions given by eqs. 30 and 31 from 
starting from T2 and S2 up to TN and SN.  
After differentiating eq. 10 and applying it for the first sub-layer, the mass transfer rate of 
component A can be expressed as: 
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where 
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and 
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1 tanh

j
j j i

Aii i
i

Y
z
κ

κ ξ −
−= Φ Δ +  for i=2,3,…,N and j=S,T,O (37) 

The starting values of 1
jξ  and 1

jκ  are as follows: 

1
1

A YT eξ −Φ Δ=    1
1

A YS eξ Φ Δ=    ( )1 1tanhO
A Yξ = Φ Δ  

and 

1
1

A YT eκ −Φ Δ= −    1
1

A YS eκ Φ Δ=    1 1Oκ =  

Obviously, in order to get the inlet mass transfer rate of component A, the concentration 
distribution of component B is needed. Thus, for prediction of the J value the concentration 
of component B has to be known. It is easy to learn that trial-error method should be used to 
get alternately the component concentrations. Steps of calculation of concentration of both 
components can be as follows: 
1. Starting concentration distribution, e.g. for component B should be given and one 

calculates the concentration distribution of component A; 
2. The indices of sub-layer of A component have to be changed adjusted them to that of B 

started from the permeate side of membrane, i.e. at Y=1, thus, i  subscript of Ai should 
be replaced by  N+1-i;  

3. Now applying the previously calculated averaged Ai ( iA ), one can predict the 
concentration distribution of component B, using eqs. 33 to 37, adapted them to 
component B; 

4. These three steps should be repeated until concentrations do not change anymore;  
 

 
Fig. 4. The mass transfer rate a s a function of the catalyst phase holdup obtained by the 
pseudo-homogeneous model (Hm=H=1; Dm=1 x 10-10 m2/s; 0oCδ = ; o o

δβ β= →∞ ; dp=2 μm; 
δm=30 μm) 
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2.1.4 Analysis of the mass transport 
The detailed discussion of the mass transport through a membrane reactor is not a target of 
this paper. Applying the equations for mass transfer rate or for concentration distribution 
presented the reactor performance is easy to calculate. Only a typical figure will be shown in 
this section.  Fig. 4 illustrates the effect of the catalyst holdup and the reaction modulus on 
the mass transfer rate. Detailed analysis is given in Nagy’s paper (2007). Similar results can 
be obtained by zero-order reaction though its effect is somewhat stronger because its 
independency of concentration (Nagy, 2007). The concentration of the reactor rapidly 
decreases down to zero even at rather low reaction rate coefficient. Thus the role of the 
convective velocity should have got careful attention.               
Normally, 3-5 recalculations of concentrations are enough to get the correct results. 

2.2 Diffuive+convective mass transport with intrinsic catalytic layer or with fine 
catalytic particles 
Convective mass transport can take place if transmembrane pressure difference exists 
between the two membrane sides. Recently it was proved in the literature (Ilinitch, 2000, 
Nagy, 2007) that the presence of convective flow can improve the efficiency of the 
membrane reactor. Thus, the study of the mass transport in presence of convective mass 
flow can be important in order to predict the reaction process.  On the otherwise, the use of 
convective flow is rather rare, because the aim is mostly to minimize the outlet rate of the 
reactant on the permeate side. The source terms of this case are the same as it was showed in 
subsection 2.1.  

2.2.1 Mass transport accompanied by first-order reaction  
The differential mass balance equation for the polymeric or macroporous ceramic catalytic 
membrane layer, for steady-state, taking both diffusive and convective flow into account, 
can be given as: 
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where υ denotes the convective velocity, Dm is the diffusion coefficient of the membrane, 
and δm is the membrane thickness. 

 /2mPe YC Ce−=  (39) 

Introducing a new variable, C  (eq. 39) the following differential equation is obtained from 
eq. 38): 
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2
2

4
mPe

Θ = + Φ  

The general solution of eq. 40 is well known, so the concentration distribution in the 
catalytic membrane layer can be given as follows: 

 Y YC Te Seλ λ= +  (41) 

with 

2
mPe

λ = −Θ    
2

mPe
λ = +Θ  

The inlet and the outlet mass transfer rate can easily be expressed by means of eq. (41). The 
overall inlet mass transfer rate, namely the sum of the diffusive and convective mass 
transfer rates, is given by: 

 ( )0
0

om
mY

m Y

D dCJ C T S
dY

υ β λ λ
δ=

=
= − = +  (42) 

The outlet mass transfer rate is obtained in a similar way to eq. (42) for X=1: 

 ( )o
mJ Te Seλ λ

δ β λ λ= +  (43) 
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Fig. 5. Illustration of the concentration distribution for models A and B. 
The value of parameters T and S can be determined from the boundary conditions. For the 
sake of generality, two models, namely model A and model B, will be distinguished 
according to Figure 5 (for details see Nagy, 2010). The essential difference between the 
models is that, in case of model A, there is a sweeping phase that can remove the 
transported component from the downstream side providing the low concentration of the 
reacted component in the outlet phase and due to it, high diffusive mass transfer rate. There 
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is no sweep phase in case of model B, thus the outlet phase is moving from the membrane 
due to the lower pressure on the permeate side. 
Model A. In this case, due to the effect of the sweeping phase, the external mass transfer 
resistance on both sides of the membrane should be taken into account in the boundary 
conditions, though the role of o

δβ  is gradually diminished as the catalytic reaction rate 
increases. The concentration distribution in the catalytic membrane when applying a sweep 
phase on the two sides of the membrane, as well is illustrated in Fig. 5a. On the upper part 
of the catalytic membrane layer, in Fig. 5a, the fine catalyst particles are illustrated with 
black dots. It is assumed that these particles are homogeneously distributed in the 
membrane matrix. Due to sweeping phase, the concentration of the bulk phase on the 
permeate side may be lower than that on the membrane interface. The boundary conditions 
can be given for that case as: 

 ( )o oC C C Jυ β+ − =  at Y=0 (44) 

 ( )o oC C C Jδ δ δ δ δυ β+ − =  at Y=1 (45) 

Boundary conditions given by eqs. (44) and (45) are only valid in two phase flows. Where 
oCδ  denotes the concentration on the downstream side, oβ and o

δβ  are mass transfer 
coefficients in the continuous phase, o

mβ the membrane mass transfer coefficient 
( /o

m m mDβ δ= ), Hm denotes the distribution coefficient between the continuous phase and 
the membrane phase. The solution of the algebraic equations obtained, applying eqs. 42 to 
45, can be received by means of known mathematical manipulations. Thus, the values of T 
and S obtained are as follows: 

 2 4

2 3 1 4

1o o o o

o
m

C CT δ δβ ϕ β ϕ
ϕ ϕ ϕ ϕ β

−
= −

−
 (46) 
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β

= − − ; 

An important limiting case should also be mentioned, namely the case when the external 
diffusive mass transfer resistances on both sides of membrane can be neglected, i.e. when 

oβ →∞ and o
δβ →∞ . For that case the concentration distribution and the inlet mass transfer 

rate can be expressed by eqs. 48 and 49, respectively. 
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resistance on both sides of the membrane should be taken into account in the boundary 
conditions, though the role of o

δβ  is gradually diminished as the catalytic reaction rate 
increases. The concentration distribution in the catalytic membrane when applying a sweep 
phase on the two sides of the membrane, as well is illustrated in Fig. 5a. On the upper part 
of the catalytic membrane layer, in Fig. 5a, the fine catalyst particles are illustrated with 
black dots. It is assumed that these particles are homogeneously distributed in the 
membrane matrix. Due to sweeping phase, the concentration of the bulk phase on the 
permeate side may be lower than that on the membrane interface. The boundary conditions 
can be given for that case as: 
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Boundary conditions given by eqs. (44) and (45) are only valid in two phase flows. Where 
oCδ  denotes the concentration on the downstream side, oβ and o

δβ  are mass transfer 
coefficients in the continuous phase, o

mβ the membrane mass transfer coefficient 
( /o

m m mDβ δ= ), Hm denotes the distribution coefficient between the continuous phase and 
the membrane phase. The solution of the algebraic equations obtained, applying eqs. 42 to 
45, can be received by means of known mathematical manipulations. Thus, the values of T 
and S obtained are as follows: 
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An important limiting case should also be mentioned, namely the case when the external 
diffusive mass transfer resistances on both sides of membrane can be neglected, i.e. when 

oβ →∞ and o
δβ →∞ . For that case the concentration distribution and the inlet mass transfer 

rate can be expressed by eqs. 48 and 49, respectively. 
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An important limiting case when the outlet concentration is zero, i.e. 0oCδ = , accordingly 
the mass transfer rate is as ( o

δβ →∞ ): 
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Model B. For the convective flow catalytic membrane reactor operating in another mode, for 
instance in dead-end mode as in Figure 4b, the boundary condition on the permeate side of 
the membrane should be changed. In this case the concentration of the permeate phase does 
not change during its transport from the membrane interface. If there is no sweeping phase 
on the downstream side then the correct boundary conditions will be as: 

 ( )o oC C C Jυ β+ − =  at Y=0 (51) 

 C Jδ δυ =  at Y=1 (52) 

After solution one can get as: 
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The values of φ3 and φ4 are the same as they are given after eq. 47. 

2.2.2 Mass transport accompanied by zero-order reaction  
The effect of the zero-order reaction will be discussed here for intrinsically catalytic 
membrane layer, only. This reaction has no important role in the case of membrane reactor.  
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The differential mass balance equation to be solved is as: 
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Similarly to eqs. 19, the differential mass balance equation for the catalytic membrane can be 
given as: 
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Look at first the solution with the following boundary conditions: 

Y=0  then C=1 (57a) 

Y=1 then oC Cδ=  (57b) 

The general solution of Eq. (56) is as: 
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Applying the boundary conditions [Eqs. (57a) and (57b] one can get: 
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The mass transfer rate can be given as: 
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The outlet mass transfer rate should also be given: 
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Fig. 6. The effect of first-order chemical reaction on the concentration distribution in the two 
layers at different values of reaction modulus ( 0.1oCδ = ; 41 10 /o o

L m x m sβ β −= = ) 
Now look at the solution with mass transfer resistance in the feed phase, thus, the boundary 
condition for Y=0 will be as: 

 ( )o oC C C Jυ β+ − =  (63) 

The physical mass transfer rate through the boundary layer can be expressed, in case of 
convective + diffusive flows as follows (Nagy & Kulcsar, 2009): 

 ( )1 LPeo o oJ c e Cβ −= −  (64) 

with 
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Applying the well known two-layer theory the mass transfer rate can be given by means of 
the overall mass transfer resistance applying eqs. (60) and (64), the two mass transfer rate 
are equal to each other, as follows 

 ( )1 /LPeo o
tot mJ c Te C Hδβ −= −  (66) 

with 
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The values of βo and βm are defined in eqs. 65 and 60. 
 

 
Fig. 7. The overall mass transfer coefficient as a function of first-order reaction rate constant 
at different values of Pem number 41 10 /o o

L m x m sβ β −= =  

2.2.3 Analysis of the mass transport 
The simultaneous effect of the convective flow and the reaction rate is less intensively 
investigated (Nagy, 2009a, 2009b, Nagy & Kulcsár, 2009; Nagy & Borbély, 2009). The 
importance of convective velocity can essentially improve the efficiency of the membrane 
reactor (Ilinitch, 2000; Nagy, 2010). Let us show the concentration distribution in case of 
first-order reaction (Fig. 6). The Φ reaction modulus can significantly lower the 
concentration in the phases. At larger modulus the curve change from concave one to 
convex one through an a inflexion point. The dimensionless outlet concentration was chosen 
to be 0.1. The concentration can decrease below this value indicating that 0.1oCδ = can 
maintain only when there is inlet flow of reactant on the permeate side. Obviously, this is 
not a real case. The effect of the first-order chemical reaction on the mass transfer coefficient 
is illustrated at different, increasing values of the Pem and with external resistance (Fig. 7). 
Obviously, the mass transfer rate will have limiting value due to the increasing effect of the 
external mass transfer resistance when the reaction rate increases. Description of the 
reduction of aqueous nitrates applying mono- and bimetallic, palladium-copper catalysts 
impregnated in γ-Al2O3 support layers is discussed by Nagy (2010) applying the mass 
transfer rate developed.  

2.3 Mass transfer with microsized, dispersed, catalyst particles: applying the 
heterogeneous model   
Mostly, depending also on the membrane thickness, when particles are falling into the 
micrometer size regime, the internal mass transport mechanism, inside of catalyst particles, 
has to be taken into account. A simple physical model could be applied for the description 
the process in this case, as it is schematically illustrated in Fig. 8. The gas (or liquid) reactant 
enters first the catalytic membrane layer and then diffuses to the first catalytic particle, 



 Mass Transfer in Multiphase Systems and its Applications 

 

694 

 [ ]( )
2 2

/2 /2
2 21 1 1 1 2 sinh

2
m m mPe Pe Pe m

m m
m m

Pee e Pe Pe e
Pe Peδα

− −⎛ ⎞Φ Φ ⎛ ⎞= − − − ≡ − −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 (62) 

 

 
Fig. 6. The effect of first-order chemical reaction on the concentration distribution in the two 
layers at different values of reaction modulus ( 0.1oCδ = ; 41 10 /o o

L m x m sβ β −= = ) 
Now look at the solution with mass transfer resistance in the feed phase, thus, the boundary 
condition for Y=0 will be as: 

 ( )o oC C C Jυ β+ − =  (63) 

The physical mass transfer rate through the boundary layer can be expressed, in case of 
convective + diffusive flows as follows (Nagy & Kulcsar, 2009): 

 ( )1 LPeo o oJ c e Cβ −= −  (64) 

with 

 
1

L

L

Pe
o L

L Pe
L

D ePe
e

β
δ −=  (65) 

where 

L
L

L
Pe

D
υδ

=  

Applying the well known two-layer theory the mass transfer rate can be given by means of 
the overall mass transfer resistance applying eqs. (60) and (64), the two mass transfer rate 
are equal to each other, as follows 

 ( )1 /LPeo o
tot mJ c Te C Hδβ −= −  (66) 

with 

Mass Transfer through Catalytic Membrane Layer   

 

695 

 1
1 Ltot Pe

m
o

m

H e
β

ββ

−=
+

 (67) 

The values of βo and βm are defined in eqs. 65 and 60. 
 

 
Fig. 7. The overall mass transfer coefficient as a function of first-order reaction rate constant 
at different values of Pem number 41 10 /o o

L m x m sβ β −= =  

2.2.3 Analysis of the mass transport 
The simultaneous effect of the convective flow and the reaction rate is less intensively 
investigated (Nagy, 2009a, 2009b, Nagy & Kulcsár, 2009; Nagy & Borbély, 2009). The 
importance of convective velocity can essentially improve the efficiency of the membrane 
reactor (Ilinitch, 2000; Nagy, 2010). Let us show the concentration distribution in case of 
first-order reaction (Fig. 6). The Φ reaction modulus can significantly lower the 
concentration in the phases. At larger modulus the curve change from concave one to 
convex one through an a inflexion point. The dimensionless outlet concentration was chosen 
to be 0.1. The concentration can decrease below this value indicating that 0.1oCδ = can 
maintain only when there is inlet flow of reactant on the permeate side. Obviously, this is 
not a real case. The effect of the first-order chemical reaction on the mass transfer coefficient 
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Obviously, the mass transfer rate will have limiting value due to the increasing effect of the 
external mass transfer resistance when the reaction rate increases. Description of the 
reduction of aqueous nitrates applying mono- and bimetallic, palladium-copper catalysts 
impregnated in γ-Al2O3 support layers is discussed by Nagy (2010) applying the mass 
transfer rate developed.  

2.3 Mass transfer with microsized, dispersed, catalyst particles: applying the 
heterogeneous model   
Mostly, depending also on the membrane thickness, when particles are falling into the 
micrometer size regime, the internal mass transport mechanism, inside of catalyst particles, 
has to be taken into account. A simple physical model could be applied for the description 
the process in this case, as it is schematically illustrated in Fig. 8. The gas (or liquid) reactant 
enters first the catalytic membrane layer and then diffuses to the first catalytic particle, 
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perpendicular to the membrane interface. The chemical reaction, namely a first-order, 
irreversible chemical reaction, takes place in the catalyst particles only.  It is assumed that 
the concentration of the organic reactant should be much higher in a hydrophobic polymer 
membrane than that of the reactant investigated, e.g. peroxides, oxygen or hydrogen, etc. 
Then the unreacted reactant diffuses through the first, catalytic particle to its           
other side and enters again the polymer membrane matrix and so on (the route of this mass 
transfer process is illustrated by an arrow denoted by J in Fig. 8). This diffusion path exists 
only for the heterogeneous part of the membrane interface (which is the projection of the 
cubic catalyst particle onto the membrane interface). There can be a portion of membrane 
interface, that is the so called homogeneous part of the interface, where the diffusing 
reactant does not cross any catalyst particle (this mass stream is denoted by Jo in Fig. 8). This 
also affects the resultant mass transfer rate. The assumed cubic (Yawalkar et al., 2001, 
Mehra, 1999, Nagy, 2002) catalyst particles are supposed to be uniformly distributed in the 
polymer membrane matrix. 
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βo βδ
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Fig. 8. Membrane reactor with dispersed catalyst particles (for heterogeneous model the 
spherical particles are modeled as cubic ones. 
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Fig. 9. Concentration distribution in the membrane reactor (a) and a particle line with 
notations (b) 

For the description of this transport process, the catalyst membrane layer should be divided 
into 2N+1 sub-layers, perpendicular to the membrane interface. Namely, N sub-layers for 
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catalyst particles located perpendicular to the membrane interface, N+1 sub-layers for the 
polymer membrane matrix between particles (ΔY) and between the first particle (Y1) and the 
last particle (1- *

NY ) and the membrane interfaces (Fig. 9b). In order to get a mathematical 
expression for the mass transfer rates, differential mass balance equation should be given for 
each sub-layer. Thus, one can obtain a differential equation system containing 2N+1 second 
order differential equations. This equation system with suitable boundary conditions can be 
solved analytically which is also demonstrated in this paper. The number of particles, N, 
and the distance between them, ΔY, can be calculated from the particle size, dp and the 
catalyst phase holdup, ε (Nagy, 2007). The distance of the first particle from the membrane 
interface, Y1 (Y1=y1/δm) can be regulated by the preparation method of the catalytic 
membrane layer. The differential mass balance equations for the sections of the polymer 
membrane phase and for that of the catalyst particles can be given, in dimensionless form, 
as follows, respectively: 
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The solutions of the above differential equations, for the ith sections, are well known, namely: 

 i iC T Y S= +     1 1i N≤ ≤ +  (70) 

 ( ) ( )exp expp i iC E Y F Y= Φ + −Φ     1 i N≤ ≤  (71) 
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Thus, one can obtain 2N+1 algebraic equations with twice as many parameters, Ti, Si (i=1, 2, 
3, …, N+1) as well as Ei and Fi (i=1, 2, 3, …, N), which are to be determined. Their values can 
be determined by means of suitable boundary conditions at the external interfaces of the 
membrane, at Y=0 and Y=1 as well as at the internal interfaces of every segment in the 
membrane matrix, at Yi and *

iY  with i=1, 2, 3, …, N. The effect of the external mass transfer 
resistances should be taken into account:  
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The boundary conditions for the internal interfaces of the sub-layers are also well known 
(Fig.  9b): 
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At Y=1 then  ( ) 1 1
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The boundary conditions for the internal interfaces of the sub-layers are also well known 
(Fig.  9b): 
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at iY Y=   ( ) i iY Y
i i i i iT Y S H E e F eΦ −Φ+ = +  (74) 

at iY Y=   ( )i iY Y
m i p i iD A D E e F eΦ −Φ= Φ −  (75) 

as well as for the other side of the catalyst particles, namely at *
iY Y= : 
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i i

dY Y Y
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= + =   ( ) * **
1 1

i iY Y
i i i i iT Y S H E e F eΦ −Φ
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at *
i i

dY Y Y
δ

= + =   ( )* *

1
i iY Y

m i p i iD T D E e F eΦ −Φ
+ = Φ −  (77) 

Eqs 74 and 76 express that there is equilibrium on the sub-layer interfaces, while eqs 73 and 
77 involve that there is no accumulation or source at the internal interfaces. Thus, an 
algebraic equation system with 2(N+1) equations can be obtained that can be solved 
analytically with a traditional method using the Cramer rules. The solution is briefly 
discussed in Nagy’s paper (2007). 
As a result of this solution, the mass transfer rate on the upstream side of the membrane 
interface, related to its heterogeneous part (which is the projection of the cubic catalyst 
particle onto the membrane interface), can be given as follows:   

 ( )1o o
m mJ H c TCδβ= −  (78) 

where 
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with 
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as well as 

pHC C= ;      ( )*
1 1N
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dY Y N Y N
δ

= + − Δ + ;      *
m j jH C C=           with j = 1,2 
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The values of Uni, αni, and ξni as well as Ui, αi, and ξi should be calculated from sub-layer to 
sub-layer, that is from 1 to N (αni, ξni, αi, ξi) or N+1 (Uni, Ui),  from equations given in Table 1. 
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Table 1. The list of variables that should be applied for the calculation of the mass transfer 
rates.  

It may also be important to know the portion of the reactant that reacts in the catalytic 
membrane layer during its diffusion, or, there is an unreacted portion of the diffused 
reactant that passes on the downstream side of the membrane into the continuous phase. 
This outlet mass transfer rate, for the heterogeneous part of the membrane interface, at X=1 
can be given as follows: 
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The physical mass transfer rate for the heterogeneous part of the interface is as follows: 

 ( )1o o o o
tot mJ H c Cδβ= −  (85) 

The physical mass transfer coefficient, with external mass transfer resistances, for the 
portion of the membrane interface where there are particles in the diffusion path taking into 
account the effect of the catalyst particles, as well, can be given by the following equation: 
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The physical mass transfer rate for the heterogeneous part of the interface is as follows: 

 ( )1o o o o
tot mJ H c Cδβ= −  (85) 

The physical mass transfer coefficient, with external mass transfer resistances, for the 
portion of the membrane interface where there are particles in the diffusion path taking into 
account the effect of the catalyst particles, as well, can be given by the following equation: 
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Fig. 10. Effect of the catalyst particle size on the mass transfer rate related to the total 
membrane interface, as a function of the reaction modulus (Hm=H=1; Dm=1 x 10-10 m2/s; 

0oCδ = ; o o
δβ β= →∞ ; Y1=1 μm; δm=30 μm; ε=0.1) 
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Depending on the value of the Dp diffusion coefficient, H solubility coefficient (Cp=CH) as 
well as the number of particles perpendicular to the interface, N, the value of the physical 
mass transfer coefficient of the membrane with catalytic particles, o

totβ might be completely 
different from that of the membrane layer without catalyst particles, o

mβ ( /o
m m mDβ δ= ). For 

example, in the case of a polymer membrane filled with zeolite particles as catalyst, the 
value of Dp can be lower by about 4 orders of magnitude than that in the polymer matrix 
(Jawalkar et al., 2001). The specific mass transfer rate related to the total catalytic membrane 
interface (Nagy, 2007) can be given as:  

 ( )2/3 2/31o
aveJ KJ J Kε ε= + −  (87) 

or that for the outlet mass transfer rate: 

 ( )2/3 2/31o
aveJ KJ J Kδ δε ε= + −  (88) 

The value of the mass transfer rate can be easily obtained for the homogeneous part of the 
interface, oJ , namely: 

 ( )1o o o o
m mJ H c Cδβ= −  (89) 

In order to calculate the enhancement during the mass transfer accompanied by chemical 
reaction, the physical mass transfer rate related to the total membrane interface should also 
be defined: 

 ( )2/3 2/31o o o
ave totJ KJ J Kε ε= + −  (90) 
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The value of the factor K can be obtained from the distribution of catalyst particles in the 
polymer membrane matrix. Its value, depending on the particles distribution in the 
membrane matrix, should be K=1 or K=1.8715 (for details see Nagy, 2007)  The effect of the 
catalyst particle size is illustrated in Fig. 10 at different reaction rate applying the 
heterogeneous model. The mass transfer rate is very sensitive to the particle size, namely its 
value strongly decreases with the increase of the size. With increasing size decreases the 
number of particle because distance between them increases. Accordingly the particle size 
should be decreasing as low as possible. Detailed analysis of this model and its comparison 
to the homogeneous one is given in Nagy’s paper (2007). 

3. Mass transport through biocatalytic membrane layer 
The principle of the mass transport of substrates/nutrients into the immobilized 
enzyme/cells, through a solid, porous layer (membrane, biofilm) or through a gel layer of 
enzyme/cells is the same. The structure, the thickness of this mass transport layer can be 
very different, thus, the mass transport parameters, namely diffusion coefficient, convective 
velocity, the bio-reaction rate constant, their dependency on the concentration and/or space 
coordinate is characteristic of the porous layer and of the nature of the biocatalysts. Several 
investigators modeled the mass transport through this biocatalyst layer, through enzyme 
membrane layer or cell culture membrane layer (Schonberg & Belfort, 1990, Kelsey et al., 
1990, Piret & Cooney, 1991, Ferreira et al., 2001) Recently Nagy (2009a, 2009b) studied the 
mass transfer rate into a biocatalytic membrane layer with constant mass transport 
parameters. He defined the mass transfer rates for both side of the membrane surface. The 
rate equations are expressed as product of the mass transfer coefficient and driving force as 
it is traditionally applied for the diffusion systems, e.g. in gas-liquid systems. Applying 
these inlet mass transfer rate, the concentration profile of the two layers, namely that of the 
boundary layer and biocatalytic membrane layer can be calculated. These will be 
demonstrated in the case of first- and zero-order reactions as well as in the case of the 
general Monod kinetics. Assumptions, made for expression of the differential mass balance 
equation to the biocatalytic membrane layer, are: 
• Reaction occurs at every position within the biocatalyst layer; 
• Reaction has one rate-limiting substrate/nutrient; 
• Mass transport through the biocatalyst layer occurs by diffusion and convection; 
• The partitioning of the components (substrate, product) is negligible (Thus, C*=C*m); 
• The mass transport parameters (diffusion coefficient, convective velocity, bioreaction 

rate coefficient) are constant or varying;  
• The effect of the concentration boundary layer should also be taken into account;   
For the sake of simplification, let us regard a steady-state reaction as well as let us use the 
Cartesian co-ordinate, thus, the differential mass balance equation, applying the Michaelis-
Menten kinetics, can be given as follows (y is here the transverse space coordinate, 
perpendicular to the membrane interface): 

 ( ) max 0m
M

d C v Cd dCD
dy dy dy K C

υ⎧ ⎫⎛ ⎞⎪ ⎪− − =⎜ ⎟⎨ ⎬
+⎪ ⎪⎝ ⎠⎩ ⎭

 (91) 
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In general case, as it was mentioned, the diffusion coefficient and/or convective velocity can 
depend on the space coordinate, thus Dm=Dm(y), υ (y), [or on the concentration, Dm=Dm(C) 
or both of them, Dm=Dm(C, y)]. In the boundary conditions the external mass transfer 
resistance should also be taken into account. The membrane layer with biomass colony on it 
and the concentration boundary layer are illustrated, with important notations and 
concentration profiles, in Fig. 12. 
The boundary conditions of eq. 91 are the same, in general case, as it given in eqs. 44 and 45. 
That is, the fluid phase mass transfer resistances of both sides of the membrane are taken 
into account. Eq. 91 can be solved numerically or by analytical approach, only. In the 
following sub-section we give an analytical approach, where the mass transfer rate is 
expressed in explicit, closed form, to its solution.  The general solution of eq. 91 is discussed 
by Nagy (2008, 2009a). Here a solution without mass transfer resistance will only be shown.  

3.1 Approaching analytical solution of the mass transport with variable parameters 
and/or  with Monod kinetics for single  membrane layer 
Let us first to solve the differential mass balance eq. 91 with the boundary conditions 57a. 
and 57b. where the diffusive mass transfer resistances are negligible. The solution with 
boundary conditions given by eqs. 44 and 45 is much more complicated (not shown here). 
This solution was given by Nagy (2008) for diffusional mass transport through membrane 
reactor and by Nagy & Borbély, (2009) for diffusive+convective mass transport with variable 
parameters. In essentials, this solution methodology serves the mass transfer rate and the 
concentration distribution in closed, explicit mathematical expression. The method can be 
applied for Cartesian coordinate and cylindrical coordinate as will be shown. For the 
solution of the eq. (91), the biocatalytic membrane should be divided N sub-layer (Fig. 13), 
in the direction of the mass transport, that is perpendicular to the membrane interface, with 
thickness of Δδ (Δδ=δ/N) and with constant transport parameters in every sub-layer [for 
details of a general solution see (Nagy, 2009a)]. Thus, for the nth sub-layer of the membrane 
layer, using dimensionless quantities, it can be obtained (for better understanding m 
subscript for D is not written here): 

 
2

2 0n n
n n n

d C dCD k C
dydy

υ− − =   yn-1 < y < yn (92) 

where the value of kn can be obtained according e.g. to the Michaelis-Menten kinetics as 
follows: 

 max
n

M n

vk
K C

=
+

 (93) 

where nC denotes the average value of C in the nth membrane sub-layer.  
In dimensionless form one can get the following equation: 
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− −Φ = , (94) 

where 
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The solution of eq. 92 can be easily obtained by well known mathematical methods, as it is 
geiven in sub-section 2.2.1, as it follows: 

 ( ) ( )nn YY
n nC T e S e λλ= +   Yn-1< Y < Yn (95) 

with 
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n n
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λ = + Θ
     2

n
n n
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4
n

n
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Tn and Pn parameters of Eq. (95) can be determined by means of the boundary conditions for 
the nth sub-layer (with 1 ≤ n ≤ N). The boundary conditions at the internal interfaces of the 
sub-layers (1 ≤ n ≤ N-1; Ym=nΔY; ΔY=1/N) can be obtained from the following two 
equations [Eqs. (96a) and (96b)]: 
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After solution of the algebraic equation system containing 2N equations, the mass transfer 
rate on the upstream side of the membrane can be given, for that case, as follows: 
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 Mass Transfer in Multiphase Systems and its Applications 

 

702 
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That is, the fluid phase mass transfer resistances of both sides of the membrane are taken 
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3.1 Approaching analytical solution of the mass transport with variable parameters 
and/or  with Monod kinetics for single  membrane layer 
Let us first to solve the differential mass balance eq. 91 with the boundary conditions 57a. 
and 57b. where the diffusive mass transfer resistances are negligible. The solution with 
boundary conditions given by eqs. 44 and 45 is much more complicated (not shown here). 
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where the value of kn can be obtained according e.g. to the Michaelis-Menten kinetics as 
follows: 
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n
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 (93) 

where nC denotes the average value of C in the nth membrane sub-layer.  
In dimensionless form one can get the following equation: 
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The solution of eq. 92 can be easily obtained by well known mathematical methods, as it is 
geiven in sub-section 2.2.1, as it follows: 
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Tn and Pn parameters of Eq. (95) can be determined by means of the boundary conditions for 
the nth sub-layer (with 1 ≤ n ≤ N). The boundary conditions at the internal interfaces of the 
sub-layers (1 ≤ n ≤ N-1; Ym=nΔY; ΔY=1/N) can be obtained from the following two 
equations [Eqs. (96a) and (96b)]: 
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After solution of the algebraic equation system containing 2N equations, the mass transfer 
rate on the upstream side of the membrane can be given, for that case, as follows: 
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and 
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If one want to calculate the concentration distribution he should start with values of T1 and 
S1 and applying the known boundary conditions, the values of Ti and Si (i=2,3,…,N) can 
easily be calculated. The internal boundary conditions could be as follows:  
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i iY Y Y YC C− += ==  (102) 

The outlet mass transfer rate can be similarly given (not shown here). This value should be 
as less as possible to avoid the loss of the substrate during the process.  In the next section 
some typical figures will be shown to illustrate the effect of the parameters on the mass 
transport through the catalytic membrane layer. 
 

 
Fig. 11. The relative value of outlet mass transfer rate as a function of reaction modulus 
applying the Michaelis-Menten kinetics (line 2) and its limiting cases, namely first-order 
(line 1) and zero-order kinetics. (Dm=5.4 x 10-10 m2/s; 0oCδ = ; o o

δβ β= →∞ ; KM/co=1; 
δm=100 μm) 
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In the case of microorganism the substrate concentration should be kept above its critical 
level. To hold it is important to apply convective mass flow, as well. A typical figure (Fig. 
11) illustrates how the reaction rate influences the outlet mass transfer rate related to the 
inlet one calculated it in limiting cases and with the Michaelis-Menten kinetics (line 2). Fig. 
11 illustrates clearly that the approach of the limiting case can cause essential error in 
prediction of the reactor efficiency.  

4. Membrane reactor with biofilm on it  
There is an increasing interest in the membrane-aerated biofilm reactor as a technology that 
can enhance the application of biofilms in wastewater treatment. In this reactor the biofilm 
is naturally immobilized on an substrate permeable membrane and counter- or (regarding 
the conventional biofilms where both the dissolved oxygen and substrates diffuse in the 
same direction) co-diffusion of oxygen and nutrients (organic component, ammonia, etc.) 
can take place. Several investigators have reported performance advantages of membrane-
aerated biofilm reactors for wastewater treatment (Aryal et al., 2009; Monthlagh et al., 2006) 
oxidation of organic components (Casey et al., 2000; Gross et al., 2007), nitrification (Rittman 
& Manem, 1992; Wang et al., 2009) etc. The structure of the biofilm can be homogeneous or 
heterogeneous depending on the substrate concentration (Piciorenau et al., 2001) because 
the growth rate of microorganisms depends strongly on the substrate concentration. Taking 
into account that the sum of the reacted amount of substrate in the biofilm, Jr and the inlet 
mass transfer rate into the membrane layer (layer m) is equal to that of inlet transfer rate of 
the biofilm layer, (J=Jr+Jm, where Jm denotes the mass transfer rate that enters the membrane 
layer), the J value can be expressed for two reactive layers, similarly to the two-film theory 
as (Fig. 12): 
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Fig. 12. Schematic diagram of the mass transfer for two bio-catalytic layers as well as the 
important notations  

 ( )1o o
totJ c LCδβ= −  (103) 
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where 

 ( )
( ) ( )

1 / /
1 / 1 /

r M
tot

m

A E
E A

β β β
β

β β β
+ −

=
− +

 (104) 

 ( )/2 tanh
tanh

mm

m

PeDβ
δ

Θ +Θ
=

Θ
 (105) 

 
( )

/2

cosh / 2 tanh

PeeA
Pe

−Θ
=

Θ Θ + Θ
 (106) 

 
( )( )1 / /

m

r m r m r

A
L

A E E
β

β β β β β
=

+ − −
 (107) 

where 

 
( ) ( )

( )

/22

2 2

/2 tanh / cosh 1

tanh /2

Pe

r

Pe eD
Pe

β
δ

−Θ + Θ Θ −Φ
=

Θ −Θ
 (108) 

and 

 ( )
( )

/2

/2 /2

sinh cosh

/2

m

m m

Pe
m

Pe Pe
m

Pe e
E

e Pe e

−

−

Θ + Θ − Θ
=

Θ −
 (109) 

This equation does not involve the effect of the external mass transfer resistance. 
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Fig. 13. Division of the membrane layer for prediction of the mass transfer rate for 
cylindrical and/or variable parameters. 
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5. Approaching solution in case of cylindrical coordinate 
Applying the Michaelis-Menten equation, the mass balance equation with cylindrical 
coordinate is as: 

 
2

max2
1 0m

M
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The differential mass balance equation for state-state conditions, for cylindrical coordinate 
and for the nth sub-layer (Fig. 13) is as: 
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Rearranging eq. 111, the following dimensionless equation is obtained to be solved:  
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The solution of eq. 112 is the same as eq. 92: 
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where Ro is the radius of the cylindrical membrane, R=1+n(Ro+δm)/Ro, R=r/Ro.The 
determination of Tn, Sn parameters is the same as in the case of Cartesian coordinate. 

6. Full-scale description of the process in hollow fiber membrane 
Mostly used membrane configuration is capillary module, though the industry often applies 
tubular, spiral-wound and plate-and frame modules (Baker, 2004). Here the mass balance or 
continuity equations are given in cylindrical coordinate. These can easily be rewritten to 
Cartesian one, as well (Cebeci, 2005). For cross-flow processes mass balance equation should 
be given for both the lumen and the shell sides of the membrane. The feed stream in the 
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This equation does not involve the effect of the external mass transfer resistance. 
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Fig. 13. Division of the membrane layer for prediction of the mass transfer rate for 
cylindrical and/or variable parameters. 
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5. Approaching solution in case of cylindrical coordinate 
Applying the Michaelis-Menten equation, the mass balance equation with cylindrical 
coordinate is as: 
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The differential mass balance equation for state-state conditions, for cylindrical coordinate 
and for the nth sub-layer (Fig. 13) is as: 
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where Ro is the radius of the cylindrical membrane, R=1+n(Ro+δm)/Ro, R=r/Ro.The 
determination of Tn, Sn parameters is the same as in the case of Cartesian coordinate. 

6. Full-scale description of the process in hollow fiber membrane 
Mostly used membrane configuration is capillary module, though the industry often applies 
tubular, spiral-wound and plate-and frame modules (Baker, 2004). Here the mass balance or 
continuity equations are given in cylindrical coordinate. These can easily be rewritten to 
Cartesian one, as well (Cebeci, 2005). For cross-flow processes mass balance equation should 
be given for both the lumen and the shell sides of the membrane. The feed stream in the 
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tube or outside of the membrane, is modeled by the Navier-Stokes equations. The simplified 
mass and momentum equations, i.e., Navier-Stokes equations expressed in cylindrical 
coordinates with axisymmetry assumption, are as (Damak et al., 2004): 

 ( )1 0ur
r r x

υ∂ ∂
+ =

∂ ∂
 (114) 

 ( ) 2

2
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as well as for solute concentration in case of constant density 
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Tranfer equations in the porous wall; The momentum equation, i.e., Darcy’s law, is as follows: 
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r

κυ
μ
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= −
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 (118) 
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where κ is the dimensionless Darcy’s law permeability coefficient.  
Boundary conditions; At the inlet, a fully developed laminar profile can be considered, i.e., 
Poiseuille flow which leads to: 
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 and υ=0 at x=0; 0 ≤  r ≤ R (120) 

uo represents the axial velocity at the inlet. At the exit, a fully developed profile is assumed 
as follows: 

 0u
x
∂

=
∂

 and υ=0 at x=L; 0 ≤ r ≤ R (121) 

At the axis of symmetry there are no momentum fluxes crossing the boundary: 

 0u
x
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∂

 and υ=0 at r=0; 0 ≤ x ≤ L (122) 

At the permeable wall: 

 Pκυ
μ δ
Δ

=  and u=0 at r=R; 0 ≤ z ≤ L (123) 
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The most hollow fiber configurations, the ratio R/L are very small, less than 1 x 10-3, thus, 
the inertial terms can be neglected (Mondor & Moresoli, 1999). Finally, because the velocity 
gradients are smaller in the axial direction than in radial direction, the axial stress terms can 
be neglected in the momentum equation. Thus, the simplified form the momentum and the 
continuity equations are, respectively, given as:  

 1 u dPr
r r r dx
∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂⎝ ⎠

 (124) 

and 

 ( )1 0
ru

x r r
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 (125) 

The solute balance equation with constant diffusion coefficient: 

 
2 2

2 2
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x r r rr x
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The J mass transfer rate presented should be inserted into the boundary condition given by 
eq. 2c of mass balance eq. (1a) or eq. (126), thus this differential equation can be solved. In 
the case of membrane reactor or bioreactor, the axial pressure gradient within the membrane 
is often negligible compared to the radial pressure gradient, thus the first term in eq. 125 can 
often be neglected. When there is no change of volume of the fluid phase because the low 
convective permeation rate or the case of dilute fluid phase, the mass balance equation given 
by eq. 126 should be taken into account during the mass transport calculation (Piret & 
Cooney, 1991).  

7. Conclusion 
Mass transfer rate and, in some cases, the concentration distribution inside a membrane 
reactor were defined. Exact solutions of the mass transfer rate were given, taking into 
account the external mass transfer resistance on the both sides of the catalytic membrane 
layer. The membrane is either intrinsically catalytic or catalytic particles are dispersed in the 
membrane matrix. For this letter case, both pseudo-homogeneous model (for nanometer 
sized particles) and heterogeneous one (for microsized catalyst particles) have been 
presented. An analytical approaching solution was developed for cylindrical coordinate 
and/or variable mass transport parameters, as e.g. diffusion coefficient, chemical reaction 
rate constant. The mass transfer rates obtained then should be inserted as a boundary 
condition into differential mass balance equations  in order to describe the full-scale mass 
balance equation given for capillary or plate-and-frame modules.  

8. Appendix  
The differential mass balance equations for the reactants in the membrane layer assuming 
that Q=k2cAcB, for component A and B, respectively: 
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as well as for solute concentration in case of constant density 

 ( )1 DCC C C Cu D D
z r r r r r x x

υ
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Tranfer equations in the porous wall; The momentum equation, i.e., Darcy’s law, is as follows: 

 P
r

κυ
μ
∂

= −
∂

 (118) 

 Pu
x

κ
μ
∂

= −
∂

 (119) 

where κ is the dimensionless Darcy’s law permeability coefficient.  
Boundary conditions; At the inlet, a fully developed laminar profile can be considered, i.e., 
Poiseuille flow which leads to: 
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 and υ=0 at x=0; 0 ≤  r ≤ R (120) 

uo represents the axial velocity at the inlet. At the exit, a fully developed profile is assumed 
as follows: 

 0u
x
∂

=
∂

 and υ=0 at x=L; 0 ≤ r ≤ R (121) 

At the axis of symmetry there are no momentum fluxes crossing the boundary: 

 0u
x
∂

=
∂

 and υ=0 at r=0; 0 ≤ x ≤ L (122) 

At the permeable wall: 

 Pκυ
μ δ
Δ

=  and u=0 at r=R; 0 ≤ z ≤ L (123) 
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The most hollow fiber configurations, the ratio R/L are very small, less than 1 x 10-3, thus, 
the inertial terms can be neglected (Mondor & Moresoli, 1999). Finally, because the velocity 
gradients are smaller in the axial direction than in radial direction, the axial stress terms can 
be neglected in the momentum equation. Thus, the simplified form the momentum and the 
continuity equations are, respectively, given as:  

 1 u dPr
r r r dx
∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂⎝ ⎠

 (124) 

and 

 ( )1 0
ru

x r r
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+ =
∂ ∂

 (125) 

The solute balance equation with constant diffusion coefficient: 
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The J mass transfer rate presented should be inserted into the boundary condition given by 
eq. 2c of mass balance eq. (1a) or eq. (126), thus this differential equation can be solved. In 
the case of membrane reactor or bioreactor, the axial pressure gradient within the membrane 
is often negligible compared to the radial pressure gradient, thus the first term in eq. 125 can 
often be neglected. When there is no change of volume of the fluid phase because the low 
convective permeation rate or the case of dilute fluid phase, the mass balance equation given 
by eq. 126 should be taken into account during the mass transport calculation (Piret & 
Cooney, 1991).  

7. Conclusion 
Mass transfer rate and, in some cases, the concentration distribution inside a membrane 
reactor were defined. Exact solutions of the mass transfer rate were given, taking into 
account the external mass transfer resistance on the both sides of the catalytic membrane 
layer. The membrane is either intrinsically catalytic or catalytic particles are dispersed in the 
membrane matrix. For this letter case, both pseudo-homogeneous model (for nanometer 
sized particles) and heterogeneous one (for microsized catalyst particles) have been 
presented. An analytical approaching solution was developed for cylindrical coordinate 
and/or variable mass transport parameters, as e.g. diffusion coefficient, chemical reaction 
rate constant. The mass transfer rates obtained then should be inserted as a boundary 
condition into differential mass balance equations  in order to describe the full-scale mass 
balance equation given for capillary or plate-and-frame modules.  

8. Appendix  
The differential mass balance equations for the reactants in the membrane layer assuming 
that Q=k2cAcB, for component A and B, respectively: 
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Let us apply the following boundary conditions: 

y=0   then    o
A Ac c=    B Bc c δ=  (A3) 

and 

y=δm   then    A Ac c δ=    o
B Bc c=  (A4) 

Dividing the membrane layer into N very thin, sub-layers, the following approach can be 
applied regarding the concentrations: the mass balance equation is given one of the 
reactants while its average value, e.g. (cAi-1+cAi)/2  is considered for the other component in 
this equation. Thus, one can write for e.g. components A the following differential equation, 
in dimensionless form, for the ith sub-layer: 
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with 
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The mass balance equation can similarly be given for component with the following ΦBi value: 
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δ
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The general solution of eq. A5 for the ith sub-section is as follows: 

 Ai AiY Y
A i iC T e S eΦ −Φ= +    1i iY Y Y− ≤ ≤  (A8) 

This equation should be given for every sub-layer, thus, one can get N mass balance 
equation for component A with two parameters, namely Ti and Si in them. The values of Ti 
and Si with i=1,2,…,N can be determined by the following boundary conditions: 

at Y=0  C=1 (A9) 

at   1i iY Y Y− ≤ ≤  1
A A

mi mi
dC dCD D
dY dY− =    with i=1,2,…,N (A10) 

at   1i iY Y Y− ≤ ≤  1Ai AiC C− =    with i=1,2,…,N (A11) 

at   Y=1 CA=CAδ (A12) 

It is worth to mention that the method presented makes possible to calculate the mass 
transport when the diffusion coefficient of the reactant is variable. They can depend on the 
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space coordinate and/or on the concentration. In this case a constant diffusion coefficient 
had to be given for every sub-layer. This is taken into account in eq. A10, where Dmi should 
not be equal to Dmi-1. Then the variable diffusion coefficient should be involved in the values 
of ΦAi and ΦBi.  
According to eqs. A9 to A12, one can obtain 2N algebraic equations. This equation system 
can analytically be solved. Thus, the parameters can be given by means of the mass 
transport parameters, namely diffusion coefficient, reaction rate constant, etc. details on this 
method can be found in Nagy’s papers (Nagy, 2008, 2010).   
After solution of the N differential equation with 2N parameters to be determined the T1 and 
S1 parameters for the first sub-layer can be obtained as (ΔY is the thickness of sub-layers): 
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and 
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Knowing the T1 and S1 the other parameters, namely Ti and Si (i=2,3,…,N) can be easily be 
calculated by means of the internal boundary conditions given by eqs. A10 and A11, from 
starting from T2 and S2 up to TN and SN. Thus, one can get the following equations for 
prediction of the Ti and Si from Ti-1 and Si-1: 

 1
i i i iY Y

i i iT e S eΦ −Φ
−+ = Γ  (A15) 

 ( ) 1
i i i iY Y

mi i i i iD T e S eΦ −Φ
−Φ − = Ξ  (A16) 

with 

 1 1
1 1 1

i i i iY Y
i i iT e S e− −Φ −Φ
− − −Γ = +  (A17) 

 ( )1 1
1 1 1 1 1

i i i iY Y
mi i i i iD T e S e− −Φ −Φ

− − − − −Φ − = Ξ  (A18) 

Now knowing the Ti and Si (with i=1,2,…,N) parameters, the concentration distribution can 
be calculated easily through the membrane, i.e. its value for every sub-layer. 
Notations  

c  = concentration in the membrane, [ ( )/ ow Mcρ=  ], mol/m3 

C = dimensionless concentration in the membrane, ( / oc c= ),- 
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Knowing the T1 and S1 the other parameters, namely Ti and Si (i=2,3,…,N) can be easily be 
calculated by means of the internal boundary conditions given by eqs. A10 and A11, from 
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Now knowing the Ti and Si (with i=1,2,…,N) parameters, the concentration distribution can 
be calculated easily through the membrane, i.e. its value for every sub-layer. 
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C = dimensionless concentration in the membrane, ( / oc c= ),- 
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co = bulk phase concentration, mol/m3 
C = concentration at the membrane interface, mol/m3 
dp = particle size, m 
d = 3 6 / /pd π δ  

D = diffusion coefficient, m2/s 
h = distance between cubic particles (Nagy, 2007), m 
H = solubility coefficient of reactant between polymer matrix and catalyst particle, - 
Hm = solubility constant of reactant between the continuous phase and the polymer 
 membrane matrix,- 
Had = Hatta-number of the cubic particles in the heterogeneous model, ( )2

1 /p pk R D=  

Hap = Hatta-number of catalyst particles ( dHa =2.324 pHa ), ( )2
1 / pk R D=  

j = mass transfer rate to catalyst particle, mol/(m2s) 
Jo = physical mass transfer rate, mol/(m2s) 
J = mass transfer rate in presence of chemical reaction, mol/(m2s) 

o
mJ  = physical mass transfer rate related to the homogeneous membrane interface, 

 mol/(m2s) 
Jδ = outlet mass transfer rate, mol/(m2s) 
k = reaction rate constant, 1/s 
L = length of capillary, m 
M = molecular weight of reactant, g/mol 
N = number of particle perpendicular to the membrane interface  
P = pressure, Pa 
r = radius of the spherical catalyst particles, m 
R = dimensiomles radius, (r/Ro) 
Ro = capillary radius, m 
t = time, s 
u = convective velocity in axial direction, m/s 
uo = inlet velocity, m/s 
x = axial space coordinate, m 
X = dimensionless space coordinate (=x/L) 
y = space coordinate through the membrane, m 
Y = dimensionless space coordinate (=y/δm) 
y1, 1Y  = distance of first particles from the interface (Y1=y1/δm, 1 1 / mY y δ= ), m 
ΔY = distance between particles in the membrane (ΔY=Δy/δm), m 
Xi = distance of the ith particle from the interface, - 

*
iY  = Yi+d 

w = concentration of reactant in the membrane, kg/kg 
Greek letters 
βo = physical mass transfer coefficient of fluid phase, m/s 

o
mβ  = mass transfer coefficient of the polymer membrane layer (=Dm /δm), m/s 

mβ  = mass transfer coefficient with chemical reaction, m/s 
o
totβ  = physical mass transfer coefficient with overall resistance, m/s 
o
pβ  = external mass transfer coefficient around particles (=2D/dp+ D/δp), m/s 
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δβ  = mass transfer coefficient in the outlet rates, m/s  
δm = thickness of the membrane layer, m 
δp = diffusion boundary layer around particles, (=[h-dp]/2), m 
ρ = average density of the membrane, kg/m3 
ε = catalyst phase holdup 
ω = specific interface of catalyst particles, m2/m3 

ω  = specific interface of catalyst particles in the membrane, ( 6 / pdε= ),m2/m3 

Subscripts 
A = reactant A 
ave = average 
B = reactant B 
i       = integer parameter 
m = polymer membrane 
L = fluid phase 
p = catalyst particle 
δ = permeate side of membrane 
1 first-order 
0 zero-order 
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1. Introduction 
The study of transport in biological systems is complicated for two reasons: 1. because each 
system is different, we cannot generalize it and 2. Because always take place in more than 
one phase. If we talk about microorganism, there is a range of them with physicochemical 
and biological characteristics very different, and certain microorganisms can be filamentous 
and can grow branched or dispersed, in some the viscosity and density increases with time. 
In some times their maximum growth rate is achieved in two hours while others in 15 days. 
Some are affected by the light, others agitation rate, others require air for developing others 
not. If we talk about production of plants by tissue culture systems have become more 
complex, that the transport properties are affected by agitation rate, type of agitation, the 
growth of tissues. To design the bioreactors of these biological systems requires knowledge 
of the nature of what is to be produced, the dynamics of transport, rheology, to decide what 
type of reactor we can used. Biological fluids such reactors behave as highly non-Newtonian 
systems and as such require special treatment. This paper will discuss three types of 
reactors: air-lift, packed column and fluidized bed and stirred tank, where case studies are 
applied to biological systems. 1. Production of Gibberellic acid and Bikaverin 2. 
Biodegradation of azodyes in textile industry and 3. Gibberellins Production. It is intended 
that in these three cases brought to appreciate as engineering parameters are evaluated 
where they involve the transport mass balances and the type of bioreactor and feature you 
in l fluid. On the other hand show a combination of experimental results and simulations 
with mathematical models developed to strengthen the knowledge of chemical engineering 
applied to biological systems. 
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2. Case I. Hydrodynamics, mass transfer and rheological studies of 
gibberellic acid production in an airlift bioreactor 
2.1 Introduction 
Gibberellic acid is an endogenous hormone in higher plants, belonging to the group of 
gibberellins, and also a product of the secondary metabolism in certain fungi. Approximately 
126 gibberellins have been characterized (Tudzynski 1999; Shukla et al. 2003) but only a few 
are commercially available. Gibberellic acid is the most important and its effects on higher 
plants are: marked stem elongation, reversal of dwarfism, promotion of fruit setting, breaking 
of dormancy, acceleration of seed fermentation, among others (Bru¨ ckner and Blechschmidt 
1991; Tudzynski 1999). Currently, gibberellic acid is microbiologically produced in a 
submerged culture (SmF) fashion but another fermentation techniques such as solid sate 
fermentation or with immobilized mycelium are also reported (Heinrich and Rehm 1981; Jones 
and Pharis 1987; Kumar and Lonsane 1987, 1988; Nava Saucedo et al. 1989; Escamilla et al. 
2000; Gelmi et al. 2000, 2002). Nevertheless stirred tank bioreactors with or without a fed-batch 
scheme have been the most employed in gibberellic acid production. Other geometries and 
type of bioreactors have also been reported. Only Chavez (2005) has described gibberellic acid 
production employing an airlift bioreactor. Airlift bioreactors are pneumatically agitated and 
circulation takes place in a defined cyclic pattern through a loop, which divides the reactor 
into two zones: a flow-upward and a flow-downward zone. The gas-sparged zone or the riser 
has higher gas holdup than the relatively gas-free zone, the downcomer, where the flow is 
downward (Gouveia et al. 2003). Practical application of airlift bioreactors depends on the 
ability to achieve the required rates of momentum; heat and mass transfer at acceptable capital 
and operating costs. The technical and economic feasibility of using airlift devices has been 
conclusively established for a number of processes and these bioreactors find increasing use in 
aerobic fermentations, in treatment of wastewater and other similar operations. The simplicity 
of their design and construction, better defined flow patterns, low power input, low shear 
fields, good mixing and extended aseptic operation, made possible by the absence of stirrer 
shafts, seals and bearings, are important advantages of airlift bioreactors in fermentation 
applications (Chisti 1989). 
Even though gibberellic acid has been produced on an industrial scale since the last century, 
hydrodynamics, mass transfer and rheological studies are sparse. Flow regime, bubble size 
distribution, and coalescence characteristics, gas holdup, interfacial mass transfer coefficients, 
gas–liquid interfacial area, dispersion coefficients and heat transfer coefficients are important 
design parameters for airlift bioreactors. A thorough knowledge of these interdependent 
parameters is also necessary for a proper scale-up of these bioreactors (Shah et al. 1982). 
Besides hydrodynamics and mass transfer studies, rheological studies are important since in 
many chemical process industries, the design and performance of operations involving fluid 
handling like mixing, heat transfer, chemical reactions and fermentations are dependent on the 
rheological properties of the processed media (Brito-De la Fuente et al. 1998). Mycelial 
fermentation broths present challenging problems in the design and operation of bioreactors 
since the system tends to have highly non-Newtonian flow behaviour and this has a very 
significant effect on mixing and mass transfer within the bioreactor. 
The main objective of this work was to study hydrodynamic, mass transfer and rheological 
aspects of gibberellic acid production by Gibberella fujikuroi in an airlift reactor.  

2.2 Materials and methods 
Microorganism and inoculum preparation Gibberella fujikuroi (Sawada) strain CDBB H-984 
maintained on potato dextrose agar slants at 4_C and sub-cultured every 2 months was used 
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in the present work (Culture collection of the Department of Biotechnology and 
Bioengineering, CINVESTAV-IPN, Mexico). Fully developed mycelia materials from a slant 
were removed by adding an isotonic solution (0.9% NaCl). The removed mycelium was 
used to inoculate 300 ml of fresh culture medium contained in an Erlenmeyer flask. The 
flask was placed in a radial shaker (200 rev min–1) for 38 h at 29 ± 1_C. Subsequent to this 
time; the contents of the flask were used to inoculate the culture medium contained in the 
airlift bioreactor. The culture medium employed for the inoculum preparation is reported by 
Barrow et al. (1960). 

Batch culture in the airlift bioreactor 

An airlift bioreactor (Applikon, Netherlands, working volume, 3.5 l) was employed in the 
present work. It consists of two concentric tubes of 4.0 and 5.0 cm of internal diameter with 
a settler. The air enters the bioreactor through the inner tube. A jacket filled with water 
allowing temperature control surrounds the bioreactor. It is also equipped with sensors of 
pH and dissolved oxygen to control these variables. Moreover it allows feed or retiring 
material from the bioreactor employing peristaltic pumps. Typical culture medium 
contained glucose (50 g l–1), NH4Cl (0.75 g l–1) or NH4NO3 (1.08 g l–1), KH2PO4 (5 g l–1), 
MgSO4. 7 H2O (1 g l–1) and trace elements (2 ml l–1). A stock solution of the trace elements 
used contained (g l–1) 1.0 Fe SO4. 7 H2O, 0.15 CuSO4. 5 H2O, 1.0 ZnSO4. 7 H2O, 0.1 MnSO4. 7 
H2O, 0.1 NaMoO4, 3.0 EDTA (Na2 salt) 1 l of distilled water, and hydrochloric acid sufficient 
to clarify the solution (Barrow et al. 1960). During the fermentation period, the pH was 
controlled to 3.0, temperature to 29°C and aeration rate to 1.6 vvm. These conditions 
promoted gibberellic acid production with the studied strain but they are not optimized 
values. About 30 ml subsamples were withdrawn from the bioreactor at different times and 
were used to perform rheological studies. Biomass concentration was quantified by the dry 
weight method. 

2.3 Hydrodynamics and mass transfer studies 
Gas holdup was determined in the actual culture medium using an inverted U-tube 
manometer as described by Chisti (1989). Liquid velocities in the riser were determined 
measuring the time required for the liquid to travel through the riser by means of a pulse of 
concentrated sulphuric acid using phenolphthalein as an indicator; the same was done for 
the downcomer. The mixing time was calculated as the time required obtaining a pH 
variation within 5% of the final pH value. For doing this, pH variation was followed after 
injection of a pulse of a concentrated solution of ammonium hydroxide. The volumetric 
mass transfer coefficient was determined employing the gassing-out method as described 
elsewhere (Quintero 1981). 

2.4 Rheological studies 
Rheological studies of fermentation broth were performed in a rotational rheometer (Haake, 
Model CV20N) equipped with a helical impeller to perform torque measurements. This type 
of geometry is appropriate when dealing with complex fluids and the measurement 
methodology is reported by Brito-de la Fuente et al. (1998). Rheological results, like 
hydrodynamics and mass transfer, are given as the average of two replicates for each 
sample. All the experiments were carried out in triplicate and the results that are presented 
are an average. 
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2.5 Results and discussion 
Gas holdup 

The importance of gas holdup is multifold. The gas holdup determines the residence time of 
the gas in the liquid and, in combination with the bubble size, influences the gas–liquid 
interfacial area available for mass transfer. The gas holdup impacts upon the bioreactor 
design because the total design volume of the bioreactor for any range of operating 
conditions depends on the maximum gas holdup that must be accommodated (Chisti 1989). 
Figure 1 shows the gas holdup (ε) variation with superficial gas velocity in the riser (vgr). 
Experimental data were fitted to a correlation of the type of Eq. 1. 

 B
grF A v=  (1) 

Where F could be the gas holdup (ε), the liquid velocity in the riser (vlr), liquid velocity in 
the downcomer (vld)  or the volumetric mass transfer coefficient (kLa). This type of 
correlation has been applied by many investigators (Shah et al. 1982; Godbole et al. 1984; 
Chisti 1989; Gravilescu and Tudose 1998; Abashar et al. 1998) and was derived empirically. 
Chisti (1989) presented an analysis for Newtonian and non-Newtonian fluids where shows 
the theoretical basis of Eq. 1 (for the gas holdup case). He found that parameters A and B 
were dependent on the flow regime and on the flow behaviour index of the fluid. Moreover, 
parameter A is dependent on the consistency index of the fluid, on the fluid densities and on 
the gravitational field. Equation 2 was obtained from fitting experimental data. 

 1.03030.7980 grvε =  (2) 

 

Fig. 1. Gas holdup variation with superficial gas velocity in the riser. 
 • Experimental data ––– Equation 2 --- Equation 12 

An increase in superficial gas velocity in the riser implies an increase in the quantity of gas 
present in the riser, that is, an increase of gas fraction in the riser (Chisti 1989; Gravilescu 
and Tudose 1998). Chisti (1989) reports a correlation that calculates the value of B in Eq. 1 
(for the gas holdup case). The value obtained employing this correlation is 1.2537. 
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Gravilescu and Tudose (1998) present a similar correlation, which predicts a value of 0.8434 
for B. The B value obtained in the present work is between the B values obtained from these 
correlations that employ the flow behaviour index obtained from rheological studies. Shah 
et al. (1982) reported that B values in Eq. 1 oscillate between 0.7 and 1.2. 
Liquid velocity 

The liquid circulation in airlift bioreactors originates from the difference in bulk densities of 
the fluids in the riser and the downcomer. The liquid velocity, while itself controlled by the 
gas holdups in the riser and the downcomer, in turn affects these gas holdups by either 
enhancing or reducing the velocity of bubble rise. In addition, liquid velocity affects 
turbulence, the fluidreactor wall heat transfer coefficients, the gas–liquid mass transfer and 
the shear forces to which the microorganism are exposed. Figure 2 shows liquid velocities 
variation in the riser and the downcomer as a function of superficial gas velocity in the riser. 
Liquid velocities in the riser (vlr) and in the downcomer (vld) were fitted to correlations of 
the type of Eq. 1 and Eqs. 3 and 4 were obtained.  

 0.35031.3335lr grv v=  (3) 

 0.29700.8716ld grv v=  (4) 

 

 
Fig. 2. Liquid velocities as a function of superficial gas velocity in the riser. 
• Experimental data ––– Equation 3 or 4   

The B value in Eq. 1 must be close to 0.3333 as was reported by Freitas and Teixeira (1998) for 
the liquid velocity in the riser, Kawase (1989) theoretically derived this value. The B value 
obtained in the present work is closer to 0.3333. Freitas and Teixeira (1998) also showed that 
the B values for the liquid velocity in the downcomer were lower than the B value for the 
liquid velocity in the riser, which agrees with the results obtained in this work. Liquid 
velocities in the riser and in the downcomer increase with an increase in gas velocity in the 
riser due to an increase in the density difference of the fluids in the riser and the downcomer. 
Mixing time 

Mixing in airlift bioreactors may be considered to have two contributing components: back 
mixing due to recirculation and axial dispersion in the riser and 
downcomer due to turbulence and differential velocities of the gas and liquid phases (Choi 
et al. 1996). 
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Mixing time is used as a basis for comparing various reactors as well as a parameter for 
scaling up (Gravilescu and Tudose 1999). Figure 3 shows the mixing time variation with the 
superficial gas velocity in the riser. Once again, the mixing time variation was fitted to a 
correlation of the type of Eq. 1 and Eq. 5 was obtained. 

 0.36285.0684m grt v−=  (5) 

Choi et al. (1996) reported a B value in Eq. 5 of –0.36 while Freitas and Teixeira (1998) 
reported a B value equal to –0.417. The B value obtained in this work is similar to the value 
reported by Choi et al. (1996). The mixing time decreases with an increase in superficial gas 
velocity in the riser since the fluid moves more often to the degassing zone where most of 
the mixing phenomenon takes place, due to the ring vortices formed above the draught tube 
(Freitas and Teixeira 1998).  
Volumetric mass transfer coefficient 

One of the major reasons that oxygen transfer can play an important role in many biological 
processes is certainly the limited oxygen capacity of the fermentation broth due to the low 
solubility of oxygen. The volumetric mass transfer coefficient (kLa) is the parameter that 
characterizes gas-liquid oxygen transfer in bioreactors. One of the commonest employed 
scale-up criteria is constant kLa. The influences of various design (i.e., bioreactor type and 
geometry), system (i.e., fluid properties) and operation (i.e., liquid and gas velocities) 
variables on kLa must be evaluated so that design and operation are carried out to optimize 
kLa (Chisti, 1989). 

 
Fig. 3. Mixing time as a function of superficial gas velocity in the riser. 

The value of the volumetric mass transfer coefficient determined for a microbial system can 
differ substantially from those obtained for the oxygen absorption in water or in simple 
aqueous solutions, i.e., in static systems with an invariable composition of the liquid media 
along the time. Hence kLa should be determined in bioreactors which involve the actual 
media and microbial population (Tobajas and García-Calvo, 2000). Figure 4 shows the 
volumetric mass transfer coefficient variation with the superficial gas velocity in the riser. 
Experimental data shown in Figure 4 were fitted to a correlation of the type of Equation 1 
and Equation 6 was obtained. 
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 1.23980.4337L grk a v=  (6) 

Barboza et al., (2000) report a B value in Equation 6 equal to 1.33 and Schügerl et al., (1977) 
report a value of 1.58. The value of 1.2398, obtained in this work, is close to these last values. 
 

 

Fig. 4. Effect of the superficial gas velocity in the riser on kLa. 

Volumetric mass transfer coefficient (kLa) increases with an increase in superficial gas velocity 
in the riser due to an increase in gas holdup which increases the available area for oxygen 
transfer. Moreover an increase in the superficial gas velocity in the riser increases the liquid 
velocity which decreases the thickness of the gas-liquid boundary layer decreasing the mass 
transfer resistance. Figure 5 shows the evolution of kLa through fermentation course employing 
two different nitrogen sources. The kLa decreases in the first hours of fermentation and reaches 
a minimum value at about 24 hours. After this time the kLa starts to increase and after 48 hours 
of fermentation it reaches a more or less constant value which remains till the end of 
fermentation process. This behaviour is similar irrespective of the nitrogen source and will be 
discussed with the rheological results evidence.  
 

 

Fig. 5. kLa through fermentation time in the airlift bioreactor. 
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Figure 6 shows the relation between gas holdup and kLa. McManamey and Wase (1986) 
point out that the volumetric mass transfer coefficient is dependent on gas holdup in 
pneumatically agitated systems. The later was experimentally determined in bubble 
columns by Akita and Yoshida (1973) and Prokop et al., (1983). Shah et al., (1982) mention 
that this was expectable since both the volumetric mass transfer coefficient and the gas 
holdup present similar correlations with the superficial gas velocity. McManamey and Wase 
(1996) proposed a correlation similar to Equation 1 to relate volumetric mass transfer 
coefficient with gas holdup. Equation 7 presents the obtained result. 

 0.95620.2883Lk a ε=  (7) 

Akita and Yoshida (1973) and Prokop et al. (1983) found that the exponent in Equation 7 
oscillates between 0.8 and 1.1.  
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Fig. 6. kLa vs. gas holdup in the airlift bioreactor, unit slope. 

It is well known (Chisti, 1989) that logarithmic scale plots of kLa vs. ε/(1- ε) for any particular 
data set should have a unit slope according to Equation 8. Where kL is the mass transfer 
coefficient and dB is the bubble diameter. Even though the later is a generally known fact, 
few investigators determined these slopes for their data to ascertain the validity of their 
experimental results. Figure 6 shows this analysis for the experimental data of the present 
work obtaining a slope of 1.034. Chisti (1989) shows the same analysis for two different data 
set and obtained slopes of 1.020 and 1.056.   
A rearrangement of Equation 8 leads to Equation 9 which results are shown in Figure 7. As 
is showed in the Figure 7 the gas superficial velocity practically did not affect the kL/dB 
values, therefore it can be taken as a value average and constant to slant the superficial 
velocity changes. 
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The average value of kL/dB obtained in the present work is 0.050 s-1. Chisti (1989) performed a 
similar analysis for 97 data points obtained from several different reactors and found an 
average value of 0.053 s-1. The foregoing observations have important scale-up implications. In 
large industrial fermenters the kLa determination is not only difficult, but there is uncertainty 
as to whether the measured results reflect the real kLa or not. The gas holdup measurements on 
these reactors are relatively easy to carry out, however. Thus, Equation 9 can help to estimate 
kLa in these reactors once gas holdup measurements have been made (Chisti, 1989).  
 

 
Fig. 7. The kL/dB ratio as a function of superficial gas velocity. 

2.6 Rheology  
Rheological parameters such as the flow index (n) and the consistency index (K) depend on 
such factors as the concentration of solids in the broth, the morphology (length, diameter, 
degree of branching, shape) of the particles, the growth conditions (flexibility of cell wall 
and particle), the microbial species and the osmotic pressure of the suspending liquid, 
among others possible factors. For the case of mycelial cultures, as the biomass 
concentration increases the broth becomes more viscous and non-Newtonian; leading to 
substantial decreases in oxygen transfer rates. This effect is often important since for many 
aerobic processes involving viscous non-Newtonian broths oxygen supply is the limiting 
factor determining bioreactor productivity (Moo-Young et al., 1987). Apparent viscosity is a 
widely used design parameter which correlates mass transfer and hydrodynamic 
parameters for viscous non-Newtonian systems (Al-Masry and Dukkan, 1998). 
It is worth to mention that the present work uses impeller viscometry for performing 
rheological studies avoiding the use of other geometries, i.e., concentric tubes or cone and 
plate, overcoming associated problems with these geometries such sedimentation, solids 
compacting and jamming between measuring surfaces or pellet destruction (Metz et al., 
1979). Impeller viscometry was used to obtain torque data at different velocities of the 
impeller, these data were transformed to shear stress (τ) and shear rate (γ) data and typical 
results are shown in Figure 8. As can be seen in Figure 8, the experimental data follow a 
straight line and can be represented by the Ostwald-de Waele model (Equation 10). 

 nKτ γ=  (10) 
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Figure 6 shows the relation between gas holdup and kLa. McManamey and Wase (1986) 
point out that the volumetric mass transfer coefficient is dependent on gas holdup in 
pneumatically agitated systems. The later was experimentally determined in bubble 
columns by Akita and Yoshida (1973) and Prokop et al., (1983). Shah et al., (1982) mention 
that this was expectable since both the volumetric mass transfer coefficient and the gas 
holdup present similar correlations with the superficial gas velocity. McManamey and Wase 
(1996) proposed a correlation similar to Equation 1 to relate volumetric mass transfer 
coefficient with gas holdup. Equation 7 presents the obtained result. 
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Fig. 6. kLa vs. gas holdup in the airlift bioreactor, unit slope. 
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Fig. 8. Typical rheogram employing impeller viscometry 
Rheograms obtained from fermentations employing different nitrogen source show a 
pseudo plastic behaviour for the culture medium during the fermentation period since the 
exponent, n, in Equation 10 is always lower than unity. Figure 9 shows the results of 
consistency and flow indexes for the different fermentations, employing ammonium 
chloride or ammonium nitrate as nitrogen source, where similar results were obtained.  
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Fig. 9. K and n through fermentation time in the airlift bioreactor • K for ammonium nitrate 
▲ n for ammonium nitrate  K for ammonium chloride  n for ammonium chloride. 
 

 

Fig. 10. Growth kinetics employing ammonium chloride ( ) or ammonium nitrate (•) as 
nitrogen source. 
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Figure 10 shows the growth kinetics of Gibberella fujikuroi obtained during different 
fermentations. As can be seen in Figure 10, the growth kinetics is similar irrespective of the 
employed nitrogen source. Experimental data where fitted to two-parameter Gompertz 
model proposed by Chavez-Parga et al., (2005).As can be seen in Figure 10, there is no lag 
phase and exponential growth of mycelia starts immediately and ceases during the first 24 
hours of fermentation. The later causes the medium viscosity to increase (K and n increase in 
Figure 9) which causes a kLa decrease in Figure 5. After 24 hours of fermentation, the 
formation of pellets by the fungus starts to occur reflected in a decrease of medium viscosity 
(K and n start to decrease in Figure 9) and hence an increase in kLa value in Figure 5. After 72 
hours of fermentation the medium viscosity was practically unchanged (K and n remain 
constant in Figure 9) because the stationary growth phase is reached by the fungus reflected 
in practically constant values of medium viscosity and kLa. Also, after 72 hours of 
fermentation, the pellet formation process by the fungus stops.  
Figure 11 shows the correlation between consistency and flow indexes with biomass 
concentration. Experimental data were fitted to Equations 11 and 12 proposed in the present 
work. Optimized values for constants in Equations 11 and 12 are summarized in Table 1. 

 1
2

2

3
1

cK
c x
x c

=
⎛ ⎞⎛ ⎞+ + ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠

 (11) 

 1
2

2

3
1

cn
c x
x c

=
⎛ ⎞⎛ ⎞+ + ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠

 (12) 

 

Biomass, g/L

0 2 4 6 8 10 12

K
, N

sn m
-2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

n,
 -

0.0

0.1

0.2

0.3

0.4

0.5

0.6

 

Fig. 11. K and n as a function of biomass concentration in the airlift bioreactor. 
• K for ammonium nitrate ▲ n for ammonium nitrate  K for ammonium chloride  

 n for ammonium chloride. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

726 
 

 

Fig. 8. Typical rheogram employing impeller viscometry 
Rheograms obtained from fermentations employing different nitrogen source show a 
pseudo plastic behaviour for the culture medium during the fermentation period since the 
exponent, n, in Equation 10 is always lower than unity. Figure 9 shows the results of 
consistency and flow indexes for the different fermentations, employing ammonium 
chloride or ammonium nitrate as nitrogen source, where similar results were obtained.  
 

T i m e ,  h
0 5 0 1 0 0 1 5 0 2 0 0 2 5 0

K
, N

 s
n 

m
-2

0 , 0

0 , 4

0 , 8

1 , 2

1 , 6

2 , 0

n,
 -

0 , 0

0 , 1

0 , 2

0 , 3

0 , 4

0 , 5

0 , 6

 

Fig. 9. K and n through fermentation time in the airlift bioreactor • K for ammonium nitrate 
▲ n for ammonium nitrate  K for ammonium chloride  n for ammonium chloride. 
 

 

Fig. 10. Growth kinetics employing ammonium chloride ( ) or ammonium nitrate (•) as 
nitrogen source. 

K

n

Mass Transfer in Bioreactors 

 

727 

Figure 10 shows the growth kinetics of Gibberella fujikuroi obtained during different 
fermentations. As can be seen in Figure 10, the growth kinetics is similar irrespective of the 
employed nitrogen source. Experimental data where fitted to two-parameter Gompertz 
model proposed by Chavez-Parga et al., (2005).As can be seen in Figure 10, there is no lag 
phase and exponential growth of mycelia starts immediately and ceases during the first 24 
hours of fermentation. The later causes the medium viscosity to increase (K and n increase in 
Figure 9) which causes a kLa decrease in Figure 5. After 24 hours of fermentation, the 
formation of pellets by the fungus starts to occur reflected in a decrease of medium viscosity 
(K and n start to decrease in Figure 9) and hence an increase in kLa value in Figure 5. After 72 
hours of fermentation the medium viscosity was practically unchanged (K and n remain 
constant in Figure 9) because the stationary growth phase is reached by the fungus reflected 
in practically constant values of medium viscosity and kLa. Also, after 72 hours of 
fermentation, the pellet formation process by the fungus stops.  
Figure 11 shows the correlation between consistency and flow indexes with biomass 
concentration. Experimental data were fitted to Equations 11 and 12 proposed in the present 
work. Optimized values for constants in Equations 11 and 12 are summarized in Table 1. 

 1
2

2

3
1

cK
c x
x c

=
⎛ ⎞⎛ ⎞+ + ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠

 (11) 

 1
2

2

3
1

cn
c x
x c

=
⎛ ⎞⎛ ⎞+ + ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠

 (12) 

 

Biomass, g/L

0 2 4 6 8 10 12

K
, N

sn m
-2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

n,
 -

0.0

0.1

0.2

0.3

0.4

0.5

0.6

 

Fig. 11. K and n as a function of biomass concentration in the airlift bioreactor. 
• K for ammonium nitrate ▲ n for ammonium nitrate  K for ammonium chloride  

 n for ammonium chloride. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

728 

Consistency index 
Nitrogen source c1 c2 c3 

Ammonium nitrate 6.31 6.55 4.69 
Ammonium chloride 3.43 2.05 6.67 

Flow index 
Nitrogen source c1 c2 c3 

Ammonium nitrate 7.64 106.49 1.27 
Ammonium chloride 7.63 80.91 1.14 

Table 1. Optimized values found for constants of Equations 11 and 12. 

With the aid of rheological studies is possible to use correlations of the type of Equation 13 
to relate gas holdup and volumetric mass transfer coefficient with fermentation medium 
viscosity (Godbole et al., 1984; Halard et al., 1989; Al-Masry and Dukkan, 1998; Barboza et al., 
2000) to obtain Equations 14 and 15. 

 B C
gr appF Av μ=  (13) 

 0.3775 0.54880.0036L gr appk a v μ−=  (14) 

 0.2381 0.57030.0072 gr appvε μ−=  (15) 

Figures 1 and 4 show experimental data fitting for gas holdup and kLa, respectively.  As it 
was expectable, Equations 14 and 15 present a better fit to experimental data than that 
obtained with the aid of Equations 2 and 3 due to the existence of an extra adjustable 
parameter.  

2.7 Conclusions 
In the present work preliminary hydrodynamics, mass transfer and rheological studies of 
gibberellic acid production in an airlift bioreactor were achieved and basic correlations 
between gas holdup, liquid velocity in the riser, and liquid velocity in the downcomer, 
mixing time and volumetric mass transfer coefficient with superficial gas velocity in the 
riser were obtained. Adjustable parameters calculated for each variable were compared with 
literature reported values and a good agreement was obtained. Gassing out method was 
successfully applied in determining volumetric mass transfer through fermentation time 
employing two different nitrogen sources. Irrespective of the nitrogen source the volumetric 
mass transfer behaviour was similar and it was explained in terms of the fungus growth and 
changes in its morphology which affect the culture medium rheology. Pellet formation by 
the fungus was used to explain the increase of kLa or the decrease of medium viscosity. In 
both fermentations, kLa decreases as exponential growth of the fungus occurs and reaches an 
asymptotic value once the stationary growth phase is reached. A helical impeller was 
employed successfully for rheological studies, avoiding problems of settling, jamming or 
pellet destruction, finding that the culture medium behaves as a pseudoplastic fluid. 
Rheological measurements were used to correlate gas holdup and kLa with apparent culture 
medium viscosity. Once again, for both fermentations, apparent viscosity increases as 
exponential growth of the fungus occurs and reaches an asymptotic value once the 
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stationary growth phase is reached. A satisfactory validation of experimental data for gas 
holdup and volumetric mass transfer coefficient was performed which allows to employ 
these data in scale-up strategies.  

3. Case 2. Dynamic transport and reaction model for the removal of azo dye 
in a UAFB reactor 
3.1 Introduction 
Azo dye degradation from textile effluents has been the objective of research for some years 
due to the pollution problem they generate. For the removal of these compounds different 
processes have been applied:  physicochemical, advanced oxidation, and biological. 
However there is a continuous search for an efficient, low cost and low environmental 
impact process to eliminate this problem. In particular, Reactive dyes are highly water 
soluble due to the sulphonated groups in their molecule so it cannot be reduced under the 
ordinary wastewater treatment processes (Beydilli, 2005). Anaerobic bioreactors have an 
important role in the treatment process of hazardous wastes, besides they can treat higher 
organic loads than aerobic reactors. Fixed bed reactors can be immerse, usually upflow, or 
trickle bed, downflow, the main characteristic is that the biomass is forming a biofilm 
covering a material that works as a support or carrier for the growth and maintenance of the 
microorganisms; in this way, the reactor efficiency is improved because the substrate-
biomass contact is increased (effective surface area), and the process is more stable. The use 
of a carrier in the reactor is to improve the mechanical properties of the biomass and cell 
retention; in addition, the carrier may participate in the degradation process (Van der Zee, et 
al. 2003). A biofilm usually do not grow in a homogeneous way on the support, but rather 
forms clusters on the surface; the way in which a biofilm is grown and their internal 
structure is formed depends on the superficial velocity of the flow through the reactor, it is 
also affected by the mass transfer velocity and microorganism activity (Beyenal, 2002). The 
degree of biomass buildup affects the hydrodynamic behavior of the reactor.  In this work, 
an Upflow Anaerobic Fixed Bed (UAFB) bioreactor with activated carbon (AC) as the carrier 
was used to remove azo dye from the effluent. It has been proved that AC possess good 
properties for biofilm growth and to remove diverse pollutants (Fan, et al. 1987; Fan, et al. 
1990; Herzberg and Dosoretz, 2003; McCarty and Meyer,2005), moreover, AC could 
accelerate azo dye degradation due to its redox mediator function through the chemical 
groups on its surface (Van der Zee, et al. 2003) Di Iaconi et al  (2005) proposed a mechanism 
for biofilm growth: 1) formation of a thin film covering the support by the microorganisms, 
2) increment of the biofilm thickness, 3)  the break of the added biofilm clusters and release 
of particles (biomass due to the excess of growth) and 4) small pellet formation by detached 
particles. In UAFB reactors it is common to have the bioparticles (carrier plus biofilm), some 
free cells and biomass pellets as a function of the superficial velocity on the reactor; the 
water flowing through the bioreactor can carry out the drag of small biomass pellets. The 
mass transport through this bioparticles occurs on three stages: diffusion of the dye 
molecule from the solution to the biofilm, diffusion through the biofilm, adsorption-
diffusion through the carbon surface and reaction. One disadvantage of using upflow fixed 
bed reactors is that the liquid flow is non-ideal and dispersion, backmixing and bypassing 
flow are considerable (Iliuta, et al. 1996), therefore it is important to carry out the hydraulic 
characterization of the reactor through tracer test, although it is common to consider plug 
flow to model the reactor.  The reasons of modelling a reactor of this kind are to estimate all 
the important parameters in its function, to optimize the efficiency and to predict its 
behaviour, besides its future scale-up. However, scaling a reactor from laboratory models is 
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flow to model the reactor.  The reasons of modelling a reactor of this kind are to estimate all 
the important parameters in its function, to optimize the efficiency and to predict its 
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often difficult, since some factors which are negligible when modelling small reactors have 
to be included in real reactor models, such as the transport between static and dynamic 
zones. Therefore, the main objective of this paper is to propose a dynamic mathematical 
model for an UAFB bioreactor with AC as carrier, to attach microorganisms and enhance 
biodegradation, in the removal of the azo dye reactive red 272 (Fig. 1).  
 

 

Fig. 1. Reactive red 272 

The presented mathematical model includes all the transport phenomena: convection, 
dispersion, diffusion and mass transfer from one phase to another, along the reactor and 
through the bioparticle, as well as the reaction of dye reduction. The balance equations are 
coupled and solve together as a system. We try to include in the model all the possible 
phenomena that take place in the reactor in order to describe it and obtain enough 
information about it. 

3.2 Materials and methods 
3.2.1 Reactor assembling.  
It was started up  to work an anaerobic upflow reactor of the kind of the UAFB, made from 
Pyrex glass, with a fixed bed of AC of 42% of its operation volume, equivalent to 1.244 L and 
541.17 g of AC. The reactor is outlined in Figure 2 and its characteristics are shown in Table 1.  
 

 
Fig. 2. Upflow Anaerobic Fixed Bed (UAFB) Reactor. 
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 3.3 L ,emulov kroW
 6 mc ,retemaid edisnI

Inside diameter of the settle, cm 9.5 
 5.501 mc ,edutignol latoT

Initial and steady state porosity of the bed 0.53, 0.19 
 442.1 L ,emulov deb dexiF

Fixed bed longitude, cm 48 
Superficial velocity (average), cm/min 0.52 
Volumetric flow (average),  mL/min 18 
RTm  52.602 nim  ,)egareva(  

Table 1. UAFB Reactor Characteristics 
At the beginning, there was an adsorption stage to saturate the AC in the reactor with dye 
and do not attribute the removal efficiency to simply adsorption on to AC. Afterwards, the 
rector was inoculated by recirculating water with 10% v/v of adapted sludge for a period of 
15 days; this was a consortium of microorganisms adapted to azo dye reduction using textile 
wastewater enriched with reactive red 272. In this stage, 11.586 mg biomass/g AC was 
adsorbed, forming a biofilm on the AC surface. The reactor was operated using synthetic 
wastewater, containing different azo dye concentration, from 100 to 500 mg/L, and 1 g/L of 
dextrose and yeast extract as carbon and nitrogen source to the microorganism. 

3.2.2 Residence time distribution. 
A lithium chloride solution was used as a tracer in order to determine the hydraulic 
characteristics of the reactor and to obtain the residence time distribution. Smith and Elliot 
(1996) used LiCl as a tracer and recommend a concentration of 5 mg Li+/L to avoid toxicity 
problems. In this case it was applied a one minute pulse of a 2000 mg/L LiCl solution. 
Dextrose and yeast extract with a concentration of 1 g/L were used as the substrates during 
the test. Samples were taken in the reactor effluent every 30 min during approximately 3 
times the half residence time (RTm), in this case, during 10 hr. Lithium concentration was 
analyzed in an atomic adsorption spectrophotometer (Perkin Elmer model 2280; USA). 
The hydraulic residence time (HRT) was calculated as: 
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Were C is the tracer concentration at a time t and C0 is the tracer concentration at t=0. The 
parameters and non-dimensional numbers necessary to describe the reactor as well as the axial 
dispersion and mass transfer coefficients were calculated according to the next equations.  
Dispersion number (d) and Péclet (Pe). These numbers indicate the dispersion grade in the 
reactor. A Pe above 1 indicates that convection is the leading factor in the mass transport, 
and if it is lesser than 1, the leading factor is the dispersion. The numbers are calculated as 
(Levenspiel, 2004): 
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biodegradation, in the removal of the azo dye reactive red 272 (Fig. 1).  
 

 

Fig. 1. Reactive red 272 

The presented mathematical model includes all the transport phenomena: convection, 
dispersion, diffusion and mass transfer from one phase to another, along the reactor and 
through the bioparticle, as well as the reaction of dye reduction. The balance equations are 
coupled and solve together as a system. We try to include in the model all the possible 
phenomena that take place in the reactor in order to describe it and obtain enough 
information about it. 

3.2 Materials and methods 
3.2.1 Reactor assembling.  
It was started up  to work an anaerobic upflow reactor of the kind of the UAFB, made from 
Pyrex glass, with a fixed bed of AC of 42% of its operation volume, equivalent to 1.244 L and 
541.17 g of AC. The reactor is outlined in Figure 2 and its characteristics are shown in Table 1.  
 

 
Fig. 2. Upflow Anaerobic Fixed Bed (UAFB) Reactor. 
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 3.3 L ,emulov kroW
 6 mc ,retemaid edisnI

Inside diameter of the settle, cm 9.5 
 5.501 mc ,edutignol latoT

Initial and steady state porosity of the bed 0.53, 0.19 
 442.1 L ,emulov deb dexiF

Fixed bed longitude, cm 48 
Superficial velocity (average), cm/min 0.52 
Volumetric flow (average),  mL/min 18 
RTm  52.602 nim  ,)egareva(  

Table 1. UAFB Reactor Characteristics 
At the beginning, there was an adsorption stage to saturate the AC in the reactor with dye 
and do not attribute the removal efficiency to simply adsorption on to AC. Afterwards, the 
rector was inoculated by recirculating water with 10% v/v of adapted sludge for a period of 
15 days; this was a consortium of microorganisms adapted to azo dye reduction using textile 
wastewater enriched with reactive red 272. In this stage, 11.586 mg biomass/g AC was 
adsorbed, forming a biofilm on the AC surface. The reactor was operated using synthetic 
wastewater, containing different azo dye concentration, from 100 to 500 mg/L, and 1 g/L of 
dextrose and yeast extract as carbon and nitrogen source to the microorganism. 

3.2.2 Residence time distribution. 
A lithium chloride solution was used as a tracer in order to determine the hydraulic 
characteristics of the reactor and to obtain the residence time distribution. Smith and Elliot 
(1996) used LiCl as a tracer and recommend a concentration of 5 mg Li+/L to avoid toxicity 
problems. In this case it was applied a one minute pulse of a 2000 mg/L LiCl solution. 
Dextrose and yeast extract with a concentration of 1 g/L were used as the substrates during 
the test. Samples were taken in the reactor effluent every 30 min during approximately 3 
times the half residence time (RTm), in this case, during 10 hr. Lithium concentration was 
analyzed in an atomic adsorption spectrophotometer (Perkin Elmer model 2280; USA). 
The hydraulic residence time (HRT) was calculated as: 
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Were C is the tracer concentration at a time t and C0 is the tracer concentration at t=0. The 
parameters and non-dimensional numbers necessary to describe the reactor as well as the axial 
dispersion and mass transfer coefficients were calculated according to the next equations.  
Dispersion number (d) and Péclet (Pe). These numbers indicate the dispersion grade in the 
reactor. A Pe above 1 indicates that convection is the leading factor in the mass transport, 
and if it is lesser than 1, the leading factor is the dispersion. The numbers are calculated as 
(Levenspiel, 2004): 
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Where u is the superficial velocity in the reactor, L is the longitude and D is the axial 
dispersion coefficient. 
Dispersion coefficient (D). It can be calculated by the dispersion number or by other 
correlations as the presented through the Reynolds number. 

 0.875
Re1.01D d u L Nν= =  (4) 

Here, ν is the cinematic viscosity of the water in the reactor (Levenspiel, 2004). 
Sherwood number (Sh) and mass transfer coefficient (km). It was calculated by the Frössling 
correlation (Fogler, 1999), which is applied to the mass transfer or flux around a spherical 

 1/2 1/3
Re2 0.6Sh N Sc= +  (5) 

 particle. Supposing this the following equation was used: 
And the mass transfer coefficient of the dye was estimated by the equation: 
Where dp is the average particle diameter of the carbon particles and biomass in the bed. For 
this analysis it was taken the dp values of the carbon particles at the beginning of the study, 
1.03 mm. 

 ef
m

P

D Sh
k

d
=  (6) 

3.2.3 Kinetic model 
The applied kinetic model to represent the dye biodegradation (reduction) was derived 
according to experimental observations, after fitting kinetic data at dye concentrations from 
100 to 500 mg/l. The model expresses a change in the reaction order since it was noticed that 
the reaction in the system is a function of dye concentration and occur in two stages: first 
order, the dye is adsorbed by the bioparticle and reduced, and second, the enzymatic reactions 
take place to degrade the dye to certain extent. This is shown by Equation 7, here: CA0 and CA 
are the initial and every moment dye concentration, k1 and k2 are 1st and 2nd order specific 
reaction rate, (h-1, L/mg⋅h). The deduction is explained in another paper (in revision).  
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3.2.4 Model dimensionless numbers 
From the dimensionless analysis of the model, the dimensionless numbers that explain the 
transport process in the reactor were obtained. These were: Biot’s number (Bi), that relates 
mass transfer with diffusivity, Fourier’s number (Fo), that relates the diffusivity in the 
reaction area in the reaction time, Wagner’s module (Φ2), by means of which it is obtained 
the Thiele’s number (Φ) that indicates if diffusion modifies the reaction rate; from this 
number, the Effectiveness factor (η) is calculated, which relates the real reaction rate with 
the reaction rate without diffusion resistance, in other words, it expresses the influence of 
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the diffusion on the reaction rate. Thiele number is calculated by Equation 8 (according the 
proposed kinetic model there is a Thiele number for the first order term and other for the 
second order term). The Effectiveness factor for the reduction rate of the dye by volume unit 
of bioparticle was calculated using Equation 9, according to the definition of volume 
average (Escamilla-Silva et al, 2001) and using the proposed kinetic model expressed in 
Equation 7. Here, AR  is the average reaction rate in the biofilm and 1AR ξ =  is the reaction 
rate in the bioparticle surface in the liquid boundary; Fob is the characteristic Fourier number 
for the biofilm defined in Equation 19, in the next section. 
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3.3 Results and discussion. 
The UAFB reactor efficiently removes the reactive red dye, from 91.35% to 98.64% and up to 
56% of DQO, at inflow concentration from 100 to 500 mg/L and at a RTm from 3 to 5 hours. 
Higher removal rates can be obtained at higher residence times. The difference between 
colour and COD removal is because the first step in the biodegradation of the dye takes 
place when the azo bond is broken, and this results in the lost of colour of the solution. 
There are aromatics amines and other organic compounds in the water as products of dye 
reduction, which can be degraded to a certain extent in to other low molecular weight 
molecules, as carboxylic acids. The results described in this section are in regard to an 
analysis of the transport and reaction phenomena inside the reactor and to obtain 
predictions about its performance. The balance equations are proposed according to 
theoretical principles. Some of the parameters used were calculated according to 
experimental and real results and others in base to references. The model can be used and 
applied to similar problems, but it will need a parameter fit. Because of this, the real 
removal rate of the reactor is higher than the predicted for the model, at the highest dye 
concentration used (400-500 mg/L). 

3.4 Residence time distribution. 
The parameters and non-dimensional numbers that describe the transport in the reactor 
fixed bed are shown in Table 1. The superficial velocity was calculated as 2

L L iu Q Rε π=  and 
the porosity of the bed εL was 0.19 after equilibrium was reached. The hydraulic behaviour 
of the reactor was approximated to a plug flow with axial dispersion. Figure 3 show HRT 
distribution curves; it was observed that when Q was increased, the dispersion was reduced 
and the reactor was closer to ideal plug flow behaviour. This is a hydrodynamic effect, but 
for packed beds it is attributed to the particle size of the packing material. This result can be 
attributed to the fine particles formed with time operation in the inter-particle space in the 
reactor, because it reduces the bed porosity and as a result the by-pass fluxes. Kulkarni et al 
(Kulkarni, 2005) established that the fine particles formed in packed bed reactors reduce the 
by-pass flux because there is a better spreading of the water flow, and therefore the 
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the diffusion on the reaction rate. Thiele number is calculated by Equation 8 (according the 
proposed kinetic model there is a Thiele number for the first order term and other for the 
second order term). The Effectiveness factor for the reduction rate of the dye by volume unit 
of bioparticle was calculated using Equation 9, according to the definition of volume 
average (Escamilla-Silva et al, 2001) and using the proposed kinetic model expressed in 
Equation 7. Here, AR  is the average reaction rate in the biofilm and 1AR ξ =  is the reaction 
rate in the bioparticle surface in the liquid boundary; Fob is the characteristic Fourier number 
for the biofilm defined in Equation 19, in the next section. 
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3.3 Results and discussion. 
The UAFB reactor efficiently removes the reactive red dye, from 91.35% to 98.64% and up to 
56% of DQO, at inflow concentration from 100 to 500 mg/L and at a RTm from 3 to 5 hours. 
Higher removal rates can be obtained at higher residence times. The difference between 
colour and COD removal is because the first step in the biodegradation of the dye takes 
place when the azo bond is broken, and this results in the lost of colour of the solution. 
There are aromatics amines and other organic compounds in the water as products of dye 
reduction, which can be degraded to a certain extent in to other low molecular weight 
molecules, as carboxylic acids. The results described in this section are in regard to an 
analysis of the transport and reaction phenomena inside the reactor and to obtain 
predictions about its performance. The balance equations are proposed according to 
theoretical principles. Some of the parameters used were calculated according to 
experimental and real results and others in base to references. The model can be used and 
applied to similar problems, but it will need a parameter fit. Because of this, the real 
removal rate of the reactor is higher than the predicted for the model, at the highest dye 
concentration used (400-500 mg/L). 

3.4 Residence time distribution. 
The parameters and non-dimensional numbers that describe the transport in the reactor 
fixed bed are shown in Table 1. The superficial velocity was calculated as 2
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the porosity of the bed εL was 0.19 after equilibrium was reached. The hydraulic behaviour 
of the reactor was approximated to a plug flow with axial dispersion. Figure 3 show HRT 
distribution curves; it was observed that when Q was increased, the dispersion was reduced 
and the reactor was closer to ideal plug flow behaviour. This is a hydrodynamic effect, but 
for packed beds it is attributed to the particle size of the packing material. This result can be 
attributed to the fine particles formed with time operation in the inter-particle space in the 
reactor, because it reduces the bed porosity and as a result the by-pass fluxes. Kulkarni et al 
(Kulkarni, 2005) established that the fine particles formed in packed bed reactors reduce the 
by-pass flux because there is a better spreading of the water flow, and therefore the 
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dispersion is reduced. During the residence time distribution tests there was biogas 
production due to the digestion of dextrose in the synthetic wastewater, however, the biogas 
production with or without dye in the water is not enough to consider the reactor as a 
mixed tank. Besides, the rise of biogas through the bed is very slow, this generates by-pass 
flow due to the biogas bubbles trapped, and when the superficial velocity in the reactor is 
increased, the bubbles are pushed and can flow better and the by-pass flux is reduced; thus 
the reactor became closer to a plug flow. The HRT was from 1.6 to 1.8 times the RTm at the 
less volumetric flow in the reactor, and from 1.1 to 1.3 times at high volumetric flow. The 
residence time distribution achieved for all the tests was fitted by a statistical distribution of 
extreme value (Fisher-Tippet) shown by Equation 10; this is a frequency distribution 
function for slant peaks.  
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Where P(t) is the normalized tracer concentration, y0 represents the distribution 
displacement (time 0 tracer concentration), a is the amplitude of the distribution and w the 
wide of the peak. These calculated parameters, the error and correlation coefficient (p<5). 
Figure 3 shows the residence time distribution in the reactor for each test and the fit by the 
Extreme model. Iliuta et al (1996), states that a long tail in the residence time distribution 
could be caused because of axial dispersion in the dynamic flow as well as the mass transfer 
between the dynamic and static zones. Also, when the reactor has porous particles in the 
packed bed, as in this case, the alteration in the distribution can be attributed to internal 
diffusion and reversible adsorption of the tracer, however, this is negligible, but it happens 
for the dye.  
The reactive red 272 dye molecule is adsorbed reversible and superficially on to biomass, 
also is adsorbed onto AC surface, but poorly, and has a limited adsorption capacity due to 
its molecule size and chemical groups as naphthalene disulphonic acid, a choloro-triazine 
and phenyl-amine (see Fig. 1); also AC has limited active sites for adsorption. There is an 
equilibrium between adsorption, reaction and desorption. In this case it is considered a 
constant saturation of the bioparticle, so the adsorption dynamics will be negligible. 
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Fig. 3. HRT distribution; tracer pulse applied to the  bioreactor. 
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Parameter HRT1 HRT2 HRT3 HRT4 HRT5 HRT6 
RTm  (min) 57.264 66.203 66.203 42.412 42.412 42.412 
uL   (cm/s) 0.0735 0.0631 0.0631 0.0985 0.0985 0.0985 
NReL 54.962 47.468 47.468 74.096 74.096 74.096 
BoL 11029.2 9461.54 9461.54 14769.2 14769.2 14769.2 
dL 2.864 2.255 2.407 2.332 1.208 0.413 
DL  (cm2/s) 10.026 6.828 7.287 11.022 5.709 1.953 
PeL 0.349 0.443 0.415 0.429 0.828 2.420 
ShL 45.403 42.246 42.246 52.283 52.283 52.283 
kL  (cm/s) 0.0176 0.0164 0.0164 0.0203 0.0203 0.0203 
y0 0.0270 0.0470 0.0251 7.6×10-3 9.3×10-3 5.5×10-4 
a 0.5697 0.6629 0.6175 0.8944 0.6959 1.0029 
w 22.033 46.312 33.212 29.893 19.756 32.259 
SEa 0.0255 0.0443 0.0325 0.0182 0.0226 0.0162 
R2 b 0.9945 0.9823 0.9920 0.9977 0.9966 0.9980 

 

Table 2. Hidrodinamic, mass transfer and and fitted extreme  
model Parameters for the UAFB reactor (L = fixed bed). 

3.5 Dynamic model: Transport and reaction in the fixed bed 
After the calculus of HRT and all the necessary parameters and dimensionless numbers, a 
mathematical model was deduced and executed to represent the transport and reaction of 
the dye in the water upflow through the reactor (the clarifier zone is not considered here 
due to complexity of the process).  
The dynamic model is based in the next assumptions: 
1. Radial dispersion is negligible. 
2. The reactor is divided in two zones: the fixed bed and the clarifier (not considered) and 

there is mass transfer between them. 
3. The dispersion coefficient is constant in each zone. 
4. There is mass transfer between the water flowing through the bed and the bioparticles. 
5. The superficial velocity trough the bed is constant and calculated as 2

L L iu Q Rε π= . 
6. The dye can be reversible adsorbed into bioparticles. 
7. The dye is diffused, adsorbed and reacts in the biofilm and there is superficial diffusion 

in the activated carbon core macropores because the molecule size (21 Å) would limit 
the micropore diffusion (pore average diameter 23.3 Å).  

8. The particle is spherical and with a uniform and porous biofilm. 
9. The biomass on the activated carbon core grow up to certain thickness, and afterwards  

the biomass excess is detached and form small granules, then the biomass attached on 
the activated carbon came back to their normal or equilibrium thickness. Thus, there is a 
dynamic in the biofilm thickness but will be taken as an average value supposing 
equilibrium between grow and detachment. The model includes the balance in the 
bioparticle divided in two zones: zone I represents the AC particle (core) and zone II the 
microorganism biofilm surrounding the AC core. The reaction term is included in two 
balance equations, in the zone II of the bioparticle and in the liquid balance; this 
because is an extracellular process and there are free cells or small biomass granules in 
the flowing liquid. Figure 4 shows a graphical scheme of the model; here CAL is the 
liquid concentration of the dye, CAP is the dye concentration in the AC core, and CAb the 
biofilm concentration.  
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Fig. 4. Transport and reaction model in the UAFB, Reactor scheme. 

The governing equations are: 
a) Balance for the liquid flow in the fixed bed. 
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This equation describes the dye convection, dispersion and mass transfer from the liquid 
phase to the biofilm surface and the reaction.  The initial and boundary conditions are: 

t = 0  CAL = CA0 
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b) Balance for the bioparticle.  
For the AC core: 
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This equation describes the dye convection and diffusion. The initial and boundary 
conditions that expresses field equality in the interface are: 

t = 0        CAp = 0 

 r = 0     0ApC
r
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=
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 (14) 

r = RC      CAp = CAb      

For the biofilm (diffusion and reaction): 

Mass Transfer in Bioreactors 

 

737 

 
2

1 2 02
2 ( )Ab Ab Ab

eb AL AL A AL
C C CD k C k C C C

t r r r
⎛ ⎞∂ ∂ ∂

= + − + −⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠
 (15) 

This equation describes the dye convection, diffusion and reaction. The initial and boundary 
conditions that expresses flux equality in the interface and mass transfer from the bioparticle 
to the liquid phase are: 

t = 0      CAb = 0 

 r = RC     
Ap Ab

ep eb
C CD D

r r
∂ ∂

− = −
∂ ∂

 (16) 

r = RB      ( )Ab
eb m Ab AL

CD K C C
r

∂
− = −

∂
 

c) Dimensionless model. The dimensionless governing equations are shown next. 
For the liquid flow in the fixed bed: 
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In order to become dimensionless the two zones of the bioparticle, it was proposed a parallel 
model; the AC core and the biofilm are then expressed as a single particle with a radius 
from 0 to 1 (see Fig. 5): 

For the AC core: 
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In order to become dimensionless the two zones of the bioparticle, it was proposed a parallel 
model; the AC core and the biofilm are then expressed as a single particle with a radius 
from 0 to 1 (see Fig. 5): 
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 ξ = 0      (21) 

ξ =1 p bω ω=  

      
Fig. 5. Parallel dimensionless model. 
Using the dimensionless numbers: 
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For the biofilm: 
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The reactor model then consist of three differential parabolic equations; to solve the model, 
all the parameters are calculated and is used the finite differences with a 5th order Runge-
Kutta-Fehlberg method, programmed in Fortran language. 

3.6 Model solution. 
The data that we had previous to the model solving are: from the AC properties: ρp = 0.435 
g/cm3 (density), εp = 0.1392 (porosity), RC = 0.0515 cm (average particle radius), and about 
the reactor we have: LL = 48 cm (longitude), Ri = 3 cm (radius), εL = 0.19 (bed porosity). The 
dispersion coefficient (DL), the dispersion number (dL), the Peclet number (Pe),  the 
superficial velocity (uL) and the half residence time (RTm), were estimated in the residence 
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time distribution analysis, as was explained in the methodology section. The diffusion 
coefficient in the AC core was calculated by the method explained in Hines and Hines and 
Maddox (1987), supposing Knudsen diffusivity, but the value was changed in two orders of 
magnitud in order to fit the model (Fan et al. 1990; Lee et al.2006), comparing the values 
reported for other dyes in references. The diffusivity in the biofilm was assumed to be 100 
times larger than the diffusivity in the AC core, based in values reported for other dyes of 
the same kind (Fan et al. 1987; Chen et al. 2003).  The kinetic constants were estimated from 
experimental data and fitted to model. 
The mass transfer surface of the bioparticles was calculated by the Equation 20 proposed by 
Iliuta and Larachi (2005) 

 6 6
2sb

b p
a

d d γ
= =

+
 (26) 

The parameters used to solve the mathematical model are shown in Table 4; in this case, the 
Thiele number of second order is applied for an initial dye concentration of 250 mg/L, for 
400 mg/L was 1.43 and for 500 mg/L was 1.60. This indicates that when the dye 
concentration is augmented in the reactor influent, the mass transfer effects are increased, 
specifically the resistance to the diffusion, and therefore, it decreases dye removal. Figure 6 
shows the concentration profile along the reactor to different dye concentration at the 
reactor inflow, and Figure 7 shows the concentration profile within the bioparticle (AC core 
plus biofilm) for an initial concentration of 250 mg/L. 
It can be seen in the Figure 7 that the particles close to the reactor influent (ζ = 0.045) contain 
higher dye concentration than the ones in the effluent extreme, whose concentration is close 
to the dye effluent concentration. The concentration profile in the bioparticle changes with 
time as the bioparticle is saturated and reaches equilibrium, while a curve indicative of the 
reaction in the biofilm is observed. When the bioparticle is close to the effluent, the profile is 
becoming flat, and the concentration is approximately uniform within the bioparticle. This is 
because at the effluent zone there is the smallest dye concentration in the reactor height, and 
the kinetics depends on this. 
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The reactor model then consist of three differential parabolic equations; to solve the model, 
all the parameters are calculated and is used the finite differences with a 5th order Runge-
Kutta-Fehlberg method, programmed in Fortran language. 

3.6 Model solution. 
The data that we had previous to the model solving are: from the AC properties: ρp = 0.435 
g/cm3 (density), εp = 0.1392 (porosity), RC = 0.0515 cm (average particle radius), and about 
the reactor we have: LL = 48 cm (longitude), Ri = 3 cm (radius), εL = 0.19 (bed porosity). The 
dispersion coefficient (DL), the dispersion number (dL), the Peclet number (Pe),  the 
superficial velocity (uL) and the half residence time (RTm), were estimated in the residence 
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time distribution analysis, as was explained in the methodology section. The diffusion 
coefficient in the AC core was calculated by the method explained in Hines and Hines and 
Maddox (1987), supposing Knudsen diffusivity, but the value was changed in two orders of 
magnitud in order to fit the model (Fan et al. 1990; Lee et al.2006), comparing the values 
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400 mg/L was 1.43 and for 500 mg/L was 1.60. This indicates that when the dye 
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DL    (cm2/min) 423.4 Φ12 a 1.061 

u      (cm/min) 3.786 Φ22 b 1.276 

Km   (cm/min) 0.984 Φ1 c 1.030 

Dep   (cm2/min) 2.58×10-5 Φ2 d 1.130 

Deb   (cm2/min) 2.58×10-3 β 2 

k1    (min-1) 3.046 α 100 

k2    (L/mg�min) 1.47×10-2 Bi 34.27 

asb   (cm2/cm3) 36.81 Bm 459.22 

Fop 0.091 dL 2.33 

Fob 36.404   
 

Table 4. Parameters used in model solution. 
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Fig. 7. Predicted concentration profile in the bioparticle at different τ and ζ in the bed. 
Radius in cm. 

The RTm in the reactor does not have much influence on the removal of the dye according 
the predicted results of the model. Figure 8 shows the concentration profile along the reactor 
at different conditions of RTm (See Tab. 3), and using a dye inflow concentration of 250 
mg/L; it can be seen that there is not a noticeable effect in the concentration profile as RTm is 
incremented. The concentration profile in the bioparticle is affected in a different way by the 
RTm; in Figure 9 we can see that as RTm is increased, the bioparticles are saturated faster, this 
is because the contact time for adsorption and for reaction is augmented and the mass 
transfer between the liquid phase and the bioparticles is improved. 
As a result, the RTm in the reactor affects only the mass transport rate in the reactor but not 
the biodegradation reaction and thus does not have an influence on the concentration profile 
along the reactor and consequently, in the removal efficiency. Therefore, analyzing the 
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profiles expressed in Figure 6, the main factor that affects the removal efficiency is the 
inflow dye concentration.  
Similar results were found by other authors. Spigno et al (2004) presented a mathematical 
model for the steady state degradation of phenol along a biofilter reactor and obtained a 
concentration profile for phenol reduction at two different concentrations, and they found 
the same profile for both conditions displaced by a concentration gradient, more reduction 
at the lesser concentration. Mammarella and Rubiolo (2006) could predict the concentration 
profile for lactose hydrolysis in an immobilized enzyme packed bed reactor under different 
operation conditions, and they obtained an asymptotic profile for lactose conversion along 
the reactor height and obtained a much higher conversion at the lesser volumetric flow (100 
mL/h); on the contrary, in this work the volumetric flow does not have much influence. 
These authors did not include the dynamic of the pollutant inside the bioparticle, as is 
shown in this work. 
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Fig. 8. Predicted concentration profile along the reactor a different RTm  

 

RTm   (min) 226.195 81.429 75.398 67.859 54.287 

Q  (cm3/min) 6.000 16.67 18.00 20.00 25.00 

u  (cm/min) 1.117 3.102 3.351 3.723 4.654 

Km (cm/min) 0.695 0.913 0.939 0.978 1.083 

dL 7.899 2.843 2.633 2.370 1.896 

βm 1099.8 519.7 495.1 464.4 411.5 

Fop 0.308 0.111 0.103 0.093 0.074 

Fob 123.4 44.42 41.13 37.02 29.62 

Bi 24.21 31.78 32.70 34.07 37.75 
 

Table 5. Parameters used in model solution at different RTm  
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The RTm in the reactor does not have much influence on the removal of the dye according 
the predicted results of the model. Figure 8 shows the concentration profile along the reactor 
at different conditions of RTm (See Tab. 3), and using a dye inflow concentration of 250 
mg/L; it can be seen that there is not a noticeable effect in the concentration profile as RTm is 
incremented. The concentration profile in the bioparticle is affected in a different way by the 
RTm; in Figure 9 we can see that as RTm is increased, the bioparticles are saturated faster, this 
is because the contact time for adsorption and for reaction is augmented and the mass 
transfer between the liquid phase and the bioparticles is improved. 
As a result, the RTm in the reactor affects only the mass transport rate in the reactor but not 
the biodegradation reaction and thus does not have an influence on the concentration profile 
along the reactor and consequently, in the removal efficiency. Therefore, analyzing the 
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profiles expressed in Figure 6, the main factor that affects the removal efficiency is the 
inflow dye concentration.  
Similar results were found by other authors. Spigno et al (2004) presented a mathematical 
model for the steady state degradation of phenol along a biofilter reactor and obtained a 
concentration profile for phenol reduction at two different concentrations, and they found 
the same profile for both conditions displaced by a concentration gradient, more reduction 
at the lesser concentration. Mammarella and Rubiolo (2006) could predict the concentration 
profile for lactose hydrolysis in an immobilized enzyme packed bed reactor under different 
operation conditions, and they obtained an asymptotic profile for lactose conversion along 
the reactor height and obtained a much higher conversion at the lesser volumetric flow (100 
mL/h); on the contrary, in this work the volumetric flow does not have much influence. 
These authors did not include the dynamic of the pollutant inside the bioparticle, as is 
shown in this work. 
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Fig. 8. Predicted concentration profile along the reactor a different RTm  

 

RTm   (min) 226.195 81.429 75.398 67.859 54.287 

Q  (cm3/min) 6.000 16.67 18.00 20.00 25.00 

u  (cm/min) 1.117 3.102 3.351 3.723 4.654 

Km (cm/min) 0.695 0.913 0.939 0.978 1.083 

dL 7.899 2.843 2.633 2.370 1.896 

βm 1099.8 519.7 495.1 464.4 411.5 

Fop 0.308 0.111 0.103 0.093 0.074 

Fob 123.4 44.42 41.13 37.02 29.62 

Bi 24.21 31.78 32.70 34.07 37.75 
 

Table 5. Parameters used in model solution at different RTm  
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Leitão and Rodrigues (1996) presented the influence of the biofilm thickness on the removal 
of a substrate when the support carrier material is an adsorbent and when it is not, and they 
obtained the concentration profile within the bioparticle but in the absence of reaction; the 
profiles show the saturation of the bioparticle as time increases, and the concentration 
augments as the biofilm thickness increase, but it was not observed the reaction zone in the 
biofilm as in the results presented in this work. Leitão and Rodrigues (1998) proposed an 
intraparticle model for biofilms on to a carrier material including the convective flow inside 
the particle, and they obtained the concentration profile and biofilm thickness regarding 
time. They conclude that bioreactors have to be operated under conditions such that allow 
the liquid movement to occur in the void space of the biofilm, in order to improve mass 
transfer and as a result the efficiency of the process.  
 

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

0,00 0,02 0,04 0,06 0,08 0,10

bioparticle radius

ω 226.195 min
81.429 min
75.398 min
67.859 min
54.287 min

RTm

 

Fig. 9. Predicted concentration profile in the bioparticle at different RTm.  
Radius in cm.τ = 2 and ζ = 0.045 (close to the influent) in the bed. 
In biofilms the hydrodynamics and kinetics of the system is related to the fact that most 
biofilm reactions are diffusion limited, therefore the shape of the concentration profiles will 
be determined by diffusivity and convection (Lewandowski, 1994). We suppose that the 
biofilm is a continuous phase, but it is not, biofilms are formed by clusters, void spaces and 
channels, so the convection in the system is important, and the measured diffusion 
coefficients are always approximations. The effect of convection in the bioparticle is shown 
in Figure 9; mass transfer in the biofilm is fast but in the core the RTm affects the mass 
transfer and as a result the concentration profile. 
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Fig. 10. Predicted concentration profile along the reactor, increasing 
the reactor bed height (Lf). CA0 = 250 mg/L at the inlet. 
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The effect of the bed height is shown in Figure 10, with a constant inlet dye concentration of 
250 mg/L. Here we can see that the dimensionless dye concentration is reduced as the 
longitude of the bed height (Lf) is increased, this means higher removal efficiency; a higher 
Lf  implies more bioparticles and time for degradation reaction, however the most of the 
reduction of the dye is carried out in the lower third of the bed longitude. 

3.7 Effectiveness factor. 
The effectiveness factor (η) was calculated at different azo dye concentration at the reactor 
influent, from 100 to 500 mg/L, and at different RTm from 54.3 to 226.2 min. Each calculation 
was carried out taking the predicted dimensionless concentration value in the biofilm and in 
the liquid, and solving the model for a τ = 2.  The results explain that the average reaction 
rate in the biofilm and at the biofilm surface is changed regarding the height of the reactor, 
and in consequence the effectiveness factor; furthermore, the effectiveness factor depends 
mainly on the azo dye concentration. The change of the reaction rate regarding the reactor 
height is explained because there is a higher amount of active biomass at the inlet, at the 
bottom of the reactor. In this zone, dye and substrate concentration (dextrose and yeast 
extract) is always higher and in consequence there is always a major reaction activity; 
therefore, in this zone takes place the most of the degradation of the dye, as it was also 
noticed in Figure 6.   The calculated effectiveness factor decreased from 0.78 to 0.47 when 
dye concentration was increased from 100 to 500 mg/l, proving that, when dye 
concentration is increased the diffusion of dye through biofilm has a major influence on the 
reaction rate, what is reflected in a reduction of the efficiency of removal. On the contrary, 
changes in RTm in the reactor at a constant inflow dye concentration did not influence the 
value of the effectiveness factor; this did vary from 0.74 to 0.73 when RTm was decreased 
from 226.2 to 54.3 min. These values indicate that there is a slight effect of dye diffusion on 
the reaction rate when RTm is changed. 

3.8 Conclusions  
The proposed mathematical model for a UAFB bioreactor was able to predict the 
concentration profiles along the reactor and within the bioparticle (carbon core and biofilm) 
for the biodegradation of a reactive red azo dye, using a kinetic model with a change in 
reaction order. The profiles at different inflow dye concentration showed an asymptotic 
curve with a major activity of reaction in the lower zone of the reactor, and this 
concentration fall is reduced as the inflow dye concentration is augmented. Nevertheless, 
the RTm does not have much influence on the concentration profile along the reactor. In 
addition, the model predicts a larger removal rate as the longitude of the bed is increased for 
the same inlet dye concentration. 
The profiles within the bioparticle illustrate the saturation of the particle and reflect the zone 
of reaction in the biofilm; it can be seen the differences in the concentration values with 
regard to the reaction zone along the reactor. The saturation rate of the bioparticles change 
with the RTm, at a larger time, the mass transfer is improved and the bioparticles are 
saturated faster, without affecting the reaction. The calculation of the effectiveness factor 
showed that the rate of reaction is changed in regard to the position at the height of the 
reactor and depends of the dye diffusion when the concentration is increased. By means of 
the presented dynamic model it can be predicted the dye and COD removal rate in a UAFB 
reactor, specifying its characteristics, dye inflow concentration, and residence time. 
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the reaction rate when RTm is changed. 
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concentration profiles along the reactor and within the bioparticle (carbon core and biofilm) 
for the biodegradation of a reactive red azo dye, using a kinetic model with a change in 
reaction order. The profiles at different inflow dye concentration showed an asymptotic 
curve with a major activity of reaction in the lower zone of the reactor, and this 
concentration fall is reduced as the inflow dye concentration is augmented. Nevertheless, 
the RTm does not have much influence on the concentration profile along the reactor. In 
addition, the model predicts a larger removal rate as the longitude of the bed is increased for 
the same inlet dye concentration. 
The profiles within the bioparticle illustrate the saturation of the particle and reflect the zone 
of reaction in the biofilm; it can be seen the differences in the concentration values with 
regard to the reaction zone along the reactor. The saturation rate of the bioparticles change 
with the RTm, at a larger time, the mass transfer is improved and the bioparticles are 
saturated faster, without affecting the reaction. The calculation of the effectiveness factor 
showed that the rate of reaction is changed in regard to the position at the height of the 
reactor and depends of the dye diffusion when the concentration is increased. By means of 
the presented dynamic model it can be predicted the dye and COD removal rate in a UAFB 
reactor, specifying its characteristics, dye inflow concentration, and residence time. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

744 

3.9 Nomenclature 
asb Specific surface of the particles, cm2/cm3 
C, CA Dye or tracer concentration,  mg/L 
C0,CA0 Initial tracer, dye concentration, mg/L 
Cm Average concentration, mg/L 
d Dispersion number 
D Axial dispersion coefficient, cm2/s 
De Effective diffusivity coefficient, cm2/s 
Km Mass transfer coefficient, cm/s 
k1 1st order specific reaction rate, h-1 
k2 2nd order specific reaction rate, L/mg⋅h 
Lf Reactor bed height, cm 
Q Volumetric flow 
rA Reaction rate, mg/L⋅h 
RB Bioparticle radius, cm 
RC AC core radius, cm 
Ri Reactor internal radius, cm 
S Crosswise area to the flux, cm2 
HRT Hydraulic residence time 
t Time 
tm, RTm Half residence time  
VP Pore volume 
u Superficial velocity 
ρ Density, g/cm3 
ε Porosity 
δ Biofilm thickness 
ζ Dimensionless longitude 
ξ Dimensionless particle radius 
ω Dimensionless concentration 
τ Dimensionless time 
Fo Characteristic Fourier number 
Bi Biot number 
Φ2 Wagner number 
Φ Thiele number 
βm Dimensionless parameter 
α Dimensionless parameter 
β Dimensionless parameter 

Subindex 
b biofilm 
L fixed bed 
p AC particle 
1 For the first order term 
2 For the second order term 
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4. Case III. A method to evaluate the isothermal effectiveness factor for 
dynamic of oxygen in mycelial pellets in submerged cultures 
4.1 Introduction 
Although a lot of research has been done into modelling microbial processes, the 
applicability of these concepts to problems specific for bioreactor design and optimization of 
process conditions is limited. This is partly due to the tendency to separate the two essential 
factors of bioreactor modelling, i.e. physical transport processes and microbial kinetics. The 
deficiencies of these models become especially evident in industrial production processes 
where O2 supply is likely to become the limiting factor, e.g. production of gibberellic acid 
and other organic acids (Takamatsu et al. 1981; Qian et al. 1994; Lu et al. 1995;  Hollmann,et 
al.1995). Important physical transport processes related to O2 supply have not always 
received sufficient attention (el-Enshasy et al. 1999; Yamane and Shimizu, 1984; Wang and 
Stephanopoulos, 1984; Parulekar and Lim 1985; Sharon et al. 1999; Stephanopoulos and 
Tsiveriotis, 1989). Attempts to obtain optimal trajectories for various control variables in 
different bioreactors, in particular at different scale of operation, are likely to cause 
unrealistic conditions far from the expected optimum. Another reason to combine the 
intrinsic O2 kinetics for growth and product formation with mass transfer is related to O2 
gradients on production scale. Recent attempts to account for these effects in stirrer 
bioreactors use different structured models and include the O2 supply in viscous mycelial 
fermentation broths (Reuss et al. 1986; Nielsen and Villadsen, 1994; Sunil and Subhash, 1996; 
Cui et al. 1998; Goosen, 1999; Fan et al.1996). It is important when evaluating the potential of 
a fermentation process using mycelial pellets to have a mathematical model that can predict 
the O2 consumption, fungal growth rates and substrate consumption. 
In this study, we present a model that combines transport phenomena and kinetic 
mechanisms for O2 consumption and applied it to a process in which gibberellin was 
produced in a submerged fermentation with mycelia of Gibberella fujikuroi. The effectiveness 
factors found in this work are compared to those reported in literature for other fungi. 

4.2 Mathematical modelling 
The mathematical model was developed assuming a bioreactor in which the continuous 
phase was well mixed and experimentally verified. O2 concentration in the bioreactor was 
measured so the model only considered O2 transport in the pellets. The method of volume-
averaging was used to simulate bulk transport in a two-phase system (Carbonell and 
Whitaker, 1984; Ochoa, 1986):  

 ( ) o
C . C C k
t

:∂
+ ∇ = ∇∇ + ρ

∂
v D  (1) 

with C the dissolved O2 concentration (kg-moles O2 m-3), t time (h), ko the specific O2 uptake 
rate per unit dry mycelial weight (kg-moles O2 kg-1 of dry cell h-1) and ρ the pellet 
suspension density (kg m-3). 
The use of average transport equations imposes constraints on the length and 
physicochemical parameters of the system (Whitaker, 1991). The following assumptions 
were made to model the O2 diffusion and reaction in the pellets: 
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1. The pellet is an effective system, isotropic with constant thermodynamic properties. 
Effective diffusivity of O2 in porous medium can be used and the scalar Deff or the 
effective diffusivity coefficient of dissolved O2 in mycelial pellet (m2 h-1) replaces the 
tensor D of eq 1. Effective diffusivity contains the convective effects generated inside 
the pellets. 
1.03 mm. 

2. Deff is only a function of void fraction as proposed by different authors (e.g. Aris, 1975). 
3. Mycelial pellets are spherical, and the O2 transport occurs only in the radial direction. 
4. An analogous Michaelis-Menten model was used to describe the O2 consumption rate: 

 ( )O
O

k Cmaxk K Cm
= +

 (2) 

where (ko)max is the maximum specific O2 uptake rate per unit dry mycelial weight (kg-
moles O2 kg-1 of dry cell h-1) and Km the apparent Michaelis constant for mycelia (kg-moles 
m-3) and the transport equation (eq 1) can be reduced to : 

 2 o2eff
C CD r kt rr r

⎡ ⎤⎛ ⎞⎢ ⎥ ρ⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

∂∂ ∂1= −∂ ∂∂
 (3) 

with r the radial distance from the centre of the mycelial pellet (m). Boundary conditions for 
eq 3 were: 

 1       @       r = R      P S Leff
CD k (C - C )
r

∂
− =

∂
      t>0 (4a) 

 2       @       r=0       C
r

0∂
=

∂
      t>0 (4b) 

with R the radius of the mycelial pellet (m), kP the mass-transfer coefficient for the liquid 
film around cells or pellets (m h-1), CL the concentration of dissolved O2 in bulk of liquid (kg-
moles O2 m-3) and CS the concentration of dissolved O2 at the liquid-pellet interface (kg-
moles O2 m-3). 
Initial conditions were: 

 t = 0     C = Co      0 ≤ r ≤ R (5) 

with CO the initial concentration of dissolved O2 (kg mole O2 m-3). 
The dissolved O2 concentration was monitored during the fermentation and is expressed as: 

CL = Co f (t). 

Using the dimensionless variables: 

 
o
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C

=      r
R

ξ =      eff
2

D t
R

τ =  (6) 

and introducing them into eqs 3 to 5 gives the dimensionless boundary value problem: 
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 u u u
u

2
2

⎛ ⎞∂ ∂1 ∂
= ξ  − φ⎜ ⎟

∂ τ ∂ξ ∂ξ β +ξ ⎝ ⎠
2  (7) 

with φ the Thiele modulus and subjected to the following : 

 at     ξ = 1     Sh L
u N (u u )∂

− = −
∂ξ

 (8a) 

 ξ = 0     u 0∂
=

∂ξ
 (8b) 

When  τ = 0      u = 1     0 ≤ ξ ≤ 1  (9) 

Where  
( )2

O max

eff  Oεφφ

R k
D C

2 ρ
φ =      p

Sh
eff

k R
N

D
=      m

O

K
C

β =  (10) 

with NSh the Sherwood number and uL the dimensionless O2 concentration when the 
external mass transfer resistance was not neglected. 
From the mass balance in the pellet we obtain: 

 2u u
2

∂ ⎛ ⎞1 ∂ ∂
= ξ − ℜ⎜ ⎟∂τ ∂ξ ∂ξξ ⎝ ⎠

 (11) 

with the reaction rate ( ℜ )defined by: 

 u
u

2ℜ = φ
β +

 (12) 

Whitaker (Whitaker, 1984; 1991) defines the volume-averaging function ( Ψ ) as: 

 p 12 2
03

p

4 r dr 3 d4 r
3

0
rπ

Ψ = Ψ = Ψ ξ ξ
π

∫ ∫  (13) 

with rp the radius of one pellet (m) and Ψ. The mean O2 concentration ( u ) in the pellet was: 

 1
0

2u = 3 u dξ ξ∫  (14) 

Substituting eq 14 in eq 11 gives: 

2u u3 1
0 ξ

ξ=

ξ=

⎛ ⎞∂ ∂∂
= ξ − ℜ⎜ ⎟

∂τ ∂ ∂ξ⎝ ⎠
∫  

 2
=1

u u u u3 = 3 =1
0

ξ=
ξ= ξ

∂ ∂ ∂ ∂
= ξ − ℜ − ℜ

∂τ ∂ξ ∂ξ ∂ τ
 (15) 

and then the mean reaction rate ( ℜ ) is defined by : 
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with NSh the Sherwood number and uL the dimensionless O2 concentration when the 
external mass transfer resistance was not neglected. 
From the mass balance in the pellet we obtain: 
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with the reaction rate ( ℜ )defined by: 
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Whitaker (Whitaker, 1984; 1991) defines the volume-averaging function ( Ψ ) as: 
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with rp the radius of one pellet (m) and Ψ. The mean O2 concentration ( u ) in the pellet was: 
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Substituting eq 14 in eq 11 gives: 
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and then the mean reaction rate ( ℜ ) is defined by : 
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The effectiveness factor for O2 consumption rate per unit of mycelial pellet (η) is defined as: 
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Using eq 15 and eq 18 gives: 
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By solving eq 7 to 15, ∂u/∂ξ can be determined and used to calculate the effectiveness factor 
with eq 19. Eq 7 was discretized in radial direction with 13 orthogonal collocation points, 
using Legendre polynomials (Finlayson, 1980). The set of ordinary differential equations 
generated was solved with the Runge-Kutta-Fehlberg method with an adaptive control of 
each step. 
Micro-organism. Gibberella fujikuroi (Sawada) strain CDBB H-984 conserved in potato 
glucose slants at 4oC and sub-cultured every two months was used in the experiment 
(Culture collection of the Department of Biotechnology and Bioengineering, CINVESTAV-
IPN, Mexico). 
Culture medium. The culture medium contained 100 g of glucose l-1, 3 g of NH4Cl l-1, 5 g of 
KH2PO4 l-1, 1.5 g of MgSO4 l-1, 2 g of rice flour l-1. 
Culture conditions and equipment. The fungus was cultured on potato dextrose agar 
(PDA) slants at 29ºC for seven days. A 1000 ml Erlenmeyer flask containing 500 ml of 
medium was inoculated with spores and mycelium taken from the slants and incubated on a 
rotary shaker at 180 rpm and 29ºC for 36-38 h.  A 30 dm3 turbine-agitated fermenter 
(Chemap A.G., Zurich) containing 20 dm3 of sterilized culture medium (pH 5) was 
inoculated with 5 % v/v of this culture. The aeration rate was 1 volume air volume-1 of 
medium min-1 (vvm), the temperature and agitation-speed were automatically controlled at 
29oC and 700 rpm, respectively. pH and dissolved O2, measured with three polarographic 
electrodes (Ingold, USA) installed at different depths in the culture medium, were 
monitored each h for 7 days. Every two h, 60 ml of medium was sampled and analysed for 
biomass, density (ρ) and diameter of the wet and dry pellet, reductive sugars, NH4+-N and 
gibberellic acid concentrations. 
Pellets characterisation. The pellets in the sub-sample of the medium were filtered, washed 
twice with distilled H2O and dried to constant weight at 90ºC in a vacuum-oven. The 
fermented broth was centrifuged in conical graduate tubes at 3000 rpm for 20 min and 
density, volume and weight of the wet pellets were determined while their diameter was 
measured with a microscope (Leica, MSD) on a calibrated micrometer grid. The pellets were 
vacuum dried at 90ºC for 16 h and their dry weight measured. 
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Volumetric mass-transfer coefficient (kLa). The gas flow rate was measured with a Brooks 
Mass controller 5851E while O2 and CO2 were monitored at the in and outlet with a 
paramagnetic O2 analyser (Sybron 540A) and infrared CO2 analyser (Sybron, Anatek PSA 
402). The volumetric mass transfer coefficient obtained at maximum pellet concentration 
(kLa) (h-1) was derived from the O2 mass balance in the bioreactor (Sano et al. 1974). 
O2 uptake rate. Different concentrations of dissolved O2 in the bioreactor were obtained by 
changing the compositions of the inlet air while keeping agitation speed and volumetric gas 
flow rate constant. The rate of O2 uptake was determined by measuring the O2 
concentrations at the in and outlet and, as such, kinetics of O2 were obtained without 
disturbing the system, i.e. power supply and gas hold-up (Wang and Fewkes, 1977). 
Mixing time. The model assumed perfect mixing and two methods were used to verify this. 
First, the bioreactor with agitation speed of 700 rpm, a temperature of 29oC and an airflow of 
1 vvm was filled with 0.1 M NaOH and phenolphthalein as a tracer. Samples were taken 
every 10 to 15 s at four different depths in the bioreactor (A, B, C, D), and analysed for 
absorbance at 550 nm (Figure 1). Second, a culture of G. fujikuroi in its maximum growth 
phase to which dextran blue was added as a tracer, was sampled every 10-15 sec at four 
different depths in the bioreactor and analysed for absorbance at 617.1 nm. Dextran blue 
was used as it is not affected by pH or by oxide-reduction processes, which take place 
during fermentation. 
The distribution ages were determined by fitting the normalized equation (Levenspiel, 1999): 

 AAdt dt
Q0 0

∞ ∞
= =∫ ∫  (20) 

To the dynamics of the tracer with Q = Adt
0
∞
∫ the area under the curve of absorbance. A is 

absorbance of the tracer and t is time. The mixing grade was determined by: 
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−⎝ ⎠
 (21) 

 

 
Fig. 1. Diagram of the bioreactor 
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4.3 Parameter estimation 
kLa determinations. The O2 transfer rate (OTR) was derived from: 

 
5

i i i o o o

L i o

Q P y Q P y7.32 10OTR
V T T

⎡ ⎤×
= −⎢ ⎥

⎣ ⎦
 (22) 

where 7.32×105 is a conversion factor (60 min h-1) [mole (22.4 dm3)-1(standard conditions of 
Temperature and Pressure)] (273º K atm-1), Qi and Qo is the volumetric air flow rate at the air 
in and outlet (dm3 min-1), Pi and Po is the total pressure at the bioreactor air in and outlet 
(atm absolute), Ti and To is the temperature of the gases at the in and outlet (ºK), VL is the 
volume of the broth contained in the vessel in dm3, and yi and yo is the mole fraction of O2 at 
the in and outlet (Wang et al. 1979). 
The experimental values of kLa obtained from the G. fujikuroi culture were used to determine 
the volume fraction (θp) of the pellet using the empirical equation (Van Suijdam, 1982): 

 
( ) ( )L

p
L 0

k a 0.5 1 tanh 15 7.5
k a

⎡ ⎤= − θ −⎣ ⎦  (23) 

with (kLa)o the initial volumetric mass transfer coefficient (h-1). 
The liquid to pellet mass-transfer coefficient (kpap) was calculated using the Sano, 
Yamaguchi and Adachi correlation (Sano et al. 1974). This correlation is based on 
Kolmoghorov’s theory of local isotropic turbulence and is independent of the geometry of 
the equipment or the method energy input used. The Sherwood number ShN  is: 

 ( ) ( )
1 1

4 3ScSh ReN 2.0 0.4 N N= +  (24) 

where NRe is the Reynolds number and NSc the Schmidt number. 
NSh is given by: 

 p p
Sh

eff

k d
N

D
=  (25) 

with kp is defined by eq (4a) and dp is the diameter of the pellet (m). NRe is defined as: 
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Re 3

d
N

∈
=

ν
 (26) 

where ∈  is the mean of local energy dissipation per unit mass of suspension (W kg-1) and ν 
is the kinematics viscosity of the suspending medium (9.18×10-6 m2 s-1). NSc is equal to νDL-1 
and approximately 3991 with DL the molecular diffusion coefficient of dissolved O2 in H2O 
(m2 h-1). 
∈  in the impeller jet stream can be given as a function of the distance from the impeller 
shaft (ris), the stirrer speed (N), and the stirrer diameter (DR) (Van Suijdam and 1981, Metz): 
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∈  obtained was 140 W kg-1; acceptable for inter-medium viscosity in the region of the 
impeller as the mycelial pellet suspensions showed Newtonian characteristics. The specific 
surface area of the these pellets (ap) was estimated using 

 p
p

p

6
a

d
θ

=  (28) 

The value for the liquid-solid mass transfer coefficient was estimated using eqs 25 to 30 with 

 ( )P P
S

oL S
dC k a C C k
dt

= − −  
(29)

 

with ok  the mean O2 consumption rate per unit of mycelial pellet (kg-moles of O2 kg-1 of 
dry cell h-1). Experimental radii, pellet density, maximal O2 uptake rate and the effective 
diffusivity coefficient (Deff) were used to calculate the Thiele modulus (eq 10). 
O2 uptake. The O2 uptake rate was derived from the measured inlet gas flow rate ( GVα ), 
volume of the broth contained in the vessel (VL), and gas compositions at the in and outlet 
using the gas balance taking into account the differences in inner and outlet gas flow rates: 

 2 2
2 2

2 2

O COGo O O
L O CO

Y YVk Y Y
V 1 - Y Y

1 α αα
α ω

ω ω

⎡ ⎤⎛ ⎞− −
= −⎢ ⎥⎜ ⎟⎜ ⎟−⎢ ⎥⎝ ⎠⎣ ⎦

 (30) 

where 2 2O COY and Y  are the volume fractions of O2 and carbon dioxide in gas (α = inlet, ω = 
outlet). 
Effective diffusivity estimation. Miura (Miura 1976) assumed that the effective diffusion 
coefficient is proportional to the void fraction within the pellet 
Deff = DL ε (31) 
with DL being 9×10-6 m2 h-1 at 29ºC (Perry, 1997). Although eq 31 implies only the rectilinear 
paths inside the particles, similar results have been obtained with other empirical equations 
that consider tortuosity (Riley et al.. 1995; Riley et al. 1996) or intra-particle convection 
(Sharonet al. 1999). 
Void fraction (ε) was defined as: 

 v

c
1 ρ

ε = −
ρ

 (31) 

where ρc is the density of the dry pellet (kg m-3) and ρv is the density of the wet pellet (kg m-

3). Both were experimentally determined.  
 The intrapellet Peclet number (Pein):  

 in outPe Peχ⎛ ⎞≅ ⎜ ⎟ε⎝ ⎠
 (32) 

 

was calculated to estimate the contribution of intrapellet convection (Parulekar and 
Lim,1985). The extra-Peclet number Peout is defined by: 
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∈  obtained was 140 W kg-1; acceptable for inter-medium viscosity in the region of the 
impeller as the mycelial pellet suspensions showed Newtonian characteristics. The specific 
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where ρc is the density of the dry pellet (kg m-3) and ρv is the density of the wet pellet (kg m-

3). Both were experimentally determined.  
 The intrapellet Peclet number (Pein):  
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was calculated to estimate the contribution of intrapellet convection (Parulekar and 
Lim,1985). The extra-Peclet number Peout is defined by: 
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3NSh
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⎛ ⎞
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⎝ ⎠

 
(33)

 

where the dimensionless number χ is defined as: 

 2
pd
κ

χ =  (34) 

where κ is the hydraulic permeability of the pellet (m2) and estimated through Johnson's 
equation (Johnson and Kamm, 1987): 

 ( ) 1.17
P2

p
0.31

r
−κ

= θ  (35) 

Numerical method. To fit the experimental oxygen uptake values with the non-linear ξ with 
parameters φ (involving (ko)max) and β (involving Km), a least square algorithm coupled with 
the discretization of eq 7 via orthogonal collocation using Legendre polynomials and Runge-
Kutta-Fehlberg methods was used (Jiménez-Islas et al. 1999). The set of non-linear equations 
derived in the minimization process, are solved with the Newton-Raphson method with LU 
factorisation. The optimization sequence is shown in Figure 2. 
 

 

Yes  No 

Experimental data ko vs time Initial values of parameters φ 
and β 

Model given by eq (7), with 
boundary and initial conditions 

Nonlinear optimization via 
least squares 

Discretization of radial 
coordinate (ξ) by orthogonal 
collocation

Time integration by Runge-
Kutta-Felhberg method 

The minimization method 
converges? 

Statistical analysis for assessing 
data confidence 

New values of φ and β given by 
Newton algorithm 

Optimized parameters 
φ and β 

End 

Least square algorithm and 
formation of normal equations 

Solution of normal equations 
by Newton´s method with LU 

factorization 

 

Fig. 2. Flow diagram for the optimization of the parameters φ and β (eq. 7). 
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4.4 Results and discussion  
The bioreactor was well mixed (Figure 3). G. fujikuroi grew in dispersed mycelia (10%) or in 
the form of pellets (90%) within 38 h of culturing. The mean size of the pellets increased 
from 39 to 60 h and remained constant thereafter (Table I). The density of the pellets 
increased and gave a maximum after 82 h whereupon it decreased. O2 uptake rates were 
simulated using eq 7 with a program specifically written for this purpose and the 
parameters were varied to fit the experimental data (Figure 4). These results included the 
resistance effects in the Michaelis-Menten equation (eq 3) not optimised before in this way. 
The estimated values for (ko)max were 1.80×10-4± 3.05×10-6 kg mole kg-1 dry cell h-1 and for Km 
2.49×10-5 ± 2.28×10-6 kg-moles m-3 (Table II). These values are similar to those reported for 
Aspergillus niger (Miura et al.1975) and Aspergillus orizae (Kim et al. 1983) but lower than 
 

 
Fig. 3. Tracer absorbance of phenolphthalein measured at 550 nm (●) and dextran blue 
measured at 617.1 nm ( ) used to verify the mixing behaviour in the bioreactor. 
 

Fermentation time 
(h) 

Size of the pellet 
(×103 m) 

Pellet density 
(kg m-3) 

  39 1.50 (0.30)† 16.0 (0.90) 
  45 1.67 (0.40) 17.5 (0.75) 
  60 1.90 (0.32) 18.0 (0.50) 
  66 1.91 (0.28) 18.8 (0.23) 
  82 2.05 (0.51) 20.7 (0.45) 
  95 1.92 (0.40) 20.3 (0.30) 
108 1.92 (0.30) 19.5 (0.45) 
132 1.92 (0.29) 18.4 (0.23) 

† values between parenthesis are standard deviations of five replicates 

Table I Size and density of Gibberella fujikuroi pellets during fermentation. 
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Fig. 2. Flow diagram for the optimization of the parameters φ and β (eq. 7). 
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4.4 Results and discussion  
The bioreactor was well mixed (Figure 3). G. fujikuroi grew in dispersed mycelia (10%) or in 
the form of pellets (90%) within 38 h of culturing. The mean size of the pellets increased 
from 39 to 60 h and remained constant thereafter (Table I). The density of the pellets 
increased and gave a maximum after 82 h whereupon it decreased. O2 uptake rates were 
simulated using eq 7 with a program specifically written for this purpose and the 
parameters were varied to fit the experimental data (Figure 4). These results included the 
resistance effects in the Michaelis-Menten equation (eq 3) not optimised before in this way. 
The estimated values for (ko)max were 1.80×10-4± 3.05×10-6 kg mole kg-1 dry cell h-1 and for Km 
2.49×10-5 ± 2.28×10-6 kg-moles m-3 (Table II). These values are similar to those reported for 
Aspergillus niger (Miura et al.1975) and Aspergillus orizae (Kim et al. 1983) but lower than 
 

 
Fig. 3. Tracer absorbance of phenolphthalein measured at 550 nm (●) and dextran blue 
measured at 617.1 nm ( ) used to verify the mixing behaviour in the bioreactor. 
 

Fermentation time 
(h) 

Size of the pellet 
(×103 m) 

Pellet density 
(kg m-3) 

  39 1.50 (0.30)† 16.0 (0.90) 
  45 1.67 (0.40) 17.5 (0.75) 
  60 1.90 (0.32) 18.0 (0.50) 
  66 1.91 (0.28) 18.8 (0.23) 
  82 2.05 (0.51) 20.7 (0.45) 
  95 1.92 (0.40) 20.3 (0.30) 
108 1.92 (0.30) 19.5 (0.45) 
132 1.92 (0.29) 18.4 (0.23) 

† values between parenthesis are standard deviations of five replicates 

Table I Size and density of Gibberella fujikuroi pellets during fermentation. 
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those obtained for Penicillium chrysogenum (Aiba, S.; Kobayashi,1975;  Kobayashi et al. 1973). 
Differences between simulated and experimental data were less than 6 % and differences 
can be due to:  
1. O2 transfer rate in the mycelial pellet increases with agitation (Miura and Miyamoto 

1977), 
2. mycelial density is not uniform (Miura, 1976), 
3. respiratory activity is not uniform in radial direction within the pellet (Wittler et al. 

1986), 
4. and internal convection (Sharon 1999). 
The importance of each of these factors has not been assessed separately but they are 
indistinguishable in a model using Deff and a homogeneous pellet. A summary of 
experimental and estimated parameters of O2 diffusion in a bioreactor with G. fujikuroi (eq 7 
to 34) is given in Table II. Deff was derived from eqs 30 and 31 and is comparable to values 
reported in literature for other fungi. θp values below 30 % did not affect kLa values but they 
decreased when θp values were between 40 % and 60 % (Figure 5). The calculated θp value 
for pellets of G. fujikuroi was 39.8 % and allowed calculation of κ (eq 35) and Pein (eq 32). Pein 
for G. fujikuroi was 1.38 and κ was 8.22×10-7 m2 (Table II). Stephanopoulos and Tsiveriotis 
(Sharon et al 1999) stated that the O2 flow through the pellet does not affect the external 
mass transfer when Pein was close to 1 as found in this study. A constant Deff can thus be 
assumed in our model. O2 concentration derived from numerical solutions of eq 7 indicated 
that φ = 1 gave an overall reaction rate of O2 lower than the diffusion rate.  
 

⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ 
Parameter value Dimension Remarks 
⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ 
dp 2.090×10-3 m Experimental data 
Deff 4.15×10-6 m2 h-1 estimated from eq 31 
∈  139.96 W kg-1 estimated from eq 27 
Km 2.49×10-5 (700 rpm) kg mol O2 m-3 fitted from experimental 

data of Figure 4 
(ko)max 1.80×10-4 (700 rpm) kg mol O2 h-1 kg-1 dry pellet fitted from experimental 

data of Figure 4 
kLa 91.93 h-1 Experimental data  
(kLa)o 188.92 h-1 Experimental data 
NRe 2.36×106 dimensionless estimated from eq 26 
κ 8.22×10-7 m2 estimated from eq 36 
Peout 5.856 dimensionless estimated from eq 34 
Pein 1.38 dimensionless estimated from eq 33 
R 0.95×10-3 m Experimental data 
NSh 250.6 dimensionless estimated from eq 25 
φ 1.12 to 2.4 dimensionless estimated from eq 10 
θp 0.398 dimensionless estimated from Figure 5 
ν 9.18×10-6  m2 s-1 Experimental data 
ρ 18.65 kg m-3 Experimental data 

⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯  
Table II Summary of experimental and estimated parameters used for the solution of eqs 7 
to 26. 

The O2 concentration did not change substantially in the pellet when φ > 5 and the O2 
uptake was limited by diffusion and by mycelial activity. O2 is then mostly consumed in the 
external core of the pellet. 
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Fig. 4. Measured (♦) and simulated (⎯) O2 uptake (kg-moles kg-1 dry weight h-1) by 
Gibberella fujikuroi in function of the O2 dissolved in bulk liquid (kg-moles m-3). 
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Fig. 5. Simulation of relationship between the dimensionless gas-liquid mass-transfer 
coefficient kLa (kLa)o–1 and the volume fraction of Gibberella fujikuroi pellets. 

Experimental values for φ in fermentation with G. fujikuroi varied between 1.125 to 2.4 
(Figure 6). The transport within the pellet depends on both diffusion and kinetics of the O2 
reaction. The mycelial activity in the inner zone of the pellet was reduced by O2 limitation. 
Our model predicted that for φ<1.875, η was close to 1 (Figure 7), consistent with other 
model predictions (Miura, 1976). Under these conditions, the respiratory activity is not 
limited by O2 transport. For φ>1.875, η is inversely proportional to φ. The estimated φ for G. 
fujikuroi indicated a small limitation of O2 diffusion into the pellet. The large agitation rates 
and the small size of the pellet formed could explain this. 
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Fig. 6. O2 concentration (u) in the pellet in function of the dimensionless radius (ξ) and the 
Thiele modulus (φ) with theoretical values of 0.5, 1.0, 3, 5 and 7 and other values calculated 
from experimental data 1.13 (5), 1.40 (Δ), 1.78 (ο), 1.88 (•),  and 2.4 (). 
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model predictions (Miura, 1976). Under these conditions, the respiratory activity is not 
limited by O2 transport. For φ>1.875, η is inversely proportional to φ. The estimated φ for G. 
fujikuroi indicated a small limitation of O2 diffusion into the pellet. The large agitation rates 
and the small size of the pellet formed could explain this. 
 

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

0.00 0.20 0.40 0.60 0.80 1.00

Di
me

ns
ion

les
s O

2
co

nc
en

tra
tio

n (
u)

Dimensionless radius ( ξ)

φ=7φ=5
φ = 3

φ= 2.4
φ = 1.88

φ = 1.78
φ= 1.40

φ=1.13

φ= 1.0
φ= 0.5

 
Fig. 6. O2 concentration (u) in the pellet in function of the dimensionless radius (ξ) and the 
Thiele modulus (φ) with theoretical values of 0.5, 1.0, 3, 5 and 7 and other values calculated 
from experimental data 1.13 (5), 1.40 (Δ), 1.78 (ο), 1.88 (•),  and 2.4 (). 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

756 

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15

Ef
fec

tiv
en

es
s f

ac
to

r ( η
)

Thiele modulus (φ)

experimental

simulated

Miura

Aiba

Kobayashi

Yano

 
Fig. 7. Effect of Thiele Modulus (φ) on the effectiveness factor for mycelial pellets (η) as 
measured (♦) and simulated (⎯) in this experiment for Gibberella fujikuroi and as reported 
by Aiba et al. (30) (t), Kobayashi et al. (31) (Δ), Miura et al. (28) (o) and Yano (38) (•). 
Data from different authors were recalculated and expressed for φ in function of η (Figure 
7). The effectiveness model was used to simulate those data and only η obtained with the 
data reported by Miura (Miura 1976) were comparable with those η values found in this 
experiment. A possible explanation is that Miura (Miura 1976) used a Michaelis-Menten 
type kinetic to calculate Km and (ko)max while the other authors used a zero and first-order 
kinetic resulting in values that were unrealistically large. η was not limited by transport for 
τ < 0.2 (45.7 h) (Figure 8). After that, limitation of O2 diffusion into the pellet started and a 
minimum for η was found for τ 0.8 (183.1 h). η remained constant thereafter (Wittler 1986). 
 

 
Fig. 8. Typical effectiveness factor through the dimensionless time for a representative 
experiment  (pellet size ≥2 mm, air flow rate 1 vvm, 700 rpm, 29 ºC, Thiele modulus 2.8).  

4.5 Conclusions 
Limitations in models simulating O2 transfer into mycelial pellets with different strains of 
fungi have been reported, e.g. Sunil  and  Subhash, 1996;  Miura, 1976; Aiba and Kobayashi, 
197; Metz and Kossen, 1977; Chiam and Harris, 1981; Reuss et al. 1982; Nienow 1990. 
Explanations for these shortcomings can be related to unrealistically large values for Deff, Km 
and (ko)max Experimental data of O2 diffusion into pellets of G. fujikuroi were simulated 
satisfactorily. The O2 reaction rate in pellets of 1.7-2.0 mm was only marginally inhibited by 
diffusion constraints under the conditions tested. Pein was small enough to justify a constant 
effective diffusivity and an isotropic pellet system with constant thermodynamic 
characteristics. O2 transfer into the mycelial pellet can become the limiting factor in 
submerged fermentation of fungi when pellets larger than 2 mm are formed in the 
bioreactor. Eqs 7 and 19 allows to identify conditions critical for fermentations and to derive 
values for process parameters. 
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4.6 Nomenclature 
aP = specific surface area of pellets (m2) 
C = concentration of dissolved O2 (kg-moles O2 m-3) 
CO = initial concentration of dissolved O2 (kg-moles O2 m-3) 
CL = concentration of dissolved O2 in bulk of liquid (kg-moles O2 m-3) 
CS = concentration of dissolved O2 at liquid-pellet interface (kg-moles O2 m-3) 
dP = diameter of the pellet (m) 
DL = molecular diffusion coefficient of dissolved O2 in H2O (m2 h-1) 
Deff = effective diffusivity coefficient of dissolved O2 in mycelial pellet (m2 h-1) 
DR = stirrer diameter (m) 

Ok  = specific O2 uptake rate per unit dry mycelial weight (kg-moles of O2 kg-1 of dry 
cell h-1) 

Ok  = mean O2 consumption rate per unit of mycelial pellet (kg-moles of O2 kg-1 of dry 
cell h-1) 

(kO)max = maximum specific O2 consumption rate per unit dry mycelial weight (kg-moles of 
O2 kg-1 of dry cell h-1) 

kP = mass-transfer coefficient for the liquid film around cells or pellets defined by eq
4a (m h-1) 

kP aP = liquid to pellet mass-transfer coefficient (m2 h-1) 
kLa = volumetric mass transfer coefficient obtained at maximum pellet concentration  

(h-1) 
(kLa)0 = initial volumetric mass transfer coefficient (h-1) 
Km = apparent Michaelis constant for mycelia (kg-moles m-3) 
N = stirrer speed (rpm) 
NRe = Reynolds number  
NSc = Schmidt number 
Nsh = Sherwood number 
 
Pein 

 
= intraparticle Peclet number 

( )
Peout

⎛ ⎞χ
⎜ ⎟⎜ ⎟ε⎝ ⎠

 

 
Peout 

 
= extra-Peclet number 

3NSh
0.6245

⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

 

Pi Po = the total pressure at the bioreactor air in and outlet (atm absolute), 
Qi Qo = the volumetric air flow rate at the air in and outlet (dm3 min-1) 
r = radial distance from centre of mycelial pellet (m) 
R = radius of mycelial pellet (m) 
ris = radius from the impeller shaft  (m) 
rp = radius of one pellet (m) 
t = time (h) 
Ti To = the temperature of the gases at the in and outlet (ºK) 
u = dimensionless concentration of O2 defined in eq 6 
u  = dimensionless mean concentration of O2 defined in eq 14 
uL = dimensionless O2 concentration when the external mass transfer resistance was 

not neglected defined in eq 8a 

GVα  = gas flow rate (m3 h-1) 
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VL = volume of broth contained in the vessel (dm3) 
yi yo  is the mole fraction of O2 at the in and outlet  

2OYα

2OYω  

 
= 

 
are the volume fractions of O2 in gas (α = inlet, ω = outlet) 

2COYα

2COYω  

 
= 

 
are the volume fractions of CO2 in gas (α = inlet, ω = outlet) 

   
Greek   
β = constant defined in eq 10 (dimensionless) 
ε = void fraction (dimensionless) 
∈  = mean local energy dissipation per unit mass (W kg-1) 
θp = volume fraction of pellets (dimensionless) 
ξ = ratio of radial distance to radius of the pellet (dimensionless) 
κ = effective hydraulic permeability of the pellet (m2) 
η = Effectiveness factor for O2 consumption rate per unit mycelial pellet

(dimensionless) 
ρc = density of the dried pellet (kg m-3) 
ρv = density of wet pellet (kg m-3) 
ρ = pellet suspension density (kg m-3) 
τ = dimensionless time defined in eq 6 
φ = Thiele modulus (dimensionless) 
ν = kinematics viscosity of the suspending medium (m2 s-1) 
χ = dimensionless parameter defined in eq 35 
ℜ  = mean reaction rate defined in eq 16 
ℜ  = reaction rate defined by eq 12 
Ψ = volume function 
Ψ  = volume averaging function defined in eq 13 

umerical values for process parameters. 
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VL = volume of broth contained in the vessel (dm3) 
yi yo  is the mole fraction of O2 at the in and outlet  

2OYα

2OYω  

 
= 

 
are the volume fractions of O2 in gas (α = inlet, ω = outlet) 

2COYα

2COYω  

 
= 

 
are the volume fractions of CO2 in gas (α = inlet, ω = outlet) 

   
Greek   
β = constant defined in eq 10 (dimensionless) 
ε = void fraction (dimensionless) 
∈  = mean local energy dissipation per unit mass (W kg-1) 
θp = volume fraction of pellets (dimensionless) 
ξ = ratio of radial distance to radius of the pellet (dimensionless) 
κ = effective hydraulic permeability of the pellet (m2) 
η = Effectiveness factor for O2 consumption rate per unit mycelial pellet

(dimensionless) 
ρc = density of the dried pellet (kg m-3) 
ρv = density of wet pellet (kg m-3) 
ρ = pellet suspension density (kg m-3) 
τ = dimensionless time defined in eq 6 
φ = Thiele modulus (dimensionless) 
ν = kinematics viscosity of the suspending medium (m2 s-1) 
χ = dimensionless parameter defined in eq 35 
ℜ  = mean reaction rate defined in eq 16 
ℜ  = reaction rate defined by eq 12 
Ψ = volume function 
Ψ  = volume averaging function defined in eq 13 

umerical values for process parameters. 

5. Reference 
5.1 References cited in Case I 
Abashar, M. E., Narsingh, U., Rouillard, A. E. and Judd, R. (1998). Hydrodynamic flow 

regimes, gas holdup, and liquid circulation in airlift reactors. Ind. Eng. Chem. Res.  
37: 1251-1259.  

Akita, K. and Yoshida, F. (1973). Gas holdup and volumetric mass transfer coefficient in 
bubble columns. Effects of liquid properties. Ind. Eng. Chem. Process Des. Develop. 
12: 76-80. 

Al-Masry, W. A.. and Dukkan, A. R. (1998). Hydrodynamics and mass transfer studies in a 
pilot-plant airlift reactor: non-Newtonian systems. Ind. Eng. Chem. Res. 37: 41-48.  

Barboza, M., Zaiat, M. and Hokka, C.O. (2000). General relationship for volumetric oxygen 
transfer coefficient (kLa) prediction in tower bioreactors utilizing immobilized cells. 
Bioprocess Eng. 22: 181-184.  

Mass Transfer in Bioreactors 

 

759 

Barrow, A., Jefferys, E. G. and Nixon, I. S. (1960). Process for the production of gibberellic 
acid. ICI Patent. GB 838,032.  

Brito-De la Fuente, E., Nava, J. A., López, L. M., Medina, L., Ascanio, G. and Tanguy, P. A. 
(1998). Process viscometry of complex fluids and suspensions with helical ribbon 
agitators. Can. J. Chem. Eng. 76: 689-695. 

Brückner, B. and Blechschmidt, D. (1991). The Gibberellin Fermentation. Crit. Rev. Biotech. 
11, 163-192.  

Chavez Parga, M. C. (2005). “Producción de ácido giberélico en un biorreactor airlift”. Ph. D. 
Thesis. Instituto Tecnológico de Celaya. Celaya, Gto., México.   

Chisti, M. Y. (1989). Airlift bioreactor. London-New York: Elsevier Appl. Science.  
Choi, K. H., Chisti, Y. and Moo-Young, M. (1996). Comparative evaluation of hydrodynamic 

and gas-liquid mass transfer characteristics in bubble column and airlift slurry 
reactors. Biochem. Eng. J. 62:223-229.  

Escamilla-Silva, E. M., Dendooven, L., Magaña, I. P., Parra-Saldivar, R. and De la Torre, M. 
(2000). Optimization of Gibberellic acid production by immobilized Gibberella 
fujikuroi mycelium in fluidized bioreactors. J. Biotechnol. 76:147-155.  

Freitas, C. and Teixeira, J. A. (1998). Hydrodynamic studies in an airlift reactor with an 
enlarged degassing zone. Bioprocess Eng.18: 267-279. 

Gelmi, C., Pérez-Correa, R., González, M. and Agosin, E. (2000). Solid substrate cultivation 
of Gibberella fujikuroi on an inert support. Process Biochem. 35:1227-1233.   

Gelmi, C., Pérez-Correa, R. and Agosin, E. (2002). Modelling Gibberella fujikuroi growth and 
GA3 production in solid-state fermentation. Process Biochem. 37:1033-1040.   

Godbole, S. P., Schumpe, A., Shah, T. and Carr, N. L. (1984). Hydrodynamics and mass 
transfer in non-Newtonian solutions in a bubble column. AIChE J. 30: 213-220. 

Gouveia, E. R., Hokka, C. O. and Badino-Jr, A. C. (2003). The effects of geometry and 
operational conditions on gas holdup, liquid circulation and mass transfer in an 
airlift reactor. Braz. J. Chem. Eng. 20:363-374. 

Gravilescu, M. and Tudose, R. Z. (1998). Hydrodynamics of non-Newtonian liquids in 
external-loop airlift bioreactor. Part I. Study of the gas holdup. Bioprocess. Eng. 
18:17-26. 

Gravilescu, M. and Tudose, R. Z. (1999). Modelling mixing parameters in concentric-tube 
airlift bioreactors. Part I. Mixing time. Bioprocess Eng. 20:423-428.  

Halard, B., Kawase, Y. and Moo-Young, M. (1989). Mass transfer in a pilot plant scale airlift 
column with non-Newtonian fluids. Ind. Eng. Chem. Res. 28: 243-245. 

Heinrich, M. and Rehm, H. J. (1981). Growth of Fusarium moniliforme on n-alkanes: 
comparison of an immobilization method with conventional processes. Eur. J. Appl. 
Microbiol. Biotechnol. 11:239.   

Jones, A. and Pharis, R. P. (1987). Production of gibberellins and bikaverin by cells of 
Gibberella fujikuroi immobilized in carrageenan. J. Ferment. Technol. 65:717-722.  

Kawase, Y. (1989). Liquid circulation in external-loop airlift bioreactors. Biotechnol. Bioeng. 
35:540-546. 

Kumar, P. K. P. and Lonsane, B. K. (1987) Gibberellic acid by solid state fermentation: 
consistent and improved yields. Biotechnol. Bioeng. 30:267-271. 

Kumar, P. K. P. and Lonsane, B. K. (1988) Immobilized growing cells of Gibberella fujikuroi P-
3 for production of gibberellic acid and pigment in batch and semi-continuous 
cultures. Appl. Microbiol. Biotechnol. 28:537-542.     



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

760 

Metz, B., Kossen, N. W. F. and van Suijdam, J. C. (1979). The rheology of mould suspensions. 
Adv. Biochem. Eng. 11:103-156. 

McManamey, W. J. and Wase, D. A. J. (1986). Relationship between the volumetric mass 
transfer coefficient and gas holdup in airlift fermentors. Biotechnol. Bioeng.  
28:1446-1448. 

Moo-Young, M., Halard, B., Allen, D. G., Burrell, R. and Kawase, Y. (1987). Oxygen  
transfer to mycelial fermentation broths in an airlift fermentor. Biotechnol. Bioeng. 
30:746-753. 

Nava Saucedo, J. E., Barbotin, J. N. and Thomas, D. (1989). Continuous production of 
gibberellic acid in a fixed-bed reactor by immobilized mycelia of Gibberella fujikuroi 
in calcium alginate beads. Appl. Microbiol. Biotechnol. 30:226-233.    

Prokop, A., Janík, P., Sobotka, M. and Krumphanzi, V. (1983). Hydrodynamics, mass 
transfer, and yeast culture performance of a column bioreactor with ejector. 
Biotechnol. Bioeng. 25: 114-1160.  

Quintero, R. R. (1981). Ingeniería bioquímica, Teoría y aplicaciones. Ed. Alambra. México.  
Schügerl, K., Lücke, J. and  Oels, U. (1977). Bubble column bioreactors. Adv. Biochem. Eng. 

7:1-81.  
Shah, Y. T., Kelkar, B. G., Godbole, S. P. and Deckwer, W. D. (1982). Design parameters 

estimations for bubble column reactors. AIChE J. 28:353-379.  
Shukla, R., Srivastava, A. K. and Chand, S. (2003). Bioprocess strategies and recovery 

processes in gibberellic acid fermentation. Biotechnol. Bioprocess Eng. 8:269-278. 
Tobajas, M. and García-Calvo, E. (2000). Comparison of experimental methods for 

determination of the volumetric mass transfer coefficient in fermentation processes. 
Heat and mass transfer 36: 201-207.  

Tudzynski, B. (1999). Biosynthesis of gibberellins in Gibberella fujikuroi: biomolecular aspects. 
Appl. Microbiol. Biotechnol. 52:298-310. 

5.2 References cited in Case II 
Beydilli M I, Pavlostasthis S G. (2005). Decolorization kinetics of the azo dye Reactive Red 2 

under methanogenic conditions: effect of long-term culture acclimation. 
Biodegradation. 16: 135–146. 

Van der Zee F P, Bisschops I A E, Lettinga G. (2003). Activated carbon as an electron 
acceptor and redox mediator during the anaerobic biotransformation of azo dyes. 
Environ Sci Technol. 37: 402-408. 

Beyenal H, Lewandowski Z. (2002). Internal and external mass transfer in biofilms grown at 
various flow velocities. Biotechnol Prog. 18: 55-61. 

Fan L S, Fujie K, Long T R, Tang W T. (1987). Characteristics of draft tube gas-liquid-solid 
fluidized-bed bioreactor with immobilized living cells for phenol degradation. 
Biotechnol Bioeng. 30: 498-504. 

Fan L-S, Leyva-Ramos R, Wisecarver K D, Zehner B J. (1990). Diffusion of phenol through a 
biofilm grown on activated carbon particles in a draft-tube three-phase fluidized-
bed biorreactor. Biotechnol Bioeng. 35: 279-286. 

Herzberg M, Dosoretz C G, Tarre S, Green M. (2003). Patchy biofilm coverage can explain 
the potential advantage of BGAC reactors. Environ Sci Technol. 37: 4274-4280. 

Mass Transfer in Bioreactors 

 

761 

McCarty P L, Meyer T E. (2005) Numerical model for biological fluidized-bed  
reactor treatment of perchlorate-contaminated groundwater. Environ Sci Technol. 
39: 850-858. 

Di Iaconi C, Ramadori R, Lopez A, Pasión R. (2005). Hydraulic shear stress calculation in a 
sequencing batch biofilm reactor with granular biomass. Environ Sci Techno.  
l39: 889-894. 

Iliuta I, Thyrion F C, Muntean O, Giot M. (1996). Residence time distribution of the liquid in 
gas-liquid cocurrent upflow fixed-bed reactors. Chem Eng Sci. 51(20): 4579-4593. 

Smith L C, Elliot D J, James A. (1996). Mixing in upflow anaerobic filters and its influence on 
performance and scale-up. Water Res. 30(12): 3061-3073. 

Levenspiel O. Chemical reaction engineering (Spanish translation). 3rd Ed. México: Limusa 
Wiley; 2004. p. 668. 

Fogler H S. Elements of chemical reaction engineering, 3rd Ed. New Jersey, USA: Prentice 
Hall PTR; 1999. p. 967. 

Escamilla-Silva E M, Gutierrez G F, Dendooven L, Jimenez-Islas H, Ochoa-Tapia J A. (2001). 
A Method to Evaluate the Isothermal Effectiveness Factor for Dynamic Oxygen into 
Mycelial Pellets in Submerged Cultures. Biotechnol Prog.17(1): 95-103. 

Kulkarni R R, Wood J, Winterbottom J M, Stitt E H. (2005). Effect of fines and porous catalyst 
on hydrodynamics of trickle bed reactors. Ind Eng Chem Res; 44(25): 9497-9501. 

Hines A L, Maddox R N. Mass transfer, fundamentals and applications (spanish 
translation). México: Prentice Hall Hispanoamericana; 1987. p. 600. 

Lee J-W, Choi S-P, Thiruvenkatachari R, Shim W-G, Moon H. (2006). Evaluation of the 
performance of adsorption and coagulation processes for the maximum removal of 
reactive dyes. Dyes and Pigments. 69: 196-203. 

Chen K-C, Wu J-Y, Yang W-B, Hwang S-C J. Evaluation of Effective Diffusion Coefficient 
and Intrinsic Kinetic Parameters on Azo Dye Biodegradation Using PVA-
Immobilized Cell Beads. Biotechnol Bioeng 2003; 83(7): 821-832. 

Iliuta I, Larachi F. (2005). Modeling simultaneous biological clogging and physical plugging 
in trickle-bed bioreactors for wastewater treatment. Chem Eng Sci. 60: 1477 – 1489. 

Spigno G, Zilli M, Nicolella C. (2004). Mathematical modelling and simulation of phenol 
degradation in biofilters. Biochem Eng J. 19: 267–275. 

Mammarella E J, Rubiolo A C. (2006). Predicting the packed-bed reactor performance with 
immobilized microbial lactase. Process Biochem. 41: 1627–1636. 

Leitão A, Rodriguez A. (1996). Modeling of biodegradation/adsorption combined processes 
in fixed-bed biofilm reactors: effects of the intraparticle convective flow. Chem Eng 
Sci. 51(20): 4595 4604. 

Leitão A, Rodriguez A. Dynamic behavior of a fixed-bed biofilm reactor: analysis of the role 
of the intraparticle convective flow under biofilm growth. Biochem Eng J 1998; 
2: l-9. 

Lewandowski Z, Stoodley P, Altobelli S, Fukushima E. (1994). Hydrodynamics and kinetics 
in Biofilm systems - Recent advances and new problems. Wat Sci Tech.  29(10-11): 
223-229. 

5.3 References cited in Case III 
Takamatsu, T.; Shioya, S.; Furuya, T. (1981). Mathematical Model for Gluconic Acid 

Fermentation by Aspergillus niger. J. Chem. Tech. Biotechnol. 31, 697-704. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

760 

Metz, B., Kossen, N. W. F. and van Suijdam, J. C. (1979). The rheology of mould suspensions. 
Adv. Biochem. Eng. 11:103-156. 

McManamey, W. J. and Wase, D. A. J. (1986). Relationship between the volumetric mass 
transfer coefficient and gas holdup in airlift fermentors. Biotechnol. Bioeng.  
28:1446-1448. 

Moo-Young, M., Halard, B., Allen, D. G., Burrell, R. and Kawase, Y. (1987). Oxygen  
transfer to mycelial fermentation broths in an airlift fermentor. Biotechnol. Bioeng. 
30:746-753. 

Nava Saucedo, J. E., Barbotin, J. N. and Thomas, D. (1989). Continuous production of 
gibberellic acid in a fixed-bed reactor by immobilized mycelia of Gibberella fujikuroi 
in calcium alginate beads. Appl. Microbiol. Biotechnol. 30:226-233.    

Prokop, A., Janík, P., Sobotka, M. and Krumphanzi, V. (1983). Hydrodynamics, mass 
transfer, and yeast culture performance of a column bioreactor with ejector. 
Biotechnol. Bioeng. 25: 114-1160.  

Quintero, R. R. (1981). Ingeniería bioquímica, Teoría y aplicaciones. Ed. Alambra. México.  
Schügerl, K., Lücke, J. and  Oels, U. (1977). Bubble column bioreactors. Adv. Biochem. Eng. 

7:1-81.  
Shah, Y. T., Kelkar, B. G., Godbole, S. P. and Deckwer, W. D. (1982). Design parameters 

estimations for bubble column reactors. AIChE J. 28:353-379.  
Shukla, R., Srivastava, A. K. and Chand, S. (2003). Bioprocess strategies and recovery 

processes in gibberellic acid fermentation. Biotechnol. Bioprocess Eng. 8:269-278. 
Tobajas, M. and García-Calvo, E. (2000). Comparison of experimental methods for 

determination of the volumetric mass transfer coefficient in fermentation processes. 
Heat and mass transfer 36: 201-207.  

Tudzynski, B. (1999). Biosynthesis of gibberellins in Gibberella fujikuroi: biomolecular aspects. 
Appl. Microbiol. Biotechnol. 52:298-310. 

5.2 References cited in Case II 
Beydilli M I, Pavlostasthis S G. (2005). Decolorization kinetics of the azo dye Reactive Red 2 

under methanogenic conditions: effect of long-term culture acclimation. 
Biodegradation. 16: 135–146. 

Van der Zee F P, Bisschops I A E, Lettinga G. (2003). Activated carbon as an electron 
acceptor and redox mediator during the anaerobic biotransformation of azo dyes. 
Environ Sci Technol. 37: 402-408. 

Beyenal H, Lewandowski Z. (2002). Internal and external mass transfer in biofilms grown at 
various flow velocities. Biotechnol Prog. 18: 55-61. 

Fan L S, Fujie K, Long T R, Tang W T. (1987). Characteristics of draft tube gas-liquid-solid 
fluidized-bed bioreactor with immobilized living cells for phenol degradation. 
Biotechnol Bioeng. 30: 498-504. 

Fan L-S, Leyva-Ramos R, Wisecarver K D, Zehner B J. (1990). Diffusion of phenol through a 
biofilm grown on activated carbon particles in a draft-tube three-phase fluidized-
bed biorreactor. Biotechnol Bioeng. 35: 279-286. 

Herzberg M, Dosoretz C G, Tarre S, Green M. (2003). Patchy biofilm coverage can explain 
the potential advantage of BGAC reactors. Environ Sci Technol. 37: 4274-4280. 

Mass Transfer in Bioreactors 

 

761 

McCarty P L, Meyer T E. (2005) Numerical model for biological fluidized-bed  
reactor treatment of perchlorate-contaminated groundwater. Environ Sci Technol. 
39: 850-858. 

Di Iaconi C, Ramadori R, Lopez A, Pasión R. (2005). Hydraulic shear stress calculation in a 
sequencing batch biofilm reactor with granular biomass. Environ Sci Techno.  
l39: 889-894. 

Iliuta I, Thyrion F C, Muntean O, Giot M. (1996). Residence time distribution of the liquid in 
gas-liquid cocurrent upflow fixed-bed reactors. Chem Eng Sci. 51(20): 4579-4593. 

Smith L C, Elliot D J, James A. (1996). Mixing in upflow anaerobic filters and its influence on 
performance and scale-up. Water Res. 30(12): 3061-3073. 

Levenspiel O. Chemical reaction engineering (Spanish translation). 3rd Ed. México: Limusa 
Wiley; 2004. p. 668. 

Fogler H S. Elements of chemical reaction engineering, 3rd Ed. New Jersey, USA: Prentice 
Hall PTR; 1999. p. 967. 

Escamilla-Silva E M, Gutierrez G F, Dendooven L, Jimenez-Islas H, Ochoa-Tapia J A. (2001). 
A Method to Evaluate the Isothermal Effectiveness Factor for Dynamic Oxygen into 
Mycelial Pellets in Submerged Cultures. Biotechnol Prog.17(1): 95-103. 

Kulkarni R R, Wood J, Winterbottom J M, Stitt E H. (2005). Effect of fines and porous catalyst 
on hydrodynamics of trickle bed reactors. Ind Eng Chem Res; 44(25): 9497-9501. 

Hines A L, Maddox R N. Mass transfer, fundamentals and applications (spanish 
translation). México: Prentice Hall Hispanoamericana; 1987. p. 600. 

Lee J-W, Choi S-P, Thiruvenkatachari R, Shim W-G, Moon H. (2006). Evaluation of the 
performance of adsorption and coagulation processes for the maximum removal of 
reactive dyes. Dyes and Pigments. 69: 196-203. 

Chen K-C, Wu J-Y, Yang W-B, Hwang S-C J. Evaluation of Effective Diffusion Coefficient 
and Intrinsic Kinetic Parameters on Azo Dye Biodegradation Using PVA-
Immobilized Cell Beads. Biotechnol Bioeng 2003; 83(7): 821-832. 

Iliuta I, Larachi F. (2005). Modeling simultaneous biological clogging and physical plugging 
in trickle-bed bioreactors for wastewater treatment. Chem Eng Sci. 60: 1477 – 1489. 

Spigno G, Zilli M, Nicolella C. (2004). Mathematical modelling and simulation of phenol 
degradation in biofilters. Biochem Eng J. 19: 267–275. 

Mammarella E J, Rubiolo A C. (2006). Predicting the packed-bed reactor performance with 
immobilized microbial lactase. Process Biochem. 41: 1627–1636. 

Leitão A, Rodriguez A. (1996). Modeling of biodegradation/adsorption combined processes 
in fixed-bed biofilm reactors: effects of the intraparticle convective flow. Chem Eng 
Sci. 51(20): 4595 4604. 

Leitão A, Rodriguez A. Dynamic behavior of a fixed-bed biofilm reactor: analysis of the role 
of the intraparticle convective flow under biofilm growth. Biochem Eng J 1998; 
2: l-9. 

Lewandowski Z, Stoodley P, Altobelli S, Fukushima E. (1994). Hydrodynamics and kinetics 
in Biofilm systems - Recent advances and new problems. Wat Sci Tech.  29(10-11): 
223-229. 

5.3 References cited in Case III 
Takamatsu, T.; Shioya, S.; Furuya, T. (1981). Mathematical Model for Gluconic Acid 

Fermentation by Aspergillus niger. J. Chem. Tech. Biotechnol. 31, 697-704. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

762 

Qian, X.M.; du Preez, J.C.; Kilian, S. G. (1994). Factors Affecting Gibberellic Acid Production 
by Fusarium moniliforme in Solid-State Cultivation on Starch. World J. Microbiol. 
Biotechnol. 10, 93-99. 

Lu, Z.X.; Xie, Z.C.; Kumakura, M. (1995). Production of Gibberellic Acid in Gibberella 
fujikuroi Adhered onto Polymeric Fibrous Carriers. Process Biochem. 30, 661-665. 

Hollmann, D.; Switalski, J.; Geipel, S.; Onken, U. (1995). Extractive Fermentation of 
Gibberellic Acid by Gibberella fujikuroi. J. Ferment. And Bioeng.79, 594-600. 

el-Enshasy, H., Hellmuth, K., Rinas U. (1999). Fungal morphology in submerged cultures 
and its relation to glucose oxidase excretion by recombinant Aspergillus niger. Appl. 
Biochem. Biotechnol., 81, 1-11.  

Yamane, T.; Shimizu, S. (1984). Fed-batch techniques in microbial processes. In: Fiechter A. 
Ed.: Adv. Biochem. Eng./Biotechnol., 30, 147-194. 

Wang, N. S.; Stephanopoulos, G. (1984). Computer Applications for Fermentations 
Processes. CRC Critical Reviews in Biotechnology. 2, 1-103. 

Parulekar, S. J.; Lim, H.C. (1985). Modelling Optimization and Control of Semi-Batch 
Bioreactors. In: Fiechter A.(De.): Adv. Biochem. Eng./Biotechnol. 32, 207-258. 

Sharon, C., Nakazato, M., Ogawa H.I., Kato Y. (1999). Bioreactor operated production of 
lipase: castor oil hydrolysis using partially-purified lipase. Indian. J. Exp. Biol. 37, 
481-486. 

Stephanopoulos, G.; Tsiveriotis, K. (1989). The Effect of Intraparticle Convection on Nutrient 
Transport in Porous Biological Pellets. Chem. Eng. Sci. 44, 2031-2039. 

Reuss, M.; Fröhlich, S.; Kramer, B.; Messerschmidt, K.; Pommerening, G. (1986). Coupling of 
Microbial Kinetics and oxygen transfer for Analysis and Optimization of Gluconic 
Acid Production with Aspergillus niger. 1,79-91. 

Nielsen, J.; Villadsen, J. In Bioreaction Engineering Principles. Plenum Press: New York 1994. 
Sunil, N.; Subhash, Ch. (1996). Mass Transfer and Biochemical Reaction in Immobilised Cell 

Packed Bed Reactors: Correlation of Experimental with Theory. J. Chem. Tech. 
Biotechnol. 66, 286-292. 

Cui, Y.Q., van der Lans, R.G., Luyben, K.C. (1998). Effects of dissolved oxygen tension and 
mechanical forces on fungal morphology in submerged fermentation. Biotechnol. 
Bioeng. 57, 409-410 

Goosen, M.F. (1999).  Physico-chemical and mass transfer considerations in micro-
encapsulation. Ann. N. Y. Acad. Sci. 875, 84-104. 

Fan, D., Shang, L., Yu, J. (1996). Research on fermentation scale-up based on the OUR 
obtained from a shake flask. Chin. J. Biotechnol. 12, 177-184. 

Carbonell, R. G.; Whitaker S. Heat and mass transfer in porous media. In Fundamentals of 
Transport in Porous Media; Bear, J.; Corapcioglu, M. Y. Eds.; Martinus Nijhoff: 
Brussels, 1984; pp 121-198. 

Ochoa, J.A.; Strove P.; Whitaker, S. (1986). Diffusion and Reaction in Cellular Media. Chem. 
Eng. Sci. 41, 2999-3013. 

Whitaker, S. (1991). Improved Constraints for the Principle of Local Equilibrium. I & E C 
Research. 29, 983-997. 

Aris, R. The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts. Vol.1, 
The theory of the Steady State; Vol.2, Questions of Uniqueness, Stability and 
Transient Behaviour; Clarendon Press: Oxford, 1975. 

Mass Transfer in Bioreactors 

 

763 

Whitaker, S. Flow in Porous Media I: A Theoretical Derivation of Darcy’s Law. Transport in 
Porous Media. 1986, 1, 3-25.  

Finlayson, B. A. Nonlinear Analysis in Chemical Engineering. McGraw-Hill Book Co.: USA, 
1980. 

Sano, Y.; Yamaguchi, N.; Adachi, T. (1974).  Mass Transfer Coefficients for Suspended 
Particles in Agitated Vessels and Bubble Columns. J. Chem. Eng. Jpn. 7, 255-261. 

Wang, D. I. C.; Fewkes, R. C. Mass Transfer Studies in Fermentation Broths. J. Dev. Ind. 
Microbiol. 1977, 18, 39-44. 

Levenspiel O. Chemical Reaction Engineering. Wiley International, Second Edition,  1972. 
Wang, D. I. C.; Cooney, C. L.; Demain, A. L.; Dunnill., P.; Humphrey, A. E.; Lilly, M. D. 

Fermentation and Enzyme Technology. Wiley, N.Y. 1979. 
Van Suijdam, J. C.; Hols, H.; Kosen, N. W. F. (1982).  Unstructured Model for Growth of 

Mycelial Pellets in Submerged Cultures. Biotechnol. Bioeng. 24, 177-191. 
Van Suijdam, J. C.; Metz, B. (1981). Influence of Engineering Variables upon the Morphology 

of Filamentous Molds. Biotechnol. Bioeng. 23, 111-148. 
Miura, Y. (1976). Transfer of Oxygen and Scale-Up in Submerged Aerobic Fermentation. 

Adv. Biochem. Eng. 4, 1-40.  
Perry, H. R.; Green, Don W.; Maloney, J.O. Perry’s Chemical Engineers Handbook; Mc Graw-

Hill: New York, 1997. 
Riley, M. R.; Muzzio F. J.; Buettner H. M.; Reyes, S. C. (1995). A Diffusion in Heterogeneous 

Media: Applications to Immobilized Cell Systems. AIChE J. 41, 691-700. 
Riley, M. R.; Muzzio, F. J.; Buettner, H. M.; Reyes S. C. (1996). A Simple Correlation for 

Predicting Effective Diffusivities in Immobilized Cell Systems. Biotechnol. Bioeng. 
49, 223-227. 

Johnson, M. R.; Kamm, C. R.; Ethier, T. P. (1987). Scaling Laws and the Effects of 
Concentration Polarization on the Permeability of Hyaluronic Acid. PhysicoChem. 
Hydrody. 9, 427. 

Jiménez-Islas, H., López-Isunza, F., Ochoa-Tapia, J.A. (1999). Natural convection in a 
cylindrical porous cavity with internal heat source: a numerical study with 
Brinkman-extended Darcy model. Int. J. Heat Mass Transfer. 42, 4185-4195. 

Miura, Y.; Miyamoto, K.; Kanamori, T.; Ohira, N. (1975). Oxygen Transfer within Fungal 
Pellets. J. Chem. Eng. Jpn. 8, 300-304.  

Kim. J. H., Lebeault, J. M., Reuss, M. (1983). Comparative Study of Rheological Properties of 
Mycelial Broth in Filamentous and Pelleted Forms. Eur. J. App. Microbiol. 
Biotechnol. 18, 11-23. 

Aiba, S.; Kobayashi, K. (1971).  Comments on Oxygen Transfer Within a Mold Pellet. 
Biotechnol. Bioeng. 15, 27-29. 

Kobayashi, T.; Van Dedem, G.; Moo-Young, M. (1973) Oxygen Transfer Into Mycelial Pellets. 
Biotechnol. Bioeng. 15, 27-32. 

Miura, Y.; Miyamoto, K. (1977). Oxygen Transfer within Fungal Pellets. Biotechnol. Bioeng. 
19, 1407-1409.  

Wittler, R.; Baumgartl, H.; Lübbers, D.W.; Schürgerl, K.(1986). Investigations of Oxygen 
Transfer into Penicillium chrysogenum Pellets by Microprobe Measurement. 
Biotechnol. Bioeng. 28, 1024-1036. 

Metz, B.; Kossen, N. W. F. (1977). The Growth of Molds in the Form of the Pellets A 
Literature Review. Biotechnol. Bioeng. 19, 781-799. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

762 

Qian, X.M.; du Preez, J.C.; Kilian, S. G. (1994). Factors Affecting Gibberellic Acid Production 
by Fusarium moniliforme in Solid-State Cultivation on Starch. World J. Microbiol. 
Biotechnol. 10, 93-99. 

Lu, Z.X.; Xie, Z.C.; Kumakura, M. (1995). Production of Gibberellic Acid in Gibberella 
fujikuroi Adhered onto Polymeric Fibrous Carriers. Process Biochem. 30, 661-665. 

Hollmann, D.; Switalski, J.; Geipel, S.; Onken, U. (1995). Extractive Fermentation of 
Gibberellic Acid by Gibberella fujikuroi. J. Ferment. And Bioeng.79, 594-600. 

el-Enshasy, H., Hellmuth, K., Rinas U. (1999). Fungal morphology in submerged cultures 
and its relation to glucose oxidase excretion by recombinant Aspergillus niger. Appl. 
Biochem. Biotechnol., 81, 1-11.  

Yamane, T.; Shimizu, S. (1984). Fed-batch techniques in microbial processes. In: Fiechter A. 
Ed.: Adv. Biochem. Eng./Biotechnol., 30, 147-194. 

Wang, N. S.; Stephanopoulos, G. (1984). Computer Applications for Fermentations 
Processes. CRC Critical Reviews in Biotechnology. 2, 1-103. 

Parulekar, S. J.; Lim, H.C. (1985). Modelling Optimization and Control of Semi-Batch 
Bioreactors. In: Fiechter A.(De.): Adv. Biochem. Eng./Biotechnol. 32, 207-258. 

Sharon, C., Nakazato, M., Ogawa H.I., Kato Y. (1999). Bioreactor operated production of 
lipase: castor oil hydrolysis using partially-purified lipase. Indian. J. Exp. Biol. 37, 
481-486. 

Stephanopoulos, G.; Tsiveriotis, K. (1989). The Effect of Intraparticle Convection on Nutrient 
Transport in Porous Biological Pellets. Chem. Eng. Sci. 44, 2031-2039. 

Reuss, M.; Fröhlich, S.; Kramer, B.; Messerschmidt, K.; Pommerening, G. (1986). Coupling of 
Microbial Kinetics and oxygen transfer for Analysis and Optimization of Gluconic 
Acid Production with Aspergillus niger. 1,79-91. 

Nielsen, J.; Villadsen, J. In Bioreaction Engineering Principles. Plenum Press: New York 1994. 
Sunil, N.; Subhash, Ch. (1996). Mass Transfer and Biochemical Reaction in Immobilised Cell 

Packed Bed Reactors: Correlation of Experimental with Theory. J. Chem. Tech. 
Biotechnol. 66, 286-292. 

Cui, Y.Q., van der Lans, R.G., Luyben, K.C. (1998). Effects of dissolved oxygen tension and 
mechanical forces on fungal morphology in submerged fermentation. Biotechnol. 
Bioeng. 57, 409-410 

Goosen, M.F. (1999).  Physico-chemical and mass transfer considerations in micro-
encapsulation. Ann. N. Y. Acad. Sci. 875, 84-104. 

Fan, D., Shang, L., Yu, J. (1996). Research on fermentation scale-up based on the OUR 
obtained from a shake flask. Chin. J. Biotechnol. 12, 177-184. 

Carbonell, R. G.; Whitaker S. Heat and mass transfer in porous media. In Fundamentals of 
Transport in Porous Media; Bear, J.; Corapcioglu, M. Y. Eds.; Martinus Nijhoff: 
Brussels, 1984; pp 121-198. 

Ochoa, J.A.; Strove P.; Whitaker, S. (1986). Diffusion and Reaction in Cellular Media. Chem. 
Eng. Sci. 41, 2999-3013. 

Whitaker, S. (1991). Improved Constraints for the Principle of Local Equilibrium. I & E C 
Research. 29, 983-997. 

Aris, R. The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts. Vol.1, 
The theory of the Steady State; Vol.2, Questions of Uniqueness, Stability and 
Transient Behaviour; Clarendon Press: Oxford, 1975. 

Mass Transfer in Bioreactors 

 

763 

Whitaker, S. Flow in Porous Media I: A Theoretical Derivation of Darcy’s Law. Transport in 
Porous Media. 1986, 1, 3-25.  

Finlayson, B. A. Nonlinear Analysis in Chemical Engineering. McGraw-Hill Book Co.: USA, 
1980. 

Sano, Y.; Yamaguchi, N.; Adachi, T. (1974).  Mass Transfer Coefficients for Suspended 
Particles in Agitated Vessels and Bubble Columns. J. Chem. Eng. Jpn. 7, 255-261. 

Wang, D. I. C.; Fewkes, R. C. Mass Transfer Studies in Fermentation Broths. J. Dev. Ind. 
Microbiol. 1977, 18, 39-44. 

Levenspiel O. Chemical Reaction Engineering. Wiley International, Second Edition,  1972. 
Wang, D. I. C.; Cooney, C. L.; Demain, A. L.; Dunnill., P.; Humphrey, A. E.; Lilly, M. D. 

Fermentation and Enzyme Technology. Wiley, N.Y. 1979. 
Van Suijdam, J. C.; Hols, H.; Kosen, N. W. F. (1982).  Unstructured Model for Growth of 

Mycelial Pellets in Submerged Cultures. Biotechnol. Bioeng. 24, 177-191. 
Van Suijdam, J. C.; Metz, B. (1981). Influence of Engineering Variables upon the Morphology 

of Filamentous Molds. Biotechnol. Bioeng. 23, 111-148. 
Miura, Y. (1976). Transfer of Oxygen and Scale-Up in Submerged Aerobic Fermentation. 

Adv. Biochem. Eng. 4, 1-40.  
Perry, H. R.; Green, Don W.; Maloney, J.O. Perry’s Chemical Engineers Handbook; Mc Graw-

Hill: New York, 1997. 
Riley, M. R.; Muzzio F. J.; Buettner H. M.; Reyes, S. C. (1995). A Diffusion in Heterogeneous 

Media: Applications to Immobilized Cell Systems. AIChE J. 41, 691-700. 
Riley, M. R.; Muzzio, F. J.; Buettner, H. M.; Reyes S. C. (1996). A Simple Correlation for 

Predicting Effective Diffusivities in Immobilized Cell Systems. Biotechnol. Bioeng. 
49, 223-227. 

Johnson, M. R.; Kamm, C. R.; Ethier, T. P. (1987). Scaling Laws and the Effects of 
Concentration Polarization on the Permeability of Hyaluronic Acid. PhysicoChem. 
Hydrody. 9, 427. 

Jiménez-Islas, H., López-Isunza, F., Ochoa-Tapia, J.A. (1999). Natural convection in a 
cylindrical porous cavity with internal heat source: a numerical study with 
Brinkman-extended Darcy model. Int. J. Heat Mass Transfer. 42, 4185-4195. 

Miura, Y.; Miyamoto, K.; Kanamori, T.; Ohira, N. (1975). Oxygen Transfer within Fungal 
Pellets. J. Chem. Eng. Jpn. 8, 300-304.  

Kim. J. H., Lebeault, J. M., Reuss, M. (1983). Comparative Study of Rheological Properties of 
Mycelial Broth in Filamentous and Pelleted Forms. Eur. J. App. Microbiol. 
Biotechnol. 18, 11-23. 

Aiba, S.; Kobayashi, K. (1971).  Comments on Oxygen Transfer Within a Mold Pellet. 
Biotechnol. Bioeng. 15, 27-29. 

Kobayashi, T.; Van Dedem, G.; Moo-Young, M. (1973) Oxygen Transfer Into Mycelial Pellets. 
Biotechnol. Bioeng. 15, 27-32. 

Miura, Y.; Miyamoto, K. (1977). Oxygen Transfer within Fungal Pellets. Biotechnol. Bioeng. 
19, 1407-1409.  

Wittler, R.; Baumgartl, H.; Lübbers, D.W.; Schürgerl, K.(1986). Investigations of Oxygen 
Transfer into Penicillium chrysogenum Pellets by Microprobe Measurement. 
Biotechnol. Bioeng. 28, 1024-1036. 

Metz, B.; Kossen, N. W. F. (1977). The Growth of Molds in the Form of the Pellets A 
Literature Review. Biotechnol. Bioeng. 19, 781-799. 



                                                                   Mass Transfer in Multiphase Systems and its Applications 

 

764 

Chiam, H. F.; Harris I. J. (1981). Microelectrode Studies of Oxygen Transfer in Trickling 
Filter Slimes. Biotechnol. Bioeng. 23, 781-792. 

Reuss, M.; Bajpai, R. K.; Berke, W. (1982). Effective Oxygen-Consumption Rates in 
Fermentation Broths with Filamentous Organisms. J. Chem. Tech. Biotechnol. 32,  
81-91. 

Nienow, A. W. 1990. Agitation for Mycelial Fermentations. Trends Biotechnol. 8, 224-233. 
Yano, T., Kodama, T., Yamada, K. (1961). Fundamental Studies on the Aerobic 

Fermentation.  Agr. Biol. Chem. 25(7), 580-584.  
Huang, M.Y.; Bungay, H.R. (1973).Microprobe Measurements of Oxygen Concentration in 

Mycelial Pellets. Biotechnol. Bioeng. 15, 1193-1201. 
Ngian, K. F.; Lin S. H. (1976). Diffusion Coefficient of Oxygen in Microbial Aggregates. 

Biotechnol. Bioeng. 18, 1623-1627. 
Fan, L.S.; Leyva Ramos, R.; Wisecarver, K. D.; Zehener, B. J. (1990). Diffusion of Phenol 

through a Biofilm Grown on Activated Carbon Particles in a Draft-Tube Three-
Phase Fluidized-Bed Bioreactor. Biotechnol. Bioeng. 39, 279-286.  

Ross, L. W.; Updegraff, D. M. (1971). Kinetics of Diffusion-Coupled Fermentation Processes: 
Conversion of Cellulose to Protein. Biotechnol. Bioeng. 13, 99-111. 

31 

Analytical Solutions of Mass Transfer  
around a Prolate or an Oblate Spheroid 

Immersed in a Packed Bed 
J.M.P.Q. Delgado1 and M. Vázquez da Silva2 

1LFC − Building Physics Laboratory, Civil Engineering Department 
 Faculty of Engineering, University of Porto 

2Departamento de Ciências, Instituto Superior de Ciências da Saúde – Norte, CESPU. Rua 
Central de Gandra, nº 1317, 4585-116 Gandra PRD 

Portugal 

1. Introduction     
There are several situations of practical interest, both in nature and in man made processes, 
in which fluid flows through a bed of inert particles, packed around a large solid mass, 
which is soluble or reacts with the flowing fluid. 
In order to predict the rate of mass transfer between the solid and the flowing fluid it is 
necessary to understand in detail the mechanics of the flow and the associated processes of 
diffusion and convection. 
For many years, intense research on diffusion phenomena in porous bodies using the 
diffusion model has been applied to different materials (Delgado, 2007 and Delgado and 
Vázquez da Silva, 2009). Fundamental solutions of the diffusion problems for spheres, 
cylinders, plates and parallelepipeds have been provided by Crank (1992) and Gebhart 
(1993), for example. However, in many situations the shape of the particles immersed in a 
fluid or porous media is not perfectly spherical, and may be classified as prolate or oblate 
spheroids. Numerical and analytical solutions of the diffusion equation for prolate 
spheroids have been reported by Coutelieris et al. (2004), Lima et al. (2002), Coutelieris et al. 
(1995), etc., and for oblate spheroids by Carmo and Lima (2008), Coutelieris et al. (1995), etc. 
Fluid flow along buried spheroidal surfaces is an important model situation (e.g. Clift et al., 
1978) and in the present work it is investigated analytically. The treatment of irregular 
shapes could only be done by numerical methods; therefore it was decided to take the 
prolate and the oblate spheroid as a model of non spherical particle and study the problem 
of diffusion around it, for two limiting cases: pure diffusion regime and high values of 
Peclet number. 
The main objective of this work is to provide an analytical solution to the considered 
problem, as it can be very useful in situations such as the analytical models of continuous 
injection of solute at a point source, in a uniform stream, to estimate the distance from the 
“contaminant source” beyond which the levels of contaminant are expected to fall below 
some safe limit, etc. 
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2. Analytical solutions 
In many practical situations it is often required to consider operations in which there are 
physico-chemical interactions between a solid particle and the fluid flowing around it. In the 
treatment of these operations it is common practice to assume the soluble particle to be 
spherical, because the treatment of irregular shapes could only be done by numerical methods. 
Spheroidal particles can be either prolate or oblate, and using a simple transformation, one 
obtains the results for an oblate spheroid from the prolate results. If we consider the 
situation of a prolate spheroid of major and minor axes c and a, respectively, and an oblate 
spheroid with the major and minor axes, respectively, a and c, the surface of the spheroid 
( 0θθ = ) is described by 
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Since 222 yxr += , Eq. (1) can be written as  
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Fig. 1. The coordinates system of: (a)-prolate spheroid and (b)-oblate spheroid. 

The surface area S and volume V of a prolate/oblate spheroid are given by 
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 caV 2
3
4 π=                   (4) 

where 22 /1 cae −=  is the eccentricity for a prolate spheroid and 22 /1 ace −=  for an 
oblate spheroid; where 0=e  corresponds to a sphere. Figure 1 describes the prolate/oblate 
spheroidal coordinate system. The dimensional Cartesian coordinates (x, y, z) are related to 
the prolate spheroidal ones (θ, η, β) through the equations (see Moon and Spencer, 1971) 

        βηθ cossinsinh'Lx =  (5a) 

         βηθ sinsinsinh'Ly =  (5b) 

 ηθ coscosh'Lz =  (5c) 

 
and for the case of an oblate spheroid by 

         βηθ cossincosh'Lx =  (6a) 

        βηθ sinsincosh'Ly =  (6b) 

 ηθ cossinh'Lz =  (6c) 

where 'L  is the focal distance ( 22' acL −= , for a prolate and 22' caL −= , for an oblate 
spheroid) and the coordinates range are: ∞<≤ θ0 , πη ≤≤0  and πβ 20 ≤≤ . 

2.1 Mass transfer around a prolate spheroid 
2.1.1 Pure diffusional regime 
The spheroid of slightly soluble solid is assumed to be buried in a packed bed, of “infinite 
extent”, the interstices of the bed being filled with a stagnant fluid that is assumed to be free 
of solute, at a large distance from the spheroid. 
In steady state, a mass balance on the solute, without chemical reaction, leads to  
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along coordinate θ . The boundary conditions are 

 *CC =   0θθ =  (8a) 
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and the solution is given by 
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The mass transfer rate is given by the following expression 
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 caV 2
3
4 π=                   (4) 

where 22 /1 cae −=  is the eccentricity for a prolate spheroid and 22 /1 ace −=  for an 
oblate spheroid; where 0=e  corresponds to a sphere. Figure 1 describes the prolate/oblate 
spheroidal coordinate system. The dimensional Cartesian coordinates (x, y, z) are related to 
the prolate spheroidal ones (θ, η, β) through the equations (see Moon and Spencer, 1971) 

        βηθ cossinsinh'Lx =  (5a) 
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and for the case of an oblate spheroid by 
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where 'L  is the focal distance ( 22' acL −= , for a prolate and 22' caL −= , for an oblate 
spheroid) and the coordinates range are: ∞<≤ θ0 , πη ≤≤0  and πβ 20 ≤≤ . 

2.1 Mass transfer around a prolate spheroid 
2.1.1 Pure diffusional regime 
The spheroid of slightly soluble solid is assumed to be buried in a packed bed, of “infinite 
extent”, the interstices of the bed being filled with a stagnant fluid that is assumed to be free 
of solute, at a large distance from the spheroid. 
In steady state, a mass balance on the solute, without chemical reaction, leads to  
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along coordinate θ . The boundary conditions are 

 *CC =   0θθ =  (8a) 

 ∞→ CC    ∞→θ  (8b) 
and the solution is given by 
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The mass transfer rate is given by the following expression 
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with the elemental area, ,dS  of the prolate surface ( 0θθ = ) given by 
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From integration of Eq. (10), the total mass transfer rate from the active prolate spheroid is 
obtained as 
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After rearranging Eq. (11), with S given by Eq. (3) and using the useful mathematical 
relations '/sinh 0 La=θ  and eLc /1'/cosh 0 ==θ  , it is possible to obtain the Sherwood 
number, Sh, for mass transfer by pure diffusion, 
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and using the equivalent sphere diameter (i.e. a sphere with the same volume), 
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eq )(2 cad = , the previous expression results in 
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For the special case of 0≈e , the well known result of Sh 2,= , corresponding to pure 
diffusion around a sphere in an unbounded fluid, is obtained. 

2.1.2 High Peclet numbers 
The theory is based on the assumption that the inert particles in the bed are packed with 
uniform voidage, ε , and that the gas flow may be approximated everywhere by Darcy’s 
law, pK   gradu −= . Furthermore, if the fluid is treated as incompressible, mass conservation 
leads to 0 div =u , Laplace’s equation is obtained 02 =∇ φ . This result is well known to 
hydrologists (see Scheidegger, 1974) and shows that incompressible Darcy flow through a 
packed bed obeys to the laws of potential flow. Darcy’s law is strictly valid only for laminar 
flow through the packing, but according to Bear (1988) it is still a good approximation for 
values of the Reynolds number (based on superficial velocity) up to 10~ , which for beds 
with 4.0~ε  is equivalent to 25~Re , the upper limit for the validity of this analysis. 
When a solid prolate spheroid is immersed in a packed bed of significantly smaller particles, 
through which fluid flows with uniform interstitial velocity 0u , far from the spheroid, the 
solution of Laplace’s equation, in terms of spheroidal coordinates (θ, η, β), is (see Alassar 
and Badr, 1997) 
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and the corresponding stream function is given by  
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The stream and potential functions are related to the dimensionless velocity components 
( θu , ηu ) by the equations (see Batchelor, 1997) 
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resulting in the following velocity components 
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The tangential velocity at the surface of the prolate spheroid ( 0θθ = ) can be found through 
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For the special case of 0≈e , the well known result of Sh 2,= , corresponding to pure 
diffusion around a sphere in an unbounded fluid, is obtained. 

2.1.2 High Peclet numbers 
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Fig. 2. The dimensionless tangential surface velocity, 00 /uuη , of a prolate spheroid as a 
function of η, for different values of the eccentricity, e. 

Figure 2 shows the dimensionless tangential surface velocity, 00 / uu η , of a prolate 
spheroid as a function of η, for different values of the eccentricity, e . Note that, for the case 
of a sphere, 0≈e , the well-known result of ηη sin5.1 00 uu =  is obtained, for potential flow 
over the surface of the sphere. On the other hand, for a slender prolate, 1→e , as expected 

1/ 00 →uuη . 
A convenient way of expressing the differential mass balance on the solute is to take a control 
volume along a stream tube, between two nearby potential surfaces. The resulting expression, 
for convection with molecular diffusion, is (see Coelho and Guedes de Carvalho, 1988) 

 ⎟⎟
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For high values of the Peclet number the concentration boundary layer will be thin and the 
first term on the right hand side of Eq. (23) may be neglected (see Guedes de Carvalho et al., 
2004). After some algebraic manipulation and a suitable change of variables, it is then 
possible to obtain 
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with ηθω sinsinh' 0L= . The boundary conditions for Eq. (24), in our problem, are 

 0CC =  0=ξ  0>ψ  (26a) 

 *CC =  0>ξ  0=ψ  (26b) 

 0CC →  0>ξ  ∞→ψ  (26c) 
and the corresponding solution is 
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The value of ξ  varies over the surface of the spheroid. Now, for potential flow, ηu  is given 
by Eq. (22) over the surface of the spheroid ( 0θθ = ) and the integral in Eq. (25) is 
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The flux of solute at any point on the surface of the spheroid is 
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and from Eq. (29) it may be shown that ( ) ( )( )( )0
*

0  /1 CCC −−=∂∂ = πξψ ψ . The rate of 

dissolution of the spheroid in the region 10 ηη <<  will then be 
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with )( 1ηξ given by Eq. (28). In particular, the total rate of dissolution of the spheroid, Tn , 
may be obtained taking πη =1 . By definition, the average mass transfer coefficient, k, is  
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the resulting expression for k (from Eqs. (30) and (31)) is 
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Fig. 2. The dimensionless tangential surface velocity, 00 /uuη , of a prolate spheroid as a 
function of η, for different values of the eccentricity, e. 
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It is convenient to express the rate of dissolution in terms of the Sherwood number, 
meq /hS Dkd ′=′ , with 3/12

eq )(2 cad = , and the expression obtained, after some algebraic 
manipulation is 
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where meq0 /Pe' Ddu ′=  is the Peclet number. 
For the special case of a sphere, 0≈e , the result of [ ] 2/1/eP 4/hS πε ′=′  is obtained, which 
corresponds to the asymptotic behaviour for thin concentration layer (high values of Peclet 
number) when dispersion is constant and tend to m'D  over the surface of the sphere (see 
Guedes de Carvalho and Alves, 1999). 
For moderate values of Peclet number, Eq. (23), without any simplification, only should be 
solved with an indispensable numerical analyse.  
Nevertheless, it is important to bear in mind the results obtained by Guedes de Carvalho 
and Alves (1999), for mass transfer around a single sphere buried in a granular bed of inert 
particles (a limiting case, with 0≈e ). In this work, the authors showed that the values of 

ε/hS ′  calculated from the expression obtained by the quadratic mean of the two 
asymptotes, [ ] 2/1/eP 44/hS πε ′+=′ , differ at most by 10% from the corresponding 
numerical solution obtained, 
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In our study, the expression obtained using the quadratic mean of the ε/hS ′  values when 
0eP →′ , Eq. (14), and the asymptote for convection with molecular diffusion across a thin 

boundary layer, Eq. (33), is 
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and it is expected that Eq. (35) does not differ by more than 10% from the exact solution  
obtained numerically. 

Figure 3 shows the dependence of ε/hS ′  on eP ′ , for different values of the eccentricity, e. 
Analyzing the Figure, is possible to conclude that the total quantity of material transferred 
from a prolate spheroid is smaller than that of a soluble sphere (i.e. values of ε/hS ′  
decreasing with eccentricity increase).  

2.2 Mass transfer around an oblate spheroid 
2.2.1 High peclet numbers 
For high values of Peclet numbers, the theory is similar to the case of a prolate spheroid. 
When a solid oblate spheroid is immersed in a packed bed of significantly smaller particles, 
through which fluid flows with uniform interstitial velocity 0u , far from the spheroid, the 
solution of Laplace’s equation and the corresponding stream function, in terms of 
spheroidal coordinates (θ, η, β), are (see Alassar and Badr, 1997) 
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The stream and potential functions are related to the dimensionless velocity components 
( uθ , uη ) by 
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where meq0 /Pe' Ddu ′=  is the Peclet number. 
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and it is expected that Eq. (35) does not differ by more than 10% from the exact solution  
obtained numerically. 
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resulting the following velocity components 
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The tangential velocity at the surface of the oblate spheroid ( 0θθ = ) can be found through 
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Figure 4 shows the dimensionless tangential surface velocity, 00 /uuη , of an oblate 
spheroid as a function of η, for different values of the eccentricity, e. Note that, for the case 
of a sphere, 0≈e , the well-known result of ηη sin5.1 00 uu =  is obtained, for potential flow 
over the surface of the sphere. On the other hand, for a slender oblate, e → 1, no simple 
expression for the velocity profile can be given, since it must be described by a series with 
many terms. 
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Fig. 4. The dimensionless tangential surface velocity, 00 /uuη , as a function of η, for 
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A convenient way of expressing the differential mass balance on the solute is to take a 
control volume along a stream tube, between two nearby potential surfaces. The resulting 
expression, for convection with molecular diffusion, is given by Eq. (23). 
For high values of the Peclet number the concentration boundary layer will be thin and the 
first term on the right hand side of Eq. (23) may be neglected. After some algebraic 
manipulation and a suitable change of variables, it is then possible to obtain 
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with ηθω sincosh' 0L= . The boundary conditions for Eq. (43), in our problem, are given by 
Eqs. (26a) to (26c), and the corresponding solution is 
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The value of ξ  varies over the surface of the spheroid. Now, for potential flow, ηu  is given 
by Eq. (42) over the surface of the spheroid ( 0θθ = ) and the integral in Eq. (44) is 
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and from Eq. (47) it may be shown that ( ) ( )( )( )0
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with )( 1ηξ given by Eq. (46). In particular, the total rate of dissolution of the spheroid, Tn , 
may be obtained taking πη =1 , and the resulting expression for k is 
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resulting the following velocity components 
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Figure 4 shows the dimensionless tangential surface velocity, 00 /uuη , of an oblate 
spheroid as a function of η, for different values of the eccentricity, e. Note that, for the case 
of a sphere, 0≈e , the well-known result of ηη sin5.1 00 uu =  is obtained, for potential flow 
over the surface of the sphere. On the other hand, for a slender oblate, e → 1, no simple 
expression for the velocity profile can be given, since it must be described by a series with 
many terms. 
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A convenient way of expressing the differential mass balance on the solute is to take a 
control volume along a stream tube, between two nearby potential surfaces. The resulting 
expression, for convection with molecular diffusion, is given by Eq. (23). 
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It is convenient to express the rate of dissolution in terms of the Sherwood number, 
meq /hS Dkd ′=′ , with 3/12

eq )(2 cad = , and the expression obtained, after some algebraic 
manipulation, is 
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were meq0 /Pe' Ddu ′=  is the Peclet number. 
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Fig. 5. Dependence of ε/hS ′  on eP ′ , for different values of the eccentricity, e . 

For the special case of a sphere, 0≈e , the result of [ ] 2/1/eP 4/hS πε ′=′  is obtained, which 
corresponds to the asymptotic behaviour for thin concentration layer (high values of Peclet 
number) when dispersion is constant and tends to m'D  over the surface of the sphere. 
Figure 5 shows the dependence of ε/hS ′  on eP ′ , for different values of the eccentricity, e . 
The total quantity of material transferred from an oblate spheroid is greater than that of a 
soluble sphere which is explained by the increasing of the ε/hS ′  values with eccentricity. 

3. Concentration profiles 
3.1 Prolate spheroid buried in a packed bed 
The analytical solution for a continuous point source has also been derived by Wexler 
(1992), solving the three-dimensional solute-transport equation from a point source. The 
solution is given by 
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with mLT DDD ′≅≅  and a good estimate for Tn  is required. The point source is located at 
the point )0,0(),( =yx . In our case, the problem of mass transfer around a soluble prolate 
spheroid immersed in a granular bed of inerts through which fluid flow with uniform 
interstitial velocity, the mass flux rate is expressed as, 
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with Sherwood number given by Eq. (35). Making use of the dimensionless variables, Eq. 
(51) results, after re-arrangement, in 
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3.2 Oblate spheroid buried in a packed bed 
If a soluble oblate spheroid, buried in a packed bed, is exposed to uniform fluid flow with 
uniform interstitial velocity 0u , it will then release solute at a rate n , given by  
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with Sherwood number, Sh' , given by Eq. (50). Making use of the dimensionless variables, 
Eq. (51) results, after re-arrangement, in 
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For the special case of a sphere, 0≈e , the result given by Eq. (56) is obtained. It is important 
to bear in mind that this result was obtained by Guedes de Carvalho et al. (2004) for mass 
transfer around a single sphere buried in a granular bed of inert particles, 
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It is convenient to express the rate of dissolution in terms of the Sherwood number, 
meq /hS Dkd ′=′ , with 3/12

eq )(2 cad = , and the expression obtained, after some algebraic 
manipulation, is 
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were meq0 /Pe' Ddu ′=  is the Peclet number. 
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Fig. 5. Dependence of ε/hS ′  on eP ′ , for different values of the eccentricity, e . 
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3.2 Oblate spheroid buried in a packed bed 
If a soluble oblate spheroid, buried in a packed bed, is exposed to uniform fluid flow with 
uniform interstitial velocity 0u , it will then release solute at a rate n , given by  
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For the special case of a sphere, 0≈e , the result given by Eq. (56) is obtained. It is important 
to bear in mind that this result was obtained by Guedes de Carvalho et al. (2004) for mass 
transfer around a single sphere buried in a granular bed of inert particles, 

 
[ ] ⎪

⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

+

⎥⎦
⎤

⎢⎣
⎡

=
−
−

1/22

1

2

11
1/22

1
2

1

2/1

0

0
2

Pe'exp 
)/()/( 4

Pe4

* d
y

d
x

d
x

dydxCC
CC π   (56) 



 Mass Transfer in Multiphase Systems and its Applications 

 

778 

where 0 1 mPe' /u d D′=  is the Peclet number and 1d  is the diameter of the sphere ( eq1 dd = ). 
Figure 6 show the concentration contour plots obtained, taking 1000Pe'=  and 5.0=e  as an 
example, for low values of the dimensionless concentration. As the value of C decreases, the 
distance of the contour surfaces to the solid soluble particle increases and the solution for 
the “continuous point source” approach to the “exact” solution, possible to obtain 
numerically (i.e. if a correct value of  Tn  is used, true coincidence is observed). 
 

 

 
 

Fig. 6. Dimensionless concentration contour plots obtained with the solution for the 
“continuous point source”, at long distances from the spheroid. 

4. Conclusions 
The problem of mass transfer around a spheroid buried in a granular bed (be it packed or 
incipiently fluidised) lends itself to a simple full theoretical analysis, under an appropriate 
set of conditions. If Darcy flow is considered in the packing, the differential equation 
describing mass transfer may be obtained analytically considering two asymptotes: one for 
Pe → 0 and the other for convection with molecular diffusion across a thin boundary layer, 
being the results described by Eq. (35), for the case of a prolate spheroid and Eq. (50), for the 
case of an oblate spheroid. 
Results of the analytical solutions were also used to predict the solute migration from an 
active prolate or oblate spheroid buried in a packed bed of inert particles, through which 
fluid flows with uniform velocity. The concentration contour surfaces were obtained using 
an analytical solution of continuous injection of solute at a point source in a uniform stream 
and the proposed correlations for the mass transfer rate developed. 

Analytical Solutions of Mass Transfer around a Prolate  
or an Oblate Spheroid Immersed in a Packed Bed   

 

779 

5. Nomenclature 
a, c Semi-axis of the spheroid 
C Solute concentration 
C0 Bulk concentration of solute 
C* Saturation concentration of solute 

eqd  Equivalent diameter  

mD  Molecular diffusion coefficient 

mD′  Effective molecular diffusion coefficient ( τ/mD= ) 
e Eccentricity 
K Permeability in Darcy's law 
k Average mass transfer coefficient 

'L  Focus distance 
n  Mass transfer rate 

Tn  Total mass transfer rate 
N Local flux of solute 
p Pressure 

eP ′  Peclet number ( meq0 /Ddu ′= ) 

S Surface area 
hS ′  Sherwood number ( meq /Dkd ′= ) 

u  Interstitial velocity (vector) 
0u  Absolute value of interstitial velocity far from the active spheroid 

θη uu  ,  Components of fluid interstitial velocity 
V Volume 
x, y, z  Cartesian coordinates 

5.1 Greek letters 
β Spheroidal coordinate 
ε  Bed voidage 
φ  Potential function (defined in Eq. (15) and Eq. (36)) 
θ Spheroidal coordinate 
η  Spheroidal coordinate 
τ  Tortuosity 
ω  Cylindrical radial coordinate, distance to the axis ( ηθ sinsinh' 0L= ) 
ξ Variable (defined in Eq. (25) and Eq. (44)) 
ψ  Stream function (defined in Eq. (16) and Eq. (37)) 

6. References 
Alassar, R.S. & Badr, H.M. (1997). Analytical Solution of Oscillating Inviscid Flow over 

Oblate Spheroids with Spheres and Flat Disks as Special Cases. Ocean Engineering, 
Vol. 24, No. 3, pp. 217-225. 

Batchelor, G.K. (1997). An Introduction to Fluid Dynamics, University-Press, Cambridge. 
Bear, J. (1988). Dynamics of Fluids in Porous Media, Elsevier, New York. 
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