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Since the advent of steam engines and higher throughput railways during the early 
nineteenth century, the rate of development has been rather steady and incremental. 
The development of advanced electronic control and command systems, increasing 
levels of automation, and electrified high-speed railways over the past few decades 

have transformed the rail transportation posing it as a competitor to aviation. 
Modern railways are no longer the sole forte of civil and mechanical engineering and 
involve a broad multidisciplinary engineering disciplines from advanced computing, 
telecommunications, and networking to big data analytics and even AI. This volume 

addresses the diverse, evolving, and advanced engineering disciplines including 
enabling practices and processes involved in shaping modern railways.
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Preface

Since the introduction of the steam engines during the early nineteenth century, the rail
transportation has undergone a gradual improvement through the adoption of emerging
electrical and subsequently electronic and communication technologies. The pace has accel‐
erated over the past two decades with further automation and incorporation of advanced
computing and communications enabling the new train control and traffic management
paradigms and much faster speeds.

Engineering of modern railways is a diverse and multidisciplinary enterprise that goes well
beyond the traditional forte of mechanical, civil, and structural engineering, which was key
in the formative days of the industry. This is largely driven by the enhanced need for mobi‐
lity, energy efficiency, sustainability, low-carbon alternatives to road transportation, and
even interoperability across national borders.

This volume, Modern Railway Engineering, is a timely reflection of the complexity and di‐
versity of disciplines and system integration challenges that arise from a growing and suc‐
cessful industry and the global market for the provision of safe, reliable, efficient, and fast
urban and heavy rail transportation services.

The range of disciplines involved in modern railways’ design, construction, planning, opera‐
tion, and maintenance comprises mechanical, civil, power distribution, electronic, comput‐
ing, telecommunications, control, traction and power to safety, reliability, maintainability,
security, and sustainability engineering. This is a vast territory to address and cover. In this
volume, we have selected contributions from domain experts under five sections, which are
as follows:

1. Infrastructure
2. Rolling Stock
3. Control-Command and Signaling
4. Analysis and Assessment
5. Planning and Management

In this volume, we have three chapters under Section 1 that represent and analyze a range of
related issues from “Wheel-Rail Impact by a Wheel Flat” to “Vibration Mitigation of Rail‐
way Bridges and Railway Stability Observations by Satellite-Radar Images.”

Section 2 comprises two chapters that address a “Model-Based Fault Analysis for Railway
Traction System” and a “3D Digital Simulation for Material Damage Mechanism Identifica‐
tion in a Railway Carriage Pressure Vessel.”
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Section 3 comprises two chapters that explore the emerging “Transmission-Based Signaling
Systems” and “Advanced Train Positioning/Communication Systems.”

Section 4 comprises one chapter that explores the “Multicriteria Decision-Making Methods
in Railway Engineering,” which provides a case study for train control information systems
(TCISs) to illustrate the application of MCDM decision-support methodologies.

Finally, Section 5 of this volume comprises two chapters that explore the supporting proc‐
esses and activities for the engineering of modern railways. One chapter explores “Improv‐
ing Feasibility of High-Speed Train Project through Creating Added Value,” while the other
chapter focuses on the opportunities and challenges of “Concurrent Engineering Implemen‐
tation in Design-Build Railway Projects.”

This volume covers a broad range of disciplines and topics in modern railway engineering
from advanced technical aspect of engineering in electronic and computer-based control-
command, communications, and signaling for optimal performance to the upfront economic
and value engineering practices. The success and prosperity of railways as a land transpor‐
tation mode of choice depend on the economic viability of the requisite large-scale infra‐
structure investment, competitiveness for short-medium haul transportation of goods and
people while also posing a low-carbon sustainable alternative to other modes.

The emergence of high-speed railways, popularity of mass-transit systems, hyperloops, and
land transportation approaching aviation speeds are heralding a new golden age for the rail‐
ways that pave the way for deeply connected economies underpinning growth and prosper‐
ity regionally and globally. Indeed, some nations are architecting rail-centered economies by
reducing the commuting time and the demand on mega cities, thus networking manageable
population centers to achieve urban agglomeration effect through high-speed railways. Ad‐
vanced technologies and engineering have a key role to play in this boon.

Ali Hessami
Professor of Systems Assurance

Director - Vega Systems, UK
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Abstract

Remote sensing has many vital civilian applications. Space-borne Interferometric 
Synthetic Aperture Radar  has been used to measure the Earth’s surface deformation 
widely. In particular, Persistent Scatterer Interferometry (PSI) is designed to estimate the 
temporal characteristics of the Earth’s deformation rates from multiple InSAR images 
acquired over time. This chapter reviews the space-borne Differential Interferometric 
Synthetic Aperture Radar techniques that have shown their capabilities in monitoring of 
railways displacements. After description of the current state of the art and potentials of 
the available radar remote sensing techniques, one case study is examined, pertaining to 
a railway bridge in the Campania region, Italy.

Keywords: railways deformation, synthetic aperture radar (SAR), interferometry, persistent 
scatterer interferometry (PSI), Cosmo-SkyMed (CSK)

1. Introduction

Radar waves are not influenced significantly by clouds and/or atmosphere, except for 
very heavy rain and tornados, etc.; therefore, it is a unique engineering tool for moni-
toring the Earth’s surface. One of the brilliant inventions in the field of satellites radar 
remote sensing is known as persistent scatterer interferometry (PSI), which employs 
synthetic aperture radar (SAR) image time series. PSI is an advanced, more recent 
implementation of the differential interferometric synthetic aperture radar (DInSAR) 
technique. PSI is a powerful approach that has been employed for more than 15 years 
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for studying/monitoring of deformation rates of man-made structures. It uses satellite 
interferometric synthetic aperture radar (InSAR) imageries as input. The PSI methodol-
ogy is particularly suitable to urban/man-made regions, rather than to rural areas where 
the coherency of the radar signals is decreased dramatically. In the traditional DInSAR 
data analysis methodologies, coherency, geometrical decorrelation, and phase delay due 
to atmospheric effects on electromagnetic (EM) waves, are three major limitations of the 
application. However, for some specific conditions like urban areas, highways, or rail-
ways, temporal decorrelation decreases dramatically (i.e., coherency is higher), and fea-
tures remain coherent in the produced interferograms for a long time [1–5]. To overcome 
the coherency problems of backscatterers (changes of the backscatters during the time) 
in repeat pass SAR interferometry, PSI was developed.

Historically speaking, different PSI techniques have been proposed in last decades. The 
first PSI technique was developed by researchers of the Politecnico di Milano (POLIMI) 
in Italy [1, 2]. Soon after, some other similar methodologies have been rapidly developed. 
The other similar well-known time series radar interferometric approach is named small 
baseline subset (SBAS) [6–9]. In PSI analysis, all acquisitions are employed, whereas in 
SBAS some of them are not, because their spatial baseline is too high. SBAS methodologies 
are more sensitive to geometric and temporal decorrelation compared to PSI analysis [6, 7].

In SBAS, much more interferograms are created than in a single-master approach (like PSI). 
The unwrapping procedure for SBAS and PSI is also different. In SBAS, at least in its origi-
nal implementation, the interferograms are unwrapped first spatially and then temporally, 
while it is the opposite in the PSI analysis. One of the major disadvantages of SBAS is that 
in this approach disconnected clusters of interferograms might be obtained in the temporal 
and perpendicular baseline graphs. However, SBAS allows to measure displacements not 
only on highly stable point-like scatterers, but also on distributed scatterers (DS), i.e., areas 
with intermediate coherence. Therefore, several researches have been reported aiming to 
develop techniques that are able to combine advantages of both PSI and SBAS. For instance, 
minimization of the baselines and use of all radar images also in SBAS methodology were 
proposed in the literature, e.g., [10]. Another similar technique for monitoring the Earth’s 
surface change was reported in [11]. A geophysical approach in [12] and a stepwise linear 
deformation with least square adjustment in [13] has been reported. Interferometric point 
target analysis (IPTA) and stable point networks are reported in [14, 15], respectively. In 
[3], multiple image pixels are used within a certain radius to estimate spatially correlated 
parameters (e.g., deformation rates and atmospheric signal delay). In this methodology, 
PSI and small baseline analysis have been combined heuristically. The SqueeSAR (Squeeze 
more information from SAR images) algorithm, capable of simultaneous analysis of PSI 
(i.e., PS) and DS, was reported in [16]. In SqueeSAR algorithm, combination of PS and DS 
helps to work in rural areas, where the coherency is lower. In [17], a similar algorithm, with 
contribution of polarimetric-based radar data, was heuristically proposed.

In PSI implementations, a large stack of radar images are considered for the estimation of 
historical changes of the Earth’s surfaces, with proper modeling techniques. The output 
of PSI algorithms are deformation time series of the scatterers, and the elevation of those 
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scatterers. PSI technique exploits the fact that some radar’s pixels remain coherent dur-
ing the time. With this method and by using a large stack of SAR images (usually more 
than 20 SAR images), atmospheric errors (i.e., the Atmospheric Phase Screen, APS) can be 
estimated with sufficient accuracy, and the proper phase correction can be implemented 
to remove them. In the standard PSI methodologies, a single master image with specific 
criteria is selected (from N given images), and (N − 1) differential interferograms w.r.t. 
the master image are generated. Then, with different approaches, permanent scatterers 
candidates (PSCs) are selected. By refinements of the selected PSCs, and by using perma-
nent scatterers potentials (PSPs) [18], final permanent scatterers (PSs) can be generated. 
For each radar permanent/persistent Scatterer point, time series of the historical records 
of the Earth surface’s height changes, and the height of each PS with respect to a refer-
ence point, are measurable. This methodology shows promising results in urban areas, 
where it is able to achieve an average of 100 PSs/km2 (points densities) with low resolu-
tion sensors like ERS1/2 and ENVISAT-ASAR, and an average of a couple of thousands 
PSs/km2with high resolution sensors like TerraSAR-X (TSX) and Cosmo-SkyMed. On the 
contrary, the rural/vegetated areas might not be explored properly with PSI methodol-
ogy. The main reason is the absence of proper stable scatterers in such areas. Another 
disadvantage of the PSI is the need for a minimum amount of images for making appro-
priate phase unwrapping steps, which could severely influence the degree of correctness 
of the selected PSC. The other limitation of InSAR time series methodologies, is that PSI 
(and SBAS too) is a relative technique, i.e., all of the calculated time series for PS points 
are measured w.r.t. a reference point, which is assumed to be without any kind of move-
ments. Nonetheless, many promising methodologies, like continuous GPS or leveling, 
could resolve this problem properly [18]. Another limitation is mainly due to the obser-
vation geometry of the satellite systems. PSI deformation rates are only measured along 
the satellite line of sight (LOS) direction; therefore, the obtained value of the deforma-
tion is actually just the projection of the deformation vector onto the SAR look direction. 
One example of PSI analysis is given in Figure 1. Fifty-two ENVISAT-ASAR imageries in 
descending mode over the Mexico City region have been analyzed, and the deformation 
rates over this area have been presented. Nine GPS stations that have been installed in 
this area to help displacement retrieval, are also depicted in this picture.

2. Engineering application review

In this section, we review some of the most important engineering applications of radar mon-
itoring, with main focus on transportation infrastructure control. Several projects dealing 
with SAR and InSAR applications have been and are currently being carried out by both aca-
demic and research groups and by specialized companies: they are described in the scientific 
literature, as listed below, and on companies’ websites (see, e.g., www.altamira-information.
com, www.gamma-rs.ch, and www.npagroup.com).

One of the most important and elegant applications of the radar monitoring is about urban 
areas. With radar images, huge areas can be covered/monitored with high-resolution images, 
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Figure 1. Example of PSI deformation velocity map over the Mexico City area. Fifty two ENVSAT-ASAR imageries 
and nine (permanent) GPS stations that acquired between 2002- June, 2010 and 1998-2012, respectively are analyzed 
and the results are depicted in this figure. The eastern part of Mexico City metropolitan area, has been subsiding 
at fast and constant rates for decades. Maximum continued subsidence rate of 352 mm/year in LOS direction is 
happening in the east and central part of Mexico City metropolitan area (Radar images are from ESA, and 
background SRTM (Shuttle Radar Topography Mission) images are from NASA).
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and with acceptable re-visiting schedules. Historical measurements of the urban area’s (at 
least from 1992) deformations and the cost-effectiveness of the monitoring are two important 
advantages of satellite radar monitoring in the human-made objects.

Radar remote sensing of the Earth’s surface subsidence and uplifting is currently used in sev-
eral cites all around the world. For instance, in the PanGeo project (http://www.pangeopro-
ject.eu/eng/project_overview), more than 52 cities of the Europe which host around 13% of the 
entire populations, were under this kind of surveillance continually. This project gives online 
information to users for possible geo-hazard evaluations in their cities. However, the radar 
images that this project used are more or less low-resolution imageries, and no detail infor-
mation could be retrieved. For instance, these results might not be very useful for detailed 
railways and bridges benefits.

For a detailed study of single target with radar images, one can refer to [19], where subsidence 
of the New Orleans has been studied. Another brilliant example is given by Zerbini et al. [20], 
where the Bologna region and Po Plain was the subject of the study. An example of subsid-
ence monitoring due to water extraction is given by Osmanoglu et al. [21] for Mexico City 
metropolitan area.

Telerilevamento Europa (www.treuropa.com) runs a big project for subsidence monitoring 
due to oil and gas extractions that might be useful for oil and gas companies.

Faults movements monitoring is also one of the prominent usage of the radar remote sensing 
techniques. One example is given by Lyons and Sandwell [22]. With satellite radar monitoring 
of the faults, the rate of the creeping along the fault lines could be measured, and this might 
be translated to fault’s future activities.

Landslide geo-hazard monitoring is also one of the most considered subjects in the radar 
remote sensing, for instance, see Refs. [23, 24].

In the Netherlands, radar remote sensing of dikes and dams for water defense systems is a 
common task, for instance, see [25].

Let us now consider the available applications on monitoring of transportation infrastruc-
tures (particularly, railways). In [26], a bridge displacement with use of very high (spatial) 
resolution X-band TerraSAR-X imageries is examined. The performed analysis shows that 
horizontal movement of the bridge is due to thermal expansion of the bridge and the vertical 
deformation is due to the settlements (during the time) of the bridge itself. The authors of that 
study proposed a combined model for thermal and (InSAR) phase residual rates estimations. 
They claimed that at least 1.5-year-cycle images are needed to reach a reliable estimation of 
deformations with InSAR techniques.

Finally, it is worth mentioning that [27] used RADARSAT-2 images for monitoring of the rail-
ways instabilities in the entire Netherlands. They use 73 images acquired from 2010 to 2015 to 
give a clear perspective from deformation scheme of the railways, and with some statistical 
approaches they evaluate the quality of the PSI analysis.
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3. A case study of monitoring of railways stability in Italy (Campania 
region)

In this section, the results of the DInSAR PS technique to the remote monitoring of railways 
in the Campania region in Italy (Figure 2) are reported. In particular, we are interested in 
monitoring a bridge over the Volturno river, at Triflisco. As widely reported in literature 
[28–32], Campania region is very unstable in terms of the Earth’s surface deformations. 
Intense urbanization, active volcanoes, complicated fault systems, landslides, subsidence, 
and hydrological instability (flooding) are the characteristics of this region [28–32]. 246 
out of 652 sinkholes (38%) of the entire Italy are located in Campania region itself [31]. 
Volcanism is very developed in this area and is observed at Roccamonfina, Ischia, Vesuvius, 
and Phlegraean Fields regions. Historical eruptions happened at Vesuvius (several, the last 
one in 1944 A.D.), Ischia (1302 A.D.), and Phlegraean Fields (1538 A.D.). Therefore, this 
area is under geo-based investigation periodically. In addition, in the Campania region, the 
railways and bridges are pretty old, and are prone to sudden or slow deformation threats. 
For instance, the bridge over the Volturno river and the railways considered in this study 
were made in 1953.

Figure 2. Study area and railways networks are depicted in this figure.

Modern Railway Engineering8

We were interested in the area at north of Napoli, including the Volturno river and a local rail-
way, see Figure 3, with a bridge at Triflisco on which our interest is mainly focused. This bridge 
over the Volturno river and the entire railway considered in this study were made in 1953. In 
order to increase the stability of this bridge, the local railway company (EAV) made some rock 
bolts installations and cement injections to make the three pillars of the bridge more stable. 
Despite these efforts, EAV still was interested to evaluate the probable geophysical change of 
the railways (deformation rates) with other independent methods such as InSAR and PSI.

The study area has already gone under PSI analysis with low-resolution images like ERS, and 
ENVISAT-ASAR from PlaneTek Company before [33]. However, with these sensors, the num-
ber of PSs in the study area is too small. For instance, on the bridge over the Volturno river con-
sidered in this study, with ERS data sets from 1992 to 2000, in the ascending mode, only two, 
and, with the descending mode, only one PS have been selected. With ENVISAT-ASAR sensor 
in temporal baseline of 2003–2010, in the ascending mode six, and in the descending mode only 
one PS have been selected. Therefore, the need for using high-resolution imageries for a better 
understanding of the deformation phenomena on the bridge is obvious. In [33], first results on 
Cosmo-SkyMed data are reported, obtained by using the SPINUA (Stable Point Interferometry 
over Un-urbanised Areas) algorithm. We more recently performed a new analysis [34] by using 
a different algorithm [18]. Results of this analysis are recalled in the following.

Twenty-five InSAR images of Cosmo-SkyMed sensors at descending mode of HIMAGE/
Stripmap were used for the considered study area, (it is depicted in Figure 2 as a red rectangle). 
Images are acquired in HH polarization, right looking, X-band (EM wavelength: 3.1228 cm),  
with mean incident angle of 26.60° (incidence angle at the center of the transmitted beam). 

Figure 3. Study area, railways, targeted bridge, and the Volturno river are depicted in this figure. Down in the middle a 
global view of the study area is depicted (from Google Maps). On top left, the targeted bridge of the Volturno river, and 
on the top right, the train station are enlarged.
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Data cover a temporal baseline between February 24, 2011 and March 23, 2015. We examine 
this stack of images to identify the number of scatterers on the ground that consistently/perma-
nently show stable reflections back to the satellite on all images in the temporal baseline. With 
PSI analysis, historical motion of the permanent scatterers on the ground was determined. 
Image of June 5, 2013 has been selected as master image, and radar images were cropped in 
an area as big as 7.5 × 7.5 km2, centered at the bridge on the Volturno river (Figure 3). Then, 24 
differential interferograms have been generated w.r.t. the master image. With Cosmo-SkyMed 
data sets and for the selected study area of 7.5 × 7.5 km2, more than 190,000 PSs including some 
on the railways, and some on the bridge of the Volturno river have been selected. The average 
velocity and ensemble coherence are as big as −1.8 mm/year (for whole area) and 73%, respec-
tively, and the density of selected PSs is equal to 3378 PSs/km2 for the entire area.

The majority of the PSs are from man-made structures such as houses, highways, railways, 
etc. Figure 4 shows the mean velocity (deformation rate) of the Earth’s surface in the study 
area. As it is clear from this figure, man-made structures such as highways, railways, and cit-
ies are designated as potential permanent radar wave reflectors (i.e., PSs).

Figure 5 shows the selected scatterers (PSs) on the railways and the bridge itself. It turns out 
that they are 1385 and, as it is obvious from this figure, most of them are stable. Minimum 
and maximum displacement rates are −9.58 and 9.97 mm/year, respectively, but these high 
values are only obtained in some isolated points (dots in Figure 5), surrounded by points for 
which the displacement rates are much lower, so that they are probably due to phase noise. 

Figure 4. Mean surface displacement velocity of the study area based on 25 InSAR images from 2011 02 24 until 2015 03 
23, estimated with PSI methodology. Gray pixels are PSs, white pixels are not PSs and no velocity estimation is obtained 
for them (for more details see [34]).
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The velocity averaged over all the 1385 PSs is 1.8 mm/year, and standard deviation (SD) is 3.57 
mm/year. The PSs on the railways and nearby structures are selected in the GIS environment 
manually. Thirty of these PSs are located on the bridge, and they are highlighted by an ellipse 
in Figure 5. For these 30 PSs, minimum and maximum velocities of −0.9 and 0.05 mm/year  
have been observed, respectively, with an average of −0.3 mm/year and SD = 0.3 mm/year.

For each PS, not only the displacement rate, but also the entire time series of displacements is 
obtained. This allows for a deeper analysis of the bridge displacements’ behavior and identify-
ing probable acceleration along the temporal baselines. In particular, we have compared the time 
variations of the bridge displacement (or deformation) with the time variations of temperature in 
the same considered area and in the same time interval. In Figure 6, the points connected by lines 
show the deformation time series averaged over the 30 PSs’ on the bridge, and the dots points 
represent the temperature in the Neapolitan metropolitan area [35]. As it is obvious from this fig-
ure, the deformation and temperature time series are very similar, demonstrating that most of the 
deformation is cyclical and it is related to the temperature seasonal changes in winter and summer 
time. Decreasing of the detected amplitude of deformation yearly cycle in 2013 and 2014 (Figure 6) 
is actually probably due to undersampling: in fact, it is related to the smaller number of images in 
that period, with no image acquired in summer 2013 and only one (at the end of August) in sum-
mer 2014.

In conclusion, comparison of average PSs time series on the bridge with thermal data shows 
that most of the line of sight (LOS) changes are due to the periodical variations of the tempera-
ture (i.e., winter and summer), with cyclical, seasonal deformations superimposed to a small 
rate of deformation of −0.30 mm/year.

Accordingly, the use of higher resolution imageries like Cosmo-SkyMed (CSK) and TSX to 
have better and smooth time series has been demonstrated by using CSK data. However, 

Figure 5. Mean displacement rates of PSs on the railways and statistics of these PSs (for more details see [34]).
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the combination of descending mode with ascending mode imageries to achieve the 
deformation rates in both vertical and horizontal directions (i.e., not only along the line of 
sight), continuous GPS deformation monitoring, corner reflector establishment, and lev-
eling data might improve understanding of this study area. Comparison of SBAS meth-
odology with the employed PSI technique also would be helpful and is the subject of our 
group’s assignment.

4. Conclusion

In this chapter, the monitoring of railways based on the radar remote sensing and mainly PSI 
technique has been discussed. The key characteristics of InSAR-based technique have been 
described and benefits/disadvantages of the techniques have been highlighted. The main prod-
ucts of radar remote sensing surveillance have been briefly described and some of the most 
important projects have been concisely reviewed, providing a comprehensive list of references.

An important point that we stress here is that the availability of high-resolution SAR data is 
a key need for interferometric approaches if we want to monitor deformation rates of infra-
structures like railways. In addition, it should be pointed out that, due to limited (re)visiting 
and SAR viewing geometries, PSI is not always capable of providing a real-time warning of 
possible critical deformations that might be occurred on railways, so that for this latter aim 
PSI should be employed in conjunction with other monitoring methods.

Figure 6. Bridge deformation as a function of time (points connected by lines) compared with temperature of the 
Neapolitan metropolitan area as a function of time (dots). Bridge deformation is obtained by averaging the values of all 
the 30 PSs on the bridge, and temperature data are taken from NOAA (for more details see [34]).
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the combination of descending mode with ascending mode imageries to achieve the 
deformation rates in both vertical and horizontal directions (i.e., not only along the line of 
sight), continuous GPS deformation monitoring, corner reflector establishment, and lev-
eling data might improve understanding of this study area. Comparison of SBAS meth-
odology with the employed PSI technique also would be helpful and is the subject of our 
group’s assignment.

4. Conclusion

In this chapter, the monitoring of railways based on the radar remote sensing and mainly PSI 
technique has been discussed. The key characteristics of InSAR-based technique have been 
described and benefits/disadvantages of the techniques have been highlighted. The main prod-
ucts of radar remote sensing surveillance have been briefly described and some of the most 
important projects have been concisely reviewed, providing a comprehensive list of references.

An important point that we stress here is that the availability of high-resolution SAR data is 
a key need for interferometric approaches if we want to monitor deformation rates of infra-
structures like railways. In addition, it should be pointed out that, due to limited (re)visiting 
and SAR viewing geometries, PSI is not always capable of providing a real-time warning of 
possible critical deformations that might be occurred on railways, so that for this latter aim 
PSI should be employed in conjunction with other monitoring methods.

Figure 6. Bridge deformation as a function of time (points connected by lines) compared with temperature of the 
Neapolitan metropolitan area as a function of time (dots). Bridge deformation is obtained by averaging the values of all 
the 30 PSs on the bridge, and temperature data are taken from NOAA (for more details see [34]).
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Abstract

The purpose of this study is to analyze the railway bridge vibrations and control their
negative effects through semi-active magnetorheological (MR) damper. Dynamic analysis
of a railway bridge subjected to the moving load is performed. The real structural param-
eters are used, and the six-axle train is simulated as moving loads. The railway bridge is
modeled as Euler-Bernoulli beam theory, and it is discretized through Galerkin method. To
mitigate the bridge vibrations, MR damper with a fuzzy logic-based controller (FLC) is
positioned at the ends of the bridge. The simulations of the system are performed by
MatLab software. Finally, the results are examined both in the time and frequency domains.

Keywords: bridge vibration, vibration control, semi active control, magnetorheological
damper, adaptive control

1. Introduction

In general, because of the increasing air pollution and traffic problems, rail vehicles gained
importance as a mass transportation system. While the transportation speeds increased with
the development of technology, expectations of comfort are also raised along the entire line,
including bridges and viaducts. On the other hand, the bridges are enabled to be built light and
slender. This made the bridges prone to the vibrations triggered by moving rail vehicles. The
resulting vibrations reduce the safety of travel while also affecting the comfort of the passen-
gers negatively. For this reason, the vibration analyses of railway bridges are considered as a
significant factor in bridge design [1]. In recent years, research and development activities on
suppressing railway bridge vibrations are increasingly concentrated, especially to increase
passenger comfort without compromising safety at high speeds [1, 3, 11, 12]. For conventional
speeds in railway transport, it may be sufficient to apply only passive methods such as
polyurethane materials to insulate the bridge vibrations. However, after the increasing speeds
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on the railways, semi-active and active control methods are begun to be tried as only passive
methods do not provide the desired performance in suppressing bridge vibrations [1, 3, 11, 12].

The dynamic behavior of railway bridges under moving load is a complicated and challenging
phenomenon and has drawn the attention of scientists and engineers due to the complex struc-
ture of railway bridges. The interaction between rail vehicle and bridge creates a dynamic effect.
The most crucial parameters determining the dynamic response of bridges are rail vehicle speed,
characteristics of bridge, and rail irregularity. The comfort level of the rail vehicles must meet
expectations, while the safety of running is at the highest level. In order to do so, suppressing the
railway bridge vibrations is significant as well as rail vehicle suspensions. In addition, the
vibration control of a rail bridge is better both for bridge’s life and safety of the rail vehicles. This
also brings passengers’ comfort improvement and allows them to pass faster.

Structural damping is one of the typical characteristics that damps the vibration effect of struc-
tures. Yet, that damping is regarded as insufficient. So, when the disturbance force is applied, it
may cause strong and long-lasting vibrations. Hence, passive, semi-active, and active suspen-
sions to mitigate vibrations are investigated.

Related literature shows that the structural control of the railway bridges subjected to the
moving load is studied by many researchers. The bridge can be modeled as a simply
supported Euler-Bernoulli beam [2], and the train mass is modeled at a constant speed as a
time and spatially changing load. For this aim, lumped parameters of the vehicle can be
neglected [3]. Also, some models which have lumped parameters are adopted subsequently
in the related study [4, 5]. On the other hand, several researches on bridges’ dynamic response
under the moving load demonstrate the effects of moving train.

The suspension types of railway bridges are separated into three groups which are passive,
semi-active, and active suspensions. However, only the active suspensions can be controlled
by applying an external force. The idea in implementing a semi-active suspension is to change
active force generator with adaptive elements that can shift the rate of energy dissipation in
response to a momentary condition of motion. The force of suspension can be controlled
through active causes in response to sensory feedback, whereas the actuators are used in active
controllers to implement an independent force on suspension [6]. We could say that semi-
active systems are more practical than passive systems and less expensive and complicated
than active systems [7]. It is widely known that the MR damper is quite feasible and reliable to
implement in reducing vibrations [8] since its performance is better than passive suspension as
its power requirements are low and its hardware is less expensive than active suspension [9].
Usually, the MR damper-based semi-active controller works through a two-step progress.
Firstly, a system controller designates the desired control force in respect of the responses; then
damper controller sets the command applied to the MR damper so that it can track the desired
control force. Hence, the success of MR damper-based semi-active controller depends on two
aspects: One of them is to select a proper control strategy, and the other is to establish the
accurate damper controller [10].

In this paper, the vibration of railway bridges subjected to the moving load is investigated. The
bridge model is taken into consideration as a simple support beam. As themodel is a continuous
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one, it is changed to discrete model through the Galerkin method, and its vibration is investi-
gated when subjected to the force which is due to the train passing on the bridge. To mitigate
vibrations, two symmetric MR dampers are applied to the bridge from the bottom. Fuzzy logic
control method is used on MR dampers to determine the voltage input. Controlled and
uncontrolled results of vibration analyses are analyzed.

2. Mathematical modeling

Figure 1 shows a model of railway bridge. Bridge modeled as Euler-Bernoulli beam is a constant
cross section, homogeneous, and simply supported. At that time MR dampers that modeled as
modified Bouc-Wen model is located on two sides of bridge. In addition, forces are thought as
axial forces of railway train axles:

m
∂2w x; tð Þ

∂t2
þ c

∂w x; tð Þ
∂t

þ EI
∂4w x; tð Þ

∂x4
¼
X6

j¼1

δ x� vtð ÞPj þ
X2

j¼1

δ x ¼ xdj
� �

FMRj (1)

where EI, m, c, and w(x, t) were flexural rigidity mass per length, the damping coefficient, and
transverse displacement of bridge at point x and time t, respectively. Parameters of bridge were
given in Table 1. Right hand of equation is axial forces (P) represented by Dirac-delta function

Young’s modulus (N/m2) 210 � 109

Area moment of inertia (m4) 0.61

Mass per length (kg/m) 18,400

Length of the beam (m) 42

Moving load (N) 80,000

Damping ratio 0.1

MR damper locations (m) 5.37

Table 1. Properties of railway bridge [11].

Figure 1. Railway bridge with MR dampers acted on moving axle loads.
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control force. Hence, the success of MR damper-based semi-active controller depends on two
aspects: One of them is to select a proper control strategy, and the other is to establish the
accurate damper controller [10].

In this paper, the vibration of railway bridges subjected to the moving load is investigated. The
bridge model is taken into consideration as a simple support beam. As themodel is a continuous
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one, it is changed to discrete model through the Galerkin method, and its vibration is investi-
gated when subjected to the force which is due to the train passing on the bridge. To mitigate
vibrations, two symmetric MR dampers are applied to the bridge from the bottom. Fuzzy logic
control method is used on MR dampers to determine the voltage input. Controlled and
uncontrolled results of vibration analyses are analyzed.

2. Mathematical modeling

Figure 1 shows a model of railway bridge. Bridge modeled as Euler-Bernoulli beam is a constant
cross section, homogeneous, and simply supported. At that time MR dampers that modeled as
modified Bouc-Wen model is located on two sides of bridge. In addition, forces are thought as
axial forces of railway train axles:

m
∂2w x; tð Þ

∂t2
þ c

∂w x; tð Þ
∂t

þ EI
∂4w x; tð Þ

∂x4
¼
X6

j¼1

δ x� vtð ÞPj þ
X2

j¼1

δ x ¼ xdj
� �

FMRj (1)

where EI, m, c, and w(x, t) were flexural rigidity mass per length, the damping coefficient, and
transverse displacement of bridge at point x and time t, respectively. Parameters of bridge were
given in Table 1. Right hand of equation is axial forces (P) represented by Dirac-delta function

Young’s modulus (N/m2) 210 � 109

Area moment of inertia (m4) 0.61

Mass per length (kg/m) 18,400

Length of the beam (m) 42

Moving load (N) 80,000

Damping ratio 0.1

MR damper locations (m) 5.37

Table 1. Properties of railway bridge [11].

Figure 1. Railway bridge with MR dampers acted on moving axle loads.
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and MR damper forces. Dirac-delta function δ xð Þ was thought as a unit concentered force
acting at point x ¼ 0. Dirac-delta function was defined in Eq. (2):

ðb

a

δðx� vtÞfðxÞdx ¼ fðξÞ for a < ξ < b (2)

By using Galerkin method, transverse function w (x, t) was transformed into two separate
functions Eq. (3). A sinus function sin iπx

L

� �
depending on x, in order to satisfy boundary condi-

tions, was selected:

w x; tð Þ ¼
XN

i¼1

T tð Þ sin iπx
L

i ¼ 1, 2,…, N (3)

Trial function (3) is implemented in Eq. (1), multiplied full equation with trial function and
integrated from 0 to L. Finally, a partial differential equation (Eq. (1)) is turned into ordinary
differential equation (Eq. (4)):

m €Ti tð Þ þ c _Ti tð Þ þ EI iπ
L

� �4Ti tð Þ ¼
X6

j¼1

2Pj

L
sin

iπ vt� Lj
� �

L

� �

þ
X2

j¼1

2FMRj

L
sin

iπxdj
L

� �
i ¼ 1, 2, 3,…, N

(4)

At the right-hand side of equation, there are eight forces. The first six forces are moving forces
that represented train axle loads. L1, L2… are distance from first wheel (Figure 1). The last ones
are the MR damper forces that were located two sides (xd1, xd2) of bridge.

Damping of bridge is modeled as Rayleigh structural damping [2] and depends onmass, rigidity,
and natural frequencies of the bridge (Eqs. (5)–(6)). ωi and ωj are represented natural frequencies
of the simply supported bridge. Railway bridge model parameters are given in Table 1:

c ¼ a0mþ a1k (5)

a0 ¼ ξ
2ωiωj

ωi þ ωj
; a1 ¼ ξ

2
ωi þ ωj

(6)

As mentioned above, MR Dampers modeled modified Bouc-Wen Model that related equations
are given Eqs. (7)–(12) [12]:

_z ¼ �γ _x � _yj j zj jn�1z� β _x � _yð Þ zj jn þ A _x � _yð Þ (7)

_y ¼ 1
c0 þ c1

azþ c0 _x þ k0 x� yð Þ½ � (8)
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where k1 is the accumulator stiffness, c0 is the viscous damping at larger velocities, c1 is viscous
damping for force roll-off at low velocities, x0 is the initial displacement of spring k1, and A, β,
γ, and n are the constants about MR damper. The force was calculated as Eq. (9) [12]. Model
parameters of MR damper is given in Table 2:

FMR ¼ azþ c0 _x � _yð Þ þ k0 x� yð Þ þ k1 x� x0ð Þ
¼ c1 _y þ k1 x� x0ð Þ

(9)

c0, c1, and a have form of third-order polynomial with respect to electrical current i, expressed
as Eqs. (10)–(12):

a ið Þ ¼ 16566i3 � 87071i2 þ 168326iþ 15114 (10)

c0 ið Þ ¼ 437097i3 � 1545407i2 þ 1641376iþ 457741 (11)

c1 ið Þ ¼ �9363108i3 þ 5334183i2 þ 48788640i� 2791630 (12)

Axle loads of Asea Brown Boveri (ABB) brand light rail vehicle used in the Istanbul urban trans-
portation are considered as moving loads (Figure 2). Railway vehicle parameters are given in
Table 3.

A (m�1) 2769

β, γ (m�1) 647.46

k0 (N/m) 137,810

n 10

x0 (m) 0.18

k1 (N/m) 617.31

Table 2. Model parameters of MR damper [12].

Figure 2. ABB railway vehicle.
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3. Fuzzy control design

Fuzzy logic-based controllers (FLC) are frequently used in vibration reduction problems.
Classical fuzzy logic controller is used in this paper which is based on two-input one-output
FLC structure. The overall structure of used controller is shown in Figure 3.

The structure of fuzzy logic controller has two inputs and one output. The inputs are, respec-
tively, “V1”which is defined as the velocity of middle point of bridge model, and “V2”which is
defined as the velocity of the upper end point of MR damper. Linguistic variables which imply
inputs and output are classified as NB NM NS ZO PS PM PB. Inputs and output are all
normalized in the interval of [�1, 1], as well as outputs are normalized at range of [0, 1] as
shown in Figure 4. Linguistic values which are used as output values are the following: ZO,
VS, S, SM, M, B, and VB.

The variables are scaled with coefficient of SV1, SV2, and Su. The fuzzy control rule is in the form of:

IF e = Ei and de = dEj than V = V(i,j).

Length (m) 23.2

Width (m) 2.65

Passengers capacity 257

Max design axle load (kN) 80

Wheel diameter (m) 0.68–0.6

Wheel width (m) 0.125

Max speed (km/h) 80

Table 3. ABB railway vehicle parameters [13].

Figure 3. Block diagram of the two-input one-output fuzzy logic controller.
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These rules are written in a rule base lookup table which is shown in Table 4. The rule base
structure is Mamdani type.

The linguistic labels used to describe the Fuzzy sets are “negative big” (NB), “negative
medium” (NM), “negative small” (NS), “zero” (ZO), “positive small” (PS), “positive medium”
(PM), “positive big” (PB), very small (VS), small (S), small medium (SM), medium (M), big (B),
and very big (VB). It is possible to assign the set of decision rules as shown in Table 1. These

Figure 4. Membership functions of inputs V1 (a) and V2 (b) and output u (c).
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rules contain the input-output relationships that define the control strategy. Each control input
has 7 fuzzy sets, so that there are 49 fuzzy rules.

4. Simulations

According to Eq. (4), the bridge model is considered for five modes. It was enough for the
reliable responses of the bridge. MR damper models and bridge equations with fuzzy control
tools are simulated in MATLAB-Simulink and performed in ode45 solver.

In all analysis train’s speed was fixed to a maximum of 80 km/h for urban transportation.
Moving loads are acting on bridge during 2.853 s. In uncontrolled system, supplied electrical
current is fixed 0.05 A.

Figures 5–7 show the dynamic responses of midpoint of the railway bridge. Blue straight and
red dashed lines show the uncontrolled and fuzzy controlled system, respectively. Maximum
values of bridge responses are suppressed successfully, especially in velocity and acceleration.
Also, settlement time of controlled bridge vibrations turns out to be better than uncontrolled
system:

Figures 8–9 show the dynamic MR damper forces and electrical current that supplied the
dampers. Straight lines and dashed lines represent the responses of the first and second MR
dampers. Figures 5, 6, and 8 show that the MR dampers generate forces in the same direction
with the bridge velocity and in the opposite direction with the bridge motion. To control the
MR damper structure, the maximum current occurs at 1.8 A.

If it is considered that displacement is concerned with running safety and acceleration with
passenger comfort, Figure 5 and 7 show that the MR damper performance is quite good in
terms of both safety and comfort.

Power spectral density (PSD) of bridge vertical acceleration is shown in Figure 10. When we
analyze Figure 10, it can be seen that the fuzzy logic controller reduced the magnitude of the
bridge vertical acceleration in all frequencies significantly.

V1/V2 NB NM NS ZO PS PM PB

NB SM S VS ZO VS S SM

NM M SM VS ZO VS SM M

NS B M S ZO S M B

ZO VB B SM ZO SM B VB

PS B M S ZO S M B

PM M SM VS ZO VS SM M

PB SM S VS ZO VS S SM

Table 4. Rules of fuzzy logic controller.
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Figure 5. Displacement of the midpoint of the railway bridge.

Figure 6. Velocity of the midpoint of the railway bridge.
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Figure 7. Acceleration of the midpoint of the railway bridge.

Figure 8. Two MR dampers’ forces.
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Natural frequencies are calculated as 2.29, 9.17, 20.63, 36.69, and 57.32 Hz, by using Eq. (13). It
is widely known that the most dangerous frequency is the first natural frequency in the
structures. In this regard, the first natural frequency is well suppressed via fuzzy logic-
controlled MR dampers:

Figure 9. Applied current on the MR dampers.

Figure 10. Power spectral density of acceleration data of the railway bridge.
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Wn ¼ iπ
L

� �2
ffiffiffiffiffi
EI
m

r
i ¼ 1, ::5 (13)

5. Conclusions

The responses of a passive system to track inputs or other disturbances are obtained by using
parameters such as inertia, spring, and damping. However the response for an active suspen-
sion system is developed by using a control algorithm. In this study the railway bridge
vibrations are controlled through magnetorheological (MR) damper by using fuzzy logic
control algorithms. This controller is preferred because of its superior performance in semi-
active vibration control.

Firstly, the railway bridge is modeled as Euler-Bernoulli beam. Equations of the bridge are
achieved according to Galerkin method. To suppress the railway bridge vertical vibrations,
two MR dampers are positioned at the bridge ends. In the mathematical model of the bridge,
MR damper is considered as friction-based modified Bouc-Wen model. The damping force of
MR damper which changes with applied electrical current is controlled by the use of fuzzy
logic controller. This control method’s high performance, easy design, and robust character are
some of the reasons for using it.

In simulations, railway vertical vibrations are analyzed for active and passive MR damper
situations while six-axle railway vehicle is passing through the bridge. When the simulation
results are examined, the vibration reduction performance of fuzzy logic controller in time and
frequency domain can be seen. FLC performance has been simulated by comparing the results
of passive and semi-active MR damper models.

Extension of bridge life, mitigation of negative effect of vibrations on human bodies and rail
vehicles, and increasing of passenger comfort can be provided by reduction of bridge displace-
ments and accelerations when passing the railway vehicle. It is observed that the method used
in this study shows superior performance in the simulation environment and produces results
that are suitable for all these purposes.

For the future work, fuzzy logic controller performance should be investigated taking into
account the rail roughness resulting from wearing. In this way, adaptive methods for input and
output parameters of controller should be developed to improve the controller performance. Also,
different control algorithms can be compared, and it can be applied on the real bridge systems.
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Abstract

The finite element method (FEM)-based wheel-rail rolling contact model with a fresh 
wheel flat was built to investigate the wheel-rail impact responses, where a comprehen-
sive dynamic explicit algorithm was employed. Two basic dynamic effects (i.e., iner-
tia effect and strain-rate effect) and temperature effect during the wheel-rail sliding 
process were considered. Influences of train speed, flat length and axle load on the 
wheel-rail impact responses were discussed in terms of wheel-rail impact force, von 
Mises equivalent stress, equivalent plastic strain and XY shear stress. Simulation results 
demonstrate that the FEM-based wheel-rail rolling contact model can well describe 
the strong nonlinearities in geometry, contact and material. The strain rate effect con-
tributes to elevate the maximum von Mises equivalent stress and restrain the plastic 
deformation. The initial thermal stress can decrease the maximum von Mises equiva-
lent stresses and maximum XY shear stresses, but can aggravate the plastic deforma-
tion. Furthermore, the flat-induced wheel-rail impact force, von Mises equivalent stress, 
equivalent plastic strain and XY shear stress are revealed to be sensitive to train speed, 
flat length and axle load.

Keywords: wheel flat, impact response, strain rate, finite element simulation, high-speed 
railway

1. Introduction

The wheel-rail interaction has become increasingly one of the most attractive and important 
topics in the field of rail transportation, since the serious wheel/rail failure will surely lead 
to a series of disasters [1, 2]. The wheel flat is a main type of potential dangerous factors of 
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inducing the wheel/rail failure, which is usually generated by the two following factors: (i) the 
sudden lock of a running wheel during the braking process, resulting that the braking force 
exceeds temporarily the available wheel-rail friction force; and (ii) the sliding of the wheel 
on the rail under the circumstance of a local reduction of the wheel-rail adhesion force [3–5]. 
Figure 1 shows a typical photograph of a wheel flat formed by wheel-rail sliding.

The consequences of flat-caused contact irregularity are to excite the significantly larger 
wheel-rail impact forces than the corresponding quasi-static wheel-loads. The resulted high 
impact forces may cause severe damages to both railway vehicles and track, including broken 
axles and axle boxes, damaged bearings, cracks penetrating into the wheels and rail fracture 
with the risk of derailment [6]. Besides, the presence of wheel flats will produce excessive 
noises and higher-frequency forced vibrations.

The wheel flat problem remains of great current research interest. This is because that the 
speeding-up and high-speed trains are expected to be gradually operated on the limit of the 
possible wheel-rail tractions in accelerating and decelerating, based on optimized and tight 
time schedules [5, 6]. Furthermore, there are two criteria for determining the allowable value 
of flat length at present [6]: one is the force-based criterion, which is based on the principle of 
impact load detectors in the track, and the other is the geometry-based criterion, which speci-
fies an allowable length or depth (or a combination of both), of the flat spot. However, the 
force-based criterion does not match with the geometry-based criterion, attributed to the fact 
that there is no unique corresponding relationship between the flat length and the maximum 
wheel-rail impact force, especially for the high-speed case [5, 7]. Therefore, the wheel-rail 
impact problem due to the wheel flat needs to be further in-depth studied, so as to provide 
valuable management decisions, based on better understanding of corresponding regularities 
and mechanisms.

Figure 1. Photograph of a wheel flat formed by wheel-rail sliding [6].

Modern Railway Engineering32

2. Overview of wheel-rail impact problem

The wheel-rail impact problem induced by a wheel flat is usually simulated using the multi-
body dynamics (MBD) approach [8, 9] and newly-developed finite element method (FEM) 
[10, 11]. Then the wheel flat is directly geometrically modeling or simulated by implementing 
a relative displacement excitation between the wheel and rail [8]. Considering a wheel with a 
flat rolling on the rail shown in Figure 2 (a) and (b), the relative displacement excitations for 
the wheel flat can be represented by the vertical movement of the wheel center x0 (positive 
downwards), which is given approximately by

   x  0   =  {    z  0  2  /  2r       0 ≤  z  0   ≤ l /  2 
      (l −  z  0  )    2  /  2r l /  2 <  z  0   ≤ l     (1)

and

   x  0   =  {  4d   ( z  0   /  l)    2            0 ≤  z  0   ≤ l /  2  
    

 4d   ( (l −  z  0  )  /  l)    2  l /  2 <  z  0   ≤ l 
     (2)

for the fresh and rounded flats, respectively; where, z0 = rθ is the longitudinal position of 
the wheel center, and r is the radius of the wheel; l and d is the length and depth of the flat, 
respectively.

The MBD approaches are well-qualified for the low-frequency dynamics analyses, but they 
are not suitable for the high-frequency (beyond 20 Hz) dynamics analyses due to the assump-
tions of rigid bodies [11]. Although the dynamic contact forces were also calculated by the 
MBD approach with implemented the rolling contact models [12, 13], most of the rolling 

Figure 2. Schematic diagram of the rolling of a wheel with a flat on the rail [8].
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contact theories were based on the Hertzian contact and steady rolling assumptions. These 
assumptions are difficult to describe accurately the wheel-rail impact behavior due to its non-
linearities of materials and the dynamic contact. Besides, the MBD approaches are failed to 
solve directly the wheel-rail contact stress and strain states, and the dynamic effects are usu-
ally ignored to a large extent. Nevertheless, the FEM-based wheel-rail rolling contact simula-
tions have abilities of representing the actual geometrical and kinematic characteristics of the 
wheel-rail system, and considering the strong nonlinearities in geometry, contact and mate-
rial [5, 7]. The FEM is therefore more widely-used in wheel-rail impact simulations. It should 
be noted that, under the high-speed condition, the inertia effect cannot be neglected and the 
strain rate effect of materials becomes more and more important then. Besides, the thermal 
stress induced by induced by the friction temperature rising during the wheel-rail sliding 
process will play a more important role in the wheel-rail interaction.

3. FEM-based wheel-rail rolling contact model

The entire finite element model of the wheel-rail system, built by using commercial software 
Hypermesh, consists of two wheels (the one has a fresh flat), one axle and two rails. The wheel 
with the radius of 430 mm has a S1002CN tread, while the rail with a base slope of 1: 40 is 
the 60 kg/m rail. The whole structure except the substructure below the rail of the wheel-rail 
system was modeled, and a typical 3-D wheel-rail rolling contact model with a flat length of 
40 mm was presented in Figure 3, where the width of the flat is equal to 25 mm. To balance the 
computational precision and efficiency, the contact area of the wheel flat was fined meshed 
with the size of 4 mm × 4 mm, while the other areas were medially meshed. The entire model 
was mesh into the 8-node solid element, and comprises 516,629 nodes and 479,038 elements.

The mechanical behaviors of all the wheel-rail components were described by a plastic kine-
matic hardening constitutive model *MAT_PLASTIC_KINEMATIC [5, 7], where mechanical 
parameters used in the rolling contact simulations were listed in Table 1. Nodal all-DOFs 
(degree of freedom) constraints were imposed to the bottom of rails, to represent the clamped 

Figure 3. FE model of the wheel-rail system with a 40 mm flat.
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boundary condition, and an axial translational constraint was set to all nodes of the axle. 
The gravitational acceleration was considered and endowed to all the wheel-rail components. 
Based on the criterion of EN13104 [14], the static wheel-loads were equivalent to two con-
centrated forces applied to the two ends of the axle. The initial velocity of the wheel set was 
endowed by an equivalent translational velocity for both wheels and the axle, and a corre-
sponding rotational velocity only for wheels. An automatic surface-to-surface contact option 
with the penalty method was generally used for the whole wheel-rail system, to solve the 
wheel-rail rolling contact.

4. Wheel-rail impact simulation: inertia effect

The whole dynamic wheel-rail impact response process was simulated using finite element 
code LS-DYNA 3D explicit algorithm, where the inertia effect is considered automatically by 
the following dynamic equilibrium equation [15].

    [  M ]     {   u ¨   }    +   [  C ]     {   u ˙   }    +   [  K ]     {  u }    =   {  F }     (3)

where [M], [C] and [K] are the structural mass, damping and stiffness matrixes, respectively; 
{u} and {F} are the nodal displacement and applied load vectors, respectively.

The maximum vertical wheel-rail impact forces induced by a wheel flat are plotted in Figure 4 
as a function of train speed and flat length. For a given flat length, the non-monotonic rela-
tionships between the maximum vertical impact force and train speed are clearly presented, 
and the peak values of maximum vertical impact forces occur at train speed of 150 km/h. This 
non-monotonic relationship between the peak vertical force and train speed may be related 
with the loss of contact under different speeds. For a given train speed, the maximum vertical 
impact force non-linearly increases with the flat length, and the influence of flat length on the 
maximum vertical impact force seems to be significant within the speed range from 150 to 
250 km/h. For a given flat length and train speed, the influence of axle load on the wheel-rail 
impact response can be also examined. The maximum vertical impact forces are increased 
with the axle load for each flat length case.

Component Elastic modulus (GPa) Density (kg/m3) Poisson ratio Yield stress (MPa) Tangent modulus (GPa)

Rim 213 7800 0.3 561 21

Web 216 7800 0.3 395 21

Hub 213 7800 0.3 417 21

Axle 206 7800 0.3 560 21

Rail 193 7800 0.3 525 19

Table 1. Material parameters used in the rolling contact simulations.
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5. Wheel-rail impact simulation: inertia effect + strain rate effect

As stated earlier, the strain rate effect of wheel/rail materials should be taken into account in 
wheel-rail impact simulations with the continuous raising of train speed. Thus, the strain rate 
effect is considered in material models of LS-DYNA via inputting the corresponding strain 
rate-dependent parameters, which are obtained from the quasi-static compressive and split 
Hopkinson pressure bar tests at a wide range of strain rates. In the present case, the Cowper-
Symonds model which scales the yield stress by a following strain rate dependent factor is 
employed.

  1 +   (     ε ˙   __ C   )     
 1 ⁄ P 

   (4)

where   ε   .    is the strain rate, C and P are two strain rate parameters, corresponds to the strain 
rate parameter,C, (SRC) and strain rate parameter,P, (SRP) options in the material model, 

Figure 4. Maximum flat-induced wheel-rail impact forces as a function of train speed and flat length. (a) 15t, (b) 16t, (c) 
17t and (d) 18t.
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respectively. Based on the experimental fitting [16, 17], the strain rate sensitive material 
parameters in the present study are set as: C = 45,635 s−1 and P = 3.21 for the rim steel and  
C = 1733 s−1 and P = 0.30 for the rail steel, respectively.

The typical vertical wheel-rail impact force history curves, obtained from simulations with or 
without strain rate-dependent parameters, for the condition of train speed of 200 km/h, flat 
length of 40 mm and axle load of 17t, are plotted in Figure 5. It is clear that the vertical wheel-
rail impact force responses derived from both strain rate-dependent and rate-independent 

simulations are coincident. This is to say, the strain rate effect of wheel/rail materials has no 
influence on the vertical impact force response. The first peak impact force with the amplitude 
of 265 kN, which is generated by the impact of wheel flat against the rail, occurs at 2.6 ms. This 
impact load is carried directly by the rail, especially for the wheel-rail contact area, since the 
impact force had no time to transfer to the infrastructure below the rail during the very short 
time. As a result, the large impact load may induce the plastic deformation and fatigue failure 
of the wheel and rail.

The typical von Mises equivalent stress, XY shear stress and equivalent plastic strain responses 
during the wheel-rail impact process derived from both rate-dependent and rate-indepen-
dent simulations are plotted in Figures 6–8, respectively. It is seen from Figures 6 and 7 that 

Figure 5. Wheel-rail impact force history curves (17t axle load, 200 km/h train speed and 40 mm flat).
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Figure 6. Von Mises equivalent stress history curves (17t axle load, 200 km/h train speed and 40 mm flat).

Figure 7. XY shear stress versus time curves (17t axle load, 200 km/h train speed and 40 mm flat).
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both the von Mises equivalent stress and XY shear stress are significantly larger when the 
strain rate effect of wheel/rail materials is considered, while from Figure 8 that the equivalent 
plastic strain gives an obviously lower value for the strain rate-dependent simulations. These 
indicate that the von Mises equivalent stress, shear stress and equivalent plastic strain are 
sensitive to the strain rate, and the hardening effect of the strain rate results the higher von 
Mises equivalent stress and shear stress, but the lower equivalent plastic strain.

6. Wheel-rail impact simulation: dynamic effects + temperature effect

In this section, the friction temperature rising during the wheel-rail sliding process is also con-
sidered in the wheel-rail impact simulation, together with inertia effect and strain rate effect. 
Thermal stress fields of the wheel and rail, derived from the thermal analysis [5], are inputted 
to the wheel-rail rolling contact finite element model as an initial pre-stress.

6.1. Typical characteristics of wheel-rail impact responses

Figures 9–11 present a typical set of wheel-rail impact force, von Mises equivalent stress and 
equivalent plastic strain history curves for the condition of train speed of 200 km/h, flat length 

Figure 8. Equivalent plastic strain history curves (17t axle load, 200 km/h train speed and 40 mm flat).
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Figure 6. Von Mises equivalent stress history curves (17t axle load, 200 km/h train speed and 40 mm flat).

Figure 7. XY shear stress versus time curves (17t axle load, 200 km/h train speed and 40 mm flat).
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sensitive to the strain rate, and the hardening effect of the strain rate results the higher von 
Mises equivalent stress and shear stress, but the lower equivalent plastic strain.

6. Wheel-rail impact simulation: dynamic effects + temperature effect

In this section, the friction temperature rising during the wheel-rail sliding process is also con-
sidered in the wheel-rail impact simulation, together with inertia effect and strain rate effect. 
Thermal stress fields of the wheel and rail, derived from the thermal analysis [5], are inputted 
to the wheel-rail rolling contact finite element model as an initial pre-stress.

6.1. Typical characteristics of wheel-rail impact responses

Figures 9–11 present a typical set of wheel-rail impact force, von Mises equivalent stress and 
equivalent plastic strain history curves for the condition of train speed of 200 km/h, flat length 

Figure 8. Equivalent plastic strain history curves (17t axle load, 200 km/h train speed and 40 mm flat).
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Figure 9. Wheel-rail impact force history curves under mechanical and thermo-mechanical loads.

of 40 mm and axle load of 17t, under mechanical and thermo-mechanical loads, respectively. 
It is seen from Figure 9 that the starting times (at ~1.9 ms) and the moments corresponding to 
the peak forces (at ~2.5 ms) of the wheel-rail impact induced by a flat under four conditions 
are almost the same, in other words, both quantities are regardless of the thermal load (stress) 
and strain rate. However, after the occurrence of the wheel-rail impact, the initial thermal 
stress contributes to prolong the duration of wheel-rail impact and the duration of the second 
dropping of the wheel, due to the weakening of the stiffness of both wheel and rail caused 
by the initial thermal stresses. Besides, the wheel-rail impact force responses under either 
mechanical or thermo-mechanical loads are independent with the strain rate. However, the 
peak values of the wheel-rail impact force under thermo-mechanical load are slightly lower 
than those under pure mechanical load. This is the consequent of the increasing impact dura-
tion under thermo-mechanical load for a given initial momentum of the wheel.

From Figure 10, the change tendencies of the von Mises equivalent stress history curves under 
four conditions are similar, but the peak values present certain sensitivity to the initial ther-
mal load (stress) and strain rate. The peak von Mises equivalent stress under pure mechanical 
load with the strain rate considered is the largest, and then that under pure mechanical load 
without considering strain rate, following by that under thermo-mechanical load with consid-
ering the strain rate, and that under thermo-mechanical load without considering strain rate 
is the smallest. Obviously, the superposition of the initial thermal stress and mechanical stress 
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weaken the load-carrying capability of wheel/rail materials under thermo-mechanical load, 
resulting in a lower von Mises equivalent stress value than that under pure mechanical load.

The accumulated equivalent plastic strains for four various studied conditions are plotted as 
the curves in Figure 11. The maximum equivalent plastic strains are occurred at the wheel 
tread for all conditions, and with the largest value of 2.02%. The initial thermal stress contrib-
utes to exacerbate the plastic deformation of the wheel tread, while the strain rate hardening 
effect of wheel/rail materials will restrain the plastic deformation.

6.2. Influence of train speed on wheel-rail impact responses

The maximum wheel-rail impact forces induced by two lengths of flat (i.e., 40 mm and  
60 mm) under mechanical and thermo-mechanical loads are plotted in Figure 12 as a func-
tion of train speed. The maximum wheel-rail impact forces are shown to be insensitive to 
the strain rate of wheel/rail materials under the same loading condition for each train speed. 
However, the maximum wheel-rail impact forces under thermo-mechanical load are less 
than those values under pure mechanical load, regardless of the strain rate; this is attrib-
uted to the initial thermal stress, as stated earlier. Besides, the maximum wheel-rail impact 
forces first increase with the increasing train speed until reaching the peak value at the speed 
of 150 km/h, and then decrease with the increasing train speed for the train speed beyond  

Figure 10. Von Mises equivalent stress history curves under mechanical and thermo-mechanical loads.
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Figure 11. Equivalent plastic strain history curves under mechanical and thermo-mechanical loads.

Figure 12. The maximum wheel-rail impact forces as a function of train speed.
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150 km/h. This phenomenon may be explained reasonably with the dynamic contact loss 
opinion [2, 8]: when the wheel flat impacted against the rail, the impulse of the wheel rapidly 
transferred to the momentums of the wheel and rail; then the wheel tended to move upwards 
while the rail tended to move downwards, resulting in the loss of dynamic contact. For the 
lower train speed, the initial impulse of the wheel is low, and the momentums of the wheel 
and rail are also low; the quasi-static wheel load can maintain the wheel-rail contact, so the 
wheel-rail impact force increases with the train speed. However, for the higher speed case, 
the large impulse induces the large momentums of the wheel and rail; during the downward 
movement of the rail, the wheel still keeps falling for a while because of its large inertia, so 
the maximum impact force is attenuated, as a result of the reduction of the dynamic contact.

Figures 13–15 show the relationships of maximum von Mises equivalent stress, maximum 
equivalent plastic strain and maximum XY shear stress of the wheel with train speed, respec-
tively. As shown in Figure 13, the maximum von Mises equivalent stress presents a similar 
change tendency versus train speed with that of the wheel-rail impact force, but it presents 
large strain rate sensitivity (i.e., the strain rate hardening effect elevates the maximum von 
Mises equivalent stress values under all train speed conditions). Under thermo-mechanical 
load, the maximum von Mises equivalent stresses are obviously greater than those under 
pure mechanical load. In Figure 14, the maximum equivalent plastic strain first increases 
and then decreases with the increasing train speed, and the corresponding peak value is 
occurred at the train speed of 200 km/h, for each loading condition. The strain rate effect 
of wheel/rail materials contributes to restrain the plastic deformation, resulting in a lower 
equivalent plastic strain value. It is interesting that the maximum equivalent plastic strains 

Figure 13. Maximum von Mises equivalent stresses as a function of train speed.
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Figure 12. The maximum wheel-rail impact forces as a function of train speed.
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Figure 13. Maximum von Mises equivalent stresses as a function of train speed.
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Figure 15. Maximum XY shear stresses as a function of train speed.

Figure 14. Maximum equivalent plastic strains as a function of train speed.
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under thermo-mechanical load are less than those under pure mechanical load at the speed 
of 300 km/h. This abnormal tendency indicates that the impact position of the wheel flat has 
changed obviously under the speed of 300 km/h, since the equivalent plastic strain is not 
only related to the impact force but also the impact position. It can be found from Figure 15 
that the maximum XY shear stresses present weak strain rate sensitivity, especially with the 
increase of train speed; and they are lower under thermo-mechanical load than those under 
mechanical load for each speed condition.

6.3. Influence of flat length on wheel-rail impact responses

Based on Figures 12–15, the influence of flat length on the wheel-rail impact responses can 
be also identified. The maximum wheel-rail impact forces for each condition are revealed to 
be increased with the increasing the flat length. Similarly, the strain rate effect contributes to 
elevating the maximum von Mises equivalent stress, restraining the plastic deformation and 
has no effect for the XY shear stress at each condition; the initial thermal stress can decrease 
the maximum von Mises equivalent stresses and maximum XY shear stresses, and aggravate 
the plastic deformation. With the increase of flat length, the maximum von Mises equivalent 
stresses and the maximum XY shear stresses increase, and the maximum equivalent plastic 
strains decrease correspondingly.

6.4. Influence of axle load on wheel-rail impact responses

For a given train speed of 200 km/h and flat length of 60 mm, five different axle loads (i.e., 15t, 
16t, 17t, 18t and 19t) are imposed to the wheel-rail contact model, to explore the influence of 
axle load. The maximum wheel-rail impact forces are increase approximately linearly with 

Figure 16. Maximum wheel-rail impact forces as a function of axle load.
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Figure 15. Maximum XY shear stresses as a function of train speed.

Figure 14. Maximum equivalent plastic strains as a function of train speed.
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the increasing axle load, and the values under thermo-mechanical load are lower than those 
under mechanical load, as shown in Figure 16.

Figure 18. Maximum equivalent plastic strains as a function of axle load.

Figure 17. Maximum von Mises equivalent stresses as a function of axle load.
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The maximum von Mises equivalent stress and maximum equivalent plastic strain are 
increased approximately linearly with the increasing axle load, while the maximum XY shear 
stress is increased with the axle load, as shown in Figures 17–19. The maximum von Mises 
equivalent stress increases significantly and the maximum equivalent plastic strain decreases 
correspondingly for each axle load case, as the strain rate effect considered. However, the 
strain rate has almost no influence on the maximum XY shear stress for all axle load conditions.

7. Conclusions

A 3-D wheel-rail rolling contact finite element model with a fresh wheel flat is built, and 
a comprehensive dynamic simulation method is used to investigate the wheel-rail impact 
responses. Inertia effect, strain-rate effect and temperature effect are included in the present 
simulation. Influences of train speed, flat length and axle load on the flat-induced wheel-rail 
impact responses were discussed in term of wheel-rail impact force, von Mises equivalent 
stress, equivalent plastic strain and XY shear stress. Some main conclusions can be drawn out:

1. The FEM-based wheel-rail rolling contact simulation can well characterise the actual 
geometrical and kinematic characteristics of the wheel-rail system, and well describe the 
strong nonlinearities in geometry, contact and material.

2. With the continuous raising of train speed, the structural inertia effect and strain rate effect 
of materials cannot be ignored in wheel-rail impact simulations, the thermal stress induced 

Figure 19. Maximum XY shear stresses as a function of axle load.
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the increasing axle load, and the values under thermo-mechanical load are lower than those 
under mechanical load, as shown in Figure 16.
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Figure 17. Maximum von Mises equivalent stresses as a function of axle load.
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by induced by the friction temperature rising during the wheel-rail sliding process also 
play a more important role in the wheel-rail interaction.

3. The strain rate hardening effect contributes to elevate the von Mises equivalent stress and 
restrain the plastic deformation; and the initial thermal stress due to the sliding friction 
will aggravate the plastic deformation of wheel and rail.

4. The wheel-rail impact responses first increases and then decreases with the train speed; 
however, they are increased with the increasing axle load. With the increase of flat length, 
the maximum impact force, von Mises equivalent stresses and XY shear stresses increase, 
and the maximum equivalent plastic strains decrease correspondingly.

Acknowledgements

The authors greatly appreciate the financial support by the National Natural Science 
Foundation of China (Grant no. 51475392), the Fundamental Research Funds for the Central 
Universities (Grant no. 2682015RC09) and the Research Fund of State Key Laboratory of 
Traction Power (Grant no. 2015TPL_T02).

Author details

Lin Jing

Address all correspondence to: jinglin_426@163.com; jinglin@home.swjtu.edu.cn

State Key Laboratory of Traction Power, Southwest Jiaotong University, Chengdu, P.R. China

References

[1] Newton SG, Clark RA. An investigation into the dynamic effects on the track of the wheel 
flats on railway vehicles. Journal of Mechanical Engineering Science. 1979;21(4):287-297

[2] Pieringer A, Kropp W, Nielsen JCO. The influence of contact modelling on simulated 
wheel/rail interaction due to wheel flats. Wear. 2014;314(1):273-281

[3] Steenbergen MJMM. The role of the contact geometry in wheel–rail impact due to wheel 
flats. Vehicle System Dynamics. 2007;12(45):1097-1116

[4] Johansson A, Nielsen JCO. Out-of-round railway wheels-wheel rail contact forces 
and track response derived from field tests and numerical simulations. Proceedings 
of the Institution of Mechanical Engineers Part F: Journal of Rail & Rapid Transit. 
2003;217(2):135-146

Modern Railway Engineering48

[5] Jing L, Han LL. Further study on the wheel–rail impact response induced by a single 
wheel flat: The coupling effect of strain rate and thermal stress. Vehicle System Dynamics. 
2017. DOI: 10.1080/00423114.2017.1340651

[6] Steenbergen MJMM. Wheel-rail interaction at short-wave irregularities [Doctoral thesis]. 
Delft: Netherlands, Delft University of Technology; 2008

[7] Han LL, Jing L, Zhao LM. Finite element analysis of the wheel–rail impact behavior 
induced by a wheel flat for high-speed trains: The influence of strain rate. Proceedings 
of the Institution of Mechanical Engineers Part F: Journal of Rail & Rapid Transit. 2017. 
DOI: 10.1177/0954409717704790

[8] Wu TX, Thompson DJ. A hybrid model for the noise generation due to railway wheel 
flats. Journal of Sound & Vibration. 2002;251(1):115-139

[9] Uzzal RUA, Ahmed AKW, Bhat RB. Modelling, validation and analysis of a three-
dimensional railway vehicle-track system model with linear and nonlinear track proper-
ties in the presence of wheel flats. Vehicle System Dynamics. 2013;51(11):1695-1721

[10] Pletz M, Daves W, Ossberger H. A wheel set/crossing model regarding impact, sliding 
and deformation—Explicit finite element approach. Wear. 2012;294-295:446-456

[11] Zhao X, Wen ZF, Zhu MH. A study on high-speed rolling contact between a wheel and 
a contaminated rail. Vehicle System Dynamics. 2014;10(52):1270-1287

[12] Polach O. Creep forces in simulations of traction vehicles running on adhesion limit. 
Wear. 2005;258:992-1000

[13] Torstensson PT, Nielsen JCO. Simulation of dynamic vehicle–track interaction on small 
radius curves. Vehicle System Dynamics. 2011;49:1711-1732

[14] BS-EN-13104 Standard. Railway applications-Wheelsets and bogies-Powered axles-
Design method; 2009

[15] LS-DYNA Theory Manual. Livermore Software Technology Corporation; California, 
2006

[16] Jing L, Su XY, Zhao LM. The dynamic compressive behaviour and constitutive mod-
elling of D1 railway wheel steel over a wide range of strain rates and temperatures. 
Results in Physics. 2017;7:1452-1461

[17] Tian Y, Cheng YR, Liu XW. Studies on the dynamic behaviour of U71Mn rail steel under 
high strain rates. China Railway Science. 1992;13:34-42

Wheel-Rail Impact by a Wheel Flat
http://dx.doi.org/10.5772/intechopen.70460

49



by induced by the friction temperature rising during the wheel-rail sliding process also 
play a more important role in the wheel-rail interaction.

3. The strain rate hardening effect contributes to elevate the von Mises equivalent stress and 
restrain the plastic deformation; and the initial thermal stress due to the sliding friction 
will aggravate the plastic deformation of wheel and rail.

4. The wheel-rail impact responses first increases and then decreases with the train speed; 
however, they are increased with the increasing axle load. With the increase of flat length, 
the maximum impact force, von Mises equivalent stresses and XY shear stresses increase, 
and the maximum equivalent plastic strains decrease correspondingly.

Acknowledgements

The authors greatly appreciate the financial support by the National Natural Science 
Foundation of China (Grant no. 51475392), the Fundamental Research Funds for the Central 
Universities (Grant no. 2682015RC09) and the Research Fund of State Key Laboratory of 
Traction Power (Grant no. 2015TPL_T02).

Author details

Lin Jing

Address all correspondence to: jinglin_426@163.com; jinglin@home.swjtu.edu.cn

State Key Laboratory of Traction Power, Southwest Jiaotong University, Chengdu, P.R. China

References

[1] Newton SG, Clark RA. An investigation into the dynamic effects on the track of the wheel 
flats on railway vehicles. Journal of Mechanical Engineering Science. 1979;21(4):287-297

[2] Pieringer A, Kropp W, Nielsen JCO. The influence of contact modelling on simulated 
wheel/rail interaction due to wheel flats. Wear. 2014;314(1):273-281

[3] Steenbergen MJMM. The role of the contact geometry in wheel–rail impact due to wheel 
flats. Vehicle System Dynamics. 2007;12(45):1097-1116

[4] Johansson A, Nielsen JCO. Out-of-round railway wheels-wheel rail contact forces 
and track response derived from field tests and numerical simulations. Proceedings 
of the Institution of Mechanical Engineers Part F: Journal of Rail & Rapid Transit. 
2003;217(2):135-146

Modern Railway Engineering48

[5] Jing L, Han LL. Further study on the wheel–rail impact response induced by a single 
wheel flat: The coupling effect of strain rate and thermal stress. Vehicle System Dynamics. 
2017. DOI: 10.1080/00423114.2017.1340651

[6] Steenbergen MJMM. Wheel-rail interaction at short-wave irregularities [Doctoral thesis]. 
Delft: Netherlands, Delft University of Technology; 2008

[7] Han LL, Jing L, Zhao LM. Finite element analysis of the wheel–rail impact behavior 
induced by a wheel flat for high-speed trains: The influence of strain rate. Proceedings 
of the Institution of Mechanical Engineers Part F: Journal of Rail & Rapid Transit. 2017. 
DOI: 10.1177/0954409717704790

[8] Wu TX, Thompson DJ. A hybrid model for the noise generation due to railway wheel 
flats. Journal of Sound & Vibration. 2002;251(1):115-139

[9] Uzzal RUA, Ahmed AKW, Bhat RB. Modelling, validation and analysis of a three-
dimensional railway vehicle-track system model with linear and nonlinear track proper-
ties in the presence of wheel flats. Vehicle System Dynamics. 2013;51(11):1695-1721

[10] Pletz M, Daves W, Ossberger H. A wheel set/crossing model regarding impact, sliding 
and deformation—Explicit finite element approach. Wear. 2012;294-295:446-456

[11] Zhao X, Wen ZF, Zhu MH. A study on high-speed rolling contact between a wheel and 
a contaminated rail. Vehicle System Dynamics. 2014;10(52):1270-1287

[12] Polach O. Creep forces in simulations of traction vehicles running on adhesion limit. 
Wear. 2005;258:992-1000

[13] Torstensson PT, Nielsen JCO. Simulation of dynamic vehicle–track interaction on small 
radius curves. Vehicle System Dynamics. 2011;49:1711-1732

[14] BS-EN-13104 Standard. Railway applications-Wheelsets and bogies-Powered axles-
Design method; 2009

[15] LS-DYNA Theory Manual. Livermore Software Technology Corporation; California, 
2006

[16] Jing L, Su XY, Zhao LM. The dynamic compressive behaviour and constitutive mod-
elling of D1 railway wheel steel over a wide range of strain rates and temperatures. 
Results in Physics. 2017;7:1452-1461

[17] Tian Y, Cheng YR, Liu XW. Studies on the dynamic behaviour of U71Mn rail steel under 
high strain rates. China Railway Science. 1992;13:34-42

Wheel-Rail Impact by a Wheel Flat
http://dx.doi.org/10.5772/intechopen.70460

49



Section 2

Rolling Stock



Section 2

Rolling Stock



Chapter 4

Model-Based Fault Analysis for Railway Traction
Systems

Jon del Olmo, Fernando Garramiola, Javier Poza and
Gaizka Almandoz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74277

Provisional chapter

Model-Based Fault Analysis for Railway Traction
Systems

Jon del Olmo, Fernando Garramiola, Javier Poza and
Gaizka Almandoz

Additional information is available at the end of the chapter

Abstract

Fault analysis in industrial equipment has been usually performed using classical tech-
niques such as failure modes and effects analysis (FMEA) and fault tree analysis (FTA).
Model-based fault analysis has been used during the last several years in order to over-
come the limitations of classical methods when complex industrial equipment has to be
analyzed. In railway and automotive sectors, the development and validation of new
products are based on hardware-in-the-loop (HIL) platforms. In this chapter, a methodol-
ogy to enhance classical FMEAs is presented. Based on HIL simulations, the objective is to
improve the results of the fault analysis with quantitative information about the effects of
each fault mode. In this way, the impact of the fault analysis in the design of the traction
system, the development of new diagnostic functionalities and in the maintenance tasks
will increase.

Keywords: railway, traction, fault, models, FMEA

1. Introduction

Nowadays, reliability, availability, maintainability and safety (RAMS) are key features in the
development of industrial equipment. Moreover, new maintenance approaches, such as
condition-based maintenance (CBM) have emerged, as an alternative to preventive mainte-
nance and run failure techniques [1]. In sectors such as railways, automotive and aviation, the
business model is based on the sale of equipment and its long-term maintenance. Taking into
account that locomotives might have a service life of up to 30 years, a long interval of the
life cycle is related to maintenance tasks and technical services. This has been an incentive for

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.74277

© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 4

Model-Based Fault Analysis for Railway Traction
Systems

Jon del Olmo, Fernando Garramiola, Javier Poza and
Gaizka Almandoz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74277

Provisional chapter

Model-Based Fault Analysis for Railway Traction
Systems

Jon del Olmo, Fernando Garramiola, Javier Poza and
Gaizka Almandoz

Additional information is available at the end of the chapter

Abstract

Fault analysis in industrial equipment has been usually performed using classical tech-
niques such as failure modes and effects analysis (FMEA) and fault tree analysis (FTA).
Model-based fault analysis has been used during the last several years in order to over-
come the limitations of classical methods when complex industrial equipment has to be
analyzed. In railway and automotive sectors, the development and validation of new
products are based on hardware-in-the-loop (HIL) platforms. In this chapter, a methodol-
ogy to enhance classical FMEAs is presented. Based on HIL simulations, the objective is to
improve the results of the fault analysis with quantitative information about the effects of
each fault mode. In this way, the impact of the fault analysis in the design of the traction
system, the development of new diagnostic functionalities and in the maintenance tasks
will increase.

Keywords: railway, traction, fault, models, FMEA

1. Introduction

Nowadays, reliability, availability, maintainability and safety (RAMS) are key features in the
development of industrial equipment. Moreover, new maintenance approaches, such as
condition-based maintenance (CBM) have emerged, as an alternative to preventive mainte-
nance and run failure techniques [1]. In sectors such as railways, automotive and aviation, the
business model is based on the sale of equipment and its long-term maintenance. Taking into
account that locomotives might have a service life of up to 30 years, a long interval of the
life cycle is related to maintenance tasks and technical services. This has been an incentive for
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manufacturers to improve the reliability andmaintainability of their products [2]. During the last
years, several projects were launched in order to develop smart maintenance systems [3–6].

From the very first phases of the Life Cycle, reliability and safety analysis are performed. In
these analyses, the effect of faults in the functionalities of the system is studied. In this field,
techniques such as FMEA and FTA allow the designer to identify systematically fault modes
(FMs) and effects. However, lately some limitations have been identified in the application of
these classical methodologies, especially when a complex control system has to be analyzed.
Moreover, more and more manufacturers are using Model-based techniques [7] in the devel-
opment of new systems, following the global tendency of Model-based engineering. Fault
analysis is not an exception and several authors have proposed to use models to analyze the
effects of faults [8–10].

The extensive use of models for the development of railway systems has allowed the introduc-
tion of tools such as hardware-in-the-loop (HIL) platforms. These platforms have a key role in
the validation of embedded control units, just as they have in automotive applications. Thanks
to this kind of platforms, development time and costs are reduced considerably.

Taking into account the limitations of classical fault analysis methods and the extensive use of
HIL platforms in the railway traction system manufacturing sector, in this chapter, a method-
ology for model-based fault analysis that takes advantage of HIL platforms is presented.
Concretely, this methodology has been developed to improve the analysis of faults and effects
of the railway traction system shown in Figure 1. This traction converter box has a three-phase
inverter supplying two induction motors in parallel. Moreover, it has a breaking chopper, a
DC-Link, an input filter and voltage, current and speed sensors. The control of the converter is
executed by an embedded traction control unit (TCU).

The main goal of the methodology is to quantify the effects of the faults using analytical
models and simulation platforms. Generally, the conclusions of an FMEA are used to improve
designs, in future redesigns, identify new maintenance tasks and develop new fault detection
and identification algorithms. With model-based approaches, the quality of the analysis
improves and its impact on the three aforementioned aspects is increased.

Figure 1. Tramway traction system schematics.
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The chapter is organized as follows. In Section 2, classical fault analysis methods and their
limitations are described. In Section 3, a brief state-of-the-art about model-based fault analysis
is presented. In Section 4, the new model and HIL-based methodology is shown, accompanied
by a case study. Finally, in Section 5, the conclusions are drawn.

2. Fault analysis in complex control systems: classical methods and
limitations

2.1. Classical faults and effects analysis methods

In this section, a brief description of classical fault analysis methods will be presented. It
provides the reader with a basic understanding of the most used techniques in the analysis of
faults and their effects in complex control systems.

2.1.1. Failure modes and effects analysis (FMEA)

Fault modes and effects analysis (FMEA) is an inductive method used in the development of
products in order to identify and classify fault modes and effects. This technique establishes a
systematic approach to identify effects for each fault mode and classify them in terms of
occurrence of probability and severity. Occurrence and detection probabilities are combined
with severity indexes to obtain a risk priority number (RPN). Hence, corrective actions can be
prioritized [11]. Recently, due to the deficiencies of RPN application in real-world cases,
enhanced approaches have been proposed [12].

The main steps to perform the FMEA analysis are [11]:

Before the analysis:

1. Gather information about requirements, components, architecture and fault modes.

2. Organize the system under analysis in a structured way. Describe the architecture and its
limits in a block diagram.

During the analysis:

3. Fault mode analysis and FMEA worksheets:

a. Determine fault modes.

b. Determine the effects of each fault mode.

c. Determine the causes of each fault mode.

d. Determine the existing protection actions.

e. Obtain the RPN of each fault mode.

f. Prepare FMEA tables.
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is presented. In Section 4, the new model and HIL-based methodology is shown, accompanied
by a case study. Finally, in Section 5, the conclusions are drawn.

2. Fault analysis in complex control systems: classical methods and
limitations

2.1. Classical faults and effects analysis methods

In this section, a brief description of classical fault analysis methods will be presented. It
provides the reader with a basic understanding of the most used techniques in the analysis of
faults and their effects in complex control systems.

2.1.1. Failure modes and effects analysis (FMEA)

Fault modes and effects analysis (FMEA) is an inductive method used in the development of
products in order to identify and classify fault modes and effects. This technique establishes a
systematic approach to identify effects for each fault mode and classify them in terms of
occurrence of probability and severity. Occurrence and detection probabilities are combined
with severity indexes to obtain a risk priority number (RPN). Hence, corrective actions can be
prioritized [11]. Recently, due to the deficiencies of RPN application in real-world cases,
enhanced approaches have been proposed [12].

The main steps to perform the FMEA analysis are [11]:

Before the analysis:

1. Gather information about requirements, components, architecture and fault modes.

2. Organize the system under analysis in a structured way. Describe the architecture and its
limits in a block diagram.

During the analysis:

3. Fault mode analysis and FMEA worksheets:

a. Determine fault modes.

b. Determine the effects of each fault mode.

c. Determine the causes of each fault mode.

d. Determine the existing protection actions.

e. Obtain the RPN of each fault mode.
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After the analysis is completed:

4. Summarize the analysis in an FMEA report.

5. Establish corrective actions to mitigate the effects of the faults.

At the end of this process, an FMEAworksheet is obtained. Several worksheet examples can be
found in the literature [11, 13].

Table 1 shows an excerpt from an FMEA worksheet of a railway traction system. In particular,
the behavior of a railway traction drive under phase current sensor faults is analyzed.

2.1.2. Fault tree analysis (FTA)

A fault tree is a graphical representation of all the basic events that can cause an undesired
event in a process or system. The faults may be related to hardware components, human errors
or any other event that can generate an undesired situation. Therefore, a fault tree describes the
logical relation between basic events that can lead the system to a faulty state.

It is important to understand that a fault tree is created for its main undesired event. Hence, it
does not describe all the faults that can occur in a system and more than one Fault Tree is
needed to describe the faulty behavior. Figure 2 shows an example of a fault tree and the steps
to build it.

The analysis performed with the FTA technique consists of the following steps:

1. Define the undesired event under study. A unique fault tree is obtained for each event.

2. Understand the system. All the causes that can lead to the main event are analyzed.

3. Fault tree construction. Events and causes are linked using logic gates. This step is an
iterative process. An event is selected and its causes are identified. These causes are
classified as basic events, undeveloped events or intermediate events and the logical gates

Fault mode Cause Local level effect Traction unit level
effect

Train level effect

Measured value bigger than real
value

Internal
failure

False
measurement

Inappropriate control
Overcurrent
Disabled converter.

Loss of traction
unit

No measurement Internal
failure

No measurement Inappropriate control
Overcurrent
Disabled converter

Loss of traction
unit

Open-circuit Internal
failure

No measurement Inappropriate control
Overcurrent
Disabled converter

Loss of traction
unit

Measured value smaller than real
value

Internal
failure

False
measurement

Inappropriate control
Overcurrent
Disabled converter

Loss of traction
unit

Table 1. Excerpt from an FMEA worksheet of railway traction systems: Phase current sensor FMEA.
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to link all of them are chosen. In this way, the tree is drawn from the top event to the basic
events (see Figure 2).

4. Evaluate the fault tree. It is analyzed in order to suggest improvements. Moreover, the risk
each fault generates is assessed.

5. Control measures are proposed. Once the risks associated with each fault or undesired
event are identified mitigation measures are proposed.

2.2. Limitations

One of the challenges that railway traction system manufacturers have to face is the difficulty
of combining and coordinating product development and safety analysis tasks. The integra-
tion of systems engineering and safety analysis is addressed in many other research works [14–
16]. Nowadays, the fault analysis is mainly performed using the tools described in the previ-
ous section. During the design stage, the safety analysis is performed in order to achieve two
main objectives. The first one is to draft a safety case document that allows the manufacturer to
obtain the corresponding safety certificate. The second is to analyze the architecture of the
system under development to ensure that meets availability, reliability and maintainability
requirements. Nevertheless, as the system is analyzed from the high level (only the architec-
ture is studied and implementation details are not taken into account), design teams rarely
receive any feedback about the details of the effects and the potential improvements to miti-
gate those effects.

Figure 2. FTA for current sensor.
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to link all of them are chosen. In this way, the tree is drawn from the top event to the basic
events (see Figure 2).

4. Evaluate the fault tree. It is analyzed in order to suggest improvements. Moreover, the risk
each fault generates is assessed.

5. Control measures are proposed. Once the risks associated with each fault or undesired
event are identified mitigation measures are proposed.

2.2. Limitations

One of the challenges that railway traction system manufacturers have to face is the difficulty
of combining and coordinating product development and safety analysis tasks. The integra-
tion of systems engineering and safety analysis is addressed in many other research works [14–
16]. Nowadays, the fault analysis is mainly performed using the tools described in the previ-
ous section. During the design stage, the safety analysis is performed in order to achieve two
main objectives. The first one is to draft a safety case document that allows the manufacturer to
obtain the corresponding safety certificate. The second is to analyze the architecture of the
system under development to ensure that meets availability, reliability and maintainability
requirements. Nevertheless, as the system is analyzed from the high level (only the architec-
ture is studied and implementation details are not taken into account), design teams rarely
receive any feedback about the details of the effects and the potential improvements to miti-
gate those effects.
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If the fault analysis is intended to be a source of information for future system improvements,
redesigns and maintenance task, this analysis has to be more detailed and performed in
collaboration between the design and the safety teams. Classical fault analysis methodologies
lack tools to manage this need.

In addition, techniques such as FMEA and FTA are performed manually and they are based on
requirement documents and informal models of the system [9]. With informal models, we refer
to architecture models developed in the early stages of the design process. In the life cycle of a
product, the safety analysis is part of the design step and it does not usually reflect the changes
that the system has experienced later in the implementation and validation phases. Hence,
these analyses are usually incomplete.

Apart from the aforementioned shortcomings, the following limitations have been also identi-
fied by other authors [8, 9, 17, 18]:

• They represent the fault logic in a static way and they do not allow analyzing neither the
time information nor the dynamic behavior of the system. For instance, in railway traction
applications a conventional FMEA does not usually reflect the behavior of the control
strategy under faulty conditions. It is difficult to take into account the following aspects
using classical methods: the implementation details of the control strategy, the transitions
between control modes, the changes between operation points and the interaction
between different subsystems when a fault occurs.

• The analysis depends on the skills of the analysist to predict the effects of each fault. Apart
from the difficulty to reflect the dynamic behavior with a classical method, the analyst
needs to know the specifics of the control strategy and its implementation. It is worth
mentioning that under faulty conditions, a closed loop control reacts to compensate the
effects of the fault. This is an added difficulty in the fault analysis process since fault
effects are modified by the control system itself.

• Classical methods do not provide with efficient tools to manage the complexity and the
number of components of current industrial equipment.

3. State of the art of model-based fault modes and effects analysis
techniques

3.1. Introduction

Model-based safety analysis has been developed during the last years to help the analysis of
complex systems, taking as a central element the model and automating the analysis of
extended fault models [19]. This new approach intends to overcome the limitations mentioned
in Section 2.2.

Model-based safety analysis methodologies can be divided into two main groups: failure logic
modeling (FLM) and behavioral fault simulation (BFS), also known as fault injection (FI) [8, 10].
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In the following section, these two alternatives will be described and the selection of fault
injection as the basis for the new methodology will be explained.

3.2. Model-based fault modes and effects analysis techniques

3.2.1. Failure logic modeling approach

This methodology is based on the automatic generation of fault trees and FMEA worksheets
using the information stored in models [8]. For each component of the model, its inputs,
outputs and behavior under fault are defined [10, 20]. To specify the behavior, the following
elements have to be described:

• Input fault modes.

• Internal fault modes.

• The logic that defines the effect of the input and internal fault modes in the output.

Figure 3 shows the definition of fault modes using this methodology.

Once the fault logic is defined for each component, a fault model can be developed linking the
outputs of each block with the inputs of the next block. The components are connected as
defined in the architecture, which allows reflecting the structure of the system in the posterior
FMEA analysis. With this new model, the propagation of each fault mode can be studied.
Moreover, the homogeneous and systematic description of each element (with output fault
modes as a function of input fault modes and internal fault modes) allows automating the
analysis process.

In the literature, several techniques and tools can be found to automate this process following
the failure logic modeling approach [8]. Among others, from the railway traction application
point of view, the HiP-HOPS methodology and its associated tools are the most interesting
ones [19, 22]. This tool, implemented as a Matlab/Simulink tool, allows the analyst to define

Figure 3. Definition of fault modes for fault analysis using FLM and hip-HOPS methodology [21].
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the fault behavior of the system over Simulink models. This is an advantage in the field of
electric drives because Matlab/Simulink is one of the main tools used for their development.

With FLM methodologies, some of the limitations mentioned before are overcome. The efforts
have been directed towards the automation of the analysis and characterization of faulty
systems using extended models. Nevertheless, as it was mentioned in [18], the main limitation
that FLM techniques have to face is the lack of tools to analyze the dynamic behavior of the
system. They do not consider the changes in the states of a system and are not able to model its
dynamic or temporal behavior [19]. A common framework to present the structure and ana-
lyze the propagation of the system is defined, but the information about the dynamic behavior
of the system (operation modes, reaction to faults, etc.) is not used. In this respect, some
authors have proposed alternatives that take into account the dynamic behavior of the system.
In the study by Kabir [23] one of the main objectives is the modeling of the behavior of the
system using state machines.

3.2.2. Behavioral fault simulation/failure injection approach

The BFS technique is based on the injection of faults using executable models of the system to
define their effects [8]. The starting point for the analysis is a formal or nominal model (without
faults) known and used during the design stage (see Figure 4). This model is extended with
information related to the faults of the system. In this way, the effects of the faults and the
behavior of the system when the faults occur can be analyzed. The extended and common
model assures that the results of the fault analysis are relevant and that are updated with
respect to design changes.

The key to this approach is that the models are executable and they allow analyzing the
dynamic behavior of the system under faults. An analysis platform is used to simulate the
extended models and assure that the system meets safety requirements.

Up to now, the work related to fault injection has been focused on the development of
simulation platforms to apply the described methodology. In [24] and [25] the results of two
European projects were presented, where this technique was applied to models developed in

Figure 4. Principal components of failure injection approach [10].

Modern Railway Engineering60

SCADE and Statement software. In [9], the nominal models developed in Simulink were
translated into SCADE that has a module for fault mode analysis.

Compared to FLM methods, BFS approaches allow simulating the dynamic behavior of the
system. Moreover, as the models already validated in the design phase are the basis for the
analysis, the results obtained about the effects are more accurate. Hence, the fault analysis does
not entirely depend on the knowledge of the analysist because the system and its behavior
have been defined in the model. In any case, some disadvantages have been also identified.
First, since extended dynamic models are used, there is an inherent difficulty to process
automation, as well as, not to generate an excessive amount of models. It has to be taken into
account that in complex systems there could be a lot of different fault modes. Each fault mode
could demand a different model and simulation in order to perform the fault analysis. In some
systems, the number of simulations could be unmanageable. Second, another drawback of BFS
methods is that it can be only applied after the designs and the models are developed, in the
later stages of the development process [10]. This makes the introduction of changes difficult if
the system does not comply with requirements.

However, it is worth mentioning that nowadays many manufacturers have chosen model-
based systems engineering [26] as their main approach for the development of complex
systems, avoiding document-based product development. This methodology is based on the
extensive use of models during the whole life cycle of a product, from the requirement
definition phase to the validation stage. Therefore, this context is ideal for the deployment of
model-based fault injection methods for fault analysis.

4. Hardware-in-the-loop-based FMEA for railway traction applications

4.1. Need for a quantitative fault analysis methodology

As it was mentioned in the introduction, this work is related to the development of electric
drives for railway traction applications. The results obtained using the classical fault analysis
methods were assessed using reference information provided by the manufacturer CAF Power
& Automation. The limitations identified in the literature were also found in the industrial
application.

Therefore, the objective of the work presented here was to propose a new fault analysis
methodology in the field of electric drives. The requirements of this methodology were:

• To take advantage of the information generated during the design phase to perform the
fault analysis. During the design and validation phases, models of the system are used.
These models contain all the information about the architecture and the behavior of the
traction converter and should be used in the fault analysis process, as part of the model-
based development of industrial products.

• Fault effects must be quantified. If the conclusions of the fault analysis are intended
to condition the design, development and maintenance, these conclusions should be
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the fault behavior of the system over Simulink models. This is an advantage in the field of
electric drives because Matlab/Simulink is one of the main tools used for their development.

With FLM methodologies, some of the limitations mentioned before are overcome. The efforts
have been directed towards the automation of the analysis and characterization of faulty
systems using extended models. Nevertheless, as it was mentioned in [18], the main limitation
that FLM techniques have to face is the lack of tools to analyze the dynamic behavior of the
system. They do not consider the changes in the states of a system and are not able to model its
dynamic or temporal behavior [19]. A common framework to present the structure and ana-
lyze the propagation of the system is defined, but the information about the dynamic behavior
of the system (operation modes, reaction to faults, etc.) is not used. In this respect, some
authors have proposed alternatives that take into account the dynamic behavior of the system.
In the study by Kabir [23] one of the main objectives is the modeling of the behavior of the
system using state machines.

3.2.2. Behavioral fault simulation/failure injection approach

The BFS technique is based on the injection of faults using executable models of the system to
define their effects [8]. The starting point for the analysis is a formal or nominal model (without
faults) known and used during the design stage (see Figure 4). This model is extended with
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Figure 4. Principal components of failure injection approach [10].
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SCADE and Statement software. In [9], the nominal models developed in Simulink were
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quantitative. For example, in the field of electric drives, the effects should be described in
terms of traction/braking capacity loss, consumption increase, harmonic component
increase or comfort deterioration. There is also a lack of indicators for the detection and
identification of faults.

• In order to achieve a better coordination between the design and safety teams, both
should share the same tools. The main tool for the design and the safety analysis should
be the model of the system. Nowadays the resources available in the development of
traction systems are Matlab/Simulink for the simulation of models and HIL platforms for
the validation of embedded traction control units.

In order to tackle these needs, in the next section, a new methodology for fault analysis is
proposed. The methodology is based on models and an HIL platform, following the fault
injection approach presented in Section 3.2.2. In the literature, most of the work presented
about HIL platforms was focused on the development and validation of new control strategies
and embedded units [27–29] and in some cases, authors mention the use of such platforms for
the analysis of specific faults [30–33]. Nevertheless, it is difficult to find publications where an
HIL platform is used systematically in the analysis of fault modes and effects of a system.

4.2. Hardware-in-the-loop platform

The methodology presented here uses an HIL platform to obtain information about the behav-
ior of the faulty railway traction system and its control strategy. The structure of the system is
shown in Figure 5.

The model of the traction system, designed in Matlab/Simulink, is simulated in an OPAL-RT
Real-Time Simulator. Thanks to its analog and digital inputs and outputs, it communicates
with a commercial TCU developed by CAF Power&Automation. The tests are monitored from
an auxiliary PC where the data is stored and analyzed.

The Real-Time Simulator allows simulating the same models developed in the design stage. In
the case of electric drives, these models are usually implemented using Matlab/Simulink,
which is the language also used by the simulator. If the Real-Time Simulator requires the
adaptation of the models, the implementation of the extended models itself becomes an
objective, which is an obstacle in the integration of the design and the safety analysis tasks. In
this case, as an OPAL-RT simulator is used, Matlab/Simulink models can be imported directly
into this device, reducing the development and adaptation time, and enabling to reuse the
existing know-how. Figure 6 shows the simulation model for the traction system. This model is
the same as the one used in the design stage and contains some additional blocks to manage
the interaction between the simulator, the TCU and the monitoring PC. The extension of the
model to make its execution in real time possible takes little time and there is no need for
expert knowledge about real-time simulations.

Furthermore, it has to be taken into account that the aim of the simulations is to replicate
the behavior of the system under faults, so a flexible simulation environment is needed.
This environment has to allow an effective and simple way to simulate faults. The second
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component of the HIL platform is the TCU. This device is the electronic control unit that
controls the traction system. Thanks to the HIL platform, a commercial version of the TCU
was used, executing the same control code as in a real application. This allows to gather
information about the control strategy that otherwise, with a simple FMEA analysis, would

Figure 5. HIL platform structure.

Figure 6. Real-time simulation model of railway traction system.
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be impossible to obtain. Moreover, using a commercial TCU, implementation and manufactur-
ing details are taken into account and fed back into the enhanced FMEA. It is important to note
that thanks to this kind of platforms the results of the fault analysis are quantitative and more
detailed than the results obtained with classical methods.

4.3. Methodology

The starting point in the methodology for model-based fault analysis with HIL platforms is an
FMEA based in conceptual/empirical knowledge about the system (see Figure 7). As concep-
tual FMEA we refer to the initial fault modes and effects analysis that is performed during the
design stage of railway traction systems. This initial or existing FMEA is usually based on
design and requirement documents and standards, following the classical methodologies for
fault analysis.

The methodology is composed of the following steps:

1. Complete conceptual FMEA

In the first step, all the information related to the architecture and the behavior of the
traction system is gathered. The main information source is the initial FMEA (if there
already was one), but other information sources should be considered:

Figure 7. Flux diagram of the methodology for the model-based characterization of faults and effects.
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• Design and specification documents where it is defined as what the system is (architec-
ture) and how does it work (behavior).

• Reliability reports written by the after-sales department, where information about
fault rates, mean time between failures and availability is presented.

• Updated state of the art about fault modes, causes and effects of the components of
the traction system.

2. Design a test plan

This plan is a document where all the conditions for each test are stated. Among others,
these aspects should be defined:

1. General description of the test

a. Objective

b. Fault mode: description and magnitude of the fault.

c. Subsystem under fault. Part of the system that needs to be tested.

2. Operation point. Operation phase where the system is working when the fault occurs
(steady state, transient state, in traction, braking, and so on)

3. Expected fault effects based on the conceptual FMEA. Thanks to the FMEA, prelimi-
nary fault effects are identified and the variables where the effects are visible
established.

4. Platform configuration. Define the configuration of the components of the HIL platform.

5. Summary of the test to perform.

3. Implement and validate the extended model

In this step, the formal model is extended in order to simulate the faulty behavior. This
extended model is already defined by the fault modes that need to be tested and the
expected effects considered in the test plan. The expected effects should be clearly stated
in order to know if the extended model would be able to replicate them.

4. Perform HIL test

HIL tests are performed following the test plan for the selected operation conditions,
storing the required data.

5. Analyze and assess results

A fault characterization report is written where the details of the faulty behavior are
described. The changes that the fault has generated in the operation of the system are
reported using tables and graphs. The data recorded in the TCU about the control strategy
is analyzed and converted to quantitative information about the effects of the faults.
Moreover, the conclusions are fed back to the initial FMEA, which is sent to the diagnostics
and maintenance teams.
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It is worth mentioning that this methodology can be applied iteratively adding information to
the initial FMEA during the whole life cycle. It could be a tool for fault analysis throughout
different phases of the life cycle. In this chapter, the model-based FMEA has been proposed as
a tool to improve fault analysis during the validation process, in which a commercial TCU or a
prototype is available for unit testing, as shown in Figure 8. In this diagram, a traction system
development V-model is presented. The model describes the different phases of the life cycle.
As it was mentioned, the HIL simulations are commonly used in the validation and testing
process, but the methodology could be used in the design stage with model-in-the-loop (MIL)
or software-in-the-loop (SIL) simulations.

With this methodology, fault analysis can be applied not only in the design phase but also in
the system integration process, enhancing the quantity and the quality of the FMEA. It allows
the continuous improvement of products in many aspects such as safety, maintenance and
fault detection and identification functionalities.

An immediate result of the approach and the quantitative FMEA is the improvement of the
maintenance manual, which is completed with quantitative information about the effects and
the indicators of each fault.

4.4. Use case: quantitative FMEA of current sensors

In the following sections, a use case of the proposed methodology will be presented. In this case,
the example will be focused on the analysis and identification of phase current sensor fault
modes (FMs) and effects. The steps shown in Figure 7 are explained for current sensor faults.

4.4.1. Complete conceptual FMEA

In this step, the initial FMEA is extended with additional information obtained from the
literature and from the specification documents of the traction system (see Table 2).

First, it should be noted that the number of fault modes has increased. Some authors point out
[34, 35] that an unbalanced measurement of three-phase currents in a traction drive generates a

Figure 8. Railway traction system life cycle.
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low-frequency oscillation in the torque. Depending on the type of deviation, offset or gain, the
oscillation has different frequencies, and the effects change. Hence, the fault modes (FMs) have
been described in detail.

Moreover, knowing that the control of the traction motor has different operation phases, it was
considered interesting to analyze the effect of a sensor disconnection fault during the fluxing of
the motor (FM4).

4.4.2. Design HIL test plan

Once the fault modes and effects are selected, the HIL test plan is defined. The test plan
contains all the information mentioned in section 4.2 and will not be reproduced here due to
lack of space.

4.4.3. Implement and validate the extended model

In this step, the extended model for the simulation of phase current sensor faults was
implemented. Taking into account the fault modes described in Table 2, a fault injection bock
was implemented to inject gain and offset faults in the measurement of the sensor (see Figure 9).

Operation
phase

Fault mode Cause Local effect Traction unit effect Train effect

Normal
operation

FM1
Measured value bigger
than real value
(offset)

Internal
failure:
offset

False
measurement

Oscillations in the torque at
motor operation frequency

Loss of
traction
unit

Normal
operation

FM2
Measured value bigger
than real value
(gain)

Internal
failure: gain

False
measurement

Oscillations in the torque at
twice stator frequency.
Torque controlled below
reference value

Loss of
traction
unit

Normal
operation

FM3
No measurement
(sensor connected but
no signal)

Internal
failure

No
measurement

Inappropriate control.
Overcurrent.
Disabled converter

Loss of
traction
unit

Start-up and
motor fluxing

FM4
Open-circuit

Internal
failure

No
measurement

Inappropriate fluxing.
Overcurrent.
Disabled converter

Loss of
traction
unit

Normal
operation

FM5
Open-circuit

Internal
failure

False
measurement

Inappropriate control.
Overcurrent.
Disabled converter

Loss of
traction
unit

Normal
operation

FM6
Measured value
smaller than real value
(offset)

Internal
failure:
offset

False
measurement

Oscillations in the torque at
stator frequency

Loss of
traction
unit

Normal
operation

FM7
Measured value
smaller than real value
(offset)

Internal
failure:
offset

False
measurement

Oscillations in the torque at
twice stator frequency.
Torque controlled above
reference value

Loss of
traction
unit

Table 2. Conceptual FMEA of a railway traction systems: Phase current sensor FMEA.
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low-frequency oscillation in the torque. Depending on the type of deviation, offset or gain, the
oscillation has different frequencies, and the effects change. Hence, the fault modes (FMs) have
been described in detail.

Moreover, knowing that the control of the traction motor has different operation phases, it was
considered interesting to analyze the effect of a sensor disconnection fault during the fluxing of
the motor (FM4).

4.4.2. Design HIL test plan

Once the fault modes and effects are selected, the HIL test plan is defined. The test plan
contains all the information mentioned in section 4.2 and will not be reproduced here due to
lack of space.

4.4.3. Implement and validate the extended model

In this step, the extended model for the simulation of phase current sensor faults was
implemented. Taking into account the fault modes described in Table 2, a fault injection bock
was implemented to inject gain and offset faults in the measurement of the sensor (see Figure 9).
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4.4.4. Perform HIL tests

The tests are performed following the test plan, for the required operation points and fault modes.

As a result, two data files about the evolution of the system are obtained. On the one hand, a
file gathers the evolution of the internal variables of the traction system. In this case, the data is
obtained from the real-time simulator. On the other hand, there is another group of variables
that is stored and downloaded from the TCU. These variables reflect the behavior of the
control strategy.

4.4.5. Assess results

In the evaluation step, the data from the tests is converted into information to improve and
quantify the effects in the FMEA. In the case of the phase current sensor faults, two effects were
identified. Due to gain and offset deviations, a new harmonic component appears in the

Figure 9. Fault injection block for phase current sensors.

Figure 10. Reference, real and estimated torque with phase current sensors under +20% gain deviation (left) under 100A
offset deviation (right).
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torque, as it is shown in Figure 10. If the deviation is caused by an offset, the oscillation has the
same frequency as the supply current. This frequency is twice the supply frequency when the
fault mode is a gain deviation. Moreover, when the gain deviates, the torque is controlled
below or above the reference value.

With this methodology, each fault mode has been characterized by different deviation levels.
For example, as it is presented in Figure 11 the relation between de gain deviation and the
torque oscillations and deviations was obtained.

Table 3 shows the summary of the results.

Figure 11. Phase sensor gain deviation due to phase sensor fault (left) torque ripple(right) torque permanent deviation.

Traction unit level
effect

Effect
1

Oscillation in the torque and the bus voltage at twice the supply frequency of the motor. The
quantitative amplitude of the torque ripple vs. the gain deviation is shown in Figure 11.

Effect
2

Permanent torque error. Torque controlled below the reference value. The quantitative
amplitude of the torque ripple vs. the gain deviation included in Figure 11.

Effect
3

Overcurrents and overvoltages that activate the protections. Above �35% of deviation, the
inverter is disabled to assure component safety.

Train level effect Effect
1

Comfort loss at low speeds. Low-frequency oscillations in the torque. Using the torque ripple
curves, for each railway application, a quantitative evaluation of oscillations of the train
linear acceleration could be computed by obtaining the maximum allowable torque ripple for
a good comfort travel.

Effect
2

Maximum acceleration capacity is decreased. Torque capacity lost. For each application,
using the information of the train route, the overtime duration associated with a gain fault
could be assessed.

Effect
3

Availability loss of the one Traction Converter above �35% of deviation of the gain fault.

Table 3. Quantitative FMEA for phase current sensor under gain faults.
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5. Conclusions

In this chapter, a methodology for model-based HIL fault analysis was presented. Using
models and real-time simulations, an improved quantitative FMEA for complex systems can
be obtained. Following the described steps, a quantitative FMEA for railway traction systems
was obtained as an example. Thanks to the data obtained from the models and the simulations,
the effects of the faults are characterized in detail. The improved FMEA can be used as a
reference document to improve designs, to implement new diagnostic functionalities or to
elaborate new maintenance procedures.
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Abstract

Digital simulation approaches applied to railway engineering allow to investigate different
railway scenarios via 3D digital twins of real objects, motion simulation, and collision
detection to identify the root causes of critical damage and estimate the most likely sources
of railway accidents. In this work, a digital simulation approach is applied to a real cata-
strophic train accident in which a railway carriage carrying a pressure vessel collided with
an obstacle that generated a cut in the pressure vessel casing. This cut initiated a liquefied
petroleum gas leakage that expanded in the environment and caused the explosion and
blaze responsible for human casualties. Traditional railway accident reconstruction proce-
dures identified two potential objects accountable for the cutting of the pressure vessel
casing: a wing rail and a track reference stake. Based on digital terrain models and
reconstructed models of the railway carriage, 3D digital simulation scenarios were created
to detect every possible collision of the pressure vessel with the infrastructure environment
and investigate whether the shape of the cut in the pressure vessel wall fits the damage
visible on the obstacles and whether the interference between obstacle and pressure vessel
wall could generate the chip through an interaction similar to metal cutting.

Keywords: railway carriage, pressure vessel, safety, material damage, catastrophic
accident, digital twin

1. Introduction

The employment of digital simulation approaches in railway engineering enables to explore
various railway scenarios through the use of 3D digital twins of real objects, motion simula-
tion, and collision detection, which represent valuable tools to detect the original causes of
critical damage and estimate the most liable sources of railway accidents.
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In a real catastrophic train accident, a railway carriage carrying a pressure vessel collided with
an obstacle that generated a cut in the casing of the pressure vessel, initiating a liquefied
petroleum gas leakage that expanded in the environment and caused the explosion and fire
responsible for a high number of human casualties.

The utilization of traditional railway accident reconstruction procedures allowed to recognize
two objects potentially accountable for the cutting of the pressure vessel casing: a wing rail and
a track reference stake. In this work, based on digital terrain models and reconstructed models
of the railway carriage obtained via reverse engineering, different 3D digital simulation sce-
narios are created, allowing to move and rotate the carriage interactively, as well as to examine
the accident scene from different points of view, with the aim to detect every possible collision
of the pressure vessel with the infrastructure environment. The scope of the 3D digital simula-
tion employment is to investigate whether the form of the cut in the pressure vessel wall fits to
the damage visible on the two potential objects accountable for the cutting of the pressure
vessel casing and whether the interference between object and pressure vessel wall could
generate the chip through an interaction similar to metal cutting.

2. Catastrophic train accident description and reconstruction

On the 29th of June 2009, around midnight, a catastrophic train accident occurred in the train
station of Viareggio, Italy [1]. The train was a freight train with 14 carriages carrying
pressure vessels filled with liquefied petroleum gas. After the accident, the whole train
divided up into five separated parts: part 1 was the locomotive, still upright on the rails;
part 2 was carriage no. 1, reversed on its left side; part 3 consisted of 2 carriages, nos. 2 and 3,
still connected to each other and reversed on their left side; part 4 consisted of 2 carriages,
nos. 4 and 5, still connected to one another and reversed on their left side; and part 5 was
subdivided into two halves: the first half of part 5 consisted of five carriages, from carriage
no. 6 to carriage no. 10, connected to each other and derailed but not reversed. The second
half of part 5 consisted of four carriages, from carriage no. 11 to carriage no. 14, connected to
each other and upright on the rails.

Each carriage carrying a pressure vessel had a front bogie and a back bogie; each bogie had a
first (front) axle and a second (rear) axle [2–4].

The train derailment was caused by the sudden failure of the second axle of the front bogie of
carriage number 1 [5, 6]. The axle breakage was caused by rotating flexural fatigue, deter-
mining a fatigue crack extension up to more than 65% of the axle resisting section. Figure 1
[6] shows that the axle was fractured externally with respect to the left wheel (Figure 1a),
and this failure was the original cause of the train derailment. Figure 1b illustrates the
characteristic fatigue failure of the fracture surface of the axle on the wheel side: presence of
a smooth area related to the slow propagation of the fatigue crack (upper zone in the image)
and of a rough area of rapid failure of the residual axle section (lower zone in the image). The
same characteristic fatigue failure is observable on the matching axle fracture surface on the
axle box side.

Modern Railway Engineering76

As regards the right wheel of the second wheelset (rear) of the front bogie of carriage no. 1, the
right extremity of the axle did not break, but clear signs of corrosion are evidenced at the fillet
between the axle extremity, called axel spindle, with a smaller diameter, and the axle zone with
a larger diameter for shrink fitting of the wheel.

Figure 2 shows the bogie model Y25 mounted on the pressure vessel carriages composing
train no. 50325, with indication of some of its components, including the axle boxes. Due to a
fatigue crack in its final development phase transversally with respect to the wheelset axle,
the vertical rigidity of the axle box supported by the axel spindle was notably reduced up to
reaching a nonequilibrium condition of the vertical forces pressing the wheels on the rails.
The surmounting of the rail occurred due to a notable reduction of the vertical force acting
on the right front wheel, diagonally opposed to the force acting on the weakened axle
spindle (left rear wheel).

Under these conditions, the transversal (horizontal) force acting on the right front wheel,
which was no longer loaded downward by a sufficient vertical force, was high enough to

Figure 1. (a) Fatigue failure of the fracture surface of the axle on the wheel side. (b) Presence of a smooth area related to
the slow propagation of the fatigue crack and of a rougher area of rapid failure of the residual axle section.

Figure 2. Forces acting on the first bogie of carriage no. 1 after breakage of the second axle (rear wheelset) due to fatigue
failure externally with respect to the left wheel.
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make the wheel climb over the top of the rail, causing the derailment of the front wheelset of
the first bogie of carriage no. 1. The derailment start was located at km 120 + 265, next to
Viareggio station entry when coming from the north (from Genoa station).

Figure 3 shows the traces of the initial phase of the derailment and in particular: (a) the start of
the surmounting of the rail by the right front wheel of the first bogie of carriage no. 1. (b) The
sleepers cut by the left wheel and the sidewalk curb abraded by the right front axle box of the
first bogie of carriage no. 1.

Figure 4 shows the relative positions, after the derailment, of carriage no. 1, the rotated front
bogie, the right front axle box abrading the sidewalk curb, and the abraded sidewalk curb. The
derailed bogie rotated around its axis in clockwise direction with respect to the vertical axis in
a reference system consistent with the train.

Near the end of the sidewalk, in the southward direction (toward Pisa station), there is a
walkway at grade endowed with a slanted ramp (Figure 5). Until the walkway at grade, the
derailed carriage had been guided by the sidewalk curb that acted on the highly abraded right
front axle box just like a grinding wheel on a workpiece in a grinding process.

Figure 3. Traces of the initial phase of the derailment. (a) Start of the surmounting of the rail by the right front wheel of
the first bogie of carriage no. 1. (b) Sleepers cut by the left wheel and sidewalk edge abraded by the right front axle box of
the first bogie of carriage no. 1.

Figure 4. Relative positions, after derailment, of carriage no. 1, right front axle box, and sidewalk curb.
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Upon arriving at the slanted ramp of the walkway at grade, the front bogie of carriage no. 1,
deprived of the guide provided on its right by the curb of the sidewalk and still pulled by the
locomotive, engaged the slanted ramp with the right wheel of the first wheelset, climbing on
the sidewalk and leaving on it the trace of the wheel flange as shown in Figure 5.

The upward movement of the carriage due to the climbing provoked its overturning on its left
side in the train motion direction, as described below.

Figure 5. Walkway at grade endowed with a slanted ramp on the sidewalk, near the track of the derailed train, and trace
on the granite curb left by the flange of the right wheel of the front wheelset of the first bogie of carriage no. 1.

Figure 6. Concrete sidewalk damaged by the right wheel of the front wheelset of the first bogie of carriage no. 1 and
starting point of the carriage overturning.
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Few meters after the end of the walkway at grade, the curb material, made of granite up to that
point, changed into a concrete structure that completely crumbled under the action of the
wheel due to much lower strength of the concrete material (see Figure 6).

At the end of the concrete sidewalk zone, crumbled by the right wheel of the front wheelset of
the first bogie, the overturning of carriage no. 1 on its left side in the train motion direction
started. The carriage continued its course till it landed at about 73 m from the point where its
detachment from the track began. The landing point of carriage no. 1 corresponds to the

Figure 7. Superstructure zone wrecked due to the “plowing”mechanism of the track by the front wheelset of the first bogie.

Figure 8. Plowing mechanism of the track by the bogie of the overturned carriage.
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beginning of the superstructure zone wrecked by the “plowing” mechanism of the track, as
shown in Figure 7.

When, at the end of the overturning phase, carriage no. 1 crashed onto the infrastructure, it
presented the remaining wheelset still mounted on its first bogie with its axis slightly slanted
forward and the wheel, originally on the left side in the train motion direction, stuck under the
sleepers; as the carriage proceeded its course under these conditions, the track was plowed
according to the mechanism illustrated in Figure 8.

After the end of the plowing zone, the carriage continued to slide on its left side along the
railway superstructure.

3. Cut on the tank shell of carriage no. 1 and elements potentially
responsible for the opening of the cut

In the final phase of the accident, shortly before carriage no. 1 finally ended its course, an
external body present on the railway superstructure hit the pressure vessel and opened the cut
on the tank shell shown in Figure 9.

From this cut, the liquefied petroleum gas came out in liquid phase under pressure and started
the liquid-gas phase transformation, creating a gaseous cloud that expanded in the environ-
ment. After about 190 s, accidental causes determined the ignition of the gaseous cloud and the
catastrophic consequences of the accident.

Figure 10 shows the aerial view of the accident scenario with indication of the potentially
responsible elements that could have generated the cut on the tank shell through a mechanism
similar to the action of a metal cutting tool. The positions of the elements are reported in more
details in Figure 11.

• Track reference stake no. 23, found under the pressure vessel at about 7 m from the back
bumper of carriage no. 1.

Figure 9. Carriage no. 1 with a cut opening on the tank shell.
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• Track reference stake no. 24, found at about 3 m before the back bumper of carriage no. 1.

• Wing rail and check rail [2–4] that may have been hit by diverse components of the rolling
stock.

3.1. Track reference stake nos. 23 and 24

It is worth mentioning that a track curve reference stake is made of a chunk of rail anchored
in a concrete plinth grounded in the ballast so that the reference stake protrudes vertically
out of the ground level with an elevation 5 cm higher than the highest rail of the track
curve. The function of the track reference stakes is to allow for the periodical checking of
the correct geometry of the track curve next to which they are installed. To perform this
checking, a technician periodically controls that the internal edge of the highest rail of the

Figure 10. Aerial view of the accident with indication of the elements potentially responsible for the opening of the cut on
the tank shell.

Figure 11. Positions of the elements potentially responsible for the cut generation on the tank shell through an action
similar to metal cutting: track reference stake nos. 23 and 24, wing rail and check rail.
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track curve is 1.5 m distant from the reference line traced on the top section of the track
reference stake.

In Figure 12, the transverse section of a track curve reference stake is shown illustrating
the variation of the degree of danger as a function of the impact direction of a moving
body against the track reference stake. In the figure, two possible impact directions are
considered: the one of maximum degree of danger, parallel to the lower surface of the rail
chunk and the other of minimum degree of danger, perpendicular to the lower surface of
the rail chunk. For intermediate impact angles, the danger increases going from a perpen-
dicular impact to a parallel impact with reference to the lower surface of the rail chunk. In
the latter case, the extremely high contact forces due to the sharp configuration of the
corner of the lower surface of the rail chunk can easily determine the cutting of the sheet
metal of the impacting tank shell.

Figure 12. Transverse section of a track curve reference stake and directions of minimum and maximum danger grade in
case of impact by a moving body against the track reference stake.

Figure 13. Rear view of carriage no. 1 in the accident scene and positions of track reference stake nos. 23 and 24.
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Figure 13 shows the rear view of carriage no. 1 in the accident scene and the positions of track
reference stake nos. 23 and 24; the two track reference stakes are 10 m apart, as set by the
technical regulations of the Italian railways.

Figure 14 shows the front view of carriage no. 1 where it can be seen that the front bumper lies
on the right rail in the train motion direction of track no. 4.

In Figure 15, a detail of track reference stake no. 24, found under the tank of carriage no. 1
almost completely buried in the track ballast, is shown. The sharp corner of the lower surface
of the rail chunk, making up the track reference stake, appears highly abraded with its abraded
metal surface still not subjected to oxidization. This confirms that the abrasion process, due
to sliding against the carriage, was very recent during the examinations carried out in the
accident scenario.

Figure 14. Front view of carriage no. 1 in the accident scene and position of its front bumper.

Figure 15. Track reference stake no. 24, photographed during the investigations on the accident site conditions, almost
completely buried in the track ballast following its impact against the pressure vessel of carriage no. 1.
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Figure 16 shows track reference stake no. 24 after its extraction from the ballast: there are no
traces of flexural deformation evidencing that the track reference stake had been solely rotated
in a rigid way on its plinth during its knocking down under the impact action of the pressure
vessel of carriage no. 1. Moreover, the figure shows the notable extension of the abrasion of the
sharp corner of the lower surface of the track reference stake [6].

In Figure 17, a detail of track reference stake no. 23 knocked down by the pressure vessel of
carriage no. 1 about 10 m after track reference stake no. 24 had been hit is shown. The track
reference stake no. 23 was found under the tank, and its sharp corners did not show significant
traces of abrasion. At the moment of impact against track reference stake no. 23, the carriage
was by then almost steady and therefore endowed with a much lower kinetic energy with
respect to the moment of impact against track reference stake no. 24.

3.2. Wing rail and check rail

Figure 18 shows a detail of the deformation of the wing rail. The impact on the wing rail has a
component in the transverse direction, oriented toward the left side in the train motion direction,
and there are no traces of abrasion due to sliding on the deformed zone of the wing rail.

Figure 16. Track reference stake no. 24 photographed after its extraction from the track ballast. (a) In the foreground:
flange of the track reference stake with damaged edge; in the background: view of the concrete plinth; and (b) and (c)
details of the damaged edge.

Figure 17. Track reference stake no. 23, photographed during the investigations on the accident site conditions, partially
buried in the track ballast following its impact against the pressure vessel of carriage no. 1.
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Figure 18. Wing rail photographed during the investigations at the accident site conditions.

Figure 19. Check rail opposite to the wing rail photographed during the investigations on the accident site conditions.

Figure 20. (a) Enlarged external view of the end side of the cut with the attached corresponding chip bent internally
inside the tank shell and (b) enlarged internal view of the chip portion still attached to the tank shell.
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Figure 19 shows a detail of the deformation of the check rail opposite to the wing rail. It has
been subject to a strong impact in the direction of motion of the overturned carriage no. 1. One
element of the derailed material, sliding along the track, has hooked the check rail determining
on it a cut and some bulges.

The final part of the chip remained attached to the tank shell (Figure 20), while the initial chip
portion was detached from the shell and was found inside the tank. This segmented chip
shows the typical morphology of a chip formed during a machining operation that generates
a notable chip segmentation (Figure 21).

4. 3D Digital modeling and simulation analysis to identify the element
responsible for the cut

To identify the element that generated the cut in the tank shell of carriage no. 1 through a
mechanism similar to the action of a metal cutting tool, an approach based on 3D digital
modeling and simulation was employed [7].

Digital simulation allows to investigate different scenarios through the use of 3D digital twins
of real objects, motion simulation and detection of interferences, which are useful to identify
the root causes of the critical cut damage on the tank shell.

Figure 21. Chip portion detached from the tank shell showing the segmented morphology typical of a chip generated
during a machining operation.
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Within the digital simulation scenarios, it was investigated whether the form of the cut in the
pressure vessel fits to the damage found on the elements potentially accountable for the cutting
of the tank shell and whether the interference between elements and tank shell could generate
the chip through an interaction similar to metal cutting.

The 3D digital twins of the railway carriage and the elements potentially accountable for the
cutting were obtained by acquiring the geometry and shape of the real parts and reconstructing
their digital models via a reverse engineering (RE) procedure [8–10].

RE is the process of acquiring the geometry and shape of a part and reconstructing its digital
model. The first stage of the RE procedure, i.e., digital data acquisition, can be carried out by
means of several different tools [9, 11]. In this case, a time-of-flight laser sensor and a portable
laser scanner with high accuracy were employed for scanning the railway carriage and the
surrounding elements.

4.1. Track reference stake no. 23 exclusion and track reference stake no. 24 initial
confirmation

In Figure 22, the directions of the impact between the tank of carriage no. 1 and track reference
stake nos. 23 and 24 are evidenced. It is worth recalling that the tank first hit the track reference
stake no. 24 and afterward the track reference stake no. 23.

During the interaction with track reference stake no. 24, which was hit first, the tank, under the
action of the applied forces, initiated a rotational motion around a vertical axis, as endorsed by
the arched shape of the cut on the tank shell.

Figure 23 illustrates the motion of tank carriage no. 1 when, after hitting track reference stake
no. 24, it proceeded to hitting track reference stake no. 23. The rotation of the carriage around
the vertical axis was about 5� clockwise for an observer looking at the scene from above.

Figure 22. Direction of the impact between the tank of carriage no. 1 and track reference stake nos. 23 and 24.

Modern Railway Engineering88

4.2. Check rail exclusion

Figure 24 shows a series of details of the core zone of railway switch 13B. The scene refers to
the zone around the wing rail and the check rail as it appeared after the accident, where the
following elements were found:

• The anchorage bracket of carriage no. 1, sitting at about 3.5 m beyond the position of the
wing rail.

• A chunk of the right-side axle box, in the train motion direction, of the first (front) wheel
set no. 85890 of the front bogie, i.e., the axle box which remained mounted on carriage no.
1 after the second (back) wheel set no. 98331 of the front bogie was detached.

• Part of the sheet metal billboard welded on the side of carriage no. 1 for the application of
transport documentation.

Figure 23. Rotational motion of tank carriage no. 1 around a vertical axis.

Figure 24. Zone of the heart of railway switch 13B around the wing rail and the check rail immediately after the accident.
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• The manganese plates making up the kinematic surface on which the axle boxes slide with
respect to the axel guard

All these wreckages demonstrate that the body, which strongly deformed the check rail, was
an axle box that was practically destroyed during the impact (Figure 25).

Figure 26 shows two of the three chunks of the right axle box of the first wheelset of the front
bogie of carriage no. 1, whereas Figure 27 shows the digital model of the fragment of
Figure 26b obtained by reverse engineering reconstruction based on geometry acquisition with
a structured light optical sensor.

Figure 25. Position, in the accident scene, of the chunks of the right axle box of the front wheelset of the front boogie of
carriage no. 1; the axle box was greatly abraded and broken into three fragments.

Figure 26. Two of the three chunks of the right axle box of the front wheel set of the front bogie of carriage no. 1: (a) chunk
of the axle box found between the rails near the deformed check rail and (b) chunk of the axle box greatly abraded by the
granite sidewalk curb exerting a grinding action on the right axle box, found externally to the track near the right-side rail
in the train motion direction.
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The front part of the right axle box—right side in the train motion direction—of the front
wheel set was greatly abraded by the granite of the sidewalk curb that acted on the right
front axle box just like a grinding wheel on the workpiece in a grinding process (Figures 26b
and 27).

The realization of the digital twins of the check rail and the right axle box of the first wheel set
of the front bogie of carriage no. 1, obtained by reverse engineering reconstruction based on
geometry acquisition with a structured light optical sensor, allowed to reconstruct under
simulation the kinematics of the impact between axle box and check rail, as illustrated in
Figure 28a. Figure 28b shows the traces of damage on the check rail, which confirm the
kinematics illustrated in Figure 28a.

It is, therefore, evident that the damage on the check rail cannot be related to the opening of the
cut on the tank shell of carriage no. 1.

4.3. Initial confirmation of both wing rail and track reference stake no. 24

Figure 29 shows the digital model of the tank of carriage no. 1, obtained by reverse engineer-
ing reconstruction based on geometry acquisition with a time-of-flight laser sensor. The digital
model highlights the incidence angle of the cut that varies during progressing of the cutting
process. The incidence angle is the angle between the generatrix of the cylindrical body of the
tank and the straight-line tangent to the outline of the cut at the point of intersection between
generatrix and cut.

Figure 30 shows the photograph of the cut present on the tank shell of carriage no. 1
(Figure 30a) and the corresponding digital model obtained by reverse engineering reconstruc-
tion based on geometry acquisition with a time-of-flight laser sensor (Figure 30b).

By examining the digital models of Figures 29 and 30b, it can be noted that the cut starts with
an incidence angle of 5.1� and ends with an incidence angle of 9.8�. Accordingly, the rotation of
the tank around a vertical axis, as illustrated in Figure 12, was about 5�.

In Figure 31, the digital model of the wing rail, obtained by reverse engineering reconstruction
based on geometry acquisition with a structured light optical sensor, is reported in side view
(Figure 31a) and longitudinal view (Figure 31b). It can be noted that the blunted surface of

Figure 27. Digital twin of the chunk of the right axel box of the first wheel set of the front bogey of carriage no. 1 obtained
by reverse engineering reconstruction based on geometry acquisition with a structured light optical sensor.
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• The manganese plates making up the kinematic surface on which the axle boxes slide with
respect to the axel guard

All these wreckages demonstrate that the body, which strongly deformed the check rail, was
an axle box that was practically destroyed during the impact (Figure 25).

Figure 26 shows two of the three chunks of the right axle box of the first wheelset of the front
bogie of carriage no. 1, whereas Figure 27 shows the digital model of the fragment of
Figure 26b obtained by reverse engineering reconstruction based on geometry acquisition with
a structured light optical sensor.

Figure 25. Position, in the accident scene, of the chunks of the right axle box of the front wheelset of the front boogie of
carriage no. 1; the axle box was greatly abraded and broken into three fragments.

Figure 26. Two of the three chunks of the right axle box of the front wheel set of the front bogie of carriage no. 1: (a) chunk
of the axle box found between the rails near the deformed check rail and (b) chunk of the axle box greatly abraded by the
granite sidewalk curb exerting a grinding action on the right axle box, found externally to the track near the right-side rail
in the train motion direction.
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the extremity of the wing rail interested by the damage does not evidence traces of abrasion
due to sliding.

Figure 32 illustrates the simulation of the interaction between wing rail (the digital model of
which was considered fixed with respect to the ground) and the deformed area of the tank

Figure 28. (a) Simulation reconstruction of the kinematics of the impact between check rail and right axel box of the first
wheel set of the front bogey of carriage no. 1 and (b) traces of damage on the check rail confirming the kinematics
described in Figure 28a.

Figure 29. Digital twin of the tank of carriage no. 1. Obtained by reverse engineering reconstruction based on geometry
acquisition with a time-of-flight laser sensor, with indication of the incidence angle of (a) beginning of the cut and (b) end
of the cut.
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shell of carriage no. 1. The simulation comprises the following phases: (a) initial contact
between wing rail and shell of the tank, (b) penetration into the sheet metal of the tank shell
and start of the cutting, (c) progressing of the cutting process, (d) end of the cutting, (e) start of
the sliding on the tank shell surface, and (f) end of the sliding.

Figure 33a and b shows the details of the cutting phases corresponding to the positions of
Figure 32c and d, respectively.

The analysis of the diverse relative positions of the wing rail and the cut opening shows a
geometrical compatibility between the two digital models during the cutting process.

The same simulation was carried out by considering the damage caused by track reference
stake no. 24, the digital model of which, realized by reverse engineering reconstruction based
on geometry acquisition with a structured light optical sensor, is reported in Figure 34. The
figure shows a view from the head side (Figure 34a) and from the flange side (Figure 34b) of
the rail chunk making up the track reference stake, evidencing the highly abraded sharp
corner.

Figure 35 shows the simulation of the interaction between track reference stake no. 24
and side of the tank shell of carriage no. 1, comprising the following phases: (a) initial
contact between track reference stake and tank shell side, (b) penetration into the tank shell

Figure 30. (a) Photograph of the cut present on the tank shell of carriage no. 1 and (b) digital model of the cut obtained by
reverse engineering reconstruction based on geometry acquisition with a time-of-flight laser sensor.

Figure 31. Digital twin of the wing rail obtained by reverse engineering reconstruction based on geometry acquisition
with a structured light optical sensor: (a) side view and (b) longitudinal view.
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side and start of cutting (c), (d) end of cutting, (e) start of sliding, and (f) end of sliding on the
shell surface.

Figure 36a and b shows the details of the phases of the cutting action by track reference stake
no. 24 corresponding to the positions of Figure 35c and d, respectively.

Also the analysis of this simulation confirms the geometrical compatibility between the shape
of track reference stake no. 24 and the opening generated by its cutting action on the tank shell,

Figure 32. Simulation of the interaction between wing rail and tank shell of carriage no. 1: (a) contact, (b) penetration, (c)
cutting, (d) exit, (e) start of sliding, and (f) end of sliding.

Figure 33. Details of the phases of the cutting action by the wing rail corresponding to: (a) the position of Figure 32c and
(b) the position of Figure 32d.
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taking into account the yielding and knocking down of track reference stake no. 24 under the
impact of tank carriage no. 1.

Thus, the analyses of the damage generation process, carried out by simulating the relative
displacements between the deformed zone of the tank shell and the possible responsible
elements encountered by carriage no. 1 during the accident, evidenced that both wing rail

Figure 34. Digital twin of track reference stake no. 24, obtained by reverse engineering reconstruction based on geometry
acquisition with a time-of-flight laser sensor: (a) view from the head side and (b) view from the flange side, evidencing the
highly abraded sharp corner.

Figure 35. Simulation of the interaction between track reference stake no. 24 and tank shell side of carriage no. 1: (a) initial
contact, (b) penetration, (c) start of cutting, (d) end of cutting, (e) start of sliding, and (f) end of sliding.
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side and start of cutting (c), (d) end of cutting, (e) start of sliding, and (f) end of sliding on the
shell surface.

Figure 36a and b shows the details of the phases of the cutting action by track reference stake
no. 24 corresponding to the positions of Figure 35c and d, respectively.

Also the analysis of this simulation confirms the geometrical compatibility between the shape
of track reference stake no. 24 and the opening generated by its cutting action on the tank shell,

Figure 32. Simulation of the interaction between wing rail and tank shell of carriage no. 1: (a) contact, (b) penetration, (c)
cutting, (d) exit, (e) start of sliding, and (f) end of sliding.

Figure 33. Details of the phases of the cutting action by the wing rail corresponding to: (a) the position of Figure 32c and
(b) the position of Figure 32d.
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and track reference stake no. 24 could be geometrically compatible with the shape of the cut on
the tank shell.

4.4. Wing rail final exclusion

However, the previous simulation analyses were limited to the verification, from a geometrical
point of view, of the local compatibility of the elements possibly responsible for the cut
opening with the shape of the cut on the tank shell, without taking into account the positions
assumed by the entire tank carriage during the cut generation process.

Therefore, the simulations were newly performed by considering the complete digital models
of tank carriage no. 1 (Figure 37).

The positions assumed by tank carriage no. 1 during its impact against the elements possibly
responsible for the cut were analyzed in the framework of the railway infrastructure with
particular reference to the wing rail and track reference stake no. 24 (Figure 38a and b).

Under the hypothesis of tank shell cutting by the wing rail, Figure 39 shows diverse visualiza-
tions of the positions assumed by the tank carriage no. 1 during the cutting phases corresponding
to Figure 32c and 33a.

Figure 40 shows the views of the positions assumed by tank carriage no. 1 under the hypoth-
esis of tank shell cutting by the wing rail corresponding to Figures 32d and 33b.

This simulation evidences a macroscopic interference between tank carriage no. 1 and the
railway infrastructure that looks particularly evident in the more advanced phase of the
cutting process, where the overlap between the tank carriage and the railway infrastructure is
clearly visible (Figure 40).

Accordingly, even if from a geometrical point of view, the interaction between wing rail and
tank shell is locally compatible with the cut shape, the carriage, in order to allow for the
generation of the entire cut opening, should have assumed positions that are not compatible
with the railway infrastructure. Furthermore, it must be considered that the final phase of the
cutting process, consisting in the sliding of Figure 32d, was determined on the tank shell by an

Figure 36. Details of the phases of the cutting action by track reference stake no. 24 corresponding to the position of (a)
Figure 35c and (b) Figure 35d.
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object with a sharpened corner shape and not with a blunted corner shape such as the one of
the wing rail (Figure 31).

It can thus be stated that the wing rail cannot have been the cause of the cut opening on the
tank shell side.

Figure 37. Digital model reconstruction of the entire tank carriage no. 1.

Figure 38. Digital model reconstruction of the railway infrastructure based on the planimetric measurements of the
accident scene: (a) position of the wing rail and (b) lateral view of the position of track reference stake no. 24.

Figure 39. Views of the positions assumed by tank carriage no. 1 in the framework of the railway infrastructure under the
hypothesis of tank shell cutting by the wing rail during the phase corresponding to Figure 32c and 33a.
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4.5. Track reference stake no. 24 final confirmation

Figures 41-44 show the positions assumed by tank carriage no. 1 under the hypothesis of
impact against track reference stake no. 24. In particular, the results refer to the following
phases of the cutting process: initial contact (Figures 35a and 41, penetration (Figures 35b
and 42), cutting (Figures 35c and 43), and sliding (Figures 35d and 44). The simulations took
into account the yielding of track reference stake no. 24, which under the impact action by the
tank vessel, was tilted till it knocked down sideways (Figure 35).

The simulation results show that, under the hypothesis of tank shell cutting by track reference
stake no. 24, no interference is evidenced between tank carriage no. 1 and the railway infra-
structure during the tank shell cutting process.

Accordingly, the tank of carriage no. 1, already overturned on its left side, impacted with its
front part against track reference stake no. 24, which started the cutting action by penetrating
for a certain depth inside the tank shell and continued to cut the sheet metal of the tank shell
till it exited from the cut opening after its knocking upon yielding of the ballast where it was
grounded.

Figure 40. Views of the positions assumed by tank carriage no. 1 in the framework of the railway infrastructure under the
hypothesis of tank shell cutting by the wing rail during the phase corresponding to Figure 32d and 33b.

Figure 41. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: initial contact phase (Figure 35a).
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Figure 45a and b shows the details of the position of track reference stake no. 24 during the
penetration phase into the tank shell.

Figure 42. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: penetration phase (Figure 35b).

Figure 43. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: cutting phase (Figure 35c).

Figure 44. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: sliding phase (Figure 35d).
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Figure 41. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: initial contact phase (Figure 35a).

Modern Railway Engineering98

Figure 45a and b shows the details of the position of track reference stake no. 24 during the
penetration phase into the tank shell.

Figure 42. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: penetration phase (Figure 35b).

Figure 43. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: cutting phase (Figure 35c).

Figure 44. Position assumed by tank carriage no. 1 in the framework of the railway infrastructure under the hypothesis of
tank shell cutting by track reference stake no. 24: sliding phase (Figure 35d).

3D Digital Simulation for Material Damage Mechanism Identification in a Railway Carriage Pressure Vessel
http://dx.doi.org/10.5772/intechopen.73233

99



During the last phase of interaction, track reference stake no. 24, reversed on the track ballast,
could not continue its cutting action on the sheet metal of the tank shell; however, it stuck out
of the ground enough to be able to mark the tank shell with a long scratch starting from the
end of the cut opening. During this final phase, the sliding between tank shell and track
reference stake no. 24 determined the abrasion of the sharp edge of the stake, as evidenced in
Figure 37. Figure 46 shows diverse views of the position of track reference stake no. 24 during
the final sliding phase against the tank shell.

Figure 45. Details of the position of track reference stake no. 24 during the penetration phase into the tank shell: (a) view
from the outside of the tank and (b) view from the inside of the tank.

Figure 46. Position of track reference stake no. 24 during the sliding phase against the tank shell.
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It can thus be stated that the track reference stake has been the actual cause of the cut opening
on the tank shell side.

5. Conclusions

With reference to a real catastrophic train accident where a railway tank carriage, carrying
a pressure vessel filled with liquefied petroleum gas, collided with an obstacle that generated a
cut in the tank shell, causing a gas leakage with consequent explosion and fire responsible for
a high number of human casualties, traditional railway accident reconstruction procedures
identified two potential objects accountable for the cutting of the pressure vessel shell—a wing
rail and a track reference stake.

In this work, based on digital terrain models and reconstructed models of the railway carriage
and the objects possibly responsible for the cut damage on the tank shell, 3D digital simulation
scenarios were created, allowing to position and rotate the carriage interactively to detect
every possible collision of the pressure vessel with the infrastructure environment. The scope
was to investigate whether the form of the cut in the pressure vessel fits to the damage found
on the objects potentially accountable for the cutting of the tank shell and whether the interfer-
ence between object and shell could generate the resulting metal chip, found in the tank,
through an interaction similar to a metal cutting operation.

The digital simulation of the developments of the collision between railway tank carriage and
infrastructure allowed to observe the potential carriage displacements during the accident from
any angular viewpoint. The interference related to collisions between railway tank carriage and
the objects in the infrastructure environment potentially responsible for the cut opening was
highlighted, allowing to identify the most likely root cause of the catastrophic railway accident.

The analyses of the cut damage process carried out by simulating the relative displacements
between the deformed zone of the tank shell and the objects possibly responsible for the cut
provided the evidence that two such objects, i.e., a wing rail and a track reference stake, could
be geometrically compatible with the shape of the cut.

However, the analyses were limited to the verification, from a geometrical point of view, of
the local compatibility between each object and the shape of the cut shape on the tank shell,
without taking into account the positions assumed by the entire tank carriage during the cut
generation process.

Thus, the simulations were newly performed by considering the complete digital models of the
railway tank carriage. The positions assumed by this tank carriage during the simulated
impact against the objects possibly responsible for the cut were analyzed with particular
reference to the wing rail and the track reference stake in the infrastructure environment.

Under the hypothesis of cut damage determined by the wing rail, the simulation of the
positions assumed by the tank carriage during the cutting phases evidences a macroscopic
interference between tank carriage and the railway infrastructure that looks particularly

3D Digital Simulation for Material Damage Mechanism Identification in a Railway Carriage Pressure Vessel
http://dx.doi.org/10.5772/intechopen.73233

101



During the last phase of interaction, track reference stake no. 24, reversed on the track ballast,
could not continue its cutting action on the sheet metal of the tank shell; however, it stuck out
of the ground enough to be able to mark the tank shell with a long scratch starting from the
end of the cut opening. During this final phase, the sliding between tank shell and track
reference stake no. 24 determined the abrasion of the sharp edge of the stake, as evidenced in
Figure 37. Figure 46 shows diverse views of the position of track reference stake no. 24 during
the final sliding phase against the tank shell.

Figure 45. Details of the position of track reference stake no. 24 during the penetration phase into the tank shell: (a) view
from the outside of the tank and (b) view from the inside of the tank.

Figure 46. Position of track reference stake no. 24 during the sliding phase against the tank shell.

Modern Railway Engineering100

It can thus be stated that the track reference stake has been the actual cause of the cut opening
on the tank shell side.

5. Conclusions

With reference to a real catastrophic train accident where a railway tank carriage, carrying
a pressure vessel filled with liquefied petroleum gas, collided with an obstacle that generated a
cut in the tank shell, causing a gas leakage with consequent explosion and fire responsible for
a high number of human casualties, traditional railway accident reconstruction procedures
identified two potential objects accountable for the cutting of the pressure vessel shell—a wing
rail and a track reference stake.

In this work, based on digital terrain models and reconstructed models of the railway carriage
and the objects possibly responsible for the cut damage on the tank shell, 3D digital simulation
scenarios were created, allowing to position and rotate the carriage interactively to detect
every possible collision of the pressure vessel with the infrastructure environment. The scope
was to investigate whether the form of the cut in the pressure vessel fits to the damage found
on the objects potentially accountable for the cutting of the tank shell and whether the interfer-
ence between object and shell could generate the resulting metal chip, found in the tank,
through an interaction similar to a metal cutting operation.

The digital simulation of the developments of the collision between railway tank carriage and
infrastructure allowed to observe the potential carriage displacements during the accident from
any angular viewpoint. The interference related to collisions between railway tank carriage and
the objects in the infrastructure environment potentially responsible for the cut opening was
highlighted, allowing to identify the most likely root cause of the catastrophic railway accident.

The analyses of the cut damage process carried out by simulating the relative displacements
between the deformed zone of the tank shell and the objects possibly responsible for the cut
provided the evidence that two such objects, i.e., a wing rail and a track reference stake, could
be geometrically compatible with the shape of the cut.

However, the analyses were limited to the verification, from a geometrical point of view, of
the local compatibility between each object and the shape of the cut shape on the tank shell,
without taking into account the positions assumed by the entire tank carriage during the cut
generation process.

Thus, the simulations were newly performed by considering the complete digital models of the
railway tank carriage. The positions assumed by this tank carriage during the simulated
impact against the objects possibly responsible for the cut were analyzed with particular
reference to the wing rail and the track reference stake in the infrastructure environment.

Under the hypothesis of cut damage determined by the wing rail, the simulation of the
positions assumed by the tank carriage during the cutting phases evidences a macroscopic
interference between tank carriage and the railway infrastructure that looks particularly

3D Digital Simulation for Material Damage Mechanism Identification in a Railway Carriage Pressure Vessel
http://dx.doi.org/10.5772/intechopen.73233

101



evident in the more advanced phase of the cut opening process, where the overlap between the
tank carriage and the railway infrastructure is clearly visible.

Accordingly, even if from a geometrical point of view, the interaction between wing rail and
tank shell is locally compatible with the cut shape, the carriage, in order to allow for the
generation of the entire cut opening, should assume positions that are not compatible with
the railway infrastructure. Furthermore, it must be considered that the final phase of the
cutting process, consisting in the sliding against the pressure vessel shell, was determined on
the tank shell side by an object with a sharpened corner shape and not with a blunted corner
shape such as the one of the wing rail. It can thus be stated that the wing rail cannot have been
the cause of the cut opening on the tank shell.

Under the hypothesis of cutting caused by the track reference stake, the simulations of the
positions assumed by the railway tank carriage during the cutting phases show that no
interference is established between tank carriage and the railway infrastructure during the cut
opening process of the tank shell.

Accordingly, the tank of the railway carriage, already overturned on its left side, impacted with
its front part against the track reference stake. The latter started the cutting action by penetrat-
ing for a certain depth inside the tank shell and continued to cut the sheet metal of the tank
shell till it exited from the cut opening as it knocked down upon being removed from the
ballast where it was grounded.

During the last phase of interaction, the track reference stake, reversed on the track ballast, could
not continue its cutting action on the sheet metal of the tank shell; however, it stuck out of the
ground enough to be able to mark the tank shell with a long scratch starting from the end of the
cut opening. During this final phase, the sliding between tank shell and track reference stake
determined the abrasion of the sharp edge of the stake. It can thus be maintained that the track
reference stake has been the actual cause of the cut opening on the tank shell side.

As described in Section 3.1, the traditional system for railway track curve geometry periodic
checking is based on the installation of reference stakes made of rail chunks grounded in the
ballast every 10 m next to the track curve to be checked and protruding vertically out of the
ground level. This practice poses a major hazard due to the presence of permanently installed
vertical rail chunks characterized by sharp corners that, in case of impact against rail carriages
for transportation of dangerous goods or of passengers, can cause considerable damage or
even provoke catastrophic events.

The introduction of alternative track positioning and control systems, capable to provide more
advanced solutions for safer conditions in the railway infrastructure and operations, is highly
desirable to avoid future disastrous accidents of the kind reported in this work. One such
alternative system is represented by the railway surveying system already introduced by the
national railways in Germany and Norway [12]. Its operation requires the setting, along the
track of interest, of topographic reference points, the position of which is previously deter-
mined through a precision polygon. Through traditional topographic methods, these points
are subsequently referred to by the points materialized through fastening devices, incorpo-
rated in the concrete basis of the poles or portals of the electric power line, for the positioning
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of the measuring instrument. A main advantage of this alternative system over the traditional
track positioning and control system is that the track axis is referred to an absolute coordinate
system, which allows for the “free” positioning of the measurement station outside the influ-
ence of the train movement, without interference with the railway operation. A further major
advantage is that there is no more need for track reference stakes: this notably reduces the
installation costs, due to the much smaller number of low cost reference points, as well as the
complete elimination of sharp corner rail chunks permanently standing in the railway infra-
structure, thus providing a vital improvement in the railway operational safety.

Author details

Alessandra Caggiano1,2* and Roberto Teti1,3

*Address all correspondence to: alessandra.caggiano@unina.it

1 Fraunhofer Joint Laboratory of Excellence on Advanced Production Technology
(Fh-J_LEAPT UniNaples), Naples, Italy

2 Department of Industrial Engineering, University of Naples Federico II, Naples, Italy

3 Department of Chemical, Materials and Industrial Production Engineering, University of
Naples Federico II, Naples, Italy

References

[1] Ministero delle Infrastrutture e Trasporti. Relazione d’indagine sull’incidente ferroviario
di Viareggio. 2 aprile 2014. 84 p

[2] Chandra S. Railway Engineering. India: Oxford University Press, Inc.; 2008

[3] Mundrey JS. Railway Track Engineering. India: Tata McGraw-Hill Education. 2009

[4] Bonnet CF. Practical Railway Engineering. UK: Imperial College Press; 2005

[5] Toni P. Ricostruzione della dinamica dell'incidente ed individuazione delle cause che lo
provocarono. Consulenza tecnica di ufficio, Procura della Repubblica presso il Tribunale
di Lucca, Italy; 2011

[6] Teti, R. Relazione tecnica di parte: Ricostruzione della dinamica dell'incidente ferroviario
di Viareggio del 29.06.2009 e individuazione delle cause del disastro. 2012

[7] Caggiano A, Nele L, Sarno E, Teti R. 3D digital reconfiguration of an automated welding
system for a railway manufacturing application. Procedia CIRP. 2014;25:39-45

[8] Raja V, Fernandes KJ, editors. Reverse Engineering: An Industrial Perspective. London:
Springer-Verlag; 2008. 242 p

3D Digital Simulation for Material Damage Mechanism Identification in a Railway Carriage Pressure Vessel
http://dx.doi.org/10.5772/intechopen.73233

103



evident in the more advanced phase of the cut opening process, where the overlap between the
tank carriage and the railway infrastructure is clearly visible.

Accordingly, even if from a geometrical point of view, the interaction between wing rail and
tank shell is locally compatible with the cut shape, the carriage, in order to allow for the
generation of the entire cut opening, should assume positions that are not compatible with
the railway infrastructure. Furthermore, it must be considered that the final phase of the
cutting process, consisting in the sliding against the pressure vessel shell, was determined on
the tank shell side by an object with a sharpened corner shape and not with a blunted corner
shape such as the one of the wing rail. It can thus be stated that the wing rail cannot have been
the cause of the cut opening on the tank shell.

Under the hypothesis of cutting caused by the track reference stake, the simulations of the
positions assumed by the railway tank carriage during the cutting phases show that no
interference is established between tank carriage and the railway infrastructure during the cut
opening process of the tank shell.

Accordingly, the tank of the railway carriage, already overturned on its left side, impacted with
its front part against the track reference stake. The latter started the cutting action by penetrat-
ing for a certain depth inside the tank shell and continued to cut the sheet metal of the tank
shell till it exited from the cut opening as it knocked down upon being removed from the
ballast where it was grounded.

During the last phase of interaction, the track reference stake, reversed on the track ballast, could
not continue its cutting action on the sheet metal of the tank shell; however, it stuck out of the
ground enough to be able to mark the tank shell with a long scratch starting from the end of the
cut opening. During this final phase, the sliding between tank shell and track reference stake
determined the abrasion of the sharp edge of the stake. It can thus be maintained that the track
reference stake has been the actual cause of the cut opening on the tank shell side.

As described in Section 3.1, the traditional system for railway track curve geometry periodic
checking is based on the installation of reference stakes made of rail chunks grounded in the
ballast every 10 m next to the track curve to be checked and protruding vertically out of the
ground level. This practice poses a major hazard due to the presence of permanently installed
vertical rail chunks characterized by sharp corners that, in case of impact against rail carriages
for transportation of dangerous goods or of passengers, can cause considerable damage or
even provoke catastrophic events.

The introduction of alternative track positioning and control systems, capable to provide more
advanced solutions for safer conditions in the railway infrastructure and operations, is highly
desirable to avoid future disastrous accidents of the kind reported in this work. One such
alternative system is represented by the railway surveying system already introduced by the
national railways in Germany and Norway [12]. Its operation requires the setting, along the
track of interest, of topographic reference points, the position of which is previously deter-
mined through a precision polygon. Through traditional topographic methods, these points
are subsequently referred to by the points materialized through fastening devices, incorpo-
rated in the concrete basis of the poles or portals of the electric power line, for the positioning

Modern Railway Engineering102

of the measuring instrument. A main advantage of this alternative system over the traditional
track positioning and control system is that the track axis is referred to an absolute coordinate
system, which allows for the “free” positioning of the measurement station outside the influ-
ence of the train movement, without interference with the railway operation. A further major
advantage is that there is no more need for track reference stakes: this notably reduces the
installation costs, due to the much smaller number of low cost reference points, as well as the
complete elimination of sharp corner rail chunks permanently standing in the railway infra-
structure, thus providing a vital improvement in the railway operational safety.

Author details

Alessandra Caggiano1,2* and Roberto Teti1,3

*Address all correspondence to: alessandra.caggiano@unina.it

1 Fraunhofer Joint Laboratory of Excellence on Advanced Production Technology
(Fh-J_LEAPT UniNaples), Naples, Italy

2 Department of Industrial Engineering, University of Naples Federico II, Naples, Italy

3 Department of Chemical, Materials and Industrial Production Engineering, University of
Naples Federico II, Naples, Italy

References

[1] Ministero delle Infrastrutture e Trasporti. Relazione d’indagine sull’incidente ferroviario
di Viareggio. 2 aprile 2014. 84 p

[2] Chandra S. Railway Engineering. India: Oxford University Press, Inc.; 2008

[3] Mundrey JS. Railway Track Engineering. India: Tata McGraw-Hill Education. 2009

[4] Bonnet CF. Practical Railway Engineering. UK: Imperial College Press; 2005

[5] Toni P. Ricostruzione della dinamica dell'incidente ed individuazione delle cause che lo
provocarono. Consulenza tecnica di ufficio, Procura della Repubblica presso il Tribunale
di Lucca, Italy; 2011

[6] Teti, R. Relazione tecnica di parte: Ricostruzione della dinamica dell'incidente ferroviario
di Viareggio del 29.06.2009 e individuazione delle cause del disastro. 2012

[7] Caggiano A, Nele L, Sarno E, Teti R. 3D digital reconfiguration of an automated welding
system for a railway manufacturing application. Procedia CIRP. 2014;25:39-45

[8] Raja V, Fernandes KJ, editors. Reverse Engineering: An Industrial Perspective. London:
Springer-Verlag; 2008. 242 p

3D Digital Simulation for Material Damage Mechanism Identification in a Railway Carriage Pressure Vessel
http://dx.doi.org/10.5772/intechopen.73233

103



[9] Bernard A. Virtual engineering: Methods and tools. Journal of Engineering Manufacture.
2005;219(B5):413-422

[10] Barone S, Razionale AV. Relazione tecnica rilievi 3D ed analisi delle condizioni geometriche
di danneggiamento del carro cisterna 3380 781 8 210-6 del treno 50325 a seguito dello svio
del 29/06/2009. Pisa. 21/10/2010

[11] Segreto T, Caggiano A, D'Addona DM. Assessment of laser-based reverse engineering
systems for tangible cultural heritage conservation. International Journal of Computer
Integrated Manufacturing. 2013;26(9):857-865

[12] Aquilino E, Colonna P, Tragni O. Le innovazioni tecnologiche nei metodi di tracciamento
e controllo delle curve ferroviarie. In: Convegno SIIV. (Società italiana di infrastrutture
viarie); Cagliari. 1999. pp. 1-18

Modern Railway Engineering104

Section 3

Control-Command and Signalling



[9] Bernard A. Virtual engineering: Methods and tools. Journal of Engineering Manufacture.
2005;219(B5):413-422

[10] Barone S, Razionale AV. Relazione tecnica rilievi 3D ed analisi delle condizioni geometriche
di danneggiamento del carro cisterna 3380 781 8 210-6 del treno 50325 a seguito dello svio
del 29/06/2009. Pisa. 21/10/2010

[11] Segreto T, Caggiano A, D'Addona DM. Assessment of laser-based reverse engineering
systems for tangible cultural heritage conservation. International Journal of Computer
Integrated Manufacturing. 2013;26(9):857-865

[12] Aquilino E, Colonna P, Tragni O. Le innovazioni tecnologiche nei metodi di tracciamento
e controllo delle curve ferroviarie. In: Convegno SIIV. (Società italiana di infrastrutture
viarie); Cagliari. 1999. pp. 1-18

Modern Railway Engineering104

Section 3

Control-Command and Signalling



Chapter 6

Advanced Train Positioning/Communication System

Fouzia Elbahhar and Marc Heddebaut

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.71768

Provisional chapter

Advanced Train Positioning/Communication System

Fouzia Elbahhar and Marc Heddebaut

Additional information is available at the end of the chapter

Abstract

In the past, in order to ensure train positioning as well as ground-to-train information
exchange, railways have adopted various technologies. Over time, each new generation of
equipment enriched the global information exchange but, as a consequence, necessitated
higher data rate transfers. For the positioning functionality, the existing localisation sys-
tems are still limited, since most of them require an infrastructure installation with con-
straints such as laying equipment between the rails or having high database maintenance
requirements and computational costs. Moreover, some of them accumulate errors (odom-
eters and inertial sensors) or offer limited coverage in shadowed areas (GNSS, etc.).
Currently, in railway applications, a widely used localization system is based on proprio-
ceptive sensors embarked in the train. This on-board system is coupled to the use of balises
located at ground between the rails. These balises are kilometre markers. They are used to
compensate for the drift of the localization information computed using the proprioceptive
sensors alone, when the train moves. The balises provide absolute localization information
whenever the train passes over them. They can also provide spot communication during
the short period of time when trains are passing over them. In the first part of this chapter,
techniques for achieving train positioning and data exchanges between trains and infra-
structure are introduced. In the second part, a new balise is proposed. Particular attention
is paid to the contribution of this new solution in terms of localization error and commu-
nication performances.

Keywords: railway balise, MISO-UWB, time reversal technique, localization error,
physical layer performances

1. Introduction

This chapter is organised in two main parts. Sections 1–7 present railway requirements in terms
of train tele-positioning and self-positioning systems. It also describes some corresponding
generic technical solutions. Moreover, in Sections 5 and 6, the document focuses on the use of
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railway balises installed along the track. They are exploited for train positioning, as well as spot
ground-to-train communications. Current existing technologies for these balises are then
recalled, and potential technical limitations are deduced. In the second part of the chapter, in
Section 8, a new balise using the Ultra-Wideband Impulse-Radio (UWB-IR) technique associated
to the Time Reversal (TR) technique is introduced and extensively analysed. Then, Section 9
presents some experimental results characterising the operation of this balise. Finally, Section 10
draws a conclusion.

2. Train speed control

During the 1970s, a number of railway accidents came to recall that the safety of rail transport
was not strictly guaranteed, and that there were, in particular but not only, some technical gaps
to be filled. Accidents continued to occur in the 1980s, and experts noticed that stop signals,
normally leading to the mandatory shutdown of trains, were often not respected by train drivers.
These studies convinced railway operators that the operation of trains based solely on human
control was not sufficient to ensure the desired level of safety for this mode of transport. It was
therefore necessary to envisage the introduction of a speed control system that would comple-
ment and control the supervision carried out by drivers and, if necessary, imposed on them.

An effective train speed control requires access to several parameters. A vital parameter
requires constant knowledge of the geographical location of all trains, also known as train
positioning, circulating along the railway network. Train positioning, combined with train
identification, as well as the knowledge of the characteristics of the track, makes it possible to
generate, from a distant ground operator, speed instructions transmitted to the train, ranging
from full speed allowed at this point of the railway network to an absolute stop. This allows
safe circulation of all the trains circulating along the railway line. Of course, the safety require-
ments associated with the development of such a speed control and particularly train position-
ing of the trains arise are extremely high. Consequently, it imposes significant repercussions on
the technologies likely to be used to ensure this technical function.

3. Safety integrity levels

Since in railway operation the lives of human beings are at stake, safety is of major concern for
train speed control and therefore train positioning. In particular, dangerous failure modes
must be reduced to an extremely low level. In railway operation, as in many other industrial
operations, safety integrity levels (SILs) are used to determine the necessary target level of risk
reduction. The IEC 61508 standard defines four SILs that correspond to different probability of
failure per hour [1]. SIL 4 corresponds to the more critical situations and the lowest probability
of failure per hour.

A SIL is determined using a number of quantitative factors that are combined with qualitative
factors including hardware safety integrity and systematic safety integrity. As a consequence,
SIL 4 must be achieved for speed control and for any train positioning hardware.
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On the ground side, two major technologies are currently operational on most of the world’s
rail networks. They are based, on the one hand, on the use of track circuits and, on the other
hand, on track balises providing positioning and ground-to-train spot radio communication.
On the train side, an odometry processing unit exploiting different sensor technologies is used.
Merging different technologies helps reducing common mode failures, as SIL 4 certification is
mandatory for this equipment.

4. Track circuit, a safe train tele-positioning system

The track circuit is one of the very first electrical signalling systems used to ensure the safety of
rail traffic. It makes it possible to detect the presence of at least one train present on a length of
railway track called a fixed block and indirectly to ensure a safe distance between the trains
running on the same line. Some also allow the transmission of speed and stop instructions to
the train. Although its principle is very old, different manufacturers have developed many
distinct technical achievements. Track circuit current use is almost universal on railway net-
works [2]. The general principle of operation of the track circuit is as follows: the track is
physically divided into several fixed blocks from a few hundred metres to a few kilometres
long. The length depends on the use of the line and the speeds of the trains circulating there. A
signal, the characteristics of which are related to the type of track circuit used (frequency and
amplitude), is emitted along the rails by a transmitter placed at one end of the block. If the
receiver at the other end receives this signal, then the fixed block is declared unoccupied. This
information is reported to the ground train speed control system. In the opposite case, if the
train is located somewhere along the fixed block, the signal does not reach the receiver because
the two rails are short-circuited by the axle of the train and the fixed block is declared
occupied. This positioning information is determined from the ground, not by the train itself,
e.g. tele-positioning, and reported to the distant ground-based train speed control system.

We notice that, for these track circuits, the two rails are used as a bifilar untwisted transmission
line. Due to the use of steel rails directly placed on the ground, on ballast, this transmission line
presents rapidly increasing losses, as the frequency increases. In practice, only low frequencies,
up to a few kHz (1–2 kHz), make it possible to obtain communication ranges compatible with
fixed block lengths up to 2–3 km [3].

From the point of view of train safety operation, it is therefore mandatory to detect the presence
of effective trains on all the occupied fixed blocks and to be certain that these trains actually
occupy the detected cantons, but not other fixed blocks. Depending on the type of separation
used between the different fixed blocks, many types of track circuits exist based on the same
general principle, but exploiting different technical approaches, not interoperable between them.
In practice, separation between fixed blocks may be carried out by an insulating joint, which
physically separates the various sections of the rails. With welded rails, low frequency, e.g. audio
frequencies (AF) at 1–2 kHz can be used. An electrical joint based on a set of parallel inductances
and capacitors acts as a filter preventing the passage of the low frequency signal from a fixed
block to the following one. Figure 1 presents such a filter used in a so-called UM71 AF jointless
track circuit [4].
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Fixed block noted n � 1 is travelled by a low-frequency F1 signal, which is heavily attenuated
while passing through the filter and therefore almost undetectable in the following fixed block
noted n. In the same way, fixed block n is travelled by a signal at frequency F2, which is also
heavily attenuated while passing through the filter, so to be undetectable in the preceding
fixed block n � 1. Therefore, all the consecutive fixed blocks can exploit the same alternation of
frequencies F1 and F2. Frequencies F1 and F2 are chosen sufficiently low to enable a sufficient
communication range and outside of potential harmonic signals coming from the electric train
traction energy. They also must be sufficiently different to be effectively filtered. Of course,
industrial choices can differ a bit, and technically, track circuits can be implemented differently
from one network to another one, which also raises the problem of railway interoperability
between different networks.

We deduce that track circuits provide a safe train detection of all the trains circulating along
the railway level, with a spatial resolution limited to the length of the fixed block. Moreover, if
the identification of the train is known by other technical means, then train tele-positioning, of
course not very accurate since train positioning is only known somewhere along the fixed
block, but safe, is provided.

5. Train odometry and balises

On the train side, measurements of the speed and position to deduce train self-positioning are
continuously determined using an odometer exploiting different proprioceptive sensors. These
sensors may consist of axle counters; they determine speed and covered distance knowing the
circumference of the wheel [5]. To measure the speed and distance covered another way,
microwave Doppler radars pointed to the ballast may also be used [6]. These Doppler radars
exploit back scattering from the ballast, and their frequency can be optimised for the particular
granulometry of the used ballast. Figure 2 illustrates these two widely used sensor families.

Inertial sensors and global navigation satellite system (GNSS) sensors, among others are also
used, are considered.

To the transmi�er or receiver
opera�ng at F1

To the transmi�er or receiver
opera�ng at F2

Fixed block ‘’n-1’’
opera�ng at F1

Fixed block ‘’n’’
opera�ng at F2
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A measurement uncertainty and a progressive drift of the positioning accuracy are usually
associated with each of these sensors. For example, due to wear, the circumference of the wheel
is not perfectly stable and therefore not known perfectly. Consequently, over time, an increasing
drift characterises the axle counter measurement. On its side, the Doppler measurement can be
almost fully cancelled if water or wet snow lies between the rails. Indeed, this reduces or cancels
the retro-diffusion effect. During the movement of the train, this results in temporary losses of
information that affect the output information. Also, due to the lowDoppler frequency generated,
Doppler radars have limitations to measure very low speed, this drawback does not affect wheel
counters. Considering these two sensor families, we verify that the use of very different sensor
technologies helps to reduce common mode errors in order to build a global SIL 4 odometer.

Sensor drifts are compensated for balises regularly secured on the sleepers of the track. Figure 3
shows such a balise installed between the rails. The trains embark a balise interrogator and
reader located under the train body.

Figure 2. Proprioceptive sensors to feed the train odometer.

Figure 3. Example of balise mounted on the track.
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These balises act as kilometre markers. They deliver to the passing trains their absolute
positioning along the track. These data locally cancel the accumulated train odometer drift.
After passing a balise, the train odometer restarts computing speed and position up to the next
balise located on the track, at a distant where the accumulated drift is not yet problematic.
These balises are also used in automated guided transport, for example, in order to calculate a
precise station stop and to obtain the opening of the doors of the train exactly in front of the
landing doors of stations.

These balises are often one of the latest, or even the latest, the last pieces of electronic equip-
ment located at a very exposed and critical place, between the rails, on the track.

6. Speed control using balises

As described in the preceding section, balises are used as kilometre markers. They are installed
regularly along the track, at accurately known locations, so that passing trains can read their
absolute location on the fly. Moreover, these balises are also used to exchange data using spot
ground-to-train radio communication. Balise-based speed control systems are installed in
many railway networks. They provide automatic control of the speed and override of certain
closed stop signals. In order to do this, the system uses a calculator on board the locomotives.
The calculator takes into account both the information characterising the mobile and the data
characterising the track and the location of the signals in order to determine a speed control
curve that cannot be exceeded. This integrates the reaction time of each train equipment. Data
are transmitted from the ground to the train through the balises. When a critical speed is
reached, the train driver human machine interface sends an audible signal to warn the human
operator of the need for urgent operation on his part to bring the speed back to a value
acceptable to the system. If this action of the driver is not carried out quickly, the system will
automatically stop the train by irreversible emergency braking, until it fully stops. The driver
must then request from the ground controller a new driving authorization, after this total
shutdown.

7. Current balise technology example

In Europe, balises are produced by a group of seven industrial companies: Alstom, Ansaldo
STS, Bombardier, Invensys, Siemens, Sigma-Digitek and Thales, united within UNIFE, a fed-
eration of suppliers of railway equipment. This industrial grouping has defined and
standardised eurobalise specifications and the associated test specification. The development
of these specifications is driven by the European Railway Agency [7].

In the principle currently in play by eurobalises, the trains remotely power these beacons by
magnetic coupling from a high-frequency 27 MHz, high-power signal emitted from an inter-
rogator/beacon reader located under the train. These signals are emitted constantly as soon as
the train is moving.
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The magnetic coupling technology used by these balises was selected during the work carried
out in the European project EURET 1.2, which was completed and published in 1996. Original
Ericsson equipment, already a mature technology at that time, was compared to other tech-
niques and has been selected and optimised in order to give the current eurobalise.

Benefits include interoperability over all the EU railway networks and efficient operation.
Concerning the disadvantages, in addition to the electromagnetic pollution generated by the
high power almost constant use of the train transmitter, it will be noted that this is the last
indispensable equipment located at the track between the rails, which can generate constraints,
in particular during the maintenance operations of the track. It is also an old analog technol-
ogy, well below the current state of the art, using congested frequency bands and capable of
generating and suffering electromagnetic disturbances in the vicinity.

A solution using satellite tracking techniques for trains is currently considered by several
teams, but the requirements of railway signalling in terms of safety and reliability are strong
and constraints linked to the physics of the problem leave room for doubt as to the emer-
gence of a purely SIL 4 satellite-based track positioning solution for railway signalling. In
particular, this is due to the wide disparity of environments likely to be encountered by
trains in circulation.

8. Balises emerging technologies

Recently, railway balises have received renewed attention. Techniques considering state-of-the-
art solutions rather than the old, currently used ones are being studied. In [6], fast-moving
Radio Frequency IDentification (RFID) tags are studied in high-speed railway systems. How-
ever, authors identify issues, such as collision and insufficient reading time, and propose
various ways to alleviate their effect in railway systems. Moreover, these new balises would
remain located between the rails on the track. This proves to be constraining from the point of
view of maintenance of the track, when it is necessary to add new ballast or to change rails, for
examples.

A new generation balise using modern, energy-efficient, and green technologies is proposed in
the following of this chapter. This balise is designed to operate from the side of the track and
uses the ultra-wideband impulse radio (UWB-IR) radio technique. This technique possesses
the intrinsic qualities of having a short-range, high communication capacity, of requiring low
emitted power while providing precise relative location capability. Moreover, UWB technique
has a low signal intercept capability by non-accredited users. Thus, there are strong arguments
in favour of a future SIL 4 certification for a railway balise based on this technique.

This UWB pulse technique uses non-sinusoidal signals and transmits pulses of very short
duration. They occupy an extended spectrum of at least 500 MHz bandwidth. Transmitters
are of simple design and low consumption. These UWB transmissions are authorised world-
wide in a specific power gauge [8]. Associated with the UWB-IR radio technique, a time
reversal (TR) technique is also used [9]. The TR technique makes it possible to spatially and
temporally focus an electromagnetic signal in a dispersive propagation medium. The principle
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of the TR of the waves is based on the invariance of the equation of propagation of waves by
reversal of time. This invariance allows a wave to backtrack so that it can replay the “go” scene
of its propagation but backwards. The operating principle of this new generation balise is
presented in Figure 4. The conventional balise situated between the rails is removed and
replaced by the new balise, installed on a pole, on the side of the track and a few meters away.
This new balise focuses the radiofrequency energy coming from the pole transmitters to an
area situated over the rails, right over the removed conventional balise location. Therefore, this
new balise does not interfere anymore with track maintenance operations but still develops a
maximum of radio frequency signal at this particular location over the rails. Several trans-
mitters are coupled on the pole; three can be seen in Figure 4 to get a multiple source
transmitter. This insures transmitter redundancy as well as space focusing when correctly
configured. One single receiver or train-balise reader is used located in front of the train. This
configuration is usually denoted as a Multiple Input, three transmitters, Single Output, one
receiver, MISO 3 � 1 system.

Table 1 establishes a comparison of performance between the communication and localization
systems using a railway conventional balise “existing balise” and the expected performance of
the presented TR-UWB balise.

Conven�onal balise to be removed

New UWB-TR balise installed
on the side of the track

Focusing area

Train balise-reader antenna

x

A few meters

Figure 4. The new proposed railway balise.

Conventional balise TR-UWB balise

Operating frequency 27.095 MHz train to ground
4.5 MHz ground to train

3.1–10 GHz

Communication range <1 m 10–100 m

Transmission rates 560 kbps Potentially up to several hundred Mbps

Localization accuracy expected 20 cm <10 cm

Table 1. Performance comparison between a conventional balise and the proposed balise.
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8.1. Ultra-wideband radio technique

The UWB technology involves the transmission of very short pulses, typically having a time
duration of 1 ns or less, therefore occupying a very wide frequency spectrum [10]. The use of
this technology for our proposal is motivated by the following reasons:

• its potentially high transmission data rate, thanks to the very large frequency bandwidth
used,

• its high resolution train location due to its very fine temporal resolution,

• its availability and robustness to multipath tunnel because of the large frequency band-
width used,

• its low probability of detection due to a very low transmitted power; this property is
necessary for safe and secure operation of the railway system,

• its ability to coexist with other radio systems thanks to low power spectral densities that
do not require allocating a specific frequency band.

These reasons make UWB a novel, effective and complete solution for communication and
localization in railways applications. Therefore, regulation bodies have considered the use of
UWB in railway applications. Table 2 provides some inputs regarding areas of operation of
UWB systems [8].

However, the channel propagation effects, especially the lack of line of sight (LOS) between the
transmitter and the receiver, and the presence of strong multipath are two significant sources of
error for the localisation function. The introduction of UWB in wireless communication has
brought improvements regarding these sources of errors [8]. Concerning the UWB technique,
previous investigations have raised major issues, such as the complexity of the signal processing

Frequency (GHz) Area of
operation

Critical factors impairing
system performance

Countermeasures compatible with
limits and regulations

3.11 < f < 4.8
PSD < �53.3 dBm/MHz for
unregistered UWB unlicensed
mobile devices with 5%
activity LDC
PSD < �41.3 dBm/MHz for
registered devices

Very short
range (<10 m)
short range
(<50 m)

Multipath Broadband
interferers (e.g.
automotive UWB)
Multipath + path loss
Broadband interferers

Multiple UWB emitters onboard the
train cars real-time processing Multiple
“ground-based”. fixed receivers
Multiple UWB emitters at 3.1–4.8 GHz
deployed as “ground-based” fixed
references for real-time processing

6 < f ≤ 8.5 PSD < �53.3 dBm/
MHz for unregistered UWB
mobile devices with 5% LDC

Very short
range (<10 m)

Multipath Multiple UWB emitters onboard the
train cars. Real-time processing.
Narrow-beam antenna

Note: At highest frequencies (6 < f ≤ 8.5 GHz) very short-range (<10 m) applications only are affordable, due to the fact
that fixed infrastructures made of UWB emitters are not allowed by the Electronic Communications Committee (ECC).

Table 2. Critical factors limiting the performance of UWB systems in railway environments.

Advanced Train Positioning/Communication System
http://dx.doi.org/10.5772/intechopen.71768

115



of the TR of the waves is based on the invariance of the equation of propagation of waves by
reversal of time. This invariance allows a wave to backtrack so that it can replay the “go” scene
of its propagation but backwards. The operating principle of this new generation balise is
presented in Figure 4. The conventional balise situated between the rails is removed and
replaced by the new balise, installed on a pole, on the side of the track and a few meters away.
This new balise focuses the radiofrequency energy coming from the pole transmitters to an
area situated over the rails, right over the removed conventional balise location. Therefore, this
new balise does not interfere anymore with track maintenance operations but still develops a
maximum of radio frequency signal at this particular location over the rails. Several trans-
mitters are coupled on the pole; three can be seen in Figure 4 to get a multiple source
transmitter. This insures transmitter redundancy as well as space focusing when correctly
configured. One single receiver or train-balise reader is used located in front of the train. This
configuration is usually denoted as a Multiple Input, three transmitters, Single Output, one
receiver, MISO 3 � 1 system.

Table 1 establishes a comparison of performance between the communication and localization
systems using a railway conventional balise “existing balise” and the expected performance of
the presented TR-UWB balise.

Conven�onal balise to be removed

New UWB-TR balise installed
on the side of the track

Focusing area

Train balise-reader antenna

x

A few meters

Figure 4. The new proposed railway balise.

Conventional balise TR-UWB balise

Operating frequency 27.095 MHz train to ground
4.5 MHz ground to train

3.1–10 GHz

Communication range <1 m 10–100 m

Transmission rates 560 kbps Potentially up to several hundred Mbps

Localization accuracy expected 20 cm <10 cm

Table 1. Performance comparison between a conventional balise and the proposed balise.

Modern Railway Engineering114

8.1. Ultra-wideband radio technique

The UWB technology involves the transmission of very short pulses, typically having a time
duration of 1 ns or less, therefore occupying a very wide frequency spectrum [10]. The use of
this technology for our proposal is motivated by the following reasons:

• its potentially high transmission data rate, thanks to the very large frequency bandwidth
used,

• its high resolution train location due to its very fine temporal resolution,

• its availability and robustness to multipath tunnel because of the large frequency band-
width used,

• its low probability of detection due to a very low transmitted power; this property is
necessary for safe and secure operation of the railway system,

• its ability to coexist with other radio systems thanks to low power spectral densities that
do not require allocating a specific frequency band.

These reasons make UWB a novel, effective and complete solution for communication and
localization in railways applications. Therefore, regulation bodies have considered the use of
UWB in railway applications. Table 2 provides some inputs regarding areas of operation of
UWB systems [8].

However, the channel propagation effects, especially the lack of line of sight (LOS) between the
transmitter and the receiver, and the presence of strong multipath are two significant sources of
error for the localisation function. The introduction of UWB in wireless communication has
brought improvements regarding these sources of errors [8]. Concerning the UWB technique,
previous investigations have raised major issues, such as the complexity of the signal processing

Frequency (GHz) Area of
operation

Critical factors impairing
system performance

Countermeasures compatible with
limits and regulations

3.11 < f < 4.8
PSD < �53.3 dBm/MHz for
unregistered UWB unlicensed
mobile devices with 5%
activity LDC
PSD < �41.3 dBm/MHz for
registered devices

Very short
range (<10 m)
short range
(<50 m)

Multipath Broadband
interferers (e.g.
automotive UWB)
Multipath + path loss
Broadband interferers

Multiple UWB emitters onboard the
train cars real-time processing Multiple
“ground-based”. fixed receivers
Multiple UWB emitters at 3.1–4.8 GHz
deployed as “ground-based” fixed
references for real-time processing

6 < f ≤ 8.5 PSD < �53.3 dBm/
MHz for unregistered UWB
mobile devices with 5% LDC

Very short
range (<10 m)

Multipath Multiple UWB emitters onboard the
train cars. Real-time processing.
Narrow-beam antenna

Note: At highest frequencies (6 < f ≤ 8.5 GHz) very short-range (<10 m) applications only are affordable, due to the fact
that fixed infrastructures made of UWB emitters are not allowed by the Electronic Communications Committee (ECC).

Table 2. Critical factors limiting the performance of UWB systems in railway environments.

Advanced Train Positioning/Communication System
http://dx.doi.org/10.5772/intechopen.71768

115



at the reception [11, 12]. Therefore, UWB has been associated with TR [13, 14], especially in
multi-users communication systems, in order to solve part of these problems and to report some
of the noted complexity at the transmitter level.

8.2. Time reversal

Time reversal (TR) has been applied to acoustics and underwater systems [15]. It is closely
related to the retro-directive array in microwave [16] and phase conjugation in optics. The first
TR experiment using electromagnetic waves in the 2.45 GHz band was reported in [17]. This
contribution suggests that the techniques developed for ultrasound might also be used for the
study of electromagnetic case. It is an interesting challenge because in many real environments
(buildings or cities), microwaves, using wavelengths between 5 and 30 cm, are scattered off by
objects such as walls, desks, vehicles, and so on, which produces a multitude of paths from the
transmitter to the receiver.

In such situation, a TR system should be able not only to compensate for the multipath effect
but should also improve radio communication parameters, thanks to the many existing reflec-
tions/reverberations.

TR has two main characteristics, the temporal focusing and the spatial focusing; these are very
beneficial to the UWB system [17, 18]. More recently, TR has also been studied for broadband
radio communications, especially for UWB radio [13].

For our proposed TR-UWB system, we selected the second Gaussian derivative function as the
signal shape to transmit [15]. Then, the channel impulse response (CIR) is measured between
the transmitter (Tx) and the receiver (Rx), and the channel state information is loaded into Tx.
The selected signal and the impulse response are then reversed in time and transmitted by Tx
in the propagation channel, up to Rx. This process, represented in Figure 5, can be mathemat-
ically described by noting s(t) the transmitted pulse, h(t) the complex impulse response of the
channel and h*(�t) the complex conjugate of the time reversed version of h(t); y(t) the received
signal without TR and yRT(t), the received signal with TR at the receiver; one has:

y tð Þ ¼ s tð Þ⊗ h tð Þ þ n tð Þ
yRT tð Þ ¼ s tð Þ⊗ h∗ �tð Þ⊗ h tð Þ þ n tð Þ

heq tð Þ ¼ h∗ �tð Þ⊗ h tð Þ

Applied to our proposed railway balise, this TR general process becomes the following one.
The local Channel State Information (CSI) between each balise transmitter and the distant area,
where the energy must be focused is measured or computed a single time during the installa-
tion phase of the balise. Moreover, as trains will support the embarked balise reader, the CSI
measurement is performed in presence of a metallic reflective mask representing the front of a
train. It is situated at the distant area considered between the rails, where a maximum antici-
pated focusing effect is expected. This unique CSI is then loaded in the transmitter equipment
to perform the TR operation. As long as the propagation environment remains unmodified,
this initial CSI can be repetitively used by the balise. This information is then introduced as
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pre-filtering data in the different balise transmitters. Therefore, focusing is obtained in the
required position, along the track, potentially improving the absolute localization process
[14]. Moreover, using a single balise, focusing can be achieved successively toward different
tracks, therefore, addressing different trains and delivering specific data to each train.

8.2.1. Parameters to evaluate TR effectiveness

The autocorrelation function is used to evaluate the temporal focusing (TF) and the spatial
focusing (SF). To study TF, one can evaluate the Focusing Gain (FG), which is defined as the
ratio of the spectrum power of strongest amplitude peak in TR received to the strongest peak
received by a conventional UWB system. The focusing gain can be written as:

FG dB½ � ¼ 20 log 10
max yrt tð Þ

�� ��� �
max y tð Þj jð Þ

� �
(1)

Higher FG usually translates into higher communication range and higher precision of locali-
zation for a localization system as compared to a classical system.

The study of SF considering a simple transmitter to receiver configuration is performed the
following way. The channel impulse response (CIR) of the intended receiver located in position
p0 is noted h(p0,t). The CIR of the unintended receiver located in position pi(i6¼0) is noted h(pi,
i6¼0). The equivalent CIR of the intended receiver is then given by:

heq p0; t
� � ¼ h∗ p0;�t

� �
⊗ h p0; t
� �

(2)

While the equivalent impulse response of the unintended receiver is given by:

heq pi, i 6¼0; t
� �

¼ h∗ p0;�t
� �

⊗ h pi; t
� �

(3)

Figure 5. Principle of time reversal technique.

Advanced Train Positioning/Communication System
http://dx.doi.org/10.5772/intechopen.71768

117



at the reception [11, 12]. Therefore, UWB has been associated with TR [13, 14], especially in
multi-users communication systems, in order to solve part of these problems and to report some
of the noted complexity at the transmitter level.

8.2. Time reversal

Time reversal (TR) has been applied to acoustics and underwater systems [15]. It is closely
related to the retro-directive array in microwave [16] and phase conjugation in optics. The first
TR experiment using electromagnetic waves in the 2.45 GHz band was reported in [17]. This
contribution suggests that the techniques developed for ultrasound might also be used for the
study of electromagnetic case. It is an interesting challenge because in many real environments
(buildings or cities), microwaves, using wavelengths between 5 and 30 cm, are scattered off by
objects such as walls, desks, vehicles, and so on, which produces a multitude of paths from the
transmitter to the receiver.

In such situation, a TR system should be able not only to compensate for the multipath effect
but should also improve radio communication parameters, thanks to the many existing reflec-
tions/reverberations.

TR has two main characteristics, the temporal focusing and the spatial focusing; these are very
beneficial to the UWB system [17, 18]. More recently, TR has also been studied for broadband
radio communications, especially for UWB radio [13].
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The selected signal and the impulse response are then reversed in time and transmitted by Tx
in the propagation channel, up to Rx. This process, represented in Figure 5, can be mathemat-
ically described by noting s(t) the transmitted pulse, h(t) the complex impulse response of the
channel and h*(�t) the complex conjugate of the time reversed version of h(t); y(t) the received
signal without TR and yRT(t), the received signal with TR at the receiver; one has:

y tð Þ ¼ s tð Þ⊗ h tð Þ þ n tð Þ
yRT tð Þ ¼ s tð Þ⊗ h∗ �tð Þ⊗ h tð Þ þ n tð Þ

heq tð Þ ¼ h∗ �tð Þ⊗ h tð Þ

Applied to our proposed railway balise, this TR general process becomes the following one.
The local Channel State Information (CSI) between each balise transmitter and the distant area,
where the energy must be focused is measured or computed a single time during the installa-
tion phase of the balise. Moreover, as trains will support the embarked balise reader, the CSI
measurement is performed in presence of a metallic reflective mask representing the front of a
train. It is situated at the distant area considered between the rails, where a maximum antici-
pated focusing effect is expected. This unique CSI is then loaded in the transmitter equipment
to perform the TR operation. As long as the propagation environment remains unmodified,
this initial CSI can be repetitively used by the balise. This information is then introduced as
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pre-filtering data in the different balise transmitters. Therefore, focusing is obtained in the
required position, along the track, potentially improving the absolute localization process
[14]. Moreover, using a single balise, focusing can be achieved successively toward different
tracks, therefore, addressing different trains and delivering specific data to each train.

8.2.1. Parameters to evaluate TR effectiveness

The autocorrelation function is used to evaluate the temporal focusing (TF) and the spatial
focusing (SF). To study TF, one can evaluate the Focusing Gain (FG), which is defined as the
ratio of the spectrum power of strongest amplitude peak in TR received to the strongest peak
received by a conventional UWB system. The focusing gain can be written as:

FG dB½ � ¼ 20 log 10
max yrt tð Þ

�� ��� �
max y tð Þj jð Þ

� �
(1)

Higher FG usually translates into higher communication range and higher precision of locali-
zation for a localization system as compared to a classical system.

The study of SF considering a simple transmitter to receiver configuration is performed the
following way. The channel impulse response (CIR) of the intended receiver located in position
p0 is noted h(p0,t). The CIR of the unintended receiver located in position pi(i6¼0) is noted h(pi,
i6¼0). The equivalent CIR of the intended receiver is then given by:

heq p0; t
� � ¼ h∗ p0;�t

� �
⊗ h p0; t
� �

(2)

While the equivalent impulse response of the unintended receiver is given by:

heq pi, i 6¼0; t
� �

¼ h∗ p0;�t
� �

⊗ h pi; t
� �

(3)

Figure 5. Principle of time reversal technique.
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SF is then evaluated as the ratio of the strongest peak power received by the intended receiver
to the strongest peak received by the unintended receiver. The SF parameter can be written as:

SF dB½ � ¼ 20 log 10
max heq p0; t

� ��� ��� �

max heq p1; t
� ��� ��� �

 !
(4)

In a conventional railway environment, the use of a MISO 3 � 1 configuration is considered
sufficient. We evaluated the contribution of TR in this configuration using the FG and SF. The
study of SF and FG is performed for channel models exploiting the IEEE 802.15.3a channel
model. This model is based on the Saleh Valenzuela formalism [8].

In the case of the IEEE 802.15.3a model, the characteristic values of Nakagami-m were
explored, taking into account the number of antennas Nt.

Expression of the CIR is given by Eq. 5:

heqMISO tð Þ ¼ E
XNt

i¼1

heqi tð Þ
( )

(5)

where

heqi tð Þ ¼
Ð
A

P∞
m¼0

α2
mismi τ� tmið Þsmi τþ t� tmið Þdτ

Then,

heqMISO tð Þ ¼ E
ð

A

XNt

i¼1

X∞
m¼0

α2
mismi τ� tmið Þsmi τþ t� tmið Þdτ

8<
:

9=
;

heqMISO tð Þ ¼ E
XNt

i¼1

X∞
m¼0

α2
mi

( )
Φ0

si tð Þ

heqMISO tð Þ ¼
XNt

i¼1

E
X∞
m¼0

α2
mi

( )" #
Φ0

si tð Þ

(6)

where Φ0
si tð Þ ¼

Ð
A si τ� tið Þsi τþ t� tið Þdτ

The calculation of the average energy of the CIR in generic interval W ¼ a; b½ � (a and b are
arbitrary chosen) provides:

E
X
i∈ IW

α2
i

( )
¼
ð

W

Pg tð Þdt (7)

where IW is the random set containing the multipath components. The variance of the energy
function of the CIR is given by:
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Var
X
i∈ IW

α2
i

( )
¼
ð

W

Rg tð Þdt (8)

where Rg(t) is the kurtosis of the delay profile. Exploiting Eqs. (7) and (8), the expression
heqMISO tð Þ becomes:

heqMISO tð Þ ¼ Eg

XNt

i¼1

Φ0
si tð Þ (9)

The corresponding (PDPMISO
ULB�RT tð Þ) is given by:

PDPMISO
TR�UWB tð Þ ¼ E heqMISO tð ÞMISO j2

��� g
n

(10)

After development, Eq. (10) becomes:

PDPMISO
TR�UWB tð Þ ¼

XNt

i¼1

E2
gΦ

0
si2 tð Þ þ E2

g

2τrms

∗

ϖ

( )

where ϖ ¼ 1þ ΨΦ0
si
tð Þ

� �
c1iexp �t=τrmsð Þ þ 1þ 1

m0

� �
1λΦ0

si2 tð Þ
h i

and,

c1iΨΦ0
si
tð Þ ¼

ð

A0

ϕs ξþ tð Þϕs ξ� tð Þdξdτ,

ΨΦ0
si
tð Þ is the normalised autocorrelation of Φ0

si tð Þ ΨΦ0
si
0ð Þ ¼ 1.

The corresponding focusing gain is given by Eq. (11):

FG dB½ � ¼ 10Log10

Eg
PNt

i¼1
τrms þ c1i þ c2

Nt

2
6664

3
7775 (11)

where c2 ¼ 1þ 1
m0

� �
1
2λ
, m

0
represents the Nakagami-m value.

The values obtained on the evaluation of focusing gain for MISO 3 � 1 configuration are
presented in Table 3. These values correspond to the different IEEE 802.15.3a Channel Model
configurations known as CM1, CM2 and CM3 corresponding to different increasing channel
complexities. We obtain that changing from CM1 to CM3, FG increases from 14.6 to 20.1 dB.
Therefore, as expected, the focusing gain increases, when the channel complexity increases.
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presented in Table 3. These values correspond to the different IEEE 802.15.3a Channel Model
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complexities. We obtain that changing from CM1 to CM3, FG increases from 14.6 to 20.1 dB.
Therefore, as expected, the focusing gain increases, when the channel complexity increases.
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8.3. Contribution of TR-UWB system in terms of communication performance

UWB transmission optimised through Time-Reversal (TR) technique [8] is investigated and
proved to be advantageous in multipath environments. This solution allows increasing the
Signal-to-Noise Ratio (SNR) and therefore the communication range. This reduces interference
effects and receiver complexity, improves data rates and multiuser capacity and provides Low
Probability of Interception (LPI) to non-intentional users.

Under these assumptions, our simulations propose to demonstrate the benefit of UWB-TR
transmission in the tunnel, especially in terms of ISI and MUI reduction, as well as providing
higher throughputs at extended communication ranges. Both Single Input Single Output
(SISO) and Multiple Input Single Output (MISO) transmissions were tested for both the
conventional transmission mode (without TR) and the TR one. To consider and evaluate the
performance of UWB-TR communication system in a very constraint railway environment, we
introduced a channel model dedicated to tunnel environments. Moreover, to cope with this
difficult environment, up to a MISO 4 � 1 is considered in this environment. We used a
geometrical ray model simulating a tunnel. Based on geometric optics and the ray-tracing
techniques, a straight 8 m wide and 6 m high, rectangular, infinite tunnel is simulated [8].
Uniform cross-section and lossy, smooth walls are assumed. Regarding this geometry and
tunnel cross section, very large relative to our studied wavelengths (10 to 3 cm), this determin-
istic approach seems accurate and fast to implement and run. The model is exploited in the
frequency domain, over the 3.1–10.6 GHz FCC2 authorised band. The transmitter is located at
a particular place along the main axis of the tunnel, at different lateral positions (P1–P4),
according to the parameter to estimate. The receiver moves along the main axis of the tunnel
from a reference distance (1 m), then starting from 5 m up to a given distance noted dn, using a
5-m step. The averaged and normalised power delay profile (PDP) are given in Figure 6. We
evaluated temporal compression for three different Tx-Rx distances, d = 5, 50 and, finally,
100 m. Three scenarios have been tested: SISO without TR, SISO with TR and MISO-TR with
four transmitting antennas (NTx = 4). For SISO configurations, both Tx and Rx antennas were
centred on the tunnel cross section. For MISO situations, as depicted in Figure 7, Rx antenna is
centred, Tx antennas are positioned at the corners of a 50-cm square, one corner being the
centre of the tunnel.

To evaluate the temporal focusing effectiveness, we computed the RMS (root-mean-square)
delay spread using non-TR and TR configurations (see Table 4). As demonstrated in [14] for
residential indoor environments case, the predicted delay spread in the tunnel environment for
the SISO-TR case is not reduced. However, SISO-TR results in a highly peaked main lobe
signal above the temporal side lobes. In the case of MISO-TR, temporal focusing is clearly
improved. Results also show that using the highest number of transmitting antennas produces

IEEE 802.15.3a channel model CM1 CM2 CM3

FGanalytical [dB] 14.4 16.1 19.9

FGsimulation [dB] 14.6 16.2 20.1

Table 3. FG in analytical and simulation study, case of MISO 3 � 1 (IEEE 802.15.3a channel model).
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Figure 6. Averaged and normalised power delay profile (PDP).

Figure 7. Time focusing simulation setup.

Distance 5 m 50 m 100 m

Without time reversal 31.55 ns 13.93 ns 8.20 ns

Time reversal SISO 32.55 ns 13.95 ns 8.42 ns

TR MISO NTx = 4 16.31 ns 10.62 ns 7.47 ns

Table 4. RMS delay spread comparison.
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the better temporal compression, especially at the shortest Tx-Rx distances (by about a factor of
0.5). This can be explained by the scattering effect, more important at shortest distances than at
farther distances. Consequently, the transmitter correlations are lower, resulting in a better
temporal compression.

To evaluate the spatial focusing, two configurations were investigated for a Tx-Rx separation
of d = 5 m: SISO-TR and MISO-TR (with NTx = 2). Figure 8 illustrates power normalised to
peak received in the area without TR. We observe that all users in this area receive approxi-
mately the same power level. This means that the communication can be intercepted by any
receiver, and, in our case, the MUI problem can really affect the multiple access performance.
By using TR (Figure 9), the power is decaying rapidly when moving away from the target area.

Figure 8. Power spatial repartition in the reception area.

Figure 9. Spatial focusing gain in the SISO-TR case.
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8.4. Contribution of TR-UWB system in terms of localization accuracy

The goal of this section is to estimate the contribution of TR in terms of precision of localization as
a function of the propagation environment complexity. Using three base stations, we determine
the position of a mobile in a 2D plane. To locate the mobile, each base station sends its own signal
(recorded and reversed in time in the case of TR). As indicated before, the UWB-IR signals are built
using the second-derivative Gaussian pulse. They are modulated by an antipodal modulation and
coded by a Gold code, one code per base station. Processing is performed at the mobile (Rx) to
determine its position relative to the base stations. The distance error is given by the difference
between the calculated and the actual position of the mobile. The mobile receives the signals from
each base station and performs an adequate signal processing to determine its position, relative to
the base stations. Using the TDOA technique, the signal received at the mobile is processed to
retrieve the position of the latter [19]. The Chan algorithm is used to solve the non-linear equations
imposed by the TDOA technique. For the comparative study between the conventional localiza-
tion system UWB-IR and the proposed TR_UWB system, we first use the UWB- IR case to locate
the mobile, and then, the obtained information on the position of the mobile is used as reference
for locating with the TR-UWB system. Our comparison is based on the computation of the Root
Mean Square Error (RMSE) of localization between the conventional UWB-IR system and the
proposed TR-UWB-IR system. We consider the IEEE 802.15.3a channel model (CM3). An AWGN
is also injected into the channel. These results show that the combination of UWB and TR allows
for a more accurate localization to be obtained that could be in line with the decimetre necessary
level of precision required by the railway beacon application (Figure 10).

9. Experimental validation

The purpose of this experimental validation is to assess the impact of environmental complex-
ity on performance related to temporal/spatial focusing and positioning error and to compare
these conclusions to our preceding simulation results.

Figure 10. RMSE evaluation for conventional UWB-IR and TR-UWB (2D positioning system).
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9.1. Experimental setup

An Arbitrary Waveform Generator (AWG) associated with a fast sampling oscilloscope (TDS)
is used. The pulses generated by the AWG are radiated using wideband horn antennas.
Similar antennas are used for receiving; their outputs are connected to the TDS ports through
low noise amplifiers (LNAs). A portable computer is used to process the signals and store the
results. The setup is installed in an anechoic chamber to control the radio channel. In this
environment, metallic reflectors are introduced to create, on demand, different configurations
of multipath. The dimensions of the anechoic chamber we used are 7 � 7 � 3 m. It is operating
from 100 MHz to 10 GHz. Two antenna cases are considered: SISO, MISO 3 � 1 cases. For each
type of case, three configurations are considered: without addition of metal reflectors; a single
aluminium plate (2 m � 1 m) is introduced as a reflector between transmitters and receiver to
generate a first multipath configuration; then, four plates are present to maximise the propa-
gation environment complexity. The objective of these tests is to evaluate the focusing gain
(FG), on the one hand, as the complexity of the propagation channel increases and, on the other
hand, as the antenna configuration evolves from SISO to MISO 3 � 1. For the SISO configura-
tion, the distance between the transmitting antenna and the receiving antenna is set to 5 m,
which is representative of an in-situ railway balise application. MISO 3 � 1 configuration
corresponds to the addition of a third transmitting antenna located at a distance of 4 m
between Tx3 and Rx. In a first step, for each selected configuration, a pulse is transmitted
using the AWG; the received signal is acquired by the TDS and then returned temporally. In
the cases of SISO and MISO 3 � 1, each Tx re-emits its corresponding reversed in time signal.
To assess this temporal focusing, we calculate the focusing gain (FG) obtained in each case. The
overall results are grouped in Table 5. We obtain that, for each of the configuration, the
focusing gain increases with the number of reflectors introduced. Moreover, by comparing
the values of FG for these configurations, we find that FG increases from SISO to MISO
configuration. To evaluate SF, we consider the scenario using three reflector plates. For the
two SISO and MISO 3 � 1 configurations, the receiver is moved by 10 cm from its initial
position. We note the initial position p0 and p1 and then the resulting ones after displacement.
Figure 11 represents an illustration of the SISO experimentation. The signal previously
reversed in time at position p0 is transmitted, and this signal is now received at position p1,
where the used CSI is no more optimal. We then evaluate SF obtained at position p0, compared
to SF obtained at position p1, using our two configurations and three reflector scenarios. The
results are summarised in Table 6. We obtain that SF values increase with the number of
reflectors but also as a function of the number of transmitting antennas. This confirms the
results obtained in theory and verified by simulation (Figure 12).

Configuration SISO MISO 3 � 1

FG[dB] (without reflector) 1.0 1.7

FG[dB] (1 reflector plate) 2.2 5.9

FG[dB] (4 reflector plates) 6.1 12.8

Table 5. Focusing gain (FG) according to the number of reflector plates inserted in the propagation environment (case of
SISO, and MISO 3 � 1 configurations).
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9.2. Contribution of TR-UWB system in terms of communication performance

In the anechoic chamber, we considered five different reflector configurations. Three series of
acquisition were performed. In each case, a sequence of seven pulses is sent. After processing,
we determine the position of the mobile. Figure 13 shows the corresponding position errors.

Figure 11. Principle of SF measurement.
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SF[dB] (without reflector) 2.3 3.1

SF[dB] (1 reflector plate) 5.8 8.1

SF[dB] (4 reflector plates) 12.3 16.4

Table 6. SF according to the number of reflector plates inserted in the propagation environment.

Figure 12. Implementation of the selected configurations (reflector plates in SISO).

Advanced Train Positioning/Communication System
http://dx.doi.org/10.5772/intechopen.71768

125



9.1. Experimental setup
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overall results are grouped in Table 5. We obtain that, for each of the configuration, the
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where the used CSI is no more optimal. We then evaluate SF obtained at position p0, compared
to SF obtained at position p1, using our two configurations and three reflector scenarios. The
results are summarised in Table 6. We obtain that SF values increase with the number of
reflectors but also as a function of the number of transmitting antennas. This confirms the
results obtained in theory and verified by simulation (Figure 12).

Configuration SISO MISO 3 � 1

FG[dB] (without reflector) 1.0 1.7

FG[dB] (1 reflector plate) 2.2 5.9

FG[dB] (4 reflector plates) 6.1 12.8

Table 5. Focusing gain (FG) according to the number of reflector plates inserted in the propagation environment (case of
SISO, and MISO 3 � 1 configurations).
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With the conventional UWB localization system, we get an error of 11.0 cm, decreasing to
3.3 cm in the case of TR-UWB (Figure 14).

10. Conclusion

As mentioned in Section 3, railway beacons are safety critical pieces of equipment. Therefore, a
final industrial product will have to comply with SIL 4 requirements. To achieve this high level
of integrity, one major goal consists in demonstrating that no single failure of this piece of
equipment would lead to a railway safety critical situation. For such a demonstration, let us

Figure 13. Conventional UWB and TR-UWB localization systems (scenario with three reflector plates in an anechoic
chamber).

Figure 14. Implementation of tests configuration.
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examine the advantages that are provided by the proposed association of UWB and time
reversal techniques. The UWB radio technique alone already provides some interesting advan-
tages that will intrinsically facilitate a future SIL 4 demonstration. First, an UWB-IR radio
transmitter contains a limited number of components. Therefore, a safety demonstration will
be easier to be realised than for a more sophisticated conventional radio transmitter. Comple-
mentary major advantages related to the use of the UWB technique are its high throughput
capacity due to its wide frequency range and its availability and robustness to multiple paths,
thanks to the large occupied bandwidth. The coexistence of the UWB signals with other radio
systems due to the low involved power spectral densities is also interesting to note; this
usually implies that there is need for a dedicated frequency allocation. Moreover, in a railway
environment characterised by large radio interference, the intrinsic resistance of UWB signals
to narrow band or even wide band radio interference is also very beneficial. Finally, due to its
low power and large spectrum used, the low probability of interception of UWB transmitted
signals by non-accredited users is also quite interesting. Indeed, this property will be in more
demand for a secure operation of the transport system. As demonstrated in the previous
sections, coupling the time reversal precoding technique to the UWB radio technique also
improves some of these initial advantages in terms of higher throughput, accuracy of location
etc. Moreover, since a MISO radio scheme is used, the failure of one transmitter among the
different ones used for time reversal will reduce the spatial and temporal focalisation levels of
performance, but the critical radio link with the train will still be maintained. Concerning
jamming, spoofing and meaconing attacks that are becoming more critical in satellite systems,
civil location and time assurance, spatial focusing delivers significant improvements. Indeed if
valid beacon signals can only be received in a very limited zone or time window while the
train is running, this property can be used to reject signals that are coming from non-valid
distant transmitters, which do not present these focusing characteristics.
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Abstract

In this chapter, we describe the principal communication systems applied to the 
transmission-based signaling (TBS) systems for railways. Typical examples are com-
munication-based train control (CBTC), European Rail Traffic Management System 
(ERTMS), and distance to go (DTG). Moreover, to properly address some of the chal-
lenges that need to face these systems, we will provide a deep insight on propagation 
issues related to all the environments (urban, suburban, rural, tunnel, etc.). We will 
highlight all the communication-related issues and the operational as well. Finally, a 
detailed survey on the directions of research on all these topics is provided, in order to 
properly cover this interesting subject. In this research, hot topics like virtual coupling 
are explained as well.

Keywords: communications, engineering, railways, services, signaling, ETCS, CBTC, GSM-R, 
LTE, CBTC, propagation, tunnels

1. Introduction

The new signaling systems used for the control and operation of high-capacity and high-speed 
railways demand the use of advanced communications to guarantee their operation and safety, 
decrease maintenance costs, and improve the user experience. For this reason, communications 
in the transport environment, especially in the railway environment, have developed dramati-
cally in the last decade.

The communications applied to railway signaling have special requirements that are very 
dependent on the characteristics and performances of the railway system. Consequently, it is 
necessary to know in detail the characteristics and performance of the transportation system 
and apply very strict requirements to the communication system.
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This chapter describes the most important characteristics of current signaling systems and the 
communication systems used in combination with them.

2. Railway signaling systems

2.1. ERTMS

The European Rail Traffic Management System (ERTMS) is the most advance signaling sys-
tem available nowadays. The system was developed for high-speed trains. When the train 
goes faster than 200 km/h, the driver is unable to see the wayside signals, so it is necessary to 
transmit this information to the train cabin. Moreover, this information needs to be continu-
ous in order to have an increased safety. European Rail Traffic Management System (ERTMS) 
was designed to solve these two requirements and one more, the need of interoperability, 
letting trains to cross borders without being equipped with all the regional signaling sys-
tems (EBICAB, TBL, AWS, ASFA, LZB, and a very large etcetera). Today, there are 38 coun-
tries (most of them in Europe, but some of them not, like China, Saudi Arabia, South Korea, 
Taiwan, and Australia, among others), 62,000 km of track and 7500 vehicles, equipped with 
ERTMS [1] which is a good measure of the popularity of this system. Therefore, ERTMS leads 
to an increase of the interoperability, the safety, and a reduction of the costs (only one system 
is required).

ERTMS was specified in the European Union Agency for Railways (ERA) in a task force com-
posed by railway manufacturers and operators (UNISIG). ERTMS is structured in three levels: 
level 1 is a punctual ATP with balises or loops in the track, placed 500 meters in advance of the 
signals. These balises/loops can provide static or variable data. Level 2 is similar to a distance-
to-go (DTG) system, and the communication is now bidirectional (through the GSM-R radio), 
so trackside signals could be removed but not track circuits. Finally, level 3 is a “moving 
block” system, and both track circuits and signals could be removed. Therefore, levels 2 and 
3 require GSM-R and a network of active transmitters (balises) in the track. In Figure 1, there 
is a schematic depiction of the three ERTMS levels.

Moreover, ERTMS is able to provide the driver with other information of interest, like transi-
tions between supply phases, viaducts, and tunnels. In these areas, the train shall not stop.

2.2. CBTC

There are five grades of train automation (called GoA levels, for Grades of Automation, as it 
is depicted in the EN 62290 standard [2]): GoA 0, which means no automation at all; GoA 1, 
automatic train protection (ATP), where the train driver brakes and accelerates but under the 
constraints given by the system, which protects the train; GoA 2, automatic train operation 
(ATO), where the system regulates the speed of the train and the driver is still in the cabin 
doing auxiliary functions like opening and closing doors—and many others; GoA 3, driver-
less train operation (DTO), where no driver is needed but some staff is needed onboard the 
train; and, finally, GoA4, unattended train operation (UTO) mode, no staff is needed onboard. 
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Meanwhile, metro systems have achieved all the GoA levels; mainline and high-speed trains 
are still in GoA 1 (or ATP). The reason behind this is that implementing higher GoA levels 
does not imply a significant benefit for a high-speed train operator as it is for a metro operator 
(headways very short, operation intensive in workforce, etc.) (Figure 2).

Therefore, ATO functions (speed regulation, special maneuvers, door control, etc.) are not 
safety related. Only ATP is, but an ATO system means 8–10% increase in the regularity of the 
trains compared to a human-driven ATP (plus the extra comfort for passengers due to the 
smoothness of speed curves).

ATP can be discrete or continuous: in the first case, the driver only receives “protection” from 
the system (speed monitoring and emergency brake if needed) in some certain points along 
the track. In the continuous mode, this is done at every single point of the track. UIC’s rec-
ommendation is to implement continuous ATP systems when the maximum speed is higher 
than 220 km/h or the headway between trains is less than 120 seconds. Anyway, the trend is 
to implement this type of ATP on behalf of the safety.

Regarding the technology behind ATP functionalities, we can find for different ones: speed codes, 
distance to go, virtual track circuits, and moving block. In speed codes, the trackside system trans-
mits to the onboard the maximum speed that it can achieve on a given track circuit. In distance-to-
go systems, the train knows better its position in the track, which is transmitted to the next train, 
and this better knowledge of the position of the next train leads to a shorter distance between them. 
In virtual track circuits (or fixed block), the position of the train is known with a higher accuracy 
(less than the physical track circuit) by using odometry techniques. As it happened before, this 

Figure 1. ERTMS levels. a) ERTMS level 1, b) ERTMS level 2, c) ERTMS level 3.
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Meanwhile, metro systems have achieved all the GoA levels; mainline and high-speed trains 
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ATP can be discrete or continuous: in the first case, the driver only receives “protection” from 
the system (speed monitoring and emergency brake if needed) in some certain points along 
the track. In the continuous mode, this is done at every single point of the track. UIC’s rec-
ommendation is to implement continuous ATP systems when the maximum speed is higher 
than 220 km/h or the headway between trains is less than 120 seconds. Anyway, the trend is 
to implement this type of ATP on behalf of the safety.
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In virtual track circuits (or fixed block), the position of the train is known with a higher accuracy 
(less than the physical track circuit) by using odometry techniques. As it happened before, this 

Figure 1. ERTMS levels. a) ERTMS level 1, b) ERTMS level 2, c) ERTMS level 3.
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accuracy leads into a shorter headway. Finally, “moving block” techniques imply estimating the 
position of the train only using balises and odometry (no track circuits are needed), so the frag-
mentation due to track circuits is removed. This moving block system is the most advanced until 
now, and it represents 15–20% more capacity than the DTG ones [3].

DTO and UTO modes are generally implemented over communication-based train control 
(CBTC) systems. However, this is not a strict requirement, but an industry trend. CBTC is 
based on two pillars: the bidirectional communication between train and trackside equipment 
and the accurate positioning of the train. Train positioning is not standardized in CBTC, but 
it is very common to have redundant methods, like Doppler radars or tachogenerators. All 
CBTC vendors have their own implementation with some differences between them but with 
many common aspects (very high MTBFs, high positioning accuracies, etc.).

CBTC systems are able to provide headways (zero dwell, though) shorter than 60 seconds. 
This figure could be limited by external issues to the CBTC like delays in rail switches and 
other operational functions. An important remark is that there is no merit at all in having 
a short headway at a slow speed. The target is to have both high average speeds and short 
headway between trains (with no decrease in the safety).

2.3. CTCS

The Chinese Train Control System (CTCS) is a specification of train control systems of the 
People’s Republic of China. The CTCS is based on ERTMS, and some forms are with the 

Figure 2. Comparative depiction of ATP technologies.
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European Train Control System compatibility. According to the functional requirements 
and equipment configuration, the application level of CTCS has divided into 0–4 levels [4] to 
define the equipment composition, information transmission, applicable section, track occu-
pancy check, control mode, occlusion way, etc. in different levels.

CTCS-0: It consists of the existing track circuits, universal cab signaling, and train operation 
supervision system. With level 0, wayside signals are the main signals, and cab signals are the 
auxiliary signals. It is the most basic mode for CTCS. It is unnecessary to upgrade the wayside 
systems for CTCS level 0. The only way to realize the level 0 is to equip with the onboard sys-
tem. CTCS level 0 is only for the trains with the speed less than 120 km/h.

CTCS-1: It consists of the existing track circuits, transponders, and ATP (automatic train pro-
tection) system onboard the train. It is used for trains with speed of 120–160 km/h. On this 
level, the block signals can be removed, and train operation and security are based on the 
onboard system, ATP, which controls the principal functions of the train: maximum speed of 
the track and doors opening. Transponders must be installed on the line. The requirements 
for track circuit in blocks and at stations are higher than that in the level 0. The control mode 
for ATP could be the distance to go or speed steps.

CTCS-2: It consists of digital track circuits (or analog track circuits with multi-information), 
transponders, and ATP system. It is used for the trains with the speed higher than 160 km/h. 
There is no wayside signaling in block for the level 2 anymore. The control mode for ATP is 
the distance to go. The digital track circuit can transmit more information than analog track 
circuit. ATP system can get all the necessary information for train control. With this level, 
fixed block mode is still applied.

CTCS-3: It consists of track circuits, transponders, and ATP with GSM-R. In the level 3, the 
function of the track circuit is only for train occupation and train integrity checking. Track 
circuits no longer transmit information concerning train operation. All the data concerning 
train operation information is transmitted by GSM-R. GSM-R is the core of the level. At this 
level, the philosophy of fixed block system is still applied.

CTCS-4: Moving block system function can be realized by this highest level. The information 
transmission between trains and wayside devices is made by GSM-R. GPS or transponders 
are used for train position. Train integrity checking is carried out by onboard system. Track 
circuits are only used at stations. The amount of wayside system is reduced to the minimum 
in order to reduce the maintenance cost of the system. Train dispatching can be made to be 
very flexible for the different density of train operation on the same line.

The levels 2, 3, and 4 are backward compatible with the smaller level. The CTCS-3 is function-
ally equivalent to the ETCS level 2. Driving in migratory space distance or absolute braking 
distance of CTCS-4 is also specified in ETCS level 3.

CTCS-3/ETCS and ERTMS level 2 are to be used in the People’s Republic of China on the 
nearly 1000 km long high-speed line between Wuhan and Guangzhou. The mid-2007 
awarded contract to haul equipment has a volume of 66 million euros (for installation, deliv-
ery, testing, and commissioning) and consists of the line equipment and the equipment of 
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the track and doors opening. Transponders must be installed on the line. The requirements 
for track circuit in blocks and at stations are higher than that in the level 0. The control mode 
for ATP could be the distance to go or speed steps.

CTCS-2: It consists of digital track circuits (or analog track circuits with multi-information), 
transponders, and ATP system. It is used for the trains with the speed higher than 160 km/h. 
There is no wayside signaling in block for the level 2 anymore. The control mode for ATP is 
the distance to go. The digital track circuit can transmit more information than analog track 
circuit. ATP system can get all the necessary information for train control. With this level, 
fixed block mode is still applied.

CTCS-3: It consists of track circuits, transponders, and ATP with GSM-R. In the level 3, the 
function of the track circuit is only for train occupation and train integrity checking. Track 
circuits no longer transmit information concerning train operation. All the data concerning 
train operation information is transmitted by GSM-R. GSM-R is the core of the level. At this 
level, the philosophy of fixed block system is still applied.

CTCS-4: Moving block system function can be realized by this highest level. The information 
transmission between trains and wayside devices is made by GSM-R. GPS or transponders 
are used for train position. Train integrity checking is carried out by onboard system. Track 
circuits are only used at stations. The amount of wayside system is reduced to the minimum 
in order to reduce the maintenance cost of the system. Train dispatching can be made to be 
very flexible for the different density of train operation on the same line.

The levels 2, 3, and 4 are backward compatible with the smaller level. The CTCS-3 is function-
ally equivalent to the ETCS level 2. Driving in migratory space distance or absolute braking 
distance of CTCS-4 is also specified in ETCS level 3.

CTCS-3/ETCS and ERTMS level 2 are to be used in the People’s Republic of China on the 
nearly 1000 km long high-speed line between Wuhan and Guangzhou. The mid-2007 
awarded contract to haul equipment has a volume of 66 million euros (for installation, deliv-
ery, testing, and commissioning) and consists of the line equipment and the equipment of 

Transmission-Based Signaling Systems
http://dx.doi.org/10.5772/intechopen.70617

135



60 high-speed trains. The system has been commissioned in January 2010. The CTCS has the 
following features:

• Openness. The ETCS specification is the standard recognized by the European Union 
and the International Union of Railways; thus, all ETCS equipment suppliers can produce 
CTCS equipment in accordance with this standard.

• Interoperability. Since all ETCS devices are produced in accordance with uniform techni-
cal specifications, so different manufacturers of equipment can be conveniently integrated 
or even use directly.

• Compatibility. Although the vehicle equipment is different in locomotives with different 
levels of ETCS systems, the locomotives can operate on lines with various levels.

• Scalability. On the basis of the original equipment in low-level CTCS system, it can be eas-
ily upgraded to a higher level by adding some new equipment (modules); the original train 
control equipment can be continually used in high-level systems (Figure 3).

3. Communications in railway environment

The railway environment is very complex and represents a major challenge for communica-
tion systems. For this reason, to deploy a communication system in this environment, it is 
necessary to understand their special characteristics. The main features of the railway envi-
ronment are summarized below:

Figure 3. CTCS system architecture.
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• Speed influence with trains traveling up to 400 km/h.

• Breaking distance of trains up to 3 km.

• Environment of the track: cuts, hills, and crossed valleys. Tunnels >30% of the track.

• Base stations must be close to the track to access the infrastructure of the railway.

3.1. Requirements of railway communications

The general requirements of the communications network are very special to allow the 
improvement of the railway operation. Below, we summarize the main objectives of the com-
munications network:

• The network must provide a high quality of service (QoS).

• The design must guarantee a high redundancy of coverage.

• Trains must have antennas and repeaters to guarantee radio coverage.

• Signaling and control data must be provided with security and passenger services.

• There are important limitations in the frequency bands that can be used.

Also, communication networks for railway applications must provide special services to 
enable railway operations and ensure safety. The main services are summarized below:

• Group broadcast call: multipoint link, emergency call.

• Fast call setup ⇒setting calls <2 seconds (Eirene).

• The use of a special or proprietary frequency band.

• Improved equalization ⇒ mobile traveling at 350 km/h.

• Location-based addressing—training calls originated on trains depending on location.

• Functional addressing ⇒ numbers for each function of the train.

The principal specifications of the network based on the European Signaling System are sum-
marized in Table 1 [5]. These speculations are used to validate the communications network in 

ETCS QoS parameter Requirement

Connection establishment <8.5 s (95%), ≤10 s (100%)

Transfer delay (TD) ≤0.5 s (99%)

Network registration delay (NRD) ≤30 s (95%), ≤35 s (99%), ≤40 s (100%)

Connection loss rate (CLR) <10−2/h

Transmission interference (TI) <10−2

Table 1. Main requirements of railway communication system.
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a railway environment. The compliance of these specifications is verified by measuring along 
the track and averaging every 100 m. This guarantees the quality of service and reliability.

3.2. Network architecture

In order to guarantee the quality and reliability of the communications in the railway environ-
ment, it is necessary to design the networks to ensure an excellent coverage in percentages 
above 99% of the time and locations:

• Dual-layer or single-layer coverage with strong overlap.

• Two totally independent layers: 2 MSC, BSC, TRAU.

• Two totally independent redundant systems for the fixed network.

• Hot standby: change from layer A to layer B without loss of call.

One of the main requirements of the GSM-R network is to achieve a high quality of service. 
For this, two different strategies can be used:

• Two complete networks overlapped.

• A single network with a strong overlap of the radio coverage of base stations (Figure 4).

In the first configuration, two overlapped networks are used. This allows that if one or several 
base stations of one layer fail, an automatic roaming occurs to the other layer, thus ensuring 
communications. In the second design, a network with a double number of base stations is 
used. This allows a strong overlap of the radio coverage, so that if one cell fails, neighbor cells 
compensate its coverage automatically. In both cases, a high redundancy is achieved that 
guarantees the operation of the system.

Figure 4. Radio coverage for high QoS and redundancy.
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3.3. Communication problems in railway environments

As already mentioned, railway environment is very complex, and it is necessary to provide 
communications in a variety of environments and conditions that make it very difficult to 
plan and deploy a radio communication system with the quality of services demanded by a 
signaling system. The different communication systems used on railway environment have 
reported several problems on the different test trials made. The principal problems reported 
are summarized as follows:

• Failure of handovers: at high speed (250–350 km/h), some handovers can be lost. These 
failures depend also on the direction of the train. The main cause of the loss of handover 
is the little overlap of the radio coverage of neighbor cells. For this reason, the train loses 
coverage too fast, without completing the handover that requires 6 seconds.

• Ping-pong: this phenomenon is due to the realization of several handovers with the neigh-
boring cell. It happens because the overlap with the neighboring cell is not uniform, so the 
coverage of the cell is better in some points and worst in others. For this reason two or more 
handovers are made when only one should happen. This significantly deteriorates the QoS 
and causes link losses.

• Loss of data during the handover: it is due to the cut of the link when the handover takes 
place between two neighbor cells. Depending on the type of communication system can 
have a length from some millisecond to 500–700 milliseconds.

• Bit error rate (BER) degradation with speed: communication systems employ channel 
equalizers to mitigate propagation problems and reduce transmission errors. However, 
these equalizers require the channel to remain stable for a short period of time. For this 
reason at high speeds, the channel varies too fast, and transmission errors occur, which 
increases the BER.

Another important aspect of railway communications is the problem of the railway environ-
ment. In this environment, providing a radio coverage with high QoS is complicated due to 
the characteristics of the environment, where cuts, trenches, tunnels, and viaducts are fre-
quent and where the train travels at a high speed. Particularly, the study of communica-
tions in tunnels, which can currently account for up to 50% of the route of a railway line, is 
important.

Communication in tunnels is a major challenge for radio communication systems; so in this 
environment, it is necessary to use solutions other than those used in open areas. Basically, 
two different techniques can be used to provide coverage in tunnels: antennas and leaky 
feeder.

The first solution is based on the use of antennas. This solution requires much more engi-
neering work, but it has less deployment and maintenance cost. First of all, it is necessary to 
ensure a careful planning of the radio coverage in this environment. Then, it is necessary to 
model the propagation in detail obtaining a propagation model adjusted to the characteris-
tics of each tunnel and the communication system used. Then, it is necessary to validate the 
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approach with measurements on the target tunnel, and finally a solution is custom designed 
for each tunnel. In Figure 6, a solution for radio coverage of a railway tunnel is shown. In this 
case, the solution is based on the use of repeaters with technology radio over fiber [6] con-
nected with an optical fiber. Each repeater retransmits the signal of the nearest base stations 
inside the tunnel, so the radio coverage is extended along the tunnel. In the case of Figure 6, 
two repeaters for each network layer are used to provide redundancy inside the tunnel. The 
handover is made when the train goes outside the tunnel. This solution requires the installa-
tion of a repeater every 1–2 km of the tunnel (Figure 5).

The second possible solution for radio coverage in tunnels is the use of leaky feeders [7]. In 
this case, a low loss coaxial with slots on the shieling (see Figure 6), is deployed along the 
tunnel wall. The antennas of previous case can be replaced by the coaxial. The result is a 
much stable radio coverage with a power level stable at a distance of 2 m from the cable. The 
disadvantages are the high cost of this solution that also needs a shorter distance between 
repeaters.

4. Wireless standard for railway

4.1. GSM-R

GSM-R system description is essentially the same system as the GSM but with railway-specific 
functionalities. It uses a specific frequency band around 800/900 MHz, as illustrated in Figure 7. 
In addition, the frequency bands 873–876 MHz (uplink) and 918–921 MHz (downlink) are used 
as extension bands for GSM-R on a national basis, under the name extended GSM-R (E-GSM-R). 
GSM-R is typically implemented using dedicated base stations (BSs) close to the rail track.

Figure 6. Leaky feeder.

Figure 5. Radio coverage of a tunnel with repeaters and antennas.
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The distance between two neighbor BSs is 7–15 km; in China, it is 3–5 km because redundancy 
coverage is used to ensure higher availability and reliability. GSM-R has to fulfill tight avail-
ability and performance requirements of the HSR radio services.

The GSM-R network serves as a data carrier for the European Train Control System (ETCS), 
which is the signaling system used for railway control. The ETCS has three levels of operation 
and uses the GSM-R radio network to send and receive information from trains. On the first 
level, ETCS-1, the GSM-R is used only for voice communications. On the other two levels, 
ETCS-2 and ETCS-3, the GSM-R system is used mainly for data transmissions. The GSM-R is 
very relevant to ETCS-2 and ETCS-3, where the train travels at a speed up to 350 km/h, and 
it is thus necessary to guarantee a continuous supervision of train position and speed. When 
the call is lost, the train has to automatically reduce the speed to 300 km/h (ETCS-1) or lower.

The most typical HSR-specific services offered by GSM-R are as follows [8]:

• Voice group call service (VGCS): VGCS conducts group calls between trains and BSs or 
conducts group calls between trackside workers, station staff, and similar groups.

• Voice broadcast service (VBS): The BS broadcasts messages to certain groups of trains, or 
trains broadcast messages to BSs and other trains in a defined area. Compared to VGCS, 
only the initiator of the call can speak in VBS, and the others who join the call can only be 
listeners. VBS is mainly used to broadcast recorded messages or to make announcements 
in the operation of HSR.

• Enhanced multilevel precedence and preemption (eMLPP): eMLPP defines the user’s pri-
ority and is used to achieve high performance for emergency group calls.

• Shunting mode: Shunting mode provides an effective means of communication to a group 
of personnel who are involved with a shunting operation, which regulates and controls 
user access to shunting communications (a link assurance signal used to give reassurance 
to the train driver).

• Functional addressing: A train can be addressed by a number identifying the function for 
which it is being used rather than a more permanent subscriber number.

• Location-dependent addressing: Calls from a train to certain functions can be addressed 
based on the location of the train as the train moves through different areas of BSs (Figure 8).
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approach with measurements on the target tunnel, and finally a solution is custom designed 
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Figure 6. Leaky feeder.

Figure 5. Radio coverage of a tunnel with repeaters and antennas.

Modern Railway Engineering140
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4.1.1. GSM-R limitations

Although the popularity of GSM-R is still growing, increasing interference from public net-
works is hampering the use of GSM-R, while the assigned radio frequencies limit its capacity. 
Several limitations are summarized in the following:

• Interference: The interference between GSM-R and other public networks increases be-
cause both railway and public operators want to have good coverage along the rail tracks. 
Instead of cooperating in network planning, railway and public operators fight for the cov-
erage. The interference could result in severe impairment of voice and data communica-
tions as well as network loss over several hundred meters of track. Theoretically, such 
interference can be avoided if public operators do not use frequency bands adjacent to 
those of GSM-R for the areas close to rail tracks; however, this is not well implemented in 
practice. In the future, interference may increase owing to the growth of GSM-R network 
deployment and the potential growth of public networks.

• Capacity: The 4 MHz bandwidth of GSM-R can support 19 channels of 200 KHz width. This 
is sufficient for voice communication, as voice calls are limited in time and do not occupy 
resources continuously. However, the current capacity turns out to be insufficient for the 
next-generation railway system, where each train needs to establish a continuous data con-
nection with a radio block center (RBC) and each RBC connection needs to constantly oc-
cupy one time slot. The radio capacity can be increased by using more spectrum resources.

• Capability: As a narrowband system, GSM-R cannot provide advanced services and adapt to 
new requirements. The maximum transmission rate of GSM-R per connection is 9.6 kb/s, which 
is sufficient only for applications with low demands; message delay is in the range of 400 ms, 
which is too high to support any real-time application and emergency communication [9].

Figure 8. GSM-R network.
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4.1.2. Future of HSR communications

The future services of HSRs such as real-time monitoring require a wideband system to have 
larger data rate and short delay. Due to the above limitations, GSM-R must eventually evolve to 
eliminate the revealed shortcomings [10]. Long-term evolution (LTE)-R, which could be based on 
the LTE standard, is a likely candidate to replace GSM-R in the future for the following reasons:

1. LTE has many advantages over GSM in terms of capacity and capabilities. As a fully packet-
switched–based network, LTE is better suited for data communications.

2. LTE offers a more efficient network architecture and thus has a reduced packet delay, 
which is one of the crucial requirements for providing ETCS messages.

3. LTE has a high-throughput radio access, as it consists of a number of improvements that 
increase spectral efficiency, such as advanced multiplexing and modulation.

LTE is also a well-established and off-the-shelf system and provides standardized interwork-
ing mechanisms with GSM [11].

4.2. TETRA

TETRA is an ETSI standard [12] for public safety, very popular in police, civil defense, border 
control, fireman, etc. It allows point-to-multipoint and point-to-point (direct) communica-
tions, of both voice and data. It is a very robust system, popular in urban railways but very 
limited because it is a narrowband system (up to some kbps). This technology usually works 
in the 380–470 MHz band, which needs a smaller number of base stations than GSM-R (which 
works in the 900 MHz band) for a given distance. TETRA has four 25 KHz channels, which 
is not enough for high data rates. The industry trend is to replace TETRA systems with LTE.

4.3. IEEE 802.11

It is almost impossible to gather all the complexity of the IEEE 802.11 standards [13] in so little 
space. IEEE 802.11 is a worldwide famous standard (its popular name is “Wi-Fi”) which con-
stitutes one of the most successful communication systems ever. It specifies both the physical 
and the MAC layer and has had many amendments since its beginnings. A summary of the 
most important features of the main standards is presented in Table 2.

Characteristic IEEE 802.11b IEEE 802.11g IEEE 802.11n IEEE 802.11ac

Frequency band 2.4 GHz 2.4 GHz 2.4 and 5 GHz 5 GHz

Channel width 20 MHz 20 MHz 20 and 40 MHz (only in 5 GHz) 20, 40, 80, and 160 MHz

Transmission tech. SISO SISO MIMO MIMO

Max. rate (Mbps) 11 54 433 1300

Table 2. Main characteristics of the IEEE 802.11 family of standards.
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IEEE 802.11 technologies are widely used in railways for two main reasons: they work in 
unlicensed bands (ISM, ETSI, etc.) and its low cost. The two main applications for them are 
train-to-ground communications (in workgroup bridge mode) and access to the Internet for 
passengers (client: access point (AP) mode). It is worth mentioning that the workgroup bridge 
mode is not standardized, so it has some proprietary aspects that could break the interoper-
ability that is assumed in the usual client: AP mode.

4.4. 4G/5G

In this section, we will cover the feasibility of the fourth and the fifth generation of mobile 
communications to provide railway signaling services. LTE (long-term evolution), the most 
relevant 4G technology, is standardized by the 3GPP. LTE has a flat architecture, to suppress 
bottlenecks and also to achieve low end-to-end delays. LTE vendors like Huawei, Nokia, or 
ZTE have a lot of interest in railways, and some years ago, the UIC identified LTE as a key 
technology for railway communications [14]. Explaining LTE in some detail is out of the scope 
of this chapter, but there are very good references in the literature worth reading [15, 16]. The 
most remarkable features of LTE are that it is a full-IP technology; is very flexible that can 
work either in TDD or FDD mode; and supports carrier aggregation and several MIMO con-
figurations. Its general architecture is shown in Figure 9, with an access stratum, composed 
by eNBs, and the core. More details can be found in [16].

There are still many challenges to have a successful LTE deployment for signaling. The first 
one is the spectrum, because almost everywhere there is no frequency band allocated for this 
purpose. Almost every single LTE band is licensed, so the railway operator would need to 
reach an agreement with a mobile operator in order to provide this service with the needed 
requirements for signaling services. Among the other challenges, we can find the cyberse-
curity (almost every single signaling network is owned by a railway operator) and the cost 
(generally speaking, LTE is more expensive than other technologies that do not need a core, 
but this is a controversial statement).

Figure 9. LTE architecture.
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Regarding 5G mobile communications, it is still a technology not in operation but being mas-
sively researched. It is very promising not only for railways but also for the general industry 
and civilian uses. For railways, it is expected that 5G will be an enabler for the next generation 
of services, like “virtual coupling” (which needs low latencies and high reliability), “remote 
driving” (both high capacity and low latencies needed), and a large etcetera.

5. Wireless channel in railway

On conventional railway communication, the high penetration losses caused by the train’s 
body, the harsh electromagnetic environment, and diverse scenarios have brought many 
difficulties. In recent years, the rapid development of HSTs makes demands on broadband 
transmission, high capacity, and reliability services regardless of the locations and speeds. 
Thus, modern wireless communication systems for railway have to overcome additional 
challenges, such as fast handover, fast travel through diverse scenarios, and large Doppler 
spreads, resulting from the high speed of the train (>250 km/h) [17].

In this section, the basic knowledge of the large-scale fading and small-scale fading of radio prop-
agation is presented. Also, the channel characterization and modeling for railway are discussed to 
provide a brief overview of the research status for wireless channel in various railway scenarios.

5.1. Radio propagation mechanism

The fading in mobile communication can be classified into two main groups: large-scale fad-
ing and small-scale fading. Literally, the large-scale fading denotes a large distance (hundreds 
of wavelengths) that the radio signal traveled. Generally, the slow dissipation of energy due to 
the separation of transmitter and receiver within such a large distance is defined as path loss. 
In the meantime, the penetration or diffraction around large objects in the actual propagation  
channel results in the fluctuations on the local mean power, which are the so-called large-
scale fading (or “shadowing”). Small-scale fading is used to describe the self-interference of 
the arrived signals from different paths with different amplitudes, delays, and phases at the 
receiver over a short period (in the order of 10 ns depending on mobility) or a travel distance 
on the same order of the wavelength. Figure 10 illustrates the large-scale fading that superim-
posed with the small-scale fading.

When radio signal travels through the wireless channel in the railway environment, the 
presence of trees, people, buildings, mountains, and other obstructions results in the signal 

Figure 10. Path loss, shadow fading, and small-scale fading.
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undergoing many kinds of propagation effects that result the radio signal reaches at the 
receiving antenna by two or more paths. This multipath denotes that the radio signal is 
transmitted from the transmitter and then “interacted” (reflected/diffracted/scattered) with 
the objects (also known as “scatterers”) presented in the channel. The multiple copies of the 
transmitted signal travel from several different paths and then arrive and combine at the 
receiver. This combination can be either constructive or destructive that can cause random 
fluctuations in the received signal’s amplitude, phase, and angle of arrival, which is termed 
as multipath fading.

5.2. Channel characterization and modeling for railway

A channel model is known as an abstract and simplified approach to mathematically demon-
strate the main characters of an actual channel and evaluates the influences on the performance 
of a specific wireless technology in this channel. Fundamentally, the modeling approaches fall 
into two categories: physical models and analytical models. The physical models are established 
on the basis of electromagnetic wave propagation and independent of antenna configurations, 
such as antenna pattern, number, etc. It models the bidirection propagation between the trans-
mitter and receiver based on the measurement or simulation in a specific scenario, which means 
that it changes as the locations of transmitter and receiver changes, whereas the analytical mod-
els mathematically/analytically reproduce the statistical properties of the MIMO matrix in the 
corresponding domain, which is limited by the computation complexity. The physical channel 
models are widely adopted and generally classified into two types: (1) Deterministic modeling 
characterizes the physical propagation in a completely deterministic way, i.e., calculating the 
received signal from knowledge of geometry, the electrical properties of the medium of propa-
gation, cross section of objects, and antenna radiation pattern. Therefore, the deterministic mod-
els are approximately exact. However, the deterministic approach, such as ray tracing, is subject 
to the computation complexity and complication of environment reconstruction. (2) Stochastic 
modeling is void of exact geometrical assumption and provides the statistical manner and con-
ditional dependencies between different channel parameters with less computation resources. 
This kind of channel model is extracted from the large amounts of measurement data, which 
is practically useful to present the general characteristic of a typical scenario. The propagation 
characterization in the specific scenarios is modeled by the statistical analysis of the channel 
impulse response (CIR), extracting the key parameters, such as path loss, delay spread, angular 
spread, etc., to parametrize the channel (Figure 11).

The wireless channel characteristics in railway are of importance for train control and pas-
senger services. The deep and comprehensive knowledge of the propagation channel is the 
premise of the communication system design. A convincible solution to support wireless 
communication system design for railway requires the characterization of four different 
channels, as shown in Figure 10: BTS-to-train (B2T)/train-to-ground (T2G), carriage-to-car-
riage (C2C), train-to-train (T2 T), intra-carriage (InC), and optionally satellite communication 
train-to-satellite (T2S). In the last years, research on communication systems for railway has 
been focused specially on the T2G communications in different environments, as presented 
in [18, 19] with the complete surveys on results and challenges of high-speed trains (HST) and 
metro trains in tunnels, respectively.
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In recent years, the channel characterization and modeling have become the focus of a lot of 
studies based on the measurement campaigns. Subject to the robustness, scalability, hardware 
redundancy, and traceability of the particular hardware, measurement-based approaches 
cannot keep the spatial consistency which is crucial in time-varying channel modeling in 
railway. Thus, some deterministic channel models have been proposed based on the ray 
tracing. Here, we briefly review and classify the measurement (M)-/simulation (S)-based 
research status for railway communications according to the scenarios, approaches, and key 
channel parameters, including path loss, time delay, and so on, as shown in Table 3 [17, 20].

6. Future trends in signaling systems

It is always hard to predict the future, even the more immediate one. Signaling, like the 
entire railway sector, goes in the same direction: more efficiency, more integration between 
systems, open standards (where it is possible), and more safety and security. When we 
described ERTMS, the lack of implementation of its level 3 was noteworthy. The reasons 
for this are many, but perhaps the most relevant is that it implies a translation of costs from 
infrastructure managers to railway operators (less wayside equipment needed, but some 
functions to be done by trains, like guaranteeing the train integrity). However, in the last 

Figure 11. Wireless links in railway.

Scenario Path loss Shadowing K-factor Delay Doppler AoA/AoD EoA/EoD

Open space M & S M & S M & S M & S M & S M & S —

Viaduct M & S M & S M M M M —

Cutting M & S M & S M M M — —

Metro M M M M — — —

Intra-carriage M M M M — — —

Table 3. The research status of the channel characterization and modeling for railway.
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undergoing many kinds of propagation effects that result the radio signal reaches at the 
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in [18, 19] with the complete surveys on results and challenges of high-speed trains (HST) and 
metro trains in tunnels, respectively.
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In recent years, the channel characterization and modeling have become the focus of a lot of 
studies based on the measurement campaigns. Subject to the robustness, scalability, hardware 
redundancy, and traceability of the particular hardware, measurement-based approaches 
cannot keep the spatial consistency which is crucial in time-varying channel modeling in 
railway. Thus, some deterministic channel models have been proposed based on the ray 
tracing. Here, we briefly review and classify the measurement (M)-/simulation (S)-based 
research status for railway communications according to the scenarios, approaches, and key 
channel parameters, including path loss, time delay, and so on, as shown in Table 3 [17, 20].

6. Future trends in signaling systems

It is always hard to predict the future, even the more immediate one. Signaling, like the 
entire railway sector, goes in the same direction: more efficiency, more integration between 
systems, open standards (where it is possible), and more safety and security. When we 
described ERTMS, the lack of implementation of its level 3 was noteworthy. The reasons 
for this are many, but perhaps the most relevant is that it implies a translation of costs from 
infrastructure managers to railway operators (less wayside equipment needed, but some 
functions to be done by trains, like guaranteeing the train integrity). However, in the last 

Figure 11. Wireless links in railway.

Scenario Path loss Shadowing K-factor Delay Doppler AoA/AoD EoA/EoD

Open space M & S M & S M & S M & S M & S M & S —

Viaduct M & S M & S M M M M —

Cutting M & S M & S M M M — —

Metro M M M M — — —

Intra-carriage M M M M — — —

Table 3. The research status of the channel characterization and modeling for railway.
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years, some tests [21] have been carried out to check the feasibility of the level 3 of ERTMS, 
but not following a satisfactory approach (some parts were missing in these proofs of con-
cept). Moreover, this is one of the main projects within Shift2Rail IP2 [22].

Another trend for the future of ERTMS is its “low-cost versions.” Under this denomination 
we can find some initiatives that are focused on the implementation of a standardized and 
interoperable ERTMS but with some limitations to lower its CAPEX and OPEX. The most 
remarkable initiative in this direction is the “regional ERTMS” [23] where the line is divided 
into “dark zones”; only one train is allowed into each one of them. More relevant, there is no 
need of track circuits, and GSM-R is needed only in a punctual way.

When we explained CBTC, we saw that it can work in two modes: virtual track circuit and 
“moving block.” The latter is very similar to ERTMS-L3; so in metro lines, this paradigm has 
been achieved some years ago. The next step in CBTC systems is to have a direct link between 
trains, in order to decrease the communication delay and the headway between them as well. 
Some signaling companies are working in this idea, but, as far as we know, only Alstom has 
shown some interest on it. In Figure 4, the basic concept under this “vehicular-to-vehicular 
CBTC” is shown. It would not remove the existing link between trains and wayside, but to be 
complemented by a direct link (V2 V) between trains when they are closer enough (Figure 12).

Finally, the sublimation of the signaling models is the so-called virtual coupling [23], where a large 
set of trains not coupled together could act as if they were. This implies sharing the same brak-
ing and power information for the entire “virtual train” that could be a large number of trains. 
To achieve this futuristic model, we need an ultrareliable communication link, with a very low 
latency. This line of research was raised 20 years ago but now is being researched in the EU-funded 
Shift2Rail IP2 initiative [22], with the aim of having a demonstrator with real trains in 2022.
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In order to improve its position in the transport market railway, as a complex system, 
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and fewer emissions, along with increased economic viability and profits. Some of these 
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minimum values. Additionally, some can be expressed quantitatively, while some, for 
example, customer service, can be described qualitatively through a descriptive scale 
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Therefore, the major objective of this chapter is the review of the application of MCDM 
methods in railway engineering. As one of the means in achieving the objectives of rail-
ways and above all the utilization of capacity are Train Control Information Systems 
(TCIS). Based on that, the aim of this chapter is the evaluation of the efficiency of TCIS in 
the improvement of railway capacity utilization through defined technical-technological 
indicators. The non-radial Data Envelopment Analysis (DEA) model for the evaluation 
of TCIS efficiency in improvement of utilization of railway capacity using the selected 
indicators is proposed. The proposed non-radial DEA model for TCIS efficiency evalua-
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1. Introduction

1.1. Background

Transport activity in the European Union (EU) is expected to continue growing but with 
slower trends than in the past [1]. From 1995 to 2012, freight transport in the EU28 coun-
tries showed an overall growth of 22.8%, while passenger activity was slower with 19% [2]. 
According to the [1], the increment of freight transport activity is expected to be 35% from 
2010 to 2030 and 58% from 2010 to 2050, while passenger activity growth will be slightly 
lower at 22% until 2030 and 40% until 2050. Railway as a backbone of the EU transport sys-
tem has the potential to play a key role in addressing rising traffic demand, congestion, fuel 
security and decarbonisation, but many European rail markets are still facing stagnation or 
decline [1].

The demand for railway transportation is steadily increasing around the world [3]. Regarding 
the EU, railway transport activity is expected to grow in terms of passenger transport by 39% 
between 2010 and 2030 and 76% from 2010 to 2050, as well as freight transport by 47% by 2030 
and 84% during 2010–2050. Therefore, railway share of the transport market related to pas-
senger transport will be increased to 1 percentage point by 2030 and an additional percentage 
point by 2050. Similar increases in modal share for passenger rail are expected for freight 
transport [1].

However, because the many railways use capacity close to maximum, it is necessary to take 
adequate actions in order to meet the new demand. Accordingly, possible actions could be 
building a new railway infrastructure, upgrading existing infrastructure or using the exist-
ing infrastructure more efficiently [3]. Consequently, the main challenge of many railways 
around the world is limited availability of capacity for all trains of their infrastructure related 
to topological configuration; although in some cases the capacity of infrastructure was not 
changed despite doubling, tripling or quadrupling tracks.

Railway capacity may be defined in different ways [3]. Indeed, in the railway market and in 
the literature, there are numerous definitions and meanings of railway capacity [4, 5]. Railway 
capacity is seen as a simple but rather inaccessible concept. Although unique, a true definition 
of capacity is impossible, because capacity depends on the way it is utilized. An overview of 
some important definitions of railway capacity was presented in [6]. One of the most appro-
priate definitions of railway capacity for this chapter was declaimed by [4]. They stated that 
railway “capacity is a measure of the ability to move a specific amount of traffic over a defined 
rail line with a given set of resources under a specific service plan.”

In order to tackle the railway capacity challenge, since the building of new railway lines 
is extremely costly and time-consuming, efficient utilization of railway infrastructure is 
essential. Therefore, there is a need for better planning and efficient management of mea-
suring used capacity, as well as better enhancement measures [6]. Analysis and evalua-
tion of railway capacity is a multifaceted and complex task because it involves several 
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complex systems, such as railway infrastructure, rolling stock, timetable and human 
behavior, and some other influencing factors such as the number of tracks connecting 
the stations, station track layout, the signaling system, train performance, speed differ-
ence between train services, market demand, reliability and delay acceptance of railway 
customers.

As a multidisciplinary area different factors impinge, such as timetable, signaling, nodal 
capacity constraints, rolling stock, infrastructure, external factors and governance impact on 
railway capacity utilization. Signaling as a kind of traffic management systems (TMS) and 
one of the classes of train control information systems (TCIS) ensures the safe running of 
trains within the infrastructure. With advanced signaling systems, such as European Railway 
Traffic Management System (ERTMS), besides the improvement level of safety, reduction of 
headway and blocking time of infrastructure may be achieved [6, 7].

According to [7], TCIS represent a complex system composed of a large number of various 
kinds of components (mechanical, electrical, computer, etc.) with different types of inter-
actions (local, simultaneous, etc.), which are interconnected and operate in synergy with 
each other. In their chapter, TCIS are grouped in four classes where each class includes 
subsystems, that is, Interlocking Systems (IXL) including subsystems such as train detec-
tion equipment (track circuits or axle counters), switching points and level crossings; Traffic 
Management Systems (TMS) that imply ERTMS, Positive Train Control System (PTCS), 
Chinese Train Control System (CTCS) and Railway Signaling System (RSS); Automatic 
Train Control (ATC) systems including Automatic Train Protection (ATP), Automatic Train 
Operation (ATO) and Automatic Train Supervision (ATS) subsystems; and In-Cab Train 
Advisory (In-CTA) systems which include the In-Cab Information Support System and the 
Driver Advisory System (DAS). Based on that and the fact that signaling is only a part of 
TCIS, that is, it represents a kind of TMS in the evaluation just of its impact on railway 
capacity utilization is not enough. Therefore, in this chapter the evaluation of influence of 
comprehensive TCIS, as a system composed of various subsystems, on railway capacity 
utilization is considered.

1.2. Aim and scope of the chapter

Since railway capacity utilization is a multidisciplinary area that depends on different factors, 
in this chapter applications of MCDM methods for the evaluation of the influence of TCIS on 
capacity utilization are considered. Based on the fact that signaling as a part of TCIS contrib-
utes to efficient railway utilization, the main aim of the chapter is to propose a new approach 
for evaluation, monitoring and comparison of efficiency of TCIS on both macro and micro 
levels for improving railway capacity utilization.

The key objective of the chapter is the introduction of the non-radial DEA model for the evalu-
ation of the efficiency of TCIS influence on the improvement of railway capacity utilization. 
Through the literature review related to evaluation and analysis of railway capacity utiliza-
tion, application of non-radial DEA model in evaluation of efficiency of TCIS influence on 
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Driver Advisory System (DAS). Based on that and the fact that signaling is only a part of 
TCIS, that is, it represents a kind of TMS in the evaluation just of its impact on railway 
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The key objective of the chapter is the introduction of the non-radial DEA model for the evalu-
ation of the efficiency of TCIS influence on the improvement of railway capacity utilization. 
Through the literature review related to evaluation and analysis of railway capacity utiliza-
tion, application of non-radial DEA model in evaluation of efficiency of TCIS influence on 
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capacity utilization with some real and some assumed data (these were necessary because of 
the unavailability of the real data and information), only for Serbia and Austria case studies 
was conducted.

A literature review related to railway capacity analyzing provides confirmation of the nov-
elty of the application of the non-radial DEA model for the efficiency evaluation of TCIS in 
the improvement of railway capacity utilization and guidelines for selection of desirable 
and undesirable inputs and outputs for the application of the non-radial DEA model. Also, 
through application of the non-radial DEA model, sensitivity analysis was presented.

Within the next section, the literature review related to analysis, measurement, evalua-
tion and improvement of railway capacity utilization, followed by an overview of factors 
and parameters that influence capacity consumption, as well as previous considerations of 
impacts of TCIS or only signaling systems on capacity utilization are presented. Section 3 
contains the history of TCIS and case studies used for the evaluation. Introduction of the 
DEA method in efficiency evaluation of TCIS on railway capacity utilization with selection of 
DMUs, inputs and outputs as well as the results of DEA method application are presented in 
Section 4. Section 5 discusses the application of the MCDM in other areas of railway engineer-
ing. Finally, in Section 6 conclusions and proposals for future work are summarized.

2. Literature review

Railway capacity represents an interesting topic and is extensively discussed in the litera-
ture by scholars [8]. For railway capacity improvement, two basic approaches are followed: 
upgrading or expanding the infrastructure, and improving operational characteristics and 
parameters of the extant rail services. With each approach, it is necessary to assess and ana-
lyze the benefits, limitations and challenges through capacity analysis.

There are different capacity analysis approaches and methodologies where input typically 
includes infrastructure and rolling stock data, operating rules and signaling features [9]. In 
the following subsections, major comprehensive studies that deal with measuring, analyzing 
and improving, as well as defining and classifying the capacity utilization, are presented.

2.1. Methods, techniques and approaches in the evaluation of capacity utilization

In the literature, there exist different methods for estimation of utilization of railway capacity 
and different categorizations of these methods [6]. For example, capacity methodologies have 
been divided into two major classes as analytical and simulation [10]. Also, capacity methods 
were categorized to timetable-based and non-timetable-based approaches [11].

Overall, the analytical and simulation methods are the most common methods found in the 
literature, while one example of combined approach was presented in [12].

A review of the main concepts, methods and techniques of assessing railway capacity was 
presented in [4, 8, 13], as well as the main factors that can affect railway capacity were also 
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analyzed in [4]. A detailed review of all of these methods, approaches to defining and analyz-
ing and factors affecting the railway capacity may be found in [6].

With these methods in the literature, theoretical, practical capacity as well as used capacity 
and available capacity were considered [3, 13].

2.1.1. Analytical methods

Analytic capacity determination models were developed by [14]. In addition, in [15] also a 
number of approaches for determining the capacity of railway lines and associated factors 
in railway operations were discussed. Some of the analytical approaches used in the evalu-
ation of railway capacity for determining absolute capacity could be seen in [16] and others 
that estimate secondary delays due to route conflicts and train connections in [17]. In [18], an 
analytical queuing-based approach was proposed while authors of [19] proposed an analytic 
model. Consideration of capacity evaluation based on the UIC capacity leaflet which is most 
often used by European railways was presented in [20].

In the UIC code 406 [21], a methodology for capacity evaluation is developed while the appli-
cability of UIC 406 code as a timetable compression technique for evaluation of the corridor 
and station capacity was considered by [22]. Based on the approach used in the highway 
capacity manual to analyze capacity of road traffic in [23], a model for railway capacity was 
developed. Based on that in [24], the headway-based models were further developed.

In [5], an analytical method that is used in Lithuania for calculation of railroad line capacity, 
metro-train method and UIC 406 method was presented. According to [9], the UIC method is 
also one of the major tools for improving capacity utilization, whereas in Britain, authors of 
[25] pointed out Capacity Utilization Index (CUI) also is effective.

Authors of [25] further described the extension of existing capacity utilization measures to 
enable their application to both junction and station nodes.

A new model for capacity consumption calculation, similar to the UIC 406 method, was 
presented by [26]. Using the UIC 406 method, [27] calculated the capacity utilization of the 
Zagreb-Rijeka railway line and sections. Expansion and improvement of the UIC 406 method 
was made by [28].

2.1.2. Optimization methods

Application of an optimization method in analyzing the capacity of new corridors and con-
sidering uncertainty of demand levels on the planned route was conducted by [29]. A new 
method to optimize the travel speed of trains was presented in [30]. Then, in [4] a tool for 
railway managers called Modulo Optimizador de Mallas (MOM) was developed.

Using an optimization approach in [31], the capacity consumption for railway routes under 
construction was calculated. [32] presented an integer-programming model for both line and 
line section for evaluation of train type interactions on railway line capacity. In [33], an optimi-
zation approach for analyzing the Beijing-Shanghai high-speed railway line was developed.
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also one of the major tools for improving capacity utilization, whereas in Britain, authors of 
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enable their application to both junction and station nodes.
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Zagreb-Rijeka railway line and sections. Expansion and improvement of the UIC 406 method 
was made by [28].
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Application of an optimization method in analyzing the capacity of new corridors and con-
sidering uncertainty of demand levels on the planned route was conducted by [29]. A new 
method to optimize the travel speed of trains was presented in [30]. Then, in [4] a tool for 
railway managers called Modulo Optimizador de Mallas (MOM) was developed.

Using an optimization approach in [31], the capacity consumption for railway routes under 
construction was calculated. [32] presented an integer-programming model for both line and 
line section for evaluation of train type interactions on railway line capacity. In [33], an optimi-
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An overview of the optimization models used to decide when a fix budget is given and where 
track duplications and subdivisions should be made has been presented by [34]. In order to 
solve the station carrying capacity problem with an integer linear programming model was 
created in [35], while mechanism for optimization of capacity of the main corridor within a 
railway was developed in [36], while in [37] an optimization algorithm RECIFE-SAT suitable 
for quantification of capacity by solving the saturation problem adding as many trains as pos-
sible to an existing (possibly empty) timetable was proposed.

2.1.3. Simulation methods

Simulation methods use general simulation tools, such as AweSim, Minitab and Arena or 
commercial simulation software specifically designed for rail transportation, such as RTC, 
MultiRail, RAILSIM, OpenTrack, RailSys and CMS [9]. In [38], Strategic Capacity Analysis for 
Network (SCAN), developed by [39], was discussed.

A microscopic simulation method for analyzing capacity of a station and complex railway 
nodes has been introduced by [40, 41], respectively.

In order to analyze railway capacity, Lindfeldt [3] employed several different methodologies.

2.1.4. Parametric models

In order to describe and analyze railway capacity, parametric models use some parameters 
of railway infrastructure. [42] has introduced an enhanced technique of capacity evaluation 
tools. Parametric models were also developed by [43] for evaluating the capacity of single- 
and double-track operations using the microscopic simulation software Rail Traffic Controller 
(RTC). Using RTC, in [44], the simultaneous operations of passenger and freight trains in 
single- and double-track configurations were compared. Parametric capacity analysis and 
simulation as two common capacity evaluation methods were described by [45].

2.2. Consideration of influence of TCIS on capacity consumption

Regarding the TCIS and capacity utilization, in [46], a thesis in terms of consideration 
of capacity increment crossing with the fixed block to the moving-block operation (ERTMS 
level 3) was presented. In [47], several different methods of capacity evaluation to investi-
gate the effect of different signaling systems on the capacity of a double-track bottleneck in 
Stockholm were used.

Because advanced signaling systems have recently been considered as a potential solution for 
increasing system capacity, regardless of the fact that they usually require a great amount of 
capital investment, the Taiwan Railways Administration (TRA) was interested in estimating 
the possible capacity benefits of adopting these new signaling systems.

An assessment of maximum capacity at 360 kph (225 mph) based on current technical capabil-
ity and potential improvements in the capability, were presented by [48].

In order to understand the potential benefits of adopting various advanced signaling sys-
tems, such as hybrid or moving-block systems, in [49] a set of analytical capacity models for 
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conventional rail operations with advanced signaling systems, which were implemented in 
the busiest corridor in the Taiwan Railways Administration system, were developed.

In [50] a new concept of dynamic infrastructure occupation to assess infrastructure capacity 
was proposed. A new concept was applied in a capacity assessment study of a Dutch railway 
corridor with different signaling configurations under both scheduled and disturbed traf-
fic conditions. Within their study, comparison of the two different signaling systems, Dutch 
NS’54/ATB and ETCS Level 2, and their influence on capacity was conducted.

Based on the proposed assessment of the daily capacity improvements deriving from the 
application of the ETCS signaling system, [51] compared capacity in terms of maximum num-
ber of daily trains, between the base Telephone Block system, the ETCS level 2 scenarios and 
ETCS level 3 with moving block. Using blocking time model, [52] presented headway of sig-
naling systems and headway between trains that are running under different signaling sys-
tems. Also, using the simulation software RailSys, they analyzed the effect on capacity when 
trains are in different signaling systems such as moving block, fixed block and their mix shar-
ing a line of Beijing metro.

In terms of signaling system and capacity, in [53] a design approach able to identify the sig-
naling layout which minimizes the investment and maintenance costs, while respecting the 
required level of capacity was presented. With increasing the levels of automation within a 
railway in [54] provided the preliminary hypothesis and methodology for testing them in 
terms of the capacity increase that comes with them. They concluded that the reliability of a 
railway network would improve with increasing levels of automation.

2.3. Review of important influence factors and parameters of railway capacity

Since the purpose of this chapter is the evaluation of the influence of TCIS on railway capacity 
utilization on the macro level, one of the steps of the chapter is presentation of interactions 
of TCIS with capacity utilization through an adequate set of variables rather than a detailed 
technical description of different TCIS. Therefore, as a starting point of introducing MCDM 
methods for evaluation of TCIS in terms of capacity utilization the identification of factors and 
parameters which affect railway capacity utilization is necessary.

The railway capacity is not static but depends on the infrastructure, operating conditions [4] 
and overall elements that make up the railway system [55]. As already pointed out, railway 
capacity is a multidisciplinary area, so different factors affect its utilization [6]. The funda-
mental factors that affect railway capacity and should be considered in its evaluation, accord-
ing to [4, 55] are grouped as infrastructure, traffic and operational parameters [4, 55].

Among the infrastructure parameters we can include:

1. The signaling system combined with the track layout can be crucial for capacity [3]. A block 
section is a section of track that can only be occupied by one train at a time. Block section 
length is an important factor because together with the spatial distance between two fol-
lowing trains it determines the maximum traffic intensity. For a conventional signaling 
system with fixed block sections, the length of the block sections on the line is important 
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conventional rail operations with advanced signaling systems, which were implemented in 
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for the minimum headway between two consecutive trains in the same direction [3]. Be-
sides the block and signaling systems also, train speed and train length are important 
infrastructure factors.

2. The important factor for capacity is the number of tracks on the line, that is, single/double or quad-
ruple tracks [3]. Lindfeldt [3] also pointed out that the capacity of a double track is four times 
that of a single track, and a quadruple track three times that of a double track. This is possible 
due to meeting trains everywhere on the line without being restricted to the crossing stations; 
while on quadruple tracks, trains going in the same direction can preferably be separated 
according to mean speed. Many until now proposed methodologies only addressed the case 
of single-track lines with its extension on double-track lines. However, on double-track lines 
consideration should be separately made for the trains of both directions [55].

3. The definition of lines and routes that includes a list of stations and halts along the line and 
their characteristics is also important because the capacities of railway lines and nodes are 
key issues in consideration of overall railway capacity [55].

4. Network effects that consider what happens on the interfering lines; track structure and speed 
limits that include conditions of the rails, ties and ballast dictate the weight and type of 
equipment that can be used on the line, as well as the speeds allowed on the line.

Speed is especially important for single-track lines, where higher average speed means 
that crossings can occur closer in time, while on double-track lines speed does not have as 
big an impact on capacity as on single-track lines and has a similar effect for the frequency 
of overtaking as for crossings on the single-track line. For higher speed in the case that the 
signaling is based on fixed signal block sections block sections are cleared faster, while the 
effect is neutralized by trains with higher speed due to longer breaking distance [3].

5. Length of the subdivision is lengths of line sections between stations plays important role for 
railway capacity.

Regarding the traffic parameters the most important factors that should be considered are new 
or existing lines; traffic mix in terms of types of trains and their speeds; regular timetables; traffic 
peaking factor; and priority of trains.

Track interruptions; train stop time; maximum trip time threshold; time window and quality of ser-
vice, reliability or robustness represent the most important operational parameters.

One of the important factors for understanding how modern signaling affects and can 
improve capacity utilization is blocking time defined as “the time interval in which a section 
of track is exclusively allocated to a train and therefore blocked for other trains” [6]. Authors 
of [27] pointed out that capacity of railway lines depends on the minimum headway time of the 
trains, which is related to the structure of the signaling system; and differences in headway 
time are the result of changes in travel speed.

According to [8], in the paper [16] it was shown that the capacity of the railway network is 
affected by factors such as train speed, train heterogeneity, distance, sectional running times, and 
directional and proportional distribution of trains.
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In [42], they classified length of subdivision, siding length and spacing, intermediate signal spacing, 
percentage of number of tracks, that is, single, double and multi-tracks, heterogeneity in trains in 
terms of train length and power-to-weight ratios among infrastructure and operational factors 
that influence the railway capacity levels. As key factors that have a direct impact to railway 
capacity, in [13, 56] geometrical configuration of the track, line and stations and layout, features of 
signaling systems, movement rules and corresponding minimum distance between trains, operation 
and maintenance planning were pointed out. The main parameters that affect determination 
of capacity within the infrastructure parameters are number of tracks, distance between two cross-
ings or passing stations, total reference time, theoretical speed and project speed, while operational 
parameters include rolling stock features, traffic typology and headway [13].

Among operational effects, parameters that have been included by [13] are generation and 
propagation of delays, as well as required and expected quality of service. In order to describe 
factors that affect railway capacity, used capacity and symptoms of high capacity utilization, 
in [3] performance indicators based on the available data were selected. Presented indicators 
for capacity are related to infrastructure, traffic, timetable and delay indicators.

For infrastructure indicators such as distance between crossing stations (km) for single track and 
distance between passing stations (km) and all lines and stations (m) for double track were selected. 
Within the timetable indicators number of trains per day (total/passenger/freight), number of 
trains per hour (total/passenger/freight), speed (km/h) (passenger/freight) and speed difference were 
selected. In terms of traffic indicators weight (metric tons), length (m), number of axles and axle 
load were chosen for freight trains and gross tons/day (metric tons) for passenger trains. For 
passenger/freight, proportion of trains with increased delay, median of increased delay normalized by 
route distance [min/100 km] and standard deviation of increased delay normalized by route distance 
[min/100 km] were placed as delay indicators.

In the model developed in [43], factors used for single-track operation are siding spacing, sig-
nal spacing, track speed, volume (trains/day) and heterogeneity. For double-track, the factors are 
crossover spacing, signal spacing track speed, volume and heterogeneity. In evaluation capacity 
of single and double tracks in [44], key factors such as traffic volume, defined as the total number 
of trains per day (TPD), traffic mixture (heterogeneity) as the percentage of these that are freight 
trains and describes the train type heterogeneity of the corridor, the maximum speed of the pas-
senger train and the number of main tracks on the line were used.

In the literature, the main metrics of capacity level measurements have been categorized 
through three groups [9]. Within the first group, - i.e., throughput - were categorized num-
ber of trains, tons, train-miles. Terminal/station dwell, punctuality/reliability factor, and delay rep-
resent metrics of the second group level of service, and asset utilization, the third group, 
includes velocity, and infrastructure occupation time or percentage. [9] also emphasized that the 
Federal Railroad Administration (FRA) introduced a parametric approach developed to mea-
sure capacity in the U.S. rail network based on delay units (hours per 100 train-miles), while 
European operators use throughput metrics (number of trains per day or hours), where punctu-
ality and asset utilization metrics are also applied as secondary units.

In [9] also characteristics that have impact on capacity and its utilization and categorized them 
into infrastructure, signaling, operational and rolling stock characteristics were reviewed. 
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for the minimum headway between two consecutive trains in the same direction [3]. Be-
sides the block and signaling systems also, train speed and train length are important 
infrastructure factors.

2. The important factor for capacity is the number of tracks on the line, that is, single/double or quad-
ruple tracks [3]. Lindfeldt [3] also pointed out that the capacity of a double track is four times 
that of a single track, and a quadruple track three times that of a double track. This is possible 
due to meeting trains everywhere on the line without being restricted to the crossing stations; 
while on quadruple tracks, trains going in the same direction can preferably be separated 
according to mean speed. Many until now proposed methodologies only addressed the case 
of single-track lines with its extension on double-track lines. However, on double-track lines 
consideration should be separately made for the trains of both directions [55].

3. The definition of lines and routes that includes a list of stations and halts along the line and 
their characteristics is also important because the capacities of railway lines and nodes are 
key issues in consideration of overall railway capacity [55].

4. Network effects that consider what happens on the interfering lines; track structure and speed 
limits that include conditions of the rails, ties and ballast dictate the weight and type of 
equipment that can be used on the line, as well as the speeds allowed on the line.

Speed is especially important for single-track lines, where higher average speed means 
that crossings can occur closer in time, while on double-track lines speed does not have as 
big an impact on capacity as on single-track lines and has a similar effect for the frequency 
of overtaking as for crossings on the single-track line. For higher speed in the case that the 
signaling is based on fixed signal block sections block sections are cleared faster, while the 
effect is neutralized by trains with higher speed due to longer breaking distance [3].

5. Length of the subdivision is lengths of line sections between stations plays important role for 
railway capacity.

Regarding the traffic parameters the most important factors that should be considered are new 
or existing lines; traffic mix in terms of types of trains and their speeds; regular timetables; traffic 
peaking factor; and priority of trains.

Track interruptions; train stop time; maximum trip time threshold; time window and quality of ser-
vice, reliability or robustness represent the most important operational parameters.

One of the important factors for understanding how modern signaling affects and can 
improve capacity utilization is blocking time defined as “the time interval in which a section 
of track is exclusively allocated to a train and therefore blocked for other trains” [6]. Authors 
of [27] pointed out that capacity of railway lines depends on the minimum headway time of the 
trains, which is related to the structure of the signaling system; and differences in headway 
time are the result of changes in travel speed.

According to [8], in the paper [16] it was shown that the capacity of the railway network is 
affected by factors such as train speed, train heterogeneity, distance, sectional running times, and 
directional and proportional distribution of trains.
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In [42], they classified length of subdivision, siding length and spacing, intermediate signal spacing, 
percentage of number of tracks, that is, single, double and multi-tracks, heterogeneity in trains in 
terms of train length and power-to-weight ratios among infrastructure and operational factors 
that influence the railway capacity levels. As key factors that have a direct impact to railway 
capacity, in [13, 56] geometrical configuration of the track, line and stations and layout, features of 
signaling systems, movement rules and corresponding minimum distance between trains, operation 
and maintenance planning were pointed out. The main parameters that affect determination 
of capacity within the infrastructure parameters are number of tracks, distance between two cross-
ings or passing stations, total reference time, theoretical speed and project speed, while operational 
parameters include rolling stock features, traffic typology and headway [13].

Among operational effects, parameters that have been included by [13] are generation and 
propagation of delays, as well as required and expected quality of service. In order to describe 
factors that affect railway capacity, used capacity and symptoms of high capacity utilization, 
in [3] performance indicators based on the available data were selected. Presented indicators 
for capacity are related to infrastructure, traffic, timetable and delay indicators.

For infrastructure indicators such as distance between crossing stations (km) for single track and 
distance between passing stations (km) and all lines and stations (m) for double track were selected. 
Within the timetable indicators number of trains per day (total/passenger/freight), number of 
trains per hour (total/passenger/freight), speed (km/h) (passenger/freight) and speed difference were 
selected. In terms of traffic indicators weight (metric tons), length (m), number of axles and axle 
load were chosen for freight trains and gross tons/day (metric tons) for passenger trains. For 
passenger/freight, proportion of trains with increased delay, median of increased delay normalized by 
route distance [min/100 km] and standard deviation of increased delay normalized by route distance 
[min/100 km] were placed as delay indicators.

In the model developed in [43], factors used for single-track operation are siding spacing, sig-
nal spacing, track speed, volume (trains/day) and heterogeneity. For double-track, the factors are 
crossover spacing, signal spacing track speed, volume and heterogeneity. In evaluation capacity 
of single and double tracks in [44], key factors such as traffic volume, defined as the total number 
of trains per day (TPD), traffic mixture (heterogeneity) as the percentage of these that are freight 
trains and describes the train type heterogeneity of the corridor, the maximum speed of the pas-
senger train and the number of main tracks on the line were used.

In the literature, the main metrics of capacity level measurements have been categorized 
through three groups [9]. Within the first group, - i.e., throughput - were categorized num-
ber of trains, tons, train-miles. Terminal/station dwell, punctuality/reliability factor, and delay rep-
resent metrics of the second group level of service, and asset utilization, the third group, 
includes velocity, and infrastructure occupation time or percentage. [9] also emphasized that the 
Federal Railroad Administration (FRA) introduced a parametric approach developed to mea-
sure capacity in the U.S. rail network based on delay units (hours per 100 train-miles), while 
European operators use throughput metrics (number of trains per day or hours), where punctu-
ality and asset utilization metrics are also applied as secondary units.

In [9] also characteristics that have impact on capacity and its utilization and categorized them 
into infrastructure, signaling, operational and rolling stock characteristics were reviewed. 
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However, there is a dilemma as to how these characteristics and their differences were con-
sidered in various capacity analysis tools and methodologies.

As demonstrated in literature, the railway capacity rate is controlled by some major com-
ponents, however in this chapter not all these aspects are taken in account. According to the 
objective of the chapter, the attention is focused on the evaluation and comparison of the 
impact of TCIS on capacity utilization deriving from a different TCIS and parameters related 
to it rather than the other components previously listed.

3. History of the development of railway signaling systems

From 1850, the moving of trains from one to another block was regulated by train dispatchers 
standing at blocks along the line with a stopwatch. They used hand signals to inform train 
drivers that a train was going to pass. By 1900, mechanical semaphores were introduced and 
with the innovation of the telegraph and telephone, the staff was able to send a message (first 
a certain number of rings on a bell, then a telephone call) to confirm that a train had passed 
and that a specific block section was finally clear [57].

In 1930, the first optical signals were introduced and the whole system was called phone block 
system [57]. During the middle of the twentieth century, many railways adopted fixed signals. 
Early fixed signals were semaphores which later on were replaced by traffic light signals with 
two aspects (green and red), three aspects (green, yellow and red or double green, green and 
red) or four aspects (green, double yellow, yellow and red) that provided necessary informa-
tion to the train drivers [6].

3.1. Introduction of the semiautomatic and automatic block systems

The semiautomatic block was introduced when fixed signals had replaced hand signals. 
However, today railways are equipped with signaling systems based on the automatic blocks 
which do not require manual intervention. With automatic blocks (interlocking), the rail line 
is divided into blocks of which the length should be longer than the braking distance of the 
faster train running on the route, and where the occupancy of the blocks is detecting with the 
train detection equipment (track circuit and axle counter). In the early 1980s, railway signal-
ing systems were upgraded in order to be able to constantly monitor the speed of the train 
and improve safety, through automatic braking if the driver fails to respond to the warnings 
such as a train passing a red (danger) signal or exceeding a speed restriction – these are 
known as Automatic Train Protection (ATP) systems [57]. Each country has its ATP, and there 
are now 20 different developed and operated ATP systems in the EU [58] according to the dif-
ferent national requirements, technical standards and operating rules [57].

3.2. Development of standard European signaling system

In order to remove more than 20 different TCISs across the European railway network [58], 
the EC decided to support the implementation of a harmonized standard for the railway 

Modern Railway Engineering162

control and signaling systems, the European Railway Traffic Management System (ERTMS) 
[59]. The ERTMS as a kind of Traffic Management System (TMS) is one of the classes of 
TCISs along with the Interlocking Systems (IXL), Automatic Train Control (ATC) systems 
and Automatic Train Supervision (ATS) systems [7]. The study [7] gives detailed classifica-
tion of TCISs classes. ERTMS as a standard Automatic Train Protection (ATP) and Automatic 
Train Control (ATC) are complementary systems that ensure safer operation of trains and can 
enhance capacity utilization [6].

Besides standardization, ERTMS was created to providing interoperability for different coun-
tries and manufacturers leading an increase in the efficiency of traffic of both passenger and 
freight trains and the competitiveness of the European railway [60]. The realization of interop-
erability is a precondition for other benefits of ERTMS, such as improved traffic management, 
optimized usage of energy and network resource [61], enhanced profitability and customer 
service, with a contribution to overall environmental and energy efficiency objectives [62]. 
In addition, higher levels of safety for high-speed trains with only a few minutes headway 
between trains ensures operational reliability and more traffic within the same infrastructure, 
that is, better capacity utilization, reduction of maintenance costs [60, 63, 64] as well as the cre-
ation of a common market of signaling equipment that also leads to reduction of costs [62–64].

3.2.1. Description levels of ERTMS

ERTMS consists of three levels. Level 1 represents track to train communication, provided by 
Eurobalises located along tracks that interface with the existing signaling system and line-side 
signals. It is based on ‘fixed block’ and fixed braking distance. However, the lower decelera-
tion rate in ERTMS level 1 results in lower capacity utilization.

Level 2 is an enhancement of Level 1 with movement authority from Radio Block Centre 
(RBC) through interlocking to on-board ECTS via GSM-R link, which enables the elimination 
of trackside signals. Level 2 covers track-to-train communication and vice versa. On this level, 
RBC calculates the correct movement authority, giving authorization to proceed (or not), with 
balises used to transmit static messages such as location, line profile and speed limit. This level 
enables higher operational speeds and reduced headways, thus more efficient capacity utiliza-
tion because it is also based on a ‘fixed block system’ though it eliminates the time needed for 
the driver to see the trackside signals as there is cab signaling which is displayed on-board.

Level 3 improves the ability of Level 2 so that train detection by the trackside is no lon-
ger required. At this level, the RBC uses GSM-R for transmission between track and train. 
Compared with Level 1 and 2 that are based on a fixed block signaling system, Level 3 allows 
a moving-block signaling system; this means that as the train travels, the track receives the 
train location and train integrity from the train. Levels 1 and 2 are already widely applied 
in Europe, while Level 3 is currently under development [6]. Therefore, in modern signal-
ing, like an ERTMS Level 3, line-side signals are not required as the necessary information 
is displayed in the driver’s cabin and intends to introduce moving blocks which can further 
decrease headways [6]. With ERTMS level 3, the time needed for the driver to see the track-
side signal because of cab signaling (because moving blocks are dynamic and can be much 
shorter than fixed blocks) is eliminated. Hence, with European Cab-based signaling (ERTMS) 
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However, there is a dilemma as to how these characteristics and their differences were con-
sidered in various capacity analysis tools and methodologies.

As demonstrated in literature, the railway capacity rate is controlled by some major com-
ponents, however in this chapter not all these aspects are taken in account. According to the 
objective of the chapter, the attention is focused on the evaluation and comparison of the 
impact of TCIS on capacity utilization deriving from a different TCIS and parameters related 
to it rather than the other components previously listed.

3. History of the development of railway signaling systems

From 1850, the moving of trains from one to another block was regulated by train dispatchers 
standing at blocks along the line with a stopwatch. They used hand signals to inform train 
drivers that a train was going to pass. By 1900, mechanical semaphores were introduced and 
with the innovation of the telegraph and telephone, the staff was able to send a message (first 
a certain number of rings on a bell, then a telephone call) to confirm that a train had passed 
and that a specific block section was finally clear [57].

In 1930, the first optical signals were introduced and the whole system was called phone block 
system [57]. During the middle of the twentieth century, many railways adopted fixed signals. 
Early fixed signals were semaphores which later on were replaced by traffic light signals with 
two aspects (green and red), three aspects (green, yellow and red or double green, green and 
red) or four aspects (green, double yellow, yellow and red) that provided necessary informa-
tion to the train drivers [6].

3.1. Introduction of the semiautomatic and automatic block systems

The semiautomatic block was introduced when fixed signals had replaced hand signals. 
However, today railways are equipped with signaling systems based on the automatic blocks 
which do not require manual intervention. With automatic blocks (interlocking), the rail line 
is divided into blocks of which the length should be longer than the braking distance of the 
faster train running on the route, and where the occupancy of the blocks is detecting with the 
train detection equipment (track circuit and axle counter). In the early 1980s, railway signal-
ing systems were upgraded in order to be able to constantly monitor the speed of the train 
and improve safety, through automatic braking if the driver fails to respond to the warnings 
such as a train passing a red (danger) signal or exceeding a speed restriction – these are 
known as Automatic Train Protection (ATP) systems [57]. Each country has its ATP, and there 
are now 20 different developed and operated ATP systems in the EU [58] according to the dif-
ferent national requirements, technical standards and operating rules [57].

3.2. Development of standard European signaling system

In order to remove more than 20 different TCISs across the European railway network [58], 
the EC decided to support the implementation of a harmonized standard for the railway 
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control and signaling systems, the European Railway Traffic Management System (ERTMS) 
[59]. The ERTMS as a kind of Traffic Management System (TMS) is one of the classes of 
TCISs along with the Interlocking Systems (IXL), Automatic Train Control (ATC) systems 
and Automatic Train Supervision (ATS) systems [7]. The study [7] gives detailed classifica-
tion of TCISs classes. ERTMS as a standard Automatic Train Protection (ATP) and Automatic 
Train Control (ATC) are complementary systems that ensure safer operation of trains and can 
enhance capacity utilization [6].

Besides standardization, ERTMS was created to providing interoperability for different coun-
tries and manufacturers leading an increase in the efficiency of traffic of both passenger and 
freight trains and the competitiveness of the European railway [60]. The realization of interop-
erability is a precondition for other benefits of ERTMS, such as improved traffic management, 
optimized usage of energy and network resource [61], enhanced profitability and customer 
service, with a contribution to overall environmental and energy efficiency objectives [62]. 
In addition, higher levels of safety for high-speed trains with only a few minutes headway 
between trains ensures operational reliability and more traffic within the same infrastructure, 
that is, better capacity utilization, reduction of maintenance costs [60, 63, 64] as well as the cre-
ation of a common market of signaling equipment that also leads to reduction of costs [62–64].

3.2.1. Description levels of ERTMS

ERTMS consists of three levels. Level 1 represents track to train communication, provided by 
Eurobalises located along tracks that interface with the existing signaling system and line-side 
signals. It is based on ‘fixed block’ and fixed braking distance. However, the lower decelera-
tion rate in ERTMS level 1 results in lower capacity utilization.

Level 2 is an enhancement of Level 1 with movement authority from Radio Block Centre 
(RBC) through interlocking to on-board ECTS via GSM-R link, which enables the elimination 
of trackside signals. Level 2 covers track-to-train communication and vice versa. On this level, 
RBC calculates the correct movement authority, giving authorization to proceed (or not), with 
balises used to transmit static messages such as location, line profile and speed limit. This level 
enables higher operational speeds and reduced headways, thus more efficient capacity utiliza-
tion because it is also based on a ‘fixed block system’ though it eliminates the time needed for 
the driver to see the trackside signals as there is cab signaling which is displayed on-board.

Level 3 improves the ability of Level 2 so that train detection by the trackside is no lon-
ger required. At this level, the RBC uses GSM-R for transmission between track and train. 
Compared with Level 1 and 2 that are based on a fixed block signaling system, Level 3 allows 
a moving-block signaling system; this means that as the train travels, the track receives the 
train location and train integrity from the train. Levels 1 and 2 are already widely applied 
in Europe, while Level 3 is currently under development [6]. Therefore, in modern signal-
ing, like an ERTMS Level 3, line-side signals are not required as the necessary information 
is displayed in the driver’s cabin and intends to introduce moving blocks which can further 
decrease headways [6]. With ERTMS level 3, the time needed for the driver to see the track-
side signal because of cab signaling (because moving blocks are dynamic and can be much 
shorter than fixed blocks) is eliminated. Hence, with European Cab-based signaling (ERTMS) 
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improvement of the capacity utilization can be significantly achieved by more efficient train 
control and higher speed while safety can be also increased through reducing the safety dis-
tance, that is, shorter blocks between trains and decreasing headways so the time of the occu-
pied block results in faster journeys [6].

3.3. Case studies of TCIS evaluation

Within the EU each country has its own TCIS. For introduction of MCDM in evaluation of the 
influence of TCIS on capacity utilization based on the available data and information used for 
assumption of data only two case studies, that is, Serbia and Austria were considered.

3.3.1. Austria case study

Austrian TCIS: The almost comprehensive Austrian railway network has a computerized train 
monitoring system. The train radio system was upgraded to European GSM-R standard by 
infrastructure managers of the Austrian railway network. Further, the Austrian railway net-
work is equipped with the “Punktformige Zugbeeinflussung” system (intermittent automatic 
train running control system, PZB), which is the descendant of the “Linienzugbeeinflussung” 
system (continuous train protection, LZB) and provided warnings and enforced train braking.

Also, on some rail sections LZB and ETCS systems are in use. Newly constructed lines 
“Wienerwaldtunnel” (Abzweigung Knoten Hadersdorf – Tullnerfeld – Knoten Wagram) 
and “Unterinntal” (Kundl – Radfeld – Abzw. Baumkirchen), planned to be equipped with a 
reduced level of signaling, can be used exclusively by trains equipped with the Level 2 ETCS, 
while all other lines equipped with Level 1 ETCS can also be used by the PZB system.

On the Austrian network, ETCS Level 1 system was installed on five rail sections of total 
length 381 km, while ETCS Level 2 system also in five rail sectors of total length of 447.4 km. 
Several plans exist for investments concerning the installation of ETCS Level 1 and 2 systems 
which are expected to be ready through a time period from 2012 to 2025 [65].

3.3.2. Serbian case study

Serbian TCIS: On the Serbian railway network TCIS differ from one railway line to the other. 
Along the railway line Belgrade – Novi Sad – Subotica a copper signal/telecommunication 
cable is used and on this railway section an automatic railway network is in function. The 
telecommunication equipment installed is at very low level, while the electrical system was 
brought to its limit for the railway line Belgrade-border Croatia.

Along the railway line Belgrade – Niš and in specific sectors, an STA signal – telecommunica-
tion coaxial copper cable is in use. On the railway line Niš – Preševo, a signal – telecommuni-
cation copper STA cable is in use and the line is covered by a radio dispatch system for direct 
communication between the telecommand center in Niš and trains in operation.

The telephone switching system operates by means of switching nodes of outdated technol-
ogy based on space division multiplexing. On these two lines, the railway telephony system 
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and dispatch links were realized in relay technology from the 1940s. Along the railway line 
Niš-border of Bulgaria, there are trackside telecommunication devices and aerial telephone 
cables installed and used. In Dimitrovgrad, there is an automatic railway operation network 
terminal (so-called ŽAT) center which is connected to an existing nodal ŽAT center in Niš. 
None of these systems support the installation of modern digital signaling devices, systems 
for traffic control and information technologies. Based on this, it is clear that the Serbian rail-
way network is equipped with outdated telecommunication systems.

On the Serbian network, there is no automatic traffic control, but an intermittent inductive 
automatic train stopping device for the control of the trains, including the stationary part 
close to the track, transmission system and locomotive part. Regarding the ETCS/ERTMS at 
Serbian railway along the lines of Corridor X are planned to be installed [65].

4. Methodology of the TCIS evaluation with non-radial DEA model

Within the first step of this chapter, the non-radial DEA model was introduced. After that 
for the purpose of evaluation of TCIS inputs and outputs for the introduced model (M) were 
defined and then these inputs and outputs were classified as desirable and undesirable. Since 
the overall real data is missing, application of the non-radial DEA model was tested mainly 
on the assumed data. This step was followed by a selection of DMUs for evaluation of TCIS, 
that is, years of TCIS functioning for case studies, and based on the availability, data for them 
were collected. In the fourth step, the selection of weights for desirable and undesirable inputs 
and outputs was performed. Finally, the validation of the model (M) through perturbation 
of the used data was presented in order to check the behavior of the model. In the following 
subsections, the detailed description of all steps are given.

4.1. Introduction of DEA method in the evaluation of efficiency of TCIS on railway 
capacity utilization

As the objective of this chapter is to determine the efficiency of TCIS and the monitoring of its 
effects on railway capacity utilization, there is a need to provide a potential tool for monitor-
ing, evaluating and benchmarking changes of TCIS impacts on the consumption of railway 
capacity. In this study, the Data Envelopment Analysis (DEA) methodology, as a good tool for 
measuring the efficiency and impacts of TCIS in terms of efficiency of using railway capacity 
at different levels, was considered.

DEA can be used for tactical and strategic planning especially where managerial comparisons 
between the relative efficiency of some units (e.g., railways of different countries, train-operat-
ing companies, stations, etc.) [66]. The DEA is a well-known “non-parametric productive effi-
ciency measurement method for operations with multiple inputs and multiple outputs” [67].

The DEA method, first popularized by [68], combines and transfers multiple inputs and out-
puts into a single efficiency index, forming the “efficient frontier” with a set of Decision-
Making Units (DMUs) pointing toward best practices and assigning a level of efficiency to 
other DMUs that are not on the frontier according to the distance to the efficient frontier [67].
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improvement of the capacity utilization can be significantly achieved by more efficient train 
control and higher speed while safety can be also increased through reducing the safety dis-
tance, that is, shorter blocks between trains and decreasing headways so the time of the occu-
pied block results in faster journeys [6].

3.3. Case studies of TCIS evaluation

Within the EU each country has its own TCIS. For introduction of MCDM in evaluation of the 
influence of TCIS on capacity utilization based on the available data and information used for 
assumption of data only two case studies, that is, Serbia and Austria were considered.

3.3.1. Austria case study

Austrian TCIS: The almost comprehensive Austrian railway network has a computerized train 
monitoring system. The train radio system was upgraded to European GSM-R standard by 
infrastructure managers of the Austrian railway network. Further, the Austrian railway net-
work is equipped with the “Punktformige Zugbeeinflussung” system (intermittent automatic 
train running control system, PZB), which is the descendant of the “Linienzugbeeinflussung” 
system (continuous train protection, LZB) and provided warnings and enforced train braking.

Also, on some rail sections LZB and ETCS systems are in use. Newly constructed lines 
“Wienerwaldtunnel” (Abzweigung Knoten Hadersdorf – Tullnerfeld – Knoten Wagram) 
and “Unterinntal” (Kundl – Radfeld – Abzw. Baumkirchen), planned to be equipped with a 
reduced level of signaling, can be used exclusively by trains equipped with the Level 2 ETCS, 
while all other lines equipped with Level 1 ETCS can also be used by the PZB system.

On the Austrian network, ETCS Level 1 system was installed on five rail sections of total 
length 381 km, while ETCS Level 2 system also in five rail sectors of total length of 447.4 km. 
Several plans exist for investments concerning the installation of ETCS Level 1 and 2 systems 
which are expected to be ready through a time period from 2012 to 2025 [65].

3.3.2. Serbian case study

Serbian TCIS: On the Serbian railway network TCIS differ from one railway line to the other. 
Along the railway line Belgrade – Novi Sad – Subotica a copper signal/telecommunication 
cable is used and on this railway section an automatic railway network is in function. The 
telecommunication equipment installed is at very low level, while the electrical system was 
brought to its limit for the railway line Belgrade-border Croatia.

Along the railway line Belgrade – Niš and in specific sectors, an STA signal – telecommunica-
tion coaxial copper cable is in use. On the railway line Niš – Preševo, a signal – telecommuni-
cation copper STA cable is in use and the line is covered by a radio dispatch system for direct 
communication between the telecommand center in Niš and trains in operation.

The telephone switching system operates by means of switching nodes of outdated technol-
ogy based on space division multiplexing. On these two lines, the railway telephony system 
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and dispatch links were realized in relay technology from the 1940s. Along the railway line 
Niš-border of Bulgaria, there are trackside telecommunication devices and aerial telephone 
cables installed and used. In Dimitrovgrad, there is an automatic railway operation network 
terminal (so-called ŽAT) center which is connected to an existing nodal ŽAT center in Niš. 
None of these systems support the installation of modern digital signaling devices, systems 
for traffic control and information technologies. Based on this, it is clear that the Serbian rail-
way network is equipped with outdated telecommunication systems.

On the Serbian network, there is no automatic traffic control, but an intermittent inductive 
automatic train stopping device for the control of the trains, including the stationary part 
close to the track, transmission system and locomotive part. Regarding the ETCS/ERTMS at 
Serbian railway along the lines of Corridor X are planned to be installed [65].

4. Methodology of the TCIS evaluation with non-radial DEA model

Within the first step of this chapter, the non-radial DEA model was introduced. After that 
for the purpose of evaluation of TCIS inputs and outputs for the introduced model (M) were 
defined and then these inputs and outputs were classified as desirable and undesirable. Since 
the overall real data is missing, application of the non-radial DEA model was tested mainly 
on the assumed data. This step was followed by a selection of DMUs for evaluation of TCIS, 
that is, years of TCIS functioning for case studies, and based on the availability, data for them 
were collected. In the fourth step, the selection of weights for desirable and undesirable inputs 
and outputs was performed. Finally, the validation of the model (M) through perturbation 
of the used data was presented in order to check the behavior of the model. In the following 
subsections, the detailed description of all steps are given.

4.1. Introduction of DEA method in the evaluation of efficiency of TCIS on railway 
capacity utilization

As the objective of this chapter is to determine the efficiency of TCIS and the monitoring of its 
effects on railway capacity utilization, there is a need to provide a potential tool for monitor-
ing, evaluating and benchmarking changes of TCIS impacts on the consumption of railway 
capacity. In this study, the Data Envelopment Analysis (DEA) methodology, as a good tool for 
measuring the efficiency and impacts of TCIS in terms of efficiency of using railway capacity 
at different levels, was considered.

DEA can be used for tactical and strategic planning especially where managerial comparisons 
between the relative efficiency of some units (e.g., railways of different countries, train-operat-
ing companies, stations, etc.) [66]. The DEA is a well-known “non-parametric productive effi-
ciency measurement method for operations with multiple inputs and multiple outputs” [67].

The DEA method, first popularized by [68], combines and transfers multiple inputs and out-
puts into a single efficiency index, forming the “efficient frontier” with a set of Decision-
Making Units (DMUs) pointing toward best practices and assigning a level of efficiency to 
other DMUs that are not on the frontier according to the distance to the efficient frontier [67].
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Today, there are different DEA models for measuring efficiency for different types of mea-
suring requirements [67]; among them, according to [69], the most well-known are the CCR 
model [68], the BCC model [70], the Additive model [71] and the Cone Ratio model [72]. 
Within these DEA models, only desirable inputs and outputs are considered, without consid-
eration of undesirable inputs and outputs which can appear in real applications. For example, 
in evaluating the efficiency of TCIS on railway capacity, different factors can be modeled as 
undesirable. Therefore, in this study, non-radial DEA model which modeled some inputs and 
outputs as undesirable were introduced and considered.

DEA has been used by economist in the field of railways in order to analyze economic effi-
ciency. However, it was also applied to railway capacity and provided promising results on 
improvement of the capacity utilization at railway stations and passenger train operators in 
the United Kingdom [66].

For the measuring of efficiency related to the contribution of TCIS on better utilization of 
railway capacity on the macro level, non-radial DEA model (M) that includes both desirable 
and undesirable inputs and outputs was employed. Based on the data for Serbia and Austria, 
the non-radial DEA model (M) was piloted for evaluation of efficiency of TCIS contribution 
to railway capacity. In the investigation of the non-radial DEA model (M), factors that affect 
the railway capacity utilization and are related to the TCIS were considered as guidelines in 
the selection of inputs and outputs. Besides the other widely used non-radial DEA models 
such as Slack-based models, Russell measure models and Directional distance function, in 
this chapter non-radial DEA model (M) was chosen due to its ability to employ different 
non-proportional adjustments, decision-maker specified weights assigned to each efficiency 
score, and because of its ability to proportionally decrease the amounts of energy inputs and 
undesirable outputs simultaneously as much as possible [73, 74].

Based on the results obtained by applied data and sensitivity analysis, it could be said that the 
proposed non-radial DEA model (M) could be applicable for providing information about the 
role and efficiency of TCIS on using railway capacity for various levels. Moreover, it could be 
used as a support tool for identifying the best practices in terms of the type of TCIS, factors 
that cause better or worse roles of TCIS related to use of railway capacity, as well as testing and 
monitoring the role of TCIS in different railway capacities such as theoretical and practical.

4.2. In brief about DEA model

DEA is a linear programming method for efficiency measurement based on Farrell’s original 
work [75] that was later popularized by authors of [68]. DEA has been commonly applied in 
empirical literature as a non-parametric frontier approach for evaluating the relative efficiency 
of a comparable set of entities, called DMUs, with multiple inputs and outputs, that is, DMUs 
that are able to transform multiple inputs into multiple outputs. This method offers decision-
makers (DMs) information on efficient (i.e., best practice) and non-efficient DMUs. A major 
stated advantage of the DEA is that it does not require any prior assumptions on underlying 
functional relationships between inputs and outputs [76]. Additionally, the method does not 
require prior definition of weights of criteria for input and output by DMs, as all weights 
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are determined after solving the DEA model, which eliminates subjective decision-making. 
Assuming that there are n DMUs, m outputs and s inputs, efficiency score is usually calcu-
lated based on the input-oriented Charnes, Cooper and Rhodes (CCR) DEA model [76, 77]  
that can be written as:  min θ; s . t X𝜆𝜆 ≤ θ  x  

i
  , Y𝜆𝜆 ≥  y  

i
  , λ ≥ 0  ,

where X, Y and   x  
i
   ,   y  

i
    are data matrices and vectors of inputs and outputs, respectively,  λ  is a 

vector of variables.  θ  represents an indicator of technical efficiency, where  θ ∈  [0, 1]   and indi-
cates how much an evaluated entity could potentially reduce its input vector while holding 
the output constant. The presented CCR model exhibits the constant returns to scale (CSR), 
but with the additional constraint  ∑ λ = 1 , CCR model becomes the classical Banker, Chames 
and Cooper (BCC) model that allows the variant to return to scale (VRS) [70, 76].

4.3. Description of non-radial DEA model

The classical DEA model is strongly related to, and can be presented through, production 
theory, where raw materials and resources are treated as inputs, while products are treated 
as outputs in the production process. However, in some real applications, production process 
may also use undesirable inputs and generate undesirable outputs [69], like smoke pollution or 
waste [78, 79]. Consequently, authors of [80, 81] have stated that in that production process both 
desirable and undesirable factors may be presented within the models of DEA methodology.

DEA models with undesirable inputs and outputs have been extensively studied [69]. Some of 
these papers are summarized below. For instance, in [81] an alternative approach to treating 
both desirable and undesirable factors differently in the BCC model was developed. In [82], 
the control of changes in input/output levels of a given DMU with the presence of undesirable 
factors in order to preserve the efficiency index of a DMU was considered. In [79], a model in 
the framework of DEA for treating undesirable inputs and outputs was proposed. A method 
for treating both undesirable inputs and outputs simultaneously in non-radial DEA models 
was presented in [83]. Furthermore, in [80] a CCR-DEA model was extended to a DEA-like 
model able to deal with undesirable inputs and outputs. In [69], authors have discussed a 
general approach of deriving DEA models to handle undesirable inputs and outputs without 
transferring undesirable data, such as in [81]. Including undesirable inputs and outputs, DEA 
has been extensively represented and used in environmental fields, such as energy and envi-
ronmental efficiency. Additionally, a large number of papers have focused on the evaluation 
of transport energy or environmental efficiency [73].

Considering the efficiency of TCIS on utilization of railway capacity through the transporta-
tion process, undesirable outputs of TCIS functioning could appear, such as failures of the 
system. If inefficiency is present, the undesirable output should be reduced to improve inef-
ficiency, that is, the role of TCIS on utilization of railway capacity, which means that unde-
sirable and desirable outputs should be treated differently when we evaluate the impacts of 
TCIS on efficient railway capacity use. Based on the paper [84] regarding energy efficiency, 
production process, desirable and undesirable outputs are jointly produced by consuming 
both desirable and undesirable inputs, where x, e, y and u are vectors of energy inputs and 
non-energy inputs (i.e., here undesirable inputs and desirable inputs), desirable outputs and 
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undesirable outputs, respectively. Therefore, the joint production process can be represented 
as  T =  { (x, e, y, u)  :  (x, e)  can produce  (y, e) }  . Based on this T reference technology, radial model, mod-
ified-radial and non-radial models such as the Russell measure model, Tone’s slack-based 
model, range adjusted model and directional distance function model are used in energy 
efficiency and carbon emission efficiency in literature. Additionally, there are four types of 
returns to scale (RTS) such as constant RTS (CRS) which is the most used RTS category, non-
increasing RTS (NIRS), non-decreasing RTS (NDRS) and variant RTS (VRS), where each of 
them reflects reference technology [73].

The radial model presented in [84] aims at reducing energy inputs as much as possible for 
the given level of non-energy inputs, desirable and undesirable outputs. Since the radial 
model has weak discriminating power in energy efficiency comparisons and does not con-
sider energy mix effects, non-radial models for energy efficiency evaluation is also pro-
posed in [84, 85]. They have presented application of non-radial DEA models for energy 
efficiency evaluation considering undesirable outputs and maximized energy-saving 
potential, all under CRS, NIRS and VRS. For example, if in model (M) instead of limita-
tion (5) we write   ∑ 

k=1
  K     λ  

k
   ≤ 1 ,   ∑ 

k=1
  K     λ  

k
   ≥ 1  ili   ∑ 

k=1
  K     λ  

k
   = 1  we receive non-radial model under NIRS, 

NDRS and VRS, respectively. However, their non-radial models also attempt to reduce 
energy inputs as much as possible for the given level of non-energy input, desirable and 
undesirable outputs. In other words, their non-radial models do not consider reduction of 
undesirable outputs.

Furthermore, radial and non-radial DEA models for evaluating DMUs total-factor energy and 
environmental efficiency have been presented in [74]. In order to overcome the discriminating 
power of the radial model, following [86, 87] in [74], the radial DEA model for energy and 
environmental efficiency evaluation has been extended to a non-radial model. Assuming that 
there are K DMUs, and each DMU has n desirable inputs (non-energy inputs) and l undesir-
able inputs (energy inputs) in order to produce m desirable outputs and j undesirable outputs 
denoted, respectively, as  x =  ( x  

1K
  , … ,  x  

nK
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DEA model denoted (M) is the following:
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   ∑ 
k=1

  
K
     λ  k    u  jk   =  θ  j    u  j0  , j = 1, … ..J  (4)

   λ  k   ≥ 0, k = 1, … .K.  (5)

This non-radial model (M) could be projected for evaluation of efficiency of TCIS in utilization 
of railway capacity. When compared to other non-radial models mentioned in the literature, 
the non-radial model (M) proportionally decreases the number of undesirable inputs and 
undesirable outputs as much as possible for the given level of desirable inputs and desirable 
outputs. The optimal values of unified efficiency are in the interval between 0 and 1. An 
entity with a higher value of efficiency has better efficiency in terms of the degree of the role 
of TCIS on capacity consumption as compared to others entities.

In the case of the non-radial DEA model (M), if the entity has an objective function equal to 1 it 
means that the entity is the best, located on the frontier, and could not reduce undesirable input 
and undesirable output. Such a non-radial model (M) could be applicable for evaluation of the effi-
ciency of TCIS in railway capacity utilization because it has a relatively strong discriminating power 
and capability of expanding desirable outputs, while simultaneously reducing undesirable out-
puts. Additionally, unified efficiency can be calculated through decision-maker specified weights 
assigned to each of these two efficiency scores and depends on the preferences between undesirable 
inputs utilization and undesirable outputs. In the model proposed in [74], the weights were set to 
1/2. Hence, besides additional widely used non-radial DEA models such as Slack-based models, 
Russell measure models and Directional distance function, in this chapter non-radial DEA model 
was chosen due to its ability to use different non-proportional adjustments, decision-maker speci-
fied weights assigned to each efficiency score, and because of its ability to proportionally decrease 
the amounts of inputs and undesirable outputs simultaneously as much as possible [73, 74].

4.4. Selection of case studies/DMUs and variables

In order to apply the non-radial DEA model, one of the most important steps is the selection 
of inputs and outputs, as well as classification of them as desirable and undesirable. Also, in 
[51], it was pointed out that the first point in assessing the performance improvements deriv-
ing from a better signaling system is to set what values have to be chosen for comparison.

One of the most traditional measures in railway capacity evaluation is the number of trains that 
travel in each corridor in a given time. However, in practice, there are different metrics that are 
equally important and could be used in capacity analysis [8]. Also, capacity should be analyzed 
in relation to the railway’s primary mission, which is the transportation of freight and passen-
gers [88]. Consequently, capacity can be evaluated through measures of network performance 
such as number of trains, number of wagons, number of pieces of cargo, number of passengers.

As can be seen from the literature review, different merits can be applied for evaluation of impact 
of TCIS on the railway capacity. However, mainly based on the available data, only limited mer-
its were selected within this chapter. Therefore, based on the above reviewed factors that affect 
railway capacity, data availability and the fact that railway capacity can be described by other 
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indicators, for the purpose of evaluation efficiency and influence of TCIS on capacity utilization, 
desirable and undesirable inputs and outputs were proposed. First, because railway transporta-
tion can be represented as a production process, as desirable inputs, length of railway network (DI1) 
and number of trains (per day) (DI2) on the railway network were selected because they represent 
timetable indicators. As outputs of production process of railway transportation realized freight 
kilometers (DO1) and passenger kilometers (DO2) [88] were included in non-radial DEA model as 
desirable outputs. It is clear that higher value of DO1 and DO2 capacity was increased which is 
happening on the liberalized railway markets. Therefore, capacity is the maximum amount that 
can be produced in relation to the limiting constraints from infrastructure, rolling stock or staff 
[88]. Consequently, as undesirable input, which is close to the functioning of TCIS, number of 
failures of the whole system or its subsystem (UDI), was proposed. Then, as an undesirable output, 
punctuality of the trains (UDO), which is the result of system failures, was selected.

A second step of DEA methodology is the selection of comparable DMUs. For the application of the 
non-radial DEA model and consideration of the results of the model, based on the data availability 
for defined inputs and outputs, Serbia and Austria with their own TCIS as case studies were selected.

DMUs of selected case studies represent years. For each Serbian DMU, real data were used. 
Data for indicators such as number of trains (per day) and punctuality of the trains were collected 
from planned and realized timetables. For the number of failures, data were collected from the 
evidence of Serbian railways, while realized freight and passenger kilometers and length of rail-
way network data were extracted for Serbian statistics.

Real data for the Austria case, published by OBB [89] were used only for 2015 and were col-
lected for length of railway network and number of trains (per day) while data for freight and 
passenger kilometers Eurostat was used. However, data for number of failures were assumed 
because of missing data for that indicator. Data for other years were assumed due to unavail-
ability of data for each year. All data used can be seen in Table 1.

DMUs

Serbia case study Austria case study

DI1 DI2 DO1 DO2 UDI UDO
(%)

DI1 DI2 DO1 DO2 UDI UDO
(%)

2006 3819 1510 684,110 4232 55 40 9646* 6327* 110,778 8907 8 90*

2007 3819 1515 687,002 4551 43 55 9646* 6329* 115,526 9167 7 95*

2008 3819 1502 583,071 4339 38 60 9646* 6345* 121,579 10,365 7 95*

2009 3819 1430 522,033 2967 35 65 9646* 6332* 98,887 10,184 9 80*

2010 3819 1431 521,933 3522 39 60 9646* 6340* 107,670 10,263 10 85*

2011 3819 1431 540,911 3611 34 70 9646* 6340* 107,587 10,778 7 95*

2012 3819 1430 539,727 2769 23 80 9646* 6339* 100,452 11,211 6 96*

2013 3819 1433 612,495 3022 34 70 9646* 6330* 95,449 11,804 8 90*

2014 3819 1420 452,963 2988 27 80 9646* 6335* 98,281 11,981 7 95*

2015 3739 1436 508,678 3249 30 80 9646 6340 97,642 12,104 5 96.3

*Denotes assumed data.

Table 1. Data used for non-radial DEA model.
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4.5. Results of non-radial DEA model and sensitivity analysis

With the aim to present the applicability of the non-radial DEA model in measuring the effi-
ciency of TCIS on railway capacity utilization, using the real and assumed data, results of 
the application through case studies are presented in Table 2. All the results were obtained 
using Excel Solver. Based on them, it could be concluded that the non-radial DEA model can 
be applied for evaluation efficiency and influence of TCIS on railway capacity utilization. 
Results represent efficient and non-efficient DMUs, that is, years in which the influence of 
TCIS on capacity utilization was higher or lower. Since the real data were collected only for 
the Serbian case study, the results are valid. On the contrary, the results of the Austrian case 
study are not valid because we used the real data only for 1 year, and all other data were 
assumed. Therefore, the second case study was used only as an example in order to check the 
applicability of the non-radial DEA model.

However, in order to check the stability and behavior of the non-radial DEA model, the sen-
sitivity analysis was conducted for each case study (for results see Table 2). Consequently, 
the ideal way, which can be related to sensitivity analysis, is therefore to vary some param-
eters while monitoring the relative movement of efficiency changes [51]. Like, for example, 
to vary the indicators, that is, UDI and UDO – while observing the results of the influ-
ence of TCIS on railway capacity consumption. Therefore, the sensitivity analysis was con-
ducted through data variations applying “approach II” through “development model” [90]. 
Sensitivity analysis was made for certain percentages of perturbation (10, 20 and 50%) until 
the status of at least one DMU was changed from inefficient to efficient or vice versa [77]. For 
efficient countries, both undesirable inputs and outputs were increased and simultaneously 
decreased for the inefficient one. After each data perturbation, the calculation performed by 
Excel Solver and the results obtained are represented in Table 2. From the results, it can be 

DMUs

Serbia case study Austria case study

Results of 
non-radial 
DEA model

Sensitivity analysis of non-radial 
DEA model

Results of 
non-radial 
DEA model

Sensitivity analysis of non-radial 
DEA model

10% 20% 50% 10% 20% 50%

2006 1 1 1 1 0.8795 0.928 0.928 0.928

2007 1 1 1 1 0.9502 1 1 1

2008 0.9764 1 1 1 1 1 1 1

2009 0.7882 0.8807 0.8807 0.8807 0.8412 0.898 0.898 0.898

2010 0.7813 0.8795 0.8795 0.8795 0.8296 0.8871 0.8871 0.8871

2011 0.8134 0.9059 0.9509 0.9505 0.9107 1 1 1

2012 1 0.8531 0.6951 0.3475 0.9274 1 1 1

2013 0.914 1 1 1 0.8279 0.951 0.951 0.951

2014 0.7516 0.8215 0.8215 0.8215 0.8684 1 1 1

2015 0.7851 0.8604 0.8604 0.8604 1 1 0.9999 0.9999

Table 2. Results and sensitivity analysis of application of non-radial DEA model.
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indicators, for the purpose of evaluation efficiency and influence of TCIS on capacity utilization, 
desirable and undesirable inputs and outputs were proposed. First, because railway transporta-
tion can be represented as a production process, as desirable inputs, length of railway network (DI1) 
and number of trains (per day) (DI2) on the railway network were selected because they represent 
timetable indicators. As outputs of production process of railway transportation realized freight 
kilometers (DO1) and passenger kilometers (DO2) [88] were included in non-radial DEA model as 
desirable outputs. It is clear that higher value of DO1 and DO2 capacity was increased which is 
happening on the liberalized railway markets. Therefore, capacity is the maximum amount that 
can be produced in relation to the limiting constraints from infrastructure, rolling stock or staff 
[88]. Consequently, as undesirable input, which is close to the functioning of TCIS, number of 
failures of the whole system or its subsystem (UDI), was proposed. Then, as an undesirable output, 
punctuality of the trains (UDO), which is the result of system failures, was selected.

A second step of DEA methodology is the selection of comparable DMUs. For the application of the 
non-radial DEA model and consideration of the results of the model, based on the data availability 
for defined inputs and outputs, Serbia and Austria with their own TCIS as case studies were selected.
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Data for indicators such as number of trains (per day) and punctuality of the trains were collected 
from planned and realized timetables. For the number of failures, data were collected from the 
evidence of Serbian railways, while realized freight and passenger kilometers and length of rail-
way network data were extracted for Serbian statistics.

Real data for the Austria case, published by OBB [89] were used only for 2015 and were col-
lected for length of railway network and number of trains (per day) while data for freight and 
passenger kilometers Eurostat was used. However, data for number of failures were assumed 
because of missing data for that indicator. Data for other years were assumed due to unavail-
ability of data for each year. All data used can be seen in Table 1.

DMUs

Serbia case study Austria case study

DI1 DI2 DO1 DO2 UDI UDO
(%)

DI1 DI2 DO1 DO2 UDI UDO
(%)

2006 3819 1510 684,110 4232 55 40 9646* 6327* 110,778 8907 8 90*

2007 3819 1515 687,002 4551 43 55 9646* 6329* 115,526 9167 7 95*

2008 3819 1502 583,071 4339 38 60 9646* 6345* 121,579 10,365 7 95*

2009 3819 1430 522,033 2967 35 65 9646* 6332* 98,887 10,184 9 80*

2010 3819 1431 521,933 3522 39 60 9646* 6340* 107,670 10,263 10 85*

2011 3819 1431 540,911 3611 34 70 9646* 6340* 107,587 10,778 7 95*

2012 3819 1430 539,727 2769 23 80 9646* 6339* 100,452 11,211 6 96*

2013 3819 1433 612,495 3022 34 70 9646* 6330* 95,449 11,804 8 90*

2014 3819 1420 452,963 2988 27 80 9646* 6335* 98,281 11,981 7 95*

2015 3739 1436 508,678 3249 30 80 9646 6340 97,642 12,104 5 96.3

*Denotes assumed data.

Table 1. Data used for non-radial DEA model.
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4.5. Results of non-radial DEA model and sensitivity analysis
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Excel Solver and the results obtained are represented in Table 2. From the results, it can be 
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concluded that the efficiency score was improved for all inefficient years. With 10 and 20% 
of decrement in data for the Serbia, firstly inefficient years 2008 and 2013 became efficient, 
while the efficiency score was changed for efficient year 2012 after the 10% of increment in 
data. In terms of the Austrian case with 10% of decrement in data inefficient DMUs, that is, 
years 2007, 2011, 2012 and 2014 – became efficient, while for 2015 the efficiency score was 
changed with 10% of increment in data.

Taking into account the results of sensitivity analysis, it can be noted that sensitivity analysis 
shows some anomalies or weaknesses in the non-radial DEA model. The first is related to the 
sensitivity of the efficiency score with a smaller percentage of modifications in undesirable 
input and output. In the case of inaccurate data, the model can provide an unrealistic picture 
regarding the best DMUs. Another weakness of the model can be related to the correctness 
of the results depending on the number of variables included. It should be noted that with a 
higher percentage of data modifications the model would provide a picture related to more 
significant changes of the efficiency score. Also, it is clear that without an adequate classifica-
tion of variables as inputs and outputs, results can be inaccurate.

5. An overview of the applications of MCDM in railway engineering

Based on the searches performed in Scopus and Science Direct databases, in the literature 
application of different MCDM in railway engineering such as AHP, ANP, DEA, TOPSIS, 
VIKOR and DEMETAL can be found, while DEA, used in terms of capacity evaluation, can be 
found also in other fields of railway. A detailed literature review related to application of DEA 
in the railway can be found in [6]. These methods were used alone or in combination with 
other MCDM. Also, in the literature some multicriteria hybrid approaches in railway engi-
neering could be found. For solving multicriteria decision problems such as railway capacity, 
in [91] the RECIFE software as a multicriteria decision supports system for the evaluation of 
railway capacity at the station or junction level.

5.1. Analytic hierarchy process (AHP)

In the literature, the analytic hierarchy process (AHP) appears as one of the most commonly 
used MCDM. According to [92], the major multi-criteria decision methods used for dealing 
with railways management problems were AHP and ANP. AHP is used also to get indica-
tors’ weight values in [93], for determination of weights of each index [94], in evaluation of 
the railway infrastructure objects from the perspective of traffic safety risk [95] and to find 
the weights for the selection criteria in selecting the most appropriate supplier [96]. Through 
installation of the Train Conformity Check system (TCCS) that can detect and alert dispatch-
ers about several dangerous or damaging defects on rolling stock [97] have applied AHP to 
evaluate the optimal locations to install a TCCS on a railway section.

In order to identify the most suitable manufacturer of rail vehicles for the UK infrastructure 
project, High Speed 2 in [98] applied AHP for effective comparison of the four primary rolling 
stock manufacturers: Bombardier, Siemens, Hitachi and Alstom.
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In improving the public transport system of Istanbul through the planning of the rail transit network 
in [99], AHP was used in evaluation of the final three alternatives. In terms of the quality of railway 
passenger transportation, AHP was used for determination of weights for criteria [100] and indict-
ors [101, 102] and for the different maintenance actions in the railway infrastructure [103], relative 
weights of quality of service criteria in the high-speed railway wireless communication networks 
[104], weights of 16 criteria of the quality of the trip by train [105]. In [6], AHP was used to develop a 
model for evaluation of TCIS and their subsystems, as well as KPTs in terms of sustainability.

Besides the application of traditional AHP in the railway field the papers that aimed at model-
ing the fuzziness in the AHP which allows inclusion of human experts and their communica-
tion of linguistic variables [106] are found. In combination with the fuzzy set theory, Li [107] 
has applied AHP to select the best design scheme of the railway freight car. In [108], the Fuzzy 
AHP was used to develop a risk assessment system for evaluating both qualitative and quan-
titative risk data and information associated with the safety management of railway systems. 
A hierarchical customer satisfaction framework was made by [109] where fuzzy AHP has been 
applied for calculation of weights of main criteria. After application of fault tree analysis to 
analyze historical general accidents in railway transportation in [110], AHP was employed to 
analyze relationships between the factors and general accidents. Group fuzzy AHP was used 
by [111] for ranking and selection of key performance indicators of railway control rooms.

5.2. Analytic network process (ANP)

The adoption of ANP for the evaluation of maintenance strategy for rolling stock of railway sys-
tem operators formed by various combinations of preventive maintenance (PM) and corrective 
maintenance (CM) was presented by [112]. Using ANP in [113], the methodology was developed 
and applied to a technical maintenance project for the Spanish National Railway Infrastructure 
company for measuring stakeholders’ influences within a project. For the historic Alishan Forest 
Railway in Taiwan, in [114] the analytic network process (ANP) was used in evaluation of dif-
ferent revitalization strategies based on the various factors and the interactions of those factors.

5.3. Technique for order preference by similarity to ideal solution (TOPSIS)

In evaluation of high-speed transport systems where alternatives are represented as High-
Speed Rail and Transrapid Maglev, TOPSIS was applied in [115] for selection of the preferable 
alternative. The TOPSIS method with multilevel grey evaluation (MGE) was employed by 
[116] to evaluate the overall performance of passenger transfer at large transport terminals. 
Fuzzy TOPSIS with failure mode and effect analysis was proposed by [117] for determination 
of the closeness coefficient of each failure mode of metro door fault criticality. For measure-
ment of a service quality of rail transit lines in combination with statistical analysis, trapezoi-
dal fuzzy numbers has been adopted, Fuzzy-TOPSIS [118].

5.4. Data envelopment analysis (DEA)

In order to recognize changes in the efficiency and productivity of railway freight transporta-
tion in Europe, [119] applied DEA to analyze different European countries from 1980 to 2003. 
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concluded that the efficiency score was improved for all inefficient years. With 10 and 20% 
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of the results depending on the number of variables included. It should be noted that with a 
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significant changes of the efficiency score. Also, it is clear that without an adequate classifica-
tion of variables as inputs and outputs, results can be inaccurate.

5. An overview of the applications of MCDM in railway engineering

Based on the searches performed in Scopus and Science Direct databases, in the literature 
application of different MCDM in railway engineering such as AHP, ANP, DEA, TOPSIS, 
VIKOR and DEMETAL can be found, while DEA, used in terms of capacity evaluation, can be 
found also in other fields of railway. A detailed literature review related to application of DEA 
in the railway can be found in [6]. These methods were used alone or in combination with 
other MCDM. Also, in the literature some multicriteria hybrid approaches in railway engi-
neering could be found. For solving multicriteria decision problems such as railway capacity, 
in [91] the RECIFE software as a multicriteria decision supports system for the evaluation of 
railway capacity at the station or junction level.

5.1. Analytic hierarchy process (AHP)

In the literature, the analytic hierarchy process (AHP) appears as one of the most commonly 
used MCDM. According to [92], the major multi-criteria decision methods used for dealing 
with railways management problems were AHP and ANP. AHP is used also to get indica-
tors’ weight values in [93], for determination of weights of each index [94], in evaluation of 
the railway infrastructure objects from the perspective of traffic safety risk [95] and to find 
the weights for the selection criteria in selecting the most appropriate supplier [96]. Through 
installation of the Train Conformity Check system (TCCS) that can detect and alert dispatch-
ers about several dangerous or damaging defects on rolling stock [97] have applied AHP to 
evaluate the optimal locations to install a TCCS on a railway section.

In order to identify the most suitable manufacturer of rail vehicles for the UK infrastructure 
project, High Speed 2 in [98] applied AHP for effective comparison of the four primary rolling 
stock manufacturers: Bombardier, Siemens, Hitachi and Alstom.
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In improving the public transport system of Istanbul through the planning of the rail transit network 
in [99], AHP was used in evaluation of the final three alternatives. In terms of the quality of railway 
passenger transportation, AHP was used for determination of weights for criteria [100] and indict-
ors [101, 102] and for the different maintenance actions in the railway infrastructure [103], relative 
weights of quality of service criteria in the high-speed railway wireless communication networks 
[104], weights of 16 criteria of the quality of the trip by train [105]. In [6], AHP was used to develop a 
model for evaluation of TCIS and their subsystems, as well as KPTs in terms of sustainability.

Besides the application of traditional AHP in the railway field the papers that aimed at model-
ing the fuzziness in the AHP which allows inclusion of human experts and their communica-
tion of linguistic variables [106] are found. In combination with the fuzzy set theory, Li [107] 
has applied AHP to select the best design scheme of the railway freight car. In [108], the Fuzzy 
AHP was used to develop a risk assessment system for evaluating both qualitative and quan-
titative risk data and information associated with the safety management of railway systems. 
A hierarchical customer satisfaction framework was made by [109] where fuzzy AHP has been 
applied for calculation of weights of main criteria. After application of fault tree analysis to 
analyze historical general accidents in railway transportation in [110], AHP was employed to 
analyze relationships between the factors and general accidents. Group fuzzy AHP was used 
by [111] for ranking and selection of key performance indicators of railway control rooms.

5.2. Analytic network process (ANP)

The adoption of ANP for the evaluation of maintenance strategy for rolling stock of railway sys-
tem operators formed by various combinations of preventive maintenance (PM) and corrective 
maintenance (CM) was presented by [112]. Using ANP in [113], the methodology was developed 
and applied to a technical maintenance project for the Spanish National Railway Infrastructure 
company for measuring stakeholders’ influences within a project. For the historic Alishan Forest 
Railway in Taiwan, in [114] the analytic network process (ANP) was used in evaluation of dif-
ferent revitalization strategies based on the various factors and the interactions of those factors.

5.3. Technique for order preference by similarity to ideal solution (TOPSIS)

In evaluation of high-speed transport systems where alternatives are represented as High-
Speed Rail and Transrapid Maglev, TOPSIS was applied in [115] for selection of the preferable 
alternative. The TOPSIS method with multilevel grey evaluation (MGE) was employed by 
[116] to evaluate the overall performance of passenger transfer at large transport terminals. 
Fuzzy TOPSIS with failure mode and effect analysis was proposed by [117] for determination 
of the closeness coefficient of each failure mode of metro door fault criticality. For measure-
ment of a service quality of rail transit lines in combination with statistical analysis, trapezoi-
dal fuzzy numbers has been adopted, Fuzzy-TOPSIS [118].

5.4. Data envelopment analysis (DEA)

In order to recognize changes in the efficiency and productivity of railway freight transporta-
tion in Europe, [119] applied DEA to analyze different European countries from 1980 to 2003. 
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For analyzing and comparing the synthetic indices of accessibility for evaluation impacts 
of high-speed trains on European cities [120] considered DEA and Principal Component 
Analysis (PCA) which were employed in the their previous two studies. Using a two-stage 
bootstrapped data envelopment analysis (DEA) with incorporation of transaction costs in 
order to assess the desirability of vertical separation in [121] authors compared 43 Swedish, 
German and British train operating firms.

The methodology for defining, measuring and analyzing the capacity utilization by DEA in 
the passenger railway operation sector and freight sector was developed by [6]. A DEA cross 
evaluating method based on grey incidence analysis was adopted by [122] to evaluate and 
estimate the efficiency of shunting locomotives operation in train service depots.

For evaluation of the inter-regional railway operation performance for 30 provinces in China, 
[123] adopted the SUPER-SBM DEA method dealing with uncontrollable factors. By DEA, 
in [66] the relative operational efficiency of 24 European railways in capacity utilization was 
studied.

Throughout the investigation of the potential impacts on rail accessibility across the Europe 
for different scenarios, in [119] the DEA method was employed. Working on the real-time 
optimization of train scheduling decisions at a complex railway network during congested 
traffic situations, [124] used DEA in evaluating the relative efficiency of the different optimi-
zation formulations.

In order to use an adequate approach to quantify and rank the relative performance and 
efficiency of stations, in [125] two novel models of the DEA method as a new tool for analyz-
ing macro and micro capacity utilization at stations were suggested. In order to measure the 
success of the liberalization process of railway transportation in [126], DEA was used for 
estimation of technical effectiveness of railway performance; [127] used Fuzzy DEA to evalu-
ate the efficiency of the rescheduled timetable in terms of delay minimization and robustness 
maximization.

5.5. VIKOR and ELECTRE methods

In the methodology of route selection applied for railway route planning and design in [128], 
Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR) was used for the selection 
of the most favorable railway route. Within the framework developed for measuring the level 
of customer satisfaction related to rail transit network (metros, trams, light rail and funicular) 
in Istanbul, in combination with other techniques in [129] applied VIKOR with interval type-2 
fuzzy sets to obtain the best customer satisfaction level of rail transit network based on aver-
age and the worst group scores among the set of alternatives. VIKOR, with an intuitionistic 
fuzzy set, was also introduced and employed by [130] for CRH2 high-speed train bogie sys-
tem operation safety assessment.

Based on the literature review related to multicriteria decision analysis in transportation, 
through using a screening method and ELECTRE I, in [131] selection of a high-speed rail cor-
ridor/route that can be useful in planning high-speed rail in Malaysia was provided.
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5.6. Hybrid/combined MCDM approaches

In the literature some combinations of MCDM approaches in railway engineering could also 
be found. For example, in [132] authors integrated DEA and AHP with computer simulation 
for railway system improvement and optimization. Using AHP and DEA, a selection of the 
optimum site for a railway station was presented in [133]. In [134], the evaluation of world 
railways performance with a fuzzy dynamic multi-objective DEA model was presented.

In the two-phase model for ranking railway projects from different railway subsystems in 
[135], TOPSIS was used with AHP in [136] an improved Dempster-Shafer theory (DS)/AHP 
method for the evaluation of hazard source was provided. For the purposes of evaluation 
and selection of optimal locations for freight villages, authors of [137] developed a GIS-ANP-
TOPSIS framework. For selection of the most appropriate maintenance policy, an integrated 
MCDM approach was developed by [138] on the basis of FANP technique and in combination 
with the DEMATEL. In [139], ANP and DEMETAL were used to determine the leading acci-
dent casual factors and to analyze the influence of the relationships of human and organiza-
tion factors.

6. Conclusions and future work

This chapter focused on the introduction of a new approach in efficiency evaluation of TCIS 
regarding the influence on improvement of capacity utilization. For the purpose of efficiency 
evaluation of TCIS, the non-radial DEA model was proposed and employed. The efficiency 
evaluation of TCIS influence on improvement of the capacity utilization with the non-radial 
DEA model was conducted by including desirable and undesirable inputs, as well as desir-
able and undesirable outputs. The evaluation was tested through two case studies, that is, 
Serbian and Austrian for the period from 2006 to 2015 mainly based on the assumed data for 
the Austrian case, where years represent DMUs. The results of the non-radial DEA model 
showed the best efficiency year in terms of the influence of TCIS on capacity utilization, as 
well as those with low(er) efficiency.

Based on the performed sensitivity analysis, it can be said that the non-radial DEA model 
is valid and can be applicable for the evaluation efficiency of TCIS influence on capacity 
utilization for different levels, that is, overall network or particular line. However, there is a 
significant sensitivity to data for a smaller data variation that cause reduced stability of the 
model. In the case of inappropriate and missing data, results can be different – it is certain 
that results of the model will be different because sensitivity analysis showed instability 
with a lower data variation. Overall, these weaknesses can affect the results of the non-radial 
DEA model and provide a thankless picture regarding efficiency in terms of the influence of 
TCIS on railway capacity utilization. However, in the case of accurate data and selection of 
appropriate inputs and outputs in accordance with the aim of the evaluation, the proposed 
new methodology could be a good tool for efficiency evaluation of TCIS influence on capac-
ity utilization.
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fuzzy sets to obtain the best customer satisfaction level of rail transit network based on aver-
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evaluation of TCIS influence on improvement of the capacity utilization with the non-radial 
DEA model was conducted by including desirable and undesirable inputs, as well as desir-
able and undesirable outputs. The evaluation was tested through two case studies, that is, 
Serbian and Austrian for the period from 2006 to 2015 mainly based on the assumed data for 
the Austrian case, where years represent DMUs. The results of the non-radial DEA model 
showed the best efficiency year in terms of the influence of TCIS on capacity utilization, as 
well as those with low(er) efficiency.

Based on the performed sensitivity analysis, it can be said that the non-radial DEA model 
is valid and can be applicable for the evaluation efficiency of TCIS influence on capacity 
utilization for different levels, that is, overall network or particular line. However, there is a 
significant sensitivity to data for a smaller data variation that cause reduced stability of the 
model. In the case of inappropriate and missing data, results can be different – it is certain 
that results of the model will be different because sensitivity analysis showed instability 
with a lower data variation. Overall, these weaknesses can affect the results of the non-radial 
DEA model and provide a thankless picture regarding efficiency in terms of the influence of 
TCIS on railway capacity utilization. However, in the case of accurate data and selection of 
appropriate inputs and outputs in accordance with the aim of the evaluation, the proposed 
new methodology could be a good tool for efficiency evaluation of TCIS influence on capac-
ity utilization.
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Through empirical study, it can be shown that the non-radial DEA model, employed using 
an accurate set of data, can provide an evaluation of the efficiency of the TCIS influence on 
capacity utilization both at the macro and micro levels, as well as benchmarking for different 
levels. The evaluation of other factors and their impacts of TCIS on capacity utilization are 
also possible with the non-radial DEA model.

As future work, based on a comprehensive and accurate set of data, the proposed methods 
can be used with different variables/criteria and tested in order to check their validity. Also, 
as a part of the future work, methods can be applied on the micro level for evaluation of the 
influence of TCIS on capacity utilization for a particular line. Moreover, with this MCDM, the 
evaluation, measuring and comparison of railway capacity consumption for different con-
cepts of capacity can be conducted.
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Through empirical study, it can be shown that the non-radial DEA model, employed using 
an accurate set of data, can provide an evaluation of the efficiency of the TCIS influence on 
capacity utilization both at the macro and micro levels, as well as benchmarking for different 
levels. The evaluation of other factors and their impacts of TCIS on capacity utilization are 
also possible with the non-radial DEA model.

As future work, based on a comprehensive and accurate set of data, the proposed methods 
can be used with different variables/criteria and tested in order to check their validity. Also, 
as a part of the future work, methods can be applied on the micro level for evaluation of the 
influence of TCIS on capacity utilization for a particular line. Moreover, with this MCDM, the 
evaluation, measuring and comparison of railway capacity consumption for different con-
cepts of capacity can be conducted.
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Abstract

Infrastructure plays a significant role in increasing economic development by provid-
ing access of transportation and improving connectivity. High-speed train (HST), one of 
mega infrastructure projects, has a positive impact on economic development of a nation. 
However, the project feasibility requires the maximum value for money and an acceptable 
risk to attract private investors. This study aims to improve the feasibility of the project by 
producing a conceptual design of Jakarta-Surabaya high-speed train in Indonesia. Value 
engineering will be used to evaluate both technical and financial aspects of the project. The 
methodology uses both qualitative and quantitative approaches through a case study, in-
depth interviews, and life-cycle cost analysis. The result shows an optimum route sketch-
ing for the project and potential added value to the project. It consists of the solar cell, fiber 
optic, tourism, and transit-oriented development. The output also generates the division 
of responsibility between the government and business entity during the project lifecycle 
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of national and international markets are significant to improve economic growth of a nation 
[3]. Infrastructure itself contributed about 60% to the economic growth of the United States 
[4]. Many other countries also experience similar benefits from the infrastructure and trans-
portation connectivity to the people’s daily activity and mobility.

Indonesia’s gross domestic product (GDP) mainly depends on the economic development in Java 
Island. Jakarta located in western part of the island contributes about 20%, while Surabaya in the 
opposite location produces 6% of the GDP [5]. Location of both cities in the national context can 
be seen in Figure 1. The distance between those cities is approximately about 700 km and can be 
accessed through particular transportation modes with different travel times. Private vehicles 
require 22–26 h, 10–14 h by train and 1.5 h by airplane. Travel by plane saves the time but requires 
a double-to-triple cost compared to other transportation modes. Private vehicles consume less 
amount of cost but needs longer travel time to reach the destination. On the other hand, rail trans-
portation offers competitive price compared to air transportation but proposes faster travel time 
over private vehicles and in some way, a minimum gap of travel time to air transportation [6].

Figure 1. City of Jakarta and Surabaya in Indonesia context.

Modern Railway Engineering190

In 2012, the Government of Indonesia launched a high-speed train (HST) project to connect 
Jakarta and Surabaya. The project has been offered to national and international investors, but 
progress of the project remains limited due to technical issues and financial deficiency. The 
needs of massive investment become the main issues investors tend to hold their investment, 
and the government has insufficient funds to support the project.

Levinson [7] argued that high capital costs and passengers’ demand play a significant role to 
attract business entities. The United States requires 6–9 million passengers per year to meet 
the targeted return on investment, and thus the HST project in the country remains on hold. A 
high-occupancy high-speed train only reaches a maximum of 3.4 million passengers per year. 
Based on the situation, the study uses an alternative approach through value engineering (VE) 
process to improve the feasibility of the HST project. It has been proven to produce a strategic 
outcome regarding quality [8, 9], technology breakthrough [10], efficiency [11], and innova-
tive creation [12]. VE generates value by proposing more benefits over cost. Transportation 
project in the United States experiences cost saving for VE implementation about 5.9% from 
the total cost of the project in 2015.

The study advocates the alternative use of value engineering to improve the performance of 
the infrastructure project. The result expected can be used for practical implementation in the 
industry, assist the decision-making process and regulatory framework for government insti-
tutions, as well as knowledge dissemination and debates for academic purposes.

2. Jakarta-Surabaya route planning

The route for high-speed train considers technical issues such as topography, length of the 
route, population, and economic development in a region expressed by gross regional domes-
tic product (GRDP). Cities in western part of Java Island are mostly located at high elevations 
with mountains and cliffs. The trajectory recommends passing flat surface and minimizes 
the use of bridge and tunnel to reduce higher costs. From the analysis, green areas are rec-
ommended for the high-speed train line due to the flat surface. Moreover, the yellow to the 
orange area is chosen when the slope and topography meet the minimum technical require-
ment. The elevation map of Java can be seen in Figure 2.

The analysis identifies potential 9 cities out of 67 cities in Java Island for the high-speed train 
station. Jakarta ranked as the highest contributor in terms of GRDP and population. It is fol-
lowed by Surabaya, Yogyakarta, Bandung, and Semarang. Four cities that are categorized into 
a mid-size city in terms of the population also included Kediri, Cilacap, Cirebon, and Solo due 
to their enormous contribution to the regional economic development. The location for each 
city can be seen in Figure 3.

The nine cities generate seven alternative routes, and each of them has a varied length from 
754 to 958.6 km. Further analysis identified two possible routes for the project. Route 1 con-
nects the city of Jakarta-Cilacap-Yogyakarta-Semarang-Solo-Kediri and Surabaya. The total 
distance for this route is about 958.6 km. Route 1 can be seen in Figure 4.
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Figure 4. Route 1 from Jakarta – Surabaya high-speed train.

Figure 2. Elevation map of Java Island.

Figure 3. Nine potential cities for high-speed train station.
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On the other hand, route 2 connects Jakarta-Bandung-Cirebon-Semarang (+Solo-Yogyakarta)-
Surabaya. The total distance for this path is about 868.5 km, as shown in Figure 5. Each section 
in both alternative routes has different lengths and varied use of infrastructure components 
(rail structure, viaduct, bridge, or tunnel). The components were determined by estimating 
the topography of sections using Google Earth program. The maximum slope also affects the 
speed of the train [13]. As topography contributes to the cost of construction, careful planning 
must further be evaluated.

3. Value engineering of Jakarta-Surabaya HST project

Value engineering (VE) is a multidisciplinary approach that analyses and systematically improves 
function by reducing the cost and increasing the value of a product, design, system, or service. 

Figure 5. Route 2 from Jakarta-Surabaya high-speed train.

Figure 6. Functional thinking enables innovation.
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Figure 7. FAST diagram for Jakarta-Surabaya high-speed train.

VE is argued as a proven method to solve problems and to improve projects' competitiveness 
[14]. VE capability to increase competitiveness driven by the ability to produce creative ideas and 
innovation [15–17]. Innovation made from the creativity stage [18], formalization processes [19], 
and the successful application of the concept concerning output or product [20].

It measures the performance of designated functions and how it achieves the targeted pur-
pose. When idea generation emerged during the value engineering process, the extended 
function enables the VE team to produce new objectives of a system. This process demon-
strates how innovative and idea generation might improve the whole perspective in concep-
tual thinking and contribute to the real world [8]. The concept can be seen in Figure 6.

The Jakarta-Surabaya HST project development adopts value engineering job plan [8]. Firstly, 
information phase was conducted by observing literature study about the project detail. 
Secondly, function analysis is developed by identifying the function from existing data and 
information as follows:

• Scope of the problem under study: high-speed train between Jakarta and Surabaya

• Highest order function: stimulate economic growth

• Lowest order function: generate income

• Design objective: create added value and develop infrastructure connectivity

• Basic function: increasing mobility

• Dependent functions: transport people and goods

• Processes: construct line

Modern Railway Engineering194

The logical order of the previous function is mapping through a FAST diagram tool. The ‘how-
why’ logical model is used to identify, classify, develop, and select functions that could create 
higher value and benefit to the project development. The FAST diagram, as shown in Figure 7, 
produces four additional functions such as solar cell, tourism, transit-oriented development 
(TOD), and fiber optic. Evaluation phase will be used to assess the benefits of additional func-
tions from the financial perspective. Furthermore, public-private partnership (PPP) acts as the 
development phase to investigate the identified functions and financial engineering. It attempts 
to find the best formulation for both private investors and government in financing the project.

4. Financial scenario

Financial scenario elaborates initial cost, operational and maintenance cost, and revenue to 
generate an internal rate of return (IRR) and net present value (NPV). Initial cost, operation, 
and maintenance cost of high-speed train infrastructure consider railway infrastructure such 
as tracks, signaling, electricity, tunnel, bridge, and station area.

The scenario for revenue uses three categories of income from the low tariff, mid-tariff, and 
high tariff. Several assumptions are proposed for estimation boundary that is retrieved from 
Statistics Indonesia and other reliable sources. The discount rate is set about 6.81%. Inflation 
categorized from general inflation, transportation, fossil fuel, electricity, and telecommunica-
tion to property ranges from 1.63 to 5.95%. The scenario will compare the single function and 
multifunction from the life-cycle cost perspective. The result shows the benefits from value 
engineering process by an increased value of the rate of return.

4.1. Single function

The analysis produces route two from Jakarta-Bandung-Cirebon-Semarang-(Solo-Yogyakarta)-
Surabaya as the main path of the high-speed train. The initial cost of the route is about 118.64 
trillion rupiahs for 868.5 km or equal to 136.60 billion rupiahs/km. The operational and main-
tenance cost projected is about 5.3 trillion rupiahs/year or equal to 6.10 billion rupiahs/year. 
Revenue of HST considers demand forecast based on the shifting from the existing transporta-
tion mode such as the airplane, private vehicles, and regular train. The tariff for HST of Jakarta–
Surabaya is set into three scenarios from 600,000 rupiahs, 750,000 rupiahs, and 1,000,000 rupiahs.

The result shows that low tariff produces a 5.12% of the internal rate of return (IRR), while 
mid-tariff claimed 8.7% of IRR and 13.8% for the high tariff. The low and mid-tariffs are failed 
to reach a minimum attractive rate of return (MARR) of the most infrastructure investors 
approximately about 12%. Subsequently, further elaboration is required by proposing addi-
tional functions to increase the feasibility of the project.

4.2. Multifunction

In a multifunction concept, the additional function includes solar cell, fiber optic, tourism, and 
transit-oriented development (TOD). Solar cell’s initial cost depends on the number of solar 
cells and its capacity. Nine units of solar cells were generated with each one’s capacity as about 
70 kW with a unit efficiency of 20.83%. Overall, the initial cost is about 32.02 billion rupiahs. 
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The operation and maintenance cost is 1% of the initial cost or equal to 25.09 billion rupiahs/
year and is assumed to increase about 5.9% per year. Revenue considers baseline tariff from the 
government for about 1000 rupiahs and is multiplied by the electricity output from the solar 
cell. It will increase 10% per 2 years. Revenue for the low tariff is about 129.57 billion rupiahs; 
mid-tariff equals to 194.35 billion rupiahs; and high tariff around 259.13 billion rupiahs.

Fiber optic considers material cost and installation cost to determine its investment. The initial 
cost is about 571.73 billion rupiahs and 678.99 billion rupiahs/year for operational and mainte-
nance cost. Revenue is generated from the number of services per month that charged about 
2 million rupiahs. The result shows the lowest to highest annual revenue of fiber optic by 9.53 
trillion rupiahs, 11.91 trillion rupiahs, and 13.11 trillion rupiahs, respectively.

The initial cost of tourism follows a benchmark from other tourism area developmental sectors 
and considers global cost construction index. The initial cost is estimated as about 17.31 trillion 
rupiahs. Operational and maintenance cost is 23.22 trillion rupiahs. Revenue is generated from 
ticketing and other related components such as retails, parking area, and commercials. Ticket 
proposes for about 300,000 rupiahs per person and increases 10% per two years. The revenue 
ranges from 83.94 trillion rupiahs, 119.91 trillion rupiahs, and 155 trillion rupiahs.

Lastly, the initial cost of TOD follows several factors such as land acquisition, apartment, com-
mercials, offices, and parking area. Each cost component is multiplied by land area for selected 
cities. The initial cost for TOD is about 5.24 trillion rupiahs. Operation and maintenance 
(O&M) cost only considers the parking area since apartment, commercials, and offices have 
been handled by the users and tenants. The O&M cost is estimated for about 276.17 billion 
rupiahs. Revenue consists of apartment sales, offices rental, commercial leasing, and parking 

Typology Location Description

Type 1 Jakarta, Surabaya, and Bandung Land area: 10,000 sqm

Residence area: 61,000 sqm

Offices area: 19,000 sqm

Commercial area : 3700 sqm

Parking area : 1400 sqm

Type 2 Cirebon, Yogyakarta, and Semarang Land area : 9000 sqm

Residence area : 41,000 sqm

Offices area: 13,000 sqm

Commercial area : 2500 sqm

Parking area : 1200 sqm

Type 3 Solo, Cilacap, Kediri Land area : 8000 sqm

Residence area : 31,000 sqm

Offices area: 10,000 sqm

Commercial area : 2000 sqm

Parking area : 700 sqm

Table 1. Transit-oriented development typology.
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usage. The TOD is divided into three types by considering the regional economy and popula-
tion density. The location of each type depends on the size of cities, potential economic devel-
opment, and land availability; thus, the revenue ranges from 138.70 trillion rupiahs, 178.49 
trillion rupiahs, and 202.01 trillion rupiahs. The details of TOD typology can be seen in Table 1.

Overall, the life-cycle cost for the high-speed train, Jakarta-Surabaya, can be generated, as 
shown in Table 2. The total initial cost is about 142.63 trillion rupiahs, while operational and 
maintenance cost is about 228.35 trillion rupiahs and a range of revenue from 668.67 trillion 
rupiahs to 1,104.22 trillion rupiahs.

The result of the multifunction project shows an increased IRR compared to a single function 
of a high-speed train. Despite the increased feasibility, further evaluation through public-
private partnership shall be conducted to elaborate the optimum financing scheme for gov-
ernment and investors.

5. Public-private partnership

Public-private partnership scheme in the project comprises scenarios by considering cost 
sharing from initial cost, operational and maintenance cost, as well as revenue between gov-
ernment and business entity. The cost sharing is conducted among functions because each 
of them generates a different internal rate of return (IRR), thus affecting investors’ interest to 
involve in the project. The IRR should meet the investors' expectation by reaching their mini-
mum attractive rate of return (MARR) and above interest rate.

Each function simulates 36 main scenarios and generates 252 scenarios in total to propose a 
maximum financial scheme output. Overall, initial cost and operation and maintenance cost con-
sist of three assumptions from 40, 50, and 60%. It considers a similar division of responsibility 
between government and business entity as well as when one party should be responsible to the 
other. Sharing in revenue attempts to accommodate private interest by giving a higher percent-
age from 50 to 80%.

Function IC

(Rp. Billion)

OM

(Rp. Billion)

Revenue

Low

(Rp. Billion)

Intermediate

(Rp. Billion)

High

(Rp. Billion)

HST 118,643.14 203,917.52 443,799.16 554,748.95 739,665.26

Commercial and 
Adv

821.83 236.91 5,799.12 10,902.36 16,005.57

TOD 5,244.67 276.17 125,475.38 159,961.23 179,291.61

Tourism 17,315.74 23,219.10 83,940.69 119,915.27 155,889.86

Fiber optic 571.73 678.99 9532.72 11,915.90 13,107.49

Solar cell 32.02 25.09 129.57 194.35 259.13

Total 142,629.13 228,353.78 668,676.64 857,638.06 1,104,218.92

Table 2. Life cycle cost analysis of Jakarta-Surabaya high-speed train.
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Typology Location Description

Type 1 Jakarta, Surabaya, and Bandung Land area: 10,000 sqm

Residence area: 61,000 sqm

Offices area: 19,000 sqm

Commercial area : 3700 sqm

Parking area : 1400 sqm

Type 2 Cirebon, Yogyakarta, and Semarang Land area : 9000 sqm

Residence area : 41,000 sqm

Offices area: 13,000 sqm

Commercial area : 2500 sqm

Parking area : 1200 sqm

Type 3 Solo, Cilacap, Kediri Land area : 8000 sqm

Residence area : 31,000 sqm

Offices area: 10,000 sqm

Commercial area : 2000 sqm

Parking area : 700 sqm

Table 1. Transit-oriented development typology.
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usage. The TOD is divided into three types by considering the regional economy and popula-
tion density. The location of each type depends on the size of cities, potential economic devel-
opment, and land availability; thus, the revenue ranges from 138.70 trillion rupiahs, 178.49 
trillion rupiahs, and 202.01 trillion rupiahs. The details of TOD typology can be seen in Table 1.

Overall, the life-cycle cost for the high-speed train, Jakarta-Surabaya, can be generated, as 
shown in Table 2. The total initial cost is about 142.63 trillion rupiahs, while operational and 
maintenance cost is about 228.35 trillion rupiahs and a range of revenue from 668.67 trillion 
rupiahs to 1,104.22 trillion rupiahs.

The result of the multifunction project shows an increased IRR compared to a single function 
of a high-speed train. Despite the increased feasibility, further evaluation through public-
private partnership shall be conducted to elaborate the optimum financing scheme for gov-
ernment and investors.

5. Public-private partnership

Public-private partnership scheme in the project comprises scenarios by considering cost 
sharing from initial cost, operational and maintenance cost, as well as revenue between gov-
ernment and business entity. The cost sharing is conducted among functions because each 
of them generates a different internal rate of return (IRR), thus affecting investors’ interest to 
involve in the project. The IRR should meet the investors' expectation by reaching their mini-
mum attractive rate of return (MARR) and above interest rate.

Each function simulates 36 main scenarios and generates 252 scenarios in total to propose a 
maximum financial scheme output. Overall, initial cost and operation and maintenance cost con-
sist of three assumptions from 40, 50, and 60%. It considers a similar division of responsibility 
between government and business entity as well as when one party should be responsible to the 
other. Sharing in revenue attempts to accommodate private interest by giving a higher percent-
age from 50 to 80%.

Function IC

(Rp. Billion)

OM

(Rp. Billion)

Revenue

Low

(Rp. Billion)

Intermediate

(Rp. Billion)

High

(Rp. Billion)

HST 118,643.14 203,917.52 443,799.16 554,748.95 739,665.26

Commercial and 
Adv

821.83 236.91 5,799.12 10,902.36 16,005.57

TOD 5,244.67 276.17 125,475.38 159,961.23 179,291.61

Tourism 17,315.74 23,219.10 83,940.69 119,915.27 155,889.86

Fiber optic 571.73 678.99 9532.72 11,915.90 13,107.49

Solar cell 32.02 25.09 129.57 194.35 259.13

Total 142,629.13 228,353.78 668,676.64 857,638.06 1,104,218.92

Table 2. Life cycle cost analysis of Jakarta-Surabaya high-speed train.
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Most of the initial cost component in this project such as the high-speed train, fiber optic, tour-
ism, and TOD use a share 40% government and 60% business entity. It is because the national 
budget plan is limited while the need for infrastructure financing is enormous; thus, transfer-
ring the cost to the business entity is most preferred. In terms of operational and maintenance 
cost, equal responsibility in the high-speed train, fiber optic and tourism between government 
and business entity are selected to minimize monopoly by the business. When the govern-
ment has shared in this phase, the ticket price will be adjusted properly to match user ability 
to pay and their willingness to pay. Conversely, operation and maintenance of solar cell is 
relatively small compared to other functions. Thus, government portion in the service has a 
limited effect on the national budget plan. Lastly, the cost of TOD in this phase is only for the 
parking area; therefore, private entity proposes to be responsible for the cost.

The division of revenue between two parties considers business perspective where the project 
should meet their expectation of income and level of risk. High-speed train and tourism have the 
most significant income compared to the other functions; thus, 80% of the revenue will be trans-
ferred to the business entity. Although fiber optic contributes lower income in total compared 
to the other functions, the internal rate of return is relatively high for about 32%. The simulation 
shows that 50% sharing for both parties is the most suitable by considering equality among 
functions and minimizing monopoly of the sector. As a result, the multifunction project of high-
speed train using PPP scheme produces an internal rate of return for about 16.1% with a positive 
net present value (NPV). The value-added project arguably produces a significant impact on 
increasing the infrastructure feasibility and possibility for other similar project development.

6. Institutional scheme

The institutional scheme is generated from previous financial engineering and PPP scheme 
of Jakarta-Surabaya HST project development. The system will administer the responsibility 
between government, private investors, and other parties in the project. Firstly, the compa-
nies that involved in the project consist of several backgrounds and provide distinct role and 
capabilities according to the five functions from value engineering process. They collaborated 
with the government for an agreement and supported by other entities such as contractors, 
consultants, donors for the whole project’s lifecycle. The framework can be seen in Figure 8.

Investors will support the initial cost of about 142 trillion rupiahs and 9 trillion rupiahs of 
operation and maintenance subjected to the financial scheme. The investors might consist of 
domestic or foreign companies by considering their experiences, capabilities, and other related 
factors. On the other hand, the consultant consists of Center for Sustainable Infrastructure 
Development (CSID) who generates the concept and other established foreign companies to 
support the project’s feasibility.

For the contractors, high-speed train function will be managed by an international company in 
collaboration with railway state-owned enterprise (SOE) who has experience in running railroad 
business. The agreement shall govern technology and knowledge transfer from the foreign and 
domestic partner during the concession period. The scheme is expected to improve capacity and 
capability of the SOE in developing and managing rail, signaling, and station to rolling stock of 
high-speed train. Other functions such as fiber optic, transit-oriented development, solar cell, 
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and tourism will be selected based on their capability and innovative ways to generate revenues. 
The companies might be from domestic, foreign, or a partnership between both parties.

Operation and maintenance are for about 30 years. Operators are from the state-owned 
enterprise in collaboration with reputable international companies. Maintenance is also 
conducted in similar ways with the operation. In this phase, cost sharing during operation 
and maintenance within the joint venture will be divided equally between the government 
and business entity. Revenues generated from the services or product in the project will be 
shared—23.19% by the government and 78.81% for the business entity. The government 
through appointed institution collects revenues as part of the involvement in financing the 
initial stage and operation and maintenance stage. The scheme generates optimal revenues 
for business and government acquires income, which can be used to build other infrastruc-
ture or support local transportation through subsidy.

7. Conclusion and progress of the project

Value engineering implementation in the HST project development has transformed a single-
function project from transporting people into a multifunction project. Additional functions that 
have been identified are transit-oriented development (TOD), fiber optic, tourism, and solar cell.

Added value from the innovative function enables the project to reach an expected value 
of feasibility through significant internal rate of return (IRR) and positive net present value 

Figure 8. Institutional framework for HST project development in Indonesia.
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(NPV). Before value engineering method, the single-function project only reaches 5.20% of 
IRR. Meanwhile, the additional function has been successfully improving the IRR value into 
12.30%. Furthermore, public-private partnership scheme elaborates the division of respon-
sibility between government and business entity about financing the project. The result 
increases the IRR value to 16.1% Thus, a collaboration between value engineering and the 
public-private partnership is a package to improve project feasibility particularly railway 
development to reach its expected outcome from stakeholders’ perspective.

Currently, high-speed train project in Indonesia is in the construction phase. However, the prog-
ress remains low below 5% in the past 2 years due to land acquisition, funding, and institutional 
scheme. The project needs 700 ha for land acquisition and currently achieved 54.5%. Land owned 
by the state-owned enterprise and government institution is relatively more accessible for acquisi-
tion due to robust communication and coordination among them. However, the private property 
is required further negotiation. The project has been receiving a loan from Chinese bank—about 
13 trillion rupiahs or equal to US$ 1 billion. The funding attempt to support the consortium con-
sists of Indonesia’s and Chinese state-owned enterprises in accelerating project realization.
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Abstract

Design-build as a procurement method is increasingly being used in the design and
construction of greenfield rail networks, and that is despite the complexities that charac-
terise rail networks—rail infrastructure projects involves significantly more complex sys-
tems such as safety, telecommunications, signalling and electrification. One of the key
drivers for this choice of procurement method for the delivery of rail networks is that the
design-build contractor commits to an aggressive schedule and implements strategies to
enable the works to be completed to time and cost. One of such strategies is the application
of concurrent engineering principles to the design and construction works. This Chapter
gives an overview of concurrent engineering as applicable to design-build rail projects,
focusing mainly on the design as an activity. It identifies factors that impact the application
of concurrent engineering as well as mitigations that can be applied for the successful
application of concurrent engineering principles in design-build rail projects.

Keywords: design and build, rail, overlapping, concurrent engineering, sequential logic

1. Introduction

Rail transportation is perhaps the most dependable form of transportation and thus it is not
surprising that over the last decade there has been a steady growth in the number of green
field rail projects. This is particularly true in Asia, Africa and the Middle East where new rail
networks have been commissioned and new rail networks are being designed and constructed.
Railways are complex distributed systems with capital expenditure ranging from a few $100’s
million to billions of dollars. Rail projects usually consist of two main disciplines—civil and
systems, with the civil component costing anywhere between 60 and 80% of the contract value.
It is not unusual for rail projects, particularly transit/metro projects, to engage the services of
technical specialist from a variety of technical disciplines such as architecture, landscape, fire
and safety, roads, utilities, etc.
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The integration of ‘vertical’ construction elements such as stations, parking facilities with
‘horizontal’ construction elements, such as track, bridges, and roadways, creates a need for a
comprehensive set of design and construction services that is not normally found in other
transportation projects. The nature and specialisation of these components usually requires
two different entities to lead the design and construction efforts of each component. However,
and in recent times, it is more common to award rail projects as a design and build contract in
which the design and build contractor is a consortium comprising civil and system solution
providers. Design and Build is a method of procurement in which a single legal entity takes
full responsibility and sole liability for both design and construction [1]. The single legal entity
may be a multi-disciplinary firm with in-house design capabilities or a consortium capable of
providing a total solution. The design and build contractor is liable for all design and construc-
tion cost and must usually provide a firm fixed price in its proposal—these are typically lump
sum contracts. In these type of projects, the design and build contractor commits to an
aggressive schedule and implements strategies to enable the works to be completed to sched-
ule and cost [2]. The design phase of any construction project is cyclic, repetitive and evolu-
tionary involving designers from various design groups such as structural, mechanical,
electrical and plumbing, architecture, road works. Often, these designers perceive their design
scope with a unique and independent view neglecting the holistic view of the project. It is
therefore not surprising that evidence exist that suggest that the design and construction
failures originate from this ill-structured design process. It is therefore important that adequate
effort must be taken to ensure a robust design strategy is in place from the onset and that all
relevant stakeholders buy in the strategy [3]. One strategy implemented to reduce project
delivery time is to reduce the design delivery time through the parallelism of sequential
activities and it is not surprising therefore that many researchers have explored this aspect
[4–9]. In this Chapter, a synopsis of the application of concurrent design principles and its
applications to railway design and build projects is provided.

2. Engineering management

In a typical design and build project, the owner would have undertaken a 30% design effort.
This design effort enables the owner to develop specific functional and performance require-
ments, establish preliminary stakeholder agreements, establish the alignment, secure land
requirement, establish the capital cost estimate, minimise residual owner residual risk, etc.
The owner’s 30% design is usually supplied as part of the Request for Proposal (RFP)/Invita-
tion To Tender (ITT) on an information basis with some components of the same, such as the
alignment, supplied as owner’s requirement. The design and build contractor is expected to
complete the 70% design effort through a staged process that includes preliminary, detailed
and final design. The completion of these design phases represents major milestones in the
design life cycle and thus are typically referred to as design control points. The design and
build contractor is expected to have performed a 100% design effort to complete the design
delivery. To eliminate rework, it is preferable that design is complete or substantially complete
before construction commences, thus an effective management of the design process is crucial
to minimise cost and schedule overrun.
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The design team is required to complete the design effort in earnest such that construction
activities can proceed much earlier. This pressure on design has the objective of reducing the
delivery time and minimising delivery cost. This task becomes more difficult as in most cases
Systems design tends to follow a sequential progression of plans, specifications and products
that are baselined and placed under configuration control. This sequential process, referred to
as the Vee Model (also known as Verification and Validation Model), is usually specified in the
Contract and mandated by International Standards such as IEC 62278 [10]. Furthermore,
infrastructure owners are placing increasing emphasis on quality and reliability as well as the
value proposition of the design and build contractor. The ability to deliver to schedule and cost
is becoming a major differentiator in railway infrastructure projects.

The parallelism of sequential activities is in effect the application of concurrent engineering
principles. There are numerous definitions for concurrent engineering, but the common theme
in all such definitions is a holistic approach to product development that considers all life-cycle
components and influences from the onset. For the purpose of this Chapter, the following
definition by Cleetus [11] and Winner et al. [12] is preferred:

Concurrent engineering as a systematic approach to integrated product development that emphasises
response to customer expectations and embodies team values of cooperation, trust and sharing in such a
manner that decision making proceeds with large intervals of parallel working by all life-cycle perspec-
tives early in the process.

Concurrent engineering is intended to ensure that contractors, from the onset of a railway
infrastructure design-build project, consider all elements of the final system from conception
through disposal, including quality, cost, schedule and user requirement [13, 14]. However, the
overlapping of design activities may result in serious consequence if not managed effectively.
Concurrent design is a holistic design approach that considers the constructibility of the
product as part of the design and avoids design changes to enhances its constructibility.

2.1. Design management

The main objective in applying concurrent engineering to design is to reduce waste that may
occur in the design cycle and to achieve continuous improvements in the design flow and
output. This is achieved by viewing ‘design’ as [15]:

• A transformation of inputs to outputs;

• A process of information flow from one activity to another;

• A process of value generation.

Design is performed by a group of subject matter specialist whose main objective is the transfor-
mation of a client’s requirements into outputs that comprise design decisions and actionable
design documents. Tzortzopoulos and Formoso [16] identified three perspective of design:

• Conversion: In this view, the design is apportioned into sub-elements and assigned to a
specialist who interpreted the client’s requirements and converts the same into design
decisions. Deshpande et al. [15] notes the tendency of occurrence of non-value adding
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requirement, establish the capital cost estimate, minimise residual owner residual risk, etc.
The owner’s 30% design is usually supplied as part of the Request for Proposal (RFP)/Invita-
tion To Tender (ITT) on an information basis with some components of the same, such as the
alignment, supplied as owner’s requirement. The design and build contractor is expected to
complete the 70% design effort through a staged process that includes preliminary, detailed
and final design. The completion of these design phases represents major milestones in the
design life cycle and thus are typically referred to as design control points. The design and
build contractor is expected to have performed a 100% design effort to complete the design
delivery. To eliminate rework, it is preferable that design is complete or substantially complete
before construction commences, thus an effective management of the design process is crucial
to minimise cost and schedule overrun.
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definition by Cleetus [11] and Winner et al. [12] is preferred:
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response to customer expectations and embodies team values of cooperation, trust and sharing in such a
manner that decision making proceeds with large intervals of parallel working by all life-cycle perspec-
tives early in the process.

Concurrent engineering is intended to ensure that contractors, from the onset of a railway
infrastructure design-build project, consider all elements of the final system from conception
through disposal, including quality, cost, schedule and user requirement [13, 14]. However, the
overlapping of design activities may result in serious consequence if not managed effectively.
Concurrent design is a holistic design approach that considers the constructibility of the
product as part of the design and avoids design changes to enhances its constructibility.
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The main objective in applying concurrent engineering to design is to reduce waste that may
occur in the design cycle and to achieve continuous improvements in the design flow and
output. This is achieved by viewing ‘design’ as [15]:

• A transformation of inputs to outputs;

• A process of information flow from one activity to another;

• A process of value generation.

Design is performed by a group of subject matter specialist whose main objective is the transfor-
mation of a client’s requirements into outputs that comprise design decisions and actionable
design documents. Tzortzopoulos and Formoso [16] identified three perspective of design:

• Conversion: In this view, the design is apportioned into sub-elements and assigned to a
specialist who interpreted the client’s requirements and converts the same into design
decisions. Deshpande et al. [15] notes the tendency of occurrence of non-value adding
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components in the design when it is analysed simply as a conversion of inputs to outputs.
Deshpande et al. postulated that such occurrence results in an increase in the time to
complete design and/or insufficient time to generate optimal design solutions [17].

• Information Flow: Another school of thought, first proposed by Huovila et al. [18], sug-
gest that the design process be viewed in terms of bi-directional information flow from
stakeholders to the designers. A key principle of this thought is the identification and
eradication of non-value adding activities from the design process.

• Value Generation: This school of thought on design is driven by the desire to achieve the
best possible design outcome for the client. Huovila et al. [18] suggest that the process of
value generation is dependent on the quality of information available to the designers, as
well as the ability of the design team to transform complex, uncertain, and conflicting
requirements into solutions that generate value for the client.

Ballard and Koskela [19] argued that it is necessary to integrate the three thoughts expressed
above for effective design management. The quality of design can be improved by increasing
the quantity and quality of available information with respect to customer needs and require-
ments. Requirements management in terms of apportionment, assessment, analysis and trace-
ability is therefore a key component of design management. Tzortzopoulos and Formoso [16]
provided practical guidelines for the implementation of lean concepts in the design process,
these guidelines include:

• Identification and elimination of non-value adding activities in design;

• Increment of output value through detailed assessment of client requirements;

• Reduction of variability in the design process;

• Limiting the approval cycle times for design documents;

• Implementing design freeze and gate review concepts; and

• Establishing meaningful Key Performance Indicators (KPIs) and implementing continu-
ous improvement in the design processes.

The design life cycle is typically separated into four stages – conceptual, preliminary, detailed
and final design. Some projects specify a three-stage process consisting of preliminary, detailed
and final design—thus for such projects, the initial design effort required represents a 60%
design effort. Irrespective of the design life cycle, the Contractor is required, at the onset of the
project, to assess and plan the works in terms of work breakdown structure that represents a
detailed level at which appropriate reporting and earned value can be assessed [4]. The first
step is to break down the design project into appropriate level of detail for budgeting and
measuring progress. In this step, the work is broken down to level of details consistent with
the requirements for scheduling and determining earned value. In most cases, an experienced
rail design-build contractor will implement a breakdown, gained from experience on similar
projects, based on an estimated number of design documents to be produced. The output of
this first step, among others, is an estimate of the total quantity of design efforts in terms of
configurable items (i.e. drawings, calculations, reports, software, specifications, etc) and

Modern Railway Engineering206

identification of the design stages at which each configurable item will be delivered. Such a list
is referred to as a Document Submittal Register (DSR) or as a Contract Data Requirement List
(CDRL). It is acknowledged that the DSR is a live document that is updated throughout the life
of the project as the design matures, however in reality attempts are made to freeze the DSR at
final design.

The second step is to identify the design interfaces between the design work packages. These
design interfaces determine the sequential dependency among design tasks. A matrix may be
used to illustrate the dependencies between design work packages and between design tasks.
In such a matrix, the columns represent predecessors awhile the rows represent successors.
The matrix can be used to identify sequential relationships between design tasks. The third
step is to separate the systems into independent groups. This involves grouping objects into
homogenous groups, based on a set of common features. The goal of this process is to group
dependent systems into manageable packages. The final step is to develop a network schedule,
this may be represented using the precedence diagramming method or probabilistically using
Programming Evaluation and Review Technique (PERT) [20]. A Graphical Evaluation and
Review Technique (GERT) may be used to simulate and assess alternative branches of design
activity loops [21].

A sequential design life cycle is illustrated in Figure 1 below. In this life cycle, the development
progresses through several defined phases. A detailed review of the differences and similari-
ties between a sequential and concurrent logic is provided in [22].

This design logic is characterised by a sequential pattern where information about the product
is slowly accumulated in consecutive stages. A stage commences only when the preceding

Figure 1. Sequential design logic.
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projects, based on an estimated number of design documents to be produced. The output of
this first step, among others, is an estimate of the total quantity of design efforts in terms of
configurable items (i.e. drawings, calculations, reports, software, specifications, etc) and
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(CDRL). It is acknowledged that the DSR is a live document that is updated throughout the life
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stage is completed and has supplied complete and final information. This design life cycle is
aligned with systems engineering principles and best suited for the system design component.
Each stage must be completed before the next stage begins.

2.2. Concurrent engineering

Concurrent engineering involves reducing the total delivery time and cost of a project by
overlapping activities (parallelisation of design activities) that are normally performed in a
sequential manner. A core principle of the concept is the need to proceed at risk with an
assumption that a specified performance will be obtained from a component, even before that
performance has been demonstrated. The risk is managed on the basis of the integrity and
certainty of the available information.

The extent of the overlap between two activities depends on the nature of the information
exchange between these activities because it is the exchange of information that determines
what work can start on the downstream activity. The extent to which two activities can be
effectively overlapped depends on the relationship between those activities [22, 23]. Prasad
[22] identified four types of relationships that are possible between design activities: (1)
dependent activities, (2) semi-independent activities, (3) independent activities, and (4)
interdependent activities. For dependent activities, the commencement of a downstream
activity is dependent on the receipt of information from an upstream activity. Semi-
independent design relationships commence upon the receipt of partial information from
other activities. Independent design relationships are characterised by those activities that
require no information from another before another activity can start. Interdependent design
relationships are characterised by a bi-directional exchange of information between activities
before either can be completed [24].

With respect to the identified design relationship types, only independent design activities can
be overlapped without the risk of incurring delay or rework. There is an inherent risk in the
overlapping of dependent activities. This inherent risk is due to the fact that a downstream
activity, in a dependent activity relationship, must commence before all necessary information
is available from a upstream activity. Thus changes in the upstream activity that impact
assumptions made at the commencement of the downstream activity may increase the severity
of the risk of delay or rework. This risk can be mitigated, in part, through increased communi-
cation and exchange of preliminary information between the upstream and downstream
design activities. In other words, it is preferable not to concurrently design systems that belong
to the same package.

2.2.1. Concurrent engineering characterisation

One way that concurrent engineering characterises the exchange of information is through the
concept of information evolution of the upstream activity and the sensitivity of the down-
stream activity or activities to that information evolution [25]. Information and knowledge in
an upstream activity can develop rapidly or slowly. For the downstream activity, the sensitiv-
ity to changes in the upstream information can be significant depending on the level of rework
required. Figure 2 illustrates the concept of a concurrent design logic. While applying
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concurrent design logic, there are a number of conditions that need to be taken into consider-
ation; the information exchange between a potential overlapping pair of activities, the man-
agement strategy used to facilitate the overlap between the pair(s), the likelihood of rework
relative to the degree of overlap, and the impact of the rework on cost and schedule. These
factors are analysed in the proceeding sections.

Concurrent engineering can be viewed as comprised of three basic components:

1. Simultaneity of Activities: In a sequential design flow, the total time, Ts, required to
complete the design activity is given as:

Ts ¼
Xn

i¼1

ti (1)

In the case of simultaneity of activities, the total time, Tc, required to complete the design
activity is equal to the time duration of the activity with the maximum time duration:

Tc ¼ max tið Þ∣i ¼ 1,…, n (2)

Figure 3 illustrates the time required to execute the design activities in a concurrent design
logic. Comparing the time required to complete the design activity in sequential design
logic with a concurrent design logic, it is clear that a concurrent design logic offers a time
saving of ΔT =Ts�Tc

Figure 2. Concurrent design logic.
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2. Concurrency: The multifunctional design teams implement design concurrently (i.e.
Activities 1, 2 and 3 are performed concurrently by different design teams) and interac-
tively make decisions on works. Simultaneity of design activities without dynamic inter-
action of the various design teams does not assure concurrency. For example, consider a
case of a simple overlapping of design activities in which communication is an acknowl-
edgement of the conditions for commencing a task and those that underpin its comple-
tion. True concurrency of design implies interaction between the two activities in order to
obtain the best decision, i.e. the two design activities ‘concur’ simultaneously for the best
decision through dynamic interactions (communication), or solutions.

3. Simultaneity and concurrency need to occur at the onset or in the early stages of design
process to ensure effective implementation of a concurrent design logic.

3. Factors impacting concurrent design logic

The greatest impact and benefits of concurrent engineering is evident at the design stage. The
design decisions made in the early design stages (i.e. conceptual and preliminary design
phases) have a significant impact on the constructibility of a product, as between 70 and 80%
of the construction cost is determined by design [26, 27]. Thus, cost reduction efforts must be

Figure 3. Time saving due to concurrent design logic.
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an integral component of the design effort. In the following, we review factors that need to be
considered to achieve a successful concurrent design output.

3.1. Information evolution

As previously mentioned, concurrent design logic can be viewed as an information processing
system in which individual design activities are modelled as information processing units that
receive information from proceeding activities and transform the information received into
new information to be passed on to subsequent activities. With reference to Figure 2, prelim-
inary information of the design Activity 1 is available ts and is continuously modified until the
end of the activity. Activity 2 can start at any time between ts and tf. Evolution describes the
rate at which design information is generated from the start of an activity through the comple-
tion of the activity. It is acknowledged that in practise a quantitative assessment of information
evolution may be impracticable and thus a qualitative approach is favoured. There are four
key determinants of evolution:

• Design optimisation: The level of optimisation performed on design elements or the
number of design alternatives evaluated

• Constrain satisfaction: The flexibility of design elements in satisfying constraints

• External information exchange: The amount of information received from or reviewed by
external sources; and

• Standardisation: The level of standardisation in the design process and/or design product

Each of the determinants of evolution listed above relies on activity iteration as a determining
factor. Design information in those activities with iteration evolves slower than activities
without iteration. It goes without saying that an activity without constraint or pressure will
evolve naturally and that this natural evolution tends to produce the best design outcome for
that activity, however, most design is performed under some constraint, and this is particularly
true under a design and build project. Such constraints results in actions that alter the natural
evolution of an activity; for example, actions resulting from time constraint may results in the
reduction of the time taken to complete an individual activity or a reduction in the overall
design schedule.

However, the gains from overlapping must be balanced against the potential of rework (cost
and time) which results from the modification of the upstream information. When preliminary
upstream information is utilised by the downstream activity too early, future changes may
have to be incorporated in time consuming subsequent iterations that result in an increase
downstream duration and effort. The amount of rework required, if preliminary information
changes, is a function of the sensitivity of the downstream activity to changes in the upstream
information.

3.2. Sensitivity

Krishnan et al. [28] qualified sensitivity as a measure of the amount of rework required in a
downstream activity as a result of information evolution in an upstream activity. The following
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an integral component of the design effort. In the following, we review factors that need to be
considered to achieve a successful concurrent design output.
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end of the activity. Activity 2 can start at any time between ts and tf. Evolution describes the
rate at which design information is generated from the start of an activity through the comple-
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evolution of an activity; for example, actions resulting from time constraint may results in the
reduction of the time taken to complete an individual activity or a reduction in the overall
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and time) which results from the modification of the upstream information. When preliminary
upstream information is utilised by the downstream activity too early, future changes may
have to be incorporated in time consuming subsequent iterations that result in an increase
downstream duration and effort. The amount of rework required, if preliminary information
changes, is a function of the sensitivity of the downstream activity to changes in the upstream
information.

3.2. Sensitivity

Krishnan et al. [28] qualified sensitivity as a measure of the amount of rework required in a
downstream activity as a result of information evolution in an upstream activity. The following
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conditions impact the sensitivity severity of the downstream activities to changes in upstream
information and thus increase the risk of rework:

• The downstream design is near a constraint or boundary;

• The downstream design depends on one key upstream input; or

• The downstream design is integrated such that changes cannot be isolated.

Small changes in the upstream information could result in extensive rework with a major cost
and schedule impact to a highly sensitive downstream activity. On the contrary, a low sensi-
tivity downstream activity can accommodate changes in information from an upstream activ-
ity such that minimum or no rework is required with minimal cost and/or schedule impact.
Bogus and Molenaar [29] identified three determinant factors that influence the sensitivity of
an activity:

• Constraint sensitive: The proximity of the downstream design to a constraint or boundary;

• Input sensitive: The level of dependence of downstream design on specific inputs from
other activities; and

• Integration sensitive: The ability of the downstream design element to be separated from
the entire system.

The combination of an upstream activity with a fast or slow evolution and a downstream
activity with a low or high sensitivity results in four possible combinations of evolution and
sensitivity. These four possible combinations are major considerations in the assessment of the
probability of rework for an activity pair. Roemer et al. [8] and Bogus and Molenaar [29]
defined rework as the “increase in time and costs, direct and indirect, that are required to correct
some of the work in the downstream activity due to incorrect or changing information received from the
upstream activity”. This definition highlights the importance of the need to ensure the integrity
of the underpinning assumptions and information flow from the upstream activity.

4. Risk mitigations

The need to commence railway construction activities in earnest serves to meet the aggressive
schedule imposed through the contract. These projects, typically structured under Interna-
tional Federation of Consulting Engineers (FIDIC) rules, place the Contractor as the majority
owner of associated risk. The design and build contractor therefore needs to put in place
adequate processes and control to manage the delivery and in particular the cost. It is benefi-
cial to apply the principles of concurrent design at the commencement of the project, with due
consideration of requirement management, design freeze, over-design, etc.

4.1. Design freeze

Eger et al. [30] defines design freeze as a “binding decision that defines the whole product, its
parts or parameters and allows the continuation of the design based on that decision”. Design

Modern Railway Engineering212

freeze allows structuring and planning of the design process [30]. Freezing a design or key
components of a design aims to reduce the likelihood of engineering changes, however,
any change required to be implemented after a design freeze may result in high rework
cost and potential delays. Design freeze can apply to different stages of the design life
cycle. Figure 4 shows a typical design gate review process; it is easily recognised that the
logic shown in Figure 4 is a sequential logic, however in reality it is possible to apply
design freeze in a concurrent design process to facilitate the early commencement of a
downstream activity, however, depending on how it is implemented, design freeze in a
concurrent design logic can be viewed as performing the design activities in sequential
manner using incomplete preliminary information from upstream activities. In this case,
the risk of possible design changes increases with greater degrees of overlap. There are
many advantages of the application of the concept of design freeze; it can facilitate the
early procurement of long lead items; it can also assist in the reduction of the risk of
rework and can set preliminary information from an upstream activity as a basis for
further work. Once design freeze has occurred, changes to downstream activities resulting
from evolution of preliminary information of the upstream activities needs to be carefully
analysed before proceeding. Alternative implementation strategies should be considered
and all changes should follow a change control process.

4.2. Overdesign

Unlike design freeze, overdesign adds a margin of safety to the design as an attempt to mitigate
potential errors in the information flow during overlapping periods. It can be defined as the
process of implementing conservative assumptions, in the downstream activity in lieu of incom-
plete preliminary information transfer from the upstream activity. As an example, one maymake
conservative assumptions on the required size of technical rooms, while the systems design is
still in its infancy, with the view to allow construction of a station or depot to proceed. There is,
however, an inherent risk that the margin of safety applied might not be adequate and thus
resulting in an underdesign scenario. This may result if the initial assumption is based on
previous project experience without adequate analysis and resolution of the current contract’s

Figure 4. Design gate review.
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design freeze in a concurrent design process to facilitate the early commencement of a
downstream activity, however, depending on how it is implemented, design freeze in a
concurrent design logic can be viewed as performing the design activities in sequential
manner using incomplete preliminary information from upstream activities. In this case,
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requirements, particularly those concerning the civil-system interfaces. Such a scenario may
result in rework with cost and time impact. There is therefore a balance to be maintained
between the robustness and integrity of the underpinning design assumptions and the cost of
implementing the design. A trade-off also exist between the degree of overlapping and the
certainty of upstream information.

4.3. Standardisation

Standardisation is the process of adopting a design solution to be used repetitively on a
project. Such practice speeds up the evolution of upstream activities and enables early
information transfer from the upstream activity to the downstream. There is a likelihood of
cost increases due to lack of design optimisation. In recent applications of this technique on a
design and build project with 22 stations comprising of elevated and underground stations,
two archetypes stations representing an elevated and underground stations where processed
through design completion and these archetypes acted as the design standards for the
remainder of the stations designs. This approach resulted in increased construction produc-
tivity. It should be noted that subtle difference between stations—in terms of size, layout etc.
—may require additional design effort over and above that established in the standard
design. It is to be recognised that standardisation in terms of design processes and pro-
cedures further contributes to an increase performance of the construction output and the
overall project schedule.

5. Systems design

As mentioned in Section 2.1, the tendency is for Systems design to follow a sequential design
logic, partly because of the safety-critical nature that rail systems serves within the railway
infrastructure and partly because the systems assurance process forces a sequential logic
review. That said, in most design and build projects, the initial delay manifest from the civil
design and construction phases. Systems, being the last major component of the Works,
therefore are under constant pressure to mitigate the delays incurred from a predominate civil
upstream activity. The systems activities under such pressure tend to be Systems installation
and Test & Commissioning. The fact that systems design tends to follow a sequential design
logic does not exclude the application concurrent engineering to the elements of the systems
design. In fact, applying concurrent engineering principles of systems design ensure the timely
resolution of interface issues between civil and system. Zhang and Chen [31] demonstrated the
successful application of concurrent engineering on the design and fabrication of a rolling
stock. The driver for applying concurrent engineering was stated as to shorten product engi-
neering delay, improve locomotive design and capitalise knowledge. Park [32] demonstrated
that concurrent design principles can be applied to safety-critical system using a model-based
approach. Furthermore, while IEC 62278 implies a sequential logic, ISO/IEC 24748 [33] empha-
sises that projects should integrate the concurrent design of products and their related life-
cycle processes. It goes on to state that ‘concurrent engineering should integrate product and process
development to ensure that the product(s) are producible, usable, and supportable’.
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6. Conclusion

This Chapter discusses the application of concurrent engineering concept and principles to
the design process of a design-build rail project. It is identified that concurrent engineering is
a logical approach to achieve a reduction in project delivery time and cost. It is highlighted
that the key objective of meeting the desired project duration and cost expectations is
through the overlapping of dependent activities. It is noted that overlapping should be
approached in a systematic manner to reduce costs and risks. While concurrent engineering
is not a term typically associated with design and build rail project, the concept is not alien to
the rail construction industry as attempts at mitigating delays, avoiding potential delay
penalties and cost overrun due to retrofits and delays always results in an ‘accelerated’
schedule which typically exhibits the application of concurrent engineering logic in what
was otherwise a sequential logic. It is highlighted that executing the design activities of a
railway design and build project concurrently will result in improvements in quality, time to
deliver, cash flow and profitability, etc. It is crucial that the designers, schedulers and
planners work together from the onset to develop the project schedule reflective of concur-
rent engineering logic.
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