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Preface

Shape memory alloys (SMAs) are metals that “remember” their original shapes and exhibit
two very unique properties: pseudo-elasticity and the shape memory effect. SMAs have
drawn significant attention and interest in recent years in a broad range of commercial ap‐
plications, due to their unique and superior properties; this commercial development has
been supported by fundamental and applied research studies.

This book is a result of contributions of experts from international scientific community
working in different aspects of shape memory alloys and reports on the state-of-the-art re‐
search and development findings on this topic through original and innovative research
studies. Through its five chapters, the reader will have access to works related to ferromag‐
netic SMAs, while it introduces some specific applications like development of faster SMA
actuators and application of nanostructural SMAs in medical devices.

The book contains up-to-date publications of leading experts, and the edition is intended to
furnish valuable recent information to the professionals involved in shape memory alloys’
analysis and applications. The text is addressed not only to researchers but also to professio‐
nal engineers, students, and other experts in a variety of disciplines, both academic and in‐
dustrial, seeking to gain a better understanding of what has been done in the field recently
and what kind of open problems are in this area.

I hope that readers will find the book useful and inspiring by examining the recent develop‐
ments in shape memory alloys.

Lastly, I would like to thank all the authors for their excellent contributions in different areas
covered by this book and the InTechOpen team, especially the publishing process manager Ms.
Romina Rovan, for their support and patience during the whole process of creating this book.

Dr. Farzad Ebrahimi
Department of Mechanical Engineering

Imam Khomeini International University,
Qazvin, Iran
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Ferromagnetic Shape Memory Alloys: Foams and

Microwires

Xuexi Zhang and Mingfang Qian

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.69702

Abstract

Ferromagnetic shape memory alloys exhibit martensite transformation (MT) and mag-
netic transition and thus may be actuated by thermal and magnetic fields. The work-
ing frequency of these alloys may be higher than conventional shape memory alloys, 
such as Ni-Ti, because the magnetic field may operate at higher frequency. This chap-
ter focuses on some fundamental topics of these multifunctional materials, including 
the composition-structure relationship, the synthesis of the foams and microwires, the 
martensite transformation and magnetic transition characters, the properties (magnetic-
field-induced strain (MFIS), magnetocaloric effects (MCEs), shape memory effects, and 
superelastic effects), and applications. The improvement of the magnetic-field-induced 
strain due to the reduced constraint of twin boundary motion caused by grain boundar-
ies in polycrystalline Ni-Mn-Ga foams and the size effects of the superelasticity and mag-
netocaloric properties in Ni-Mn-X (X = In, Sn, Sb) microwires are detailed and addressed.

Keywords: ferromagnetic shape memory alloys (FSMAs), Ni-Mn-Ga alloys, foams, 
microwires, martensite transformation, ferromagnetic-field-induced strain (MFIS), 
magnetocaloric effects (MCEs)

1. Introduction

Ferromagnetic shape memory Heusler alloys, such as Ni-Mn-Ga and Ni-Mn-X (X = In, Sn, 
Sb), are receiving increasing attentions due to their multifunctional properties, that is, mag-
netic-field-induced strain (MFIS), magnetocaloric effect (MCE), magnetoresistance, etc. Before 
1996, some works concern the martensite transformation (MT) of Ni-Mn-Ga alloys [1–3]. The 
relationship between the composition on martensite and magnetic transformation tempera-
tures has also been revealed [4]. In 1996, Ullakko et al. published the first paper on the MFIS 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



of single-crystalline Ni-Mn-Ga alloys [5]. Since then, high MFIS of 6.4% has been found in 
Ni-Mn-Ga alloys with 5M martensite structure [6] and of 10% with 5M martensite structure 
[7]. By allying a high magnetic field, the single-crystalline Ni-Mn-Ga alloy with non-modulate 
(NM) martensite structure may show a giant MFIS as high as 12% [8]. In 2007, Müllner  et al. 
published their first paper on Ni-Mn-Ga foam and found that 0.24% MFIS may be achieved 
in the foams with single-model pore architecture [9]. By introducing secondary pores, thus 
forming dual-pore architecture, the foams may exhibit a MFIS of 8.7% after suitable ther-
mal-magnetic training, which approaches the theoretical limit of single-crystalline Ni-Mn-Ga 
alloys with 14M martensite structure [10]. In 2008, Scheerbaum et al. [11] produced Ni-Mn-Ga 
fibers with diameter ~60–100 μm, which showed a 1% MFIS upon applying an external mag-
netic field of 2 T. Since 2012, researchers in Harbin Institute of Technology make use of the 
so-called melt extraction method to fabricate microwires on a large quantity [12, 13]. The 
obtained microwire has a naked surface, which can be directly used in MEMS or NEMS, and 
acts as building blocks for composites and complex-shaped components. Systematic research 
works have also been carried out to reveal the superelasticity [14, 15], shape memory [12, 16], 
and MCE properties [17–19].

Ni-Mn-X (X = In, Sn, Sb) alloys, another important ferromagnetic shape memory alloy family, 
attracted attention of the scientific society since Kainuma et al. [20] reported the giant stress 
output in Ni-Mn-In-Co alloys. On contrary to Ni-Mn-Ga alloys, these Ni-Mn-X alloys exhibit 
paramagnetic/antiferromagnetic martensite and ferromagnetic austenite. As a result, a bias 
magnetic field may stabilize the austenite phase, which is responsible for the shift of martens-
ite transformation temperatures to lower temperature. Such metamagnetic structural transi-
tion from the paramagnetic/antiferromagnetic martensite to ferromagnetic austenite under a 
bias magnetic field may produce giant MCE [21].

This chapter describes the synthesis, processing, and properties (especially the MIFS and 
MCE) of these alloys, with emphasis on Ni-Mn-Ga foams and microwires. The up-to-date 
results, mainly reported in the past decades, will be covered. The aim of this chapter is to 
provide researchers an overview of the background, current status, and future development 
of the ferromagnetic shape memory alloys.

2. Composition-structure relationship in ferromagnetic shape memory 
alloys

2.1. Relationship between composition (e/a) and transformation temperatures

Off-stoichiometric Ni-Mn-Ga ferromagnetic shape memory alloys (FSMAs) have been 
attracted much attention because of their multiplicity of functional properties like excellent 
magnetic-field-induced strains (MFIS) [6, 7, 10], magnetocaloric effect (MCE) [22–24], conven-
tional/magnetic shape memory effects (SME) [12], etc. The martensite phase or the martensite 
transformation (MT) temperatures (martensite start and finish temperature Ms, Mf, and the 
austenite start and finish temperature As, Af) of the alloys are closely related to their functional 
properties. For instance, the Ni-Mn-Ga alloys show MFIS only in the martensitic state owing 
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to the reorientation of the twin boundaries in an applied magnetic field. As for the MCE, the 
effective refrigeration working temperature interval (WTI) of the cooling system is within the 
MT range. For Ni-Mn-Ga alloys, the MT temperatures of the alloy are particularly sensitive 
to their compositions [4].

Here, we focused our content on Ni-Mn-Ga alloys due to the space limit. For the stoichio-
metric Ni2MnGa, the MT temperatures are lower than room temperature (RT), ~185 K; thus, 
no martensite exists at RT. By varying the composition of 5 at.%, a huge Ms change from 154 
to 458 K can be obtained [4, 25–30]. The effect of composition on MT temperatures of the 
Ni-Mn-Ga alloys was studied by Chernenko et al. at 1995 [4]. A general view of transforma-
tion temperature shifting as a function of the Ni/Mn/Ga element content was summarized as 
(1) at a constant value of Mn content, Ga addition lowers Ms temperature, (2) Mn addition 
(instead of Ga) at constant Ni concentration increases Ms, and (3) substitution of Ni atoms by 
Mn at constant Ga content results in alloys with lower Ms.

Furthermore, based on the Ms and transformation enthalpy (ΔH), Ni-Mn-Ga alloys were clas-
sified into three groups, as demonstrated in Table 1 [4, 31, 32], where Tc stands for the mag-
netic transformation of Curie temperature of the alloy.

Thereafter, more systematic and quantized studies have been performed [25–30]. The effects of com-
position on temperature and ΔH can be formulated by the linear regression listed as follows [30]:

   𝘔𝘔𝘔𝘔  𝘴𝘴𝘴𝘴    (𝖪𝖪𝖪𝖪)  = 25.44𝖭𝖭𝖭𝖭𝗂𝗂𝗂𝗂  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)  − 4.86𝖬𝖬𝖬𝖬𝗇𝗇𝗇𝗇  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)  − 38.83𝖦𝖦𝖦𝖦𝖺𝖺𝖺𝖺  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)   (1)

  Δ𝘏𝘏𝘏𝘏  (𝖩𝖩𝖩𝖩 /  𝗀𝗀𝗀𝗀)  = 0.72𝖭𝖭𝖭𝖭𝗂𝗂𝗂𝗂  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)  − 0.16𝖬𝖬𝖬𝖬𝗇𝗇𝗇𝗇  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)  − 1.23𝖦𝖦𝖦𝖦𝖺𝖺𝖺𝖺  (𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺 . %)   (2)

The number of valence electrons per atom (e/a) for Ni, Mn, and Ga atoms is 10(3d9.94s0.1), 
7(3d54s2), and 10(4s24p1), respectively [26]; thus, the valence electron concentration of the alloy 
can be defined as

   𝘦𝘦𝘦𝘦 /  𝘢𝘢𝘢𝘢 =   
10  𝖭𝖭𝖭𝖭𝗂𝗂𝗂𝗂  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%   + 7  𝖬𝖬𝖬𝖬𝗇𝗇𝗇𝗇  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%   + 3  𝖦𝖦𝖦𝖦𝖺𝖺𝖺𝖺  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%  

  ___________________   𝖭𝖭𝖭𝖭𝗂𝗂𝗂𝗂  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%   +  𝖬𝖬𝖬𝖬𝗇𝗇𝗇𝗇  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%   +  𝖦𝖦𝖦𝖦𝖺𝖺𝖺𝖺  𝖺𝖺𝖺𝖺𝖺𝖺𝖺𝖺%       (3)

The relationship between Ms temperature and e/a is summarized and presented in Figure 1. 
Statistical analysis shows a relatively large standard deviation of 44.7 K and a maximum error 
of 140.2 K for the extreme case, which implies that the MT may also be very sensitive to the 
microstructure of the alloy, that is, internal stress and the degree of the atomic order [14].

Group e/a Ms (T) ΔH (J/g)

Group I <7.7 Ms < RT < Tc ~1.6

Group II 7.55–7.7 Ms ≈ RT < Tc ~4.2

Group III >7.7 Ms > Tc ~8.5

Table 1. Classification of Ni-Mn-Ga alloys according to Ms and enthalpy (ΔH) [4, 17].

Ferromagnetic Shape Memory Alloys: Foams and Microwires
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Based on Figure 1, the effects of e/a on Ms temperature can be formulated by the linear regres-
sion, as listed in Eq. (4), indicating that the MT temperature increases with increasing e/a:

   𝘔𝘔𝘔𝘔  𝘴𝘴𝘴𝘴   = 702.5 (𝘦𝘦𝘦𝘦 /  𝘢𝘢𝘢𝘢)  − 5067  (4)

Besides, Tc varies less with composition variation (Mn, 20–35 at.%; Ga, 16–17 at.%) than Ms for 
Ni-Mn-Ga alloys [17, 29]. The effect of composition on the Tc of Ni-Mn-Ga alloy mainly relies 
on the Mn-Mn distance since the ferromagnetism mainly depends on the Mn-Mn atomic 
interaction [33]. The stoichiometric Ni2MnGa alloy possesses the strongest ferromagnetic 
interaction between the neighboring Mn-Mn atoms with Tc ~ 376 K. Either with the concen-
tration or expansion of the unit cell, the Mn-Mn nearest distance may be decreased; thus, the 
ferromagnetic interaction between neighboring Mn-Mn atoms can be weakened, which gives 
rise to a slight decrease of Tc [34].

Figure 1. The relationship between martensite transformation temperatures and valence electron concentration of 
Ni-Mn-Ga alloy [29].
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Above all, the tunable transformation temperatures lead to multifunctional properties in 
Ni-Mn-Ga alloys, which will be demonstrated in details in Section 5.

2.2. Phase and structure of the martensite

Ni-Mn-Ga alloys exhibit a chemical ordering transition (a kind of second-order phase transi-
tion) from partially ordered high-temperature B2 phase to chemical ordered L21 phase during 
cooling. In the L21 phase, the Ni, Mn, and Ga atoms occupy the specific sites of the crystal 
lattice, as shown in Figure 2.

The L21 phase has a cubic face-centered lattice. On the other hand, Ni2MnGa alloy displays 
martensite transformation (a kind of first-order phase transition). The martensite phase may 
show various stacking sequences, that is, a modulate structure, which thus creates martensite 
structure, such as five-layer modulate (5M) martensite phase (Figure 3), seven-layer modulate 
martensite phase (7M, Figure 4), and non-modulate (NM) martensite phase (Figure 5). The 
kind of modulation mainly depends on the composition of the alloy. These different martens-
ite structures exhibit different twinning stresses, which has a large effect on the magnetic-
field-induced strain and will be summarized in detail in Section 5.1.2.

3. Synthesis of ferromagnetic Ni-Mn-Ga foams and microwires

3.1. Ni-Mn-Ga foams

Ferromagnetic Ni-Mn-Ga foams can produce large magnetic-field-induced strain of ~2.0–8.7% 
due to the reduction of constraints imposed by grain boundaries and the formation of bamboo 

Figure 2. L21 crystal structure of the Ni2MnGa alloys.
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grains in the struts [10]. In this section, the synthesis of the Ni-Mn-Ga foams with single-pore 
and dual-pore distribution is demonstrated in detail [9, 35].

The casting replication method, that is, using liquid metal infiltration of a preform of ceramic 
space holder powder [36, 37], was used to prepare the Ni-Mn-Ga foams. Sodium aluminate 
(NaAlO2) was used as space holder in this case due to its high melting temperature ~1650°C, 
excellent chemical stability with molten metals, and good solubility in acid. In order to cre-
ate the single-pore and dual-pore distribution, different sizes of NaAlO2 powders were pre-
pared as follows: (1) purchased NaAlO2 powders was cold pressed at 125 MPa and sintered 
at 1500°C for 3 h in the air; (2) the sintered body was broken up with a mortar and pestle into 
powders; and (3) the resulting powder was sieved into different size ranges: R1 for single-
pore foam and R2 (coarse) and R3 (fine) for dual-pore foam. The specific size of the powder 
was tuned due to the requirement of the foam porosity.

Figure 5. (a) NM crystal structure of the Ni2MnGa alloys and simulated diffraction pattern of NM martensite along 
crystal zone axis of (b) [0 1 0] and (c) [0 0 1].

Figure 3. (a) 5M crystal structure of the Ni2MnGa alloys and (b) simulated diffraction pattern of 5M martensite along 
crystal zone axis of [0 1 0].

Figure 4. (a) 7M crystal structure of the Ni2MnGa alloys and (b) simulated diffraction pattern of 7M martensite along 
crystal zone axis of [0 1 0].
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Figure 5. (a) NM crystal structure of the Ni2MnGa alloys and simulated diffraction pattern of NM martensite along 
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Figure 3. (a) 5M crystal structure of the Ni2MnGa alloys and (b) simulated diffraction pattern of 5M martensite along 
crystal zone axis of [0 1 0].

Figure 4. (a) 7M crystal structure of the Ni2MnGa alloys and (b) simulated diffraction pattern of 7M martensite along 
crystal zone axis of [0 1 0].
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For single-pore specimen, the R1 powder was directly poured into an alumina crucible and 
slightly trapped to the designed height. For dual-pore specimen, the coarse and fine powders 
were poured alternatively (layer by layer) in the crucible filled with acetone: the coarse pow-
der was first poured in a small batch, followed by a small batch of fine powder to settle in 
the space between the coarse ones of the previous batch. After that, the crucible was heated 
to evaporate the acetone. Both crucibles were heated at 1500°C for 3 h in the air to create 
necks between powders for the infiltration of the Ni-Mn-Ga liquid metal and the formation 
of open pores.

For infiltration process, the ingot was placed on top of the sintered powder preform and 
then heated to melt the Ni-Mn-Ga alloy under vacuum in the furnace. After melting the 
alloy, high-purity Ar gas was introduced in the furnace at a pressure of 1.34 atm. to squeeze 
the molten alloy into the preform, and the temperature was then cooled to room temperature  
at 7°C/min.

The removal of the NaAlO2 is critical for the preparation of the Ni-Mn-Ga foams. For the 
single-pore foam, a 10% HCl solution was used. Ten percent of HCl solution not only solve 
the NaAlO2 but also solve the Ni-Mn-Ga alloy, thus, thinned the struts. In this case, for the 
dual-pore foam, the thin struts around the fine powders would be dissolved after long expo-
sure to the 10% HCl solution. Thus, a two-step method was applied: (1) removal of the coarse 
powders without alloy dissolution and (2) removal of the remaining fine powders as well as 
some thinning of the alloy. The acid for the first step should dissolve NaAlO2 but not the alloy. 
The acid for the second step should rapidly dissolve NaAlO2 while slowly dissolving the alloy 
only to open small fenestrations between the fine NaAlO2 powders. The mass loss of the bulk 
nonporous Ni-Mn-Ga alloy vs. time plots is shown in Figure 6a, which are linear for the acids 
of 10% HCl, 20% HCl, and 34% H2SO4. The slopes corresponding to dissolution rates are 16 
and 5 mg/m2 min in 10% HCl and 34% H2SO4, respectively, while triple the rate when doubled 
the concentration to 20% HCl.

As a result, 34% H2SO4 and 10% HCl were selected for the two steps, respectively. Figure 6b 
plots the mass loss vs. time for a foam sample with dual-size NaAlO2 powder immersed in 34% 
H2SO4. After 2000 min, only 87% of the NaAlO2 was removed from the sample. Thereafter, a 
similar foam sample was firstly immersed in a 34% H2SO4 solution for 645 min (corresponding  

Figure 6. (a) Plot of mass loss vs. time in bulk Ni-Mn-Ga alloy immersed in 10% HCl, 20% HCl, and 34% H2SO4; (b) plot 
of mass loss vs. time for foam with dual-size NaAlO2 powders in 34% H2SO4; and (c) plot of foam porosity vs. time for 
foam with dual-size NaAlO2 powders immersed in 10% HCl after 645 min in 34% H2SO4 [35].
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to the rapid dissolution stage in Figure 6b) and then transferred to the 10% HCl solution. A 
porosity of 55% was measured after 1140 min in 10% HCl, which was higher than the original 
NaAlO2 fraction of 45%, indicating the full removal of the NaAlO2 and partial dissolve of the 
alloy, as shown in Figure 6c. Further immersion increased the porosity due to the dissolve of 
the alloy only.

The morphologies of the fabricated single-pore and dual-pore foams are presented in Figures 7 
and 8. In foams containing dual pores (Figure 7b), the alloy between large pores, which is 
solid in the single-pore foams (Figure 7a), contains small pores, thus producing many small 
nodes and struts. The three-dimensional architecture of both foams can be seen more vivid 
in Figure 8.

3.2. Ni-Mn-Ga microwires

Metallic microwires can be produced by a variety of methods, that is, melt extraction, Taylor 
method, melt-spinning, in-rotating water spinning, etc. Details of the fabrication method 
regarding the fabrication of ferromagnetic wires have been demonstrated by Peng et al. [38]. 
In recent years, the Taylor-Ulitovsky method was widely used for many metals and alloys. In 
this process, a metallic ingot is put in a glass tube and melted by induction heating. The glass 
tube was chosen to have relatively higher melting point than the ingot. Then, the glass tube is 
softened due to its contact with the molten metal, and it can be drawn. Recently, this method 
has been modified and applied to create glass-coated Ni-Mn-Ga microwires with equiaxed 
cross section, as shown in Figure 9 [39, 40].

In the meantime, melt extraction has been established as a cost-effective and highly efficient 
method for the production of intrinsically brittle Ni-Mn-Ga alloys on a large scale [13]. The 
rapid solidification rate during melt extraction is suitable for obtaining refined microstruc-
ture, extended elemental solubility, and reduced elemental segregation [41].

A schematic melt extraction facility is displayed in Figure 10a. The microwire preparation 
process consists of the following steps: (1) the Ni-Mn-Ga ingot was inserted into a ceramic 

Figure 7. Optical micrographs of polished cross section of Ni-Mn-Ga foams. Metal struts (S) and nodes (N) appear 
bright, and the pores appear dark. Foams with (a) single and (b) dual-pore size distribution are presented [35].
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Figure 8. SEM micrographs of cut and etched surface of Ni-Mn-Ga foams showing three-dimensional structure and 
connectivity of pores. (a) Single- and (b) dual-pore foams are presented [35].

Figure 9. SEM image of representative Ni-Mn-Ga microwires created by the Taylor method [40].

Figure 10. Scheme of the melt extraction process and the obtained Ni-Mn-Ga microwires. (a) Schematic illustration of the melt 
extraction setup, (b) macroscopic morphology, (c) SEM image, and (d) diameter distribution [13, 18].
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crucible and placed into a chamber, (2) the chamber was evacuated to 10−3 Pa and then filled 
with 50 Pa Ar gas, (3) the top part of the ingot was induction heated, thus forming a melting 
pool in the crucible, (4) the molten phase was driven at a feed rate (Vm) of 40–120 μm/s toward 
a rotating wheel with wheel rotation velocity (Vw) ranging from 13 to 25 m/s, and (5) the 
molten alloy was extracted out by the wheel [9]. Typical macroscopic and SEM morphologies 
of melt-extracted Ni-Mn-Ga microwires are presented in Figure 10b and c. Microwires with 
fairly uniform diameter ranging from 45 to 65 μm (Figure 10d) were prepared on a large scale 
with optimized processing parameters: wheel velocity of 23 m/s, feed rate of 60–90 μm/s, and 
heating power of 20 kW [13].

The microstructural evolution during the melt extraction process, that is, the nucleation 
behavior of the molten alloy, the unique grain growth behavior, the grain distribution, and 
the texture, has been systematically studied [13]. As shown in Figure 11, microwires with 
singular nucleation (earlier stage) and dual nucleation (later stage) sites were found at dif-
ferent stages of the preparation: at the beginning of the melt extraction process, the wheel 
tip temperature is low, and crystallization of the molten alloy nucleates at the wheel tip. 
Subsequently, the molten alloy nucleates at the two sides of the wheel tip when the wheel tip 
temperature increased.

Unique grain growth behavior was observed along the radial direction, creating columnar 
grains growing along the crystal <0 0 1> direction with a fanlike texture in the cross section 
of the microwire, as shown in Figure 11. Finally, at the later stage of the crystallization, the 
texture evolved into <0 0 1> crystal orientation perpendicular to the flattened surface of the 
microwire, as shown in Figure 12. On this occasion, assuming 5M martensite was formed in 
the microwires, only variants with a-axis [1 0 0] or c-axis [0 0 1] perpendicular to the flattened 
part could exist. The reduced number of twin variants may reduce the incompatibility and 
thus favor the MFIS.

Figure 11. SEM images (a, c, e, g) and EBSD orientation maps (b, d, f, h) of the cross section (a–d) and the longitudinal 
section (e–h) of the melt-extracted Ni-Mn-Ga microwires [13].
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4. Martensite transformation of ferromagnetic shape memory alloys

4.1. First-order martensite transformation

4.1.1. Conventional martensite trasnformation

Upon cooling, like in steel, ferromagnetic shape memory alloy undergoes a diffusionless 
phase transformation from the austenite state to the martensite state, named martensite trans-
formation (MT). Owing to the diffusionless character of the transformation, a slight change of 
the position of the atoms in cubic austenite phase during cooling leads to a tetragonal distor-
tion of the unit cell.

As was mentioned in Section 2.2, Heusler alloys possess two important phases: the cubic aus-
tenite phase and the martensite phase (with different lattice structures). The MT process can 
be illustrated based on Figure 13 [17]: upon cooling from an austenite state, the sample starts 
to form martensite at the martensite start temperature, Ms. The sample is fully transformed to 
martensite state below the martensite finish temperature, Mf. During the reverse transforma-
tion when the sample heats from a fully martensite state, the austenite starts to form above 
the austenite start temperature, As, and is completely transformed to austenite above the aus-
tenite finish temperature, Af.

As shown in the DSC curve of Figure 13 (upper), the transition from the austenite to martensite 
is an exothermic reaction, which means that heat is released for this process and the enthalpy 
change of the system is negative. On the other hand, the reverse transformation from martensite 
to austenite is an endothermic reaction with a positive enthalpy change. Besides, during DSC 
measurements, the temperatures at maximum endothermic and exothermic heat flow are defined 
as Ap and Mp, respectively. While as shown in the magnetization-temperature (M-T) curves of 
Figure 13 (lower), the Ap and Mp are derived from the peak values of the first derivative plot of 
the curves during heating and cooling, respectively (shown in the inset). Martensite transforma-
tion is a first-order phase transformation (FOT). A FOT is usually accompanied by an inevitable 
transformation hysteresis, which can be interpreted by |Ap − Mp| or (As − Ms + Af − Mf)/2.

Figure 12. (a) SEM image, (b) EBSD orientation map, and (c) discrete inverse pole figure with respect to (b) of the melt-
extracted Ni-Mn-Ga microwires at later stage [13].
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The MT temperatures are very sensitive to the composition for the alloys. For Ni-Mn-Ga and 
other Ni-Mn-X alloys, the composition dependence of the MT temperatures has been demon-
strated in Section 2.1 of the present chapter.

4.1.2. Premartensite transformation

Premartensite transformation (PMT), a weak FOT of the austenite into a micromodulated 
premartensite phase prior to the martensite transformation itself, has been observed in 
Ni-Mn-Ga alloys with Tc well above the MT temperature, that is, mainly in Ni-Mn-Ga alloys 
from Group I (Table 1) with near-stoichiometric composition [31, 42]. A PMT at ~260 K has 
been found in Ni2MnGa alloys prior to its MT [43], with the austenite phase transformed to 
an orthogonal three-layer modulated structure, which is similar as the 5M and 7M modulated 
structure [44].

Existence of unusual physical property change has been found around the PMT temperature 
during cooling. Firstly, before the PMT, the samples started to exhibit a drastic increase of 
elastic modulus [32]. Furthermore, the internal friction is increasing from zero to a maximum 
in the premartensite phase and decreases again in martensite [31]. This sudden soft mode 
phonon freezing can only be observed in the premartensite phase before the MT; thus, this 
transformation is defined as the PMT.

4.1.3. Intermartensite transformation

Intermartensite transformation (IMT), a structural transformation from one martensite to 
another, has been found in high-temperature Ni-Mn-Ga alloys, that is, mainly in Ni-Mn-Ga 
alloys from Group III (Table 1). Upon cooling in these samples, the austenite phase changes 
to a 5M then 7M and then non-modulated phase or to 7M and then non-modulated phase 
or directly from austenite to non-modulated phase [32]. While upon heating, only a phase  

Figure 13. Heating and cooling of DSC curves (upper) and M-T curves at low magnetic field of ferromagnetic shape 
memory alloys [17].
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transformation from the non-modulated martensite to austenite was observed [45]. On the 
other hand, the IMT can also be induced with increasing stress following the same transfor-
mation routes as is induced with decreasing temperature [32].

4.2. Second-order magnetic transformation

The increased distance between the Mn atoms in the Ni-Mn-Ga L21 structure changes the 
Mn-Mn exchange interaction from antiferromagnetic of pure Mn to ferromagnetic [33]. 
Therefore, a magnetic transformation is taking place at the Curie temperature (Tc) from a 
ferromagnetic phase to a paramagnetic phase upon heating. The magnetic transformation is 
a second-order transformation (SOT) with no latent heat associated with the phase transfor-
mation and can be easily detected from the M-T curves with a drastic falling of the magne-
tization. The Tc of the Heusler alloys is also influenced by the composition and, thus, can be 
tuned. In our previous work, the MT temperature was increased, and the Tc was lowered after 
Cu doping in Ni-Mn-Ga alloy, leading to an overlap of the martensite and magnetic transfor-
mation, that is, magneto-structural coupling, in the microwire. The magneto-structural cou-
pling enhanced the MCE of the alloy [17].

5. Properties and application of ferromagnetic shape memory alloys

5.1. Magnetic-field-induced strain (MFIS)

5.1.1. Overview of MFIS

Magnetic-field-induced strain (MFIS) comes from twin boundary motion under the applica-
tion of a magnetic field, which is driven by the magnetostress produced by high magneto-
crystalline anisotropy of the Ni-Mn-Ga alloy and its low twining stress [35], as schematically 
illustrated in Figure 14 [46]. The MFIS property is useful for actuation and sensing purposes 
[47]. MFIS was firstly reported in 1996 by Ullakko et al. [5]. A strain of 0.19% under a magnetic 
field of 0.43 T was obtained from a Ni2MnGa sample at 265 K. From then on, the interest of 
the MFIS in FSMAs grew rapidly all over the world. Besides, many different compositions, 
such as Ni-Fe-Ga [48], Ni-Mn-In [49], Co-Ni-Al [50], Co [51], Fe [52], and rare earth [53]-doped 
Ni-Mn-Ga alloys, have also been investigated.

So far, large MFIS (~1–10%) has been achieved only for Ni-Mn-Ga single crystals [6, 7]. The 
most representative one was reported in 2000, when Murray et al. [6] achieved a 6% MFIS in 
a 5M single-crystalline Ni-Mn-Ga alloy at room temperature under a magnetic field of 0.62 
T. During the experiment, different stresses were applied to restore the MFIS and to measure 
the magnetostress. After that, in 2002, Sozinov et al. [54] published a giant MFIS of about 
9.5% in 7M Ni-Mn-Ga single crystals at ambient temperature in a magnetic field of less than 
1 T. However, the fabrication of single crystals is difficult because of sever segregation, low 
growth speed, and high cost. On the other hand, polycrystalline Ni-Mn-Ga alloys may be pro-
duced with much lower cost, but their MFIS is vanishingly small (<0.01%) because of the low 
mobility of twin boundaries constrained by grain boundaries [55, 56]. Many works have been 
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carried out to enhance their MFIS up to 1% by introducing strong textures and subsequent 
training in coarse-grained polycrystalline Ni-Mn-Ga alloys [57–60]. Recently, considering the 
hindering effect of the grain boundaries on the twin boundary motion, approaches regarding 
reduction of grain boundaries, that is, by producing a porous material (foam) or reducing 
sample size, have been carried out, which will be discussed in detail in Sections 5.1.2 and 5.1.3.

5.1.2. MFIS in Ni-Mn-Ga foams

As mentioned earlier, fine-grained polycrystalline Ni-Mn-Ga alloys are easier to fabricate 
but with vanishingly small strain due to the constraints provided by the grain boundaries. 
Introducing porosity in Ni-Mn-Ga alloys not only reduces the constraints imposed by grain 
boundaries but also maintains the ease of processing associated with casting polycrystalline 
Ni-Mn-Ga. After certain grain growth heat treatment, the twins can span between the pores, 
as shown in Figure 15 [10]. As a result, the twin boundaries can move as freely as in single-
crystalline bulk material within the grains.

Research work regarding the MFIS in Ni-Mn-Ga foams was firstly reported by the research 
group of Müllner et al. [9]. With 76% open porosity, the foam displayed a fully reversible 
MFIS as large as 0.12% with excellent stability over 25 million magnetomechanical cycles. 
Thereafter, the same group further increased the MFIS to 2.0–8.7% in dual-pore Ni-Mn-Ga 
foams (Figures 7b and 8b) with 62% porosity after thermo-magneto-mechanical cycling train-
ing [10]. These obtained strains are much larger than those of any polycrystalline and com-
parable to those of single crystals. Different from bulk single or polycrystalline alloy, these 
open-porosity foams allow fluid flow, making them potentially useful as micro-pumps and 
magnetocaloric materials [10].

Figure 14. Schematic illustration of rotation of magnetic moments and twin boundary motion in tetragonal FSMAs 
under magnetic fields [46].
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5.1.3. MFIS in Ni-Mn-Ga microwires

Constraint of twin boundary caused by grain boundary is three dimensional in bulk alloys 
and two dimensional in thin films. It can be further reduced to one dimensional in microw-
ires. Furthermore, by reducing sample size, small-sized Ni-Mn-Ga alloys show low iner-
tia [61], low eddy current loss at high frequency [62], high magnetocrystalline anisotropy, 
and work output [63]. Recently, oligocrystalline microwires with bamboo or near-bamboo 
structures have attracted much interests owning to a less constrained environment and 
more free surface [64–66], which makes them the closest approximation to single crystals. 
The micrographs of Ni-Mn-Ga and Cu-Al-Ni oligocrystalline microwires are presented in 
Figures 16 and 17, respectively. Martensite plates spanning across the wire diameter can 
be observed [65, 66].

However, because of the lack of textures, only a subset of grains was prone to favorably ori-
ented to show a detectable MFIS. Approximately 1% MFIS was found in a not-constrained 
and randomly textured Ni-Mn-Ga without bias stress by magnetizing the microwire paral-
lel and perpendicular to the wire axis up to 2 T [11]. Recently, a 1 T rotating magnetic field 
caused the Ni-Mn-Ga microwire to bend to a curvature corresponding to a surface strain of 
1.5% [40]. Mechanical or the combined thermo-magneto-mechanical training in martensite 
state may effectively lower the twining stress, to form preferential oriented variants [9, 58], 
and, thus, may in favor of achieving a high MFIS in oligocrystalline microwires. The realiza-
tion of large MFIS in one-dimensional microwires may provide a wide prospect in the appli-
cation of micro-actuators and sensors.

Figure 15. Optical micrograph of twins in Ni-Mn-Ga foam, extending entirely from pore to pore (black) [10].
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5.2. Magnetocaloric effect (MCE)

5.2.1. Overview of MCE

Magnetic refrigeration, based on the magnetocaloric effect (MCE), has attracted interests as a 
potential alternative to well-established compression-evaporation technique for room temper-
ature refrigeration because of the compactness, high efficiency, and environmental friendship. 
To characterize a MCE, the adiabatic temperature change (ΔTad), the magnetic entropy change 
(ΔSM), and the relative cooling power (RCP) should be measured. The most recently researched 
ambient magnetic refrigeration materials (MCM) mainly include La(Fe,Si)13 based [67–70] and 
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Figure 16. SEM micrographs of (a) free surface and (b) cross section of Ni-Mn-Ga oligocrystalline microwires prepared 
by melt extraction and subsequent heat treatment [66].

Figure 17. (a–c) Micrographs of Cu-Al-Ni oligocrystalline microwires prepared by Taylor method and subsequent heat 
treatment. (d and e) Montaged optical micrographs of the longitudinal section of the wire [65].
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MnFe(P,X) (X = As, Ge, Si) [75, 76], Fe-Rh [77], NiMn based [78–82] alloys (rare-earth free). 
These types of materials undergo a first-order magnetic phase transition (FOMT), exhibit large 
hystereses, and show a large value of ΔSM. For example, with a magnetic field change ΔH = 5 T,  
ΔSM = 35–50 J/kg K for MnAs-based [73], Gd5(Si,Ge)4-based [67], and La(Fe,Si)13-based [83] 
alloys and ΔSM = 35–40 J/kg K for Ni-Mn-In-Co [84] and Ni-Mn-Sn [85] alloys were obtained. 
For some MCE, the low working temperature span (ΔTFWHM) and high thermal and magnetic 
hysteresis loss [86, 87] limit their applications. MCM with reduced dimensions (particle, 
microwire, film, or foam) [88, 89] have been proposed to broaden the ΔTFWHM by preparing 
the alloy with gradient composition distribution state. In addition, deduction in dimensions 
is an effect way to decrease the hysteresis loss by reducing internal stress and the constraints 
between grains attributed to the high surface-area-to-volume ratio [19].

5.2.2. MCE in Ni-Mn-based alloys

Very recently, we reported magnetocaloric effects of high-content Fe-doped Ni44.9Fe4.3Mn38.3Sn12.5 
polycrystalline microwires prepared by a melt extraction technique [18], as displayed in 
Figure 18. Under a magnetic field of 20 kOe, the ΔSm peak value, related to the first-order 
martensite transformation (FOMT) of the present Ni44.9Fe4.3Mn38.3Sn12.5 microwires, reaches 
3.0 J/kg K, which is comparable to the Ni44Fe6Mn40Sn10 ribbons (1.8 J/kg K under 20 kOe) 
[90] and Ni51.6Mn32.9Sn15.5 films (1.5 J/kg K under 10 kOe) [91]. The second-order martensite 
transformation (SOMT) related to ΔSm of −3.7 J/kg K and ΔTFWHM of ~85 K under 5 T is compa-
rable to that of Ni48.8Mn26.7Ga20.8Cu3.7 microwires (−8.3 J/kg K with ΔTFWHM of 13 K under 5 T) 
[19] and Ni53.5Mn23.8Ga22.7 films (−8.5 J/kg K with ΔTFWHM of 17 K under 6 T) [92]. The studied 
Ni44.9Fe4.3Mn38.3Sn12.5 microwires, exhibiting large surface-area-to-volume ratio, giant MCE 
property, and low cost, may act as potential magnetic refrigerants.

As shown in Figure 19a, the ΔSm of Ni48Mn26Ga19.5Fe6.5 microwires [19] with a diameter of ~50 
μm shifted from positive to negative to the applied field is higher than 0.5 T. These interest-
ing positive-to-negative ΔSm transition behaviors have also been found in Ni50.1Mn20.7Ga29.6 
single crystal at 0.8 T [93] and Ni54.5Fe1Mn20Ga24.5 polycrystalline alloy at 0.5 T [94]. The maxi-
mum negative ΔSm is ~4.7 J/kg K under 5 T corresponding to magnetic-field-induced struc-
tural transition from martensite to austenite phase. At 20 kOe, ΔSm in the microwires is 1.71 
J/kg K, which is comparable to Ni-Fe-Mn-Ga alloy (2.1 J/kg K) [94]. Moreover, the value of 
ΔSm observed at magnetic transition under 3 T is 2.05 J/kg K in Fe-doped Ni54.5Fe1Mn20Ga24.5 
microwires. Compared to the un-doped Ni50.95Mn25.45Ga23.6 microwires, the ΔSm is about three 
times higher under the same magnetic field [95].

It can be seen from Figure 19b that the annealed Ni48.8Mn26.7Ga20.8Cu3.7 microwires [87] exhibited 
magneto-structural coupling and wide martensitic transformation temperature range, which 
contribute to a ΔSm of 8.3 J/kg K with a wide ΔTFWHM of 13 K under a magnetic field of 5 T. The 
obtained RC in Ni-Mn-Ga-Cu microwire (78.0 J/kg) is comparable with those of Ni-Mn-based 
alloys (70–115 J/kg) [96] and superior to those of Ni-Mn-Ga-Cu bulk alloys (72–75 J/kg) [97–99]. 
On the other hand, when compared to Gd [100] or LaFe13−xSix [101] alloys, the Ni-Mn-Ga-Cu 
microwires are rare-earth free and thus cost-effective, which helps for the practical applications.
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5.3. Shape memory and superelasticity

In Sections 5.1 and 5.2, Ni-Mn-Ga alloy has been demonstrated to exhibit high MFIS and 
excellent MCE properties both driven by external magnetic field. Actually, due to the thermo-
elastic MT, Ni-Mn-Ga alloys also show well-pronounced thermal field-induced superelastic-
ity (SE, stress-induced MT at austenite state and recovered upon unloading) [45], one-way 
shape memory effect (OWSME, deformed under stress at martensitic state and recovered dur-
ing heating), and two-way shape memory effect (TWSME, shape change between martensite 
and austenite states continuously upon heating and cooling) [8, 9], which is similar to tradi-
tional SMAs, such as Ni-Ti.

So far, OWSME strain up to ~6.1% [102] and SE ~6% [45] has been achieved in Ni-Mn-Ga 
single crystals under compression mode. TWSME induced by training has reached 9% in 

Figure 19. Entropy changes as a function of temperature for (a) Ni48Mn26Ga19.5Fe6.5 [19] and (b) Ni48.8Mn26.7Ga20.8Cu3.7 [17] 
microwires under different magnetic fields.

Figure 18. The ΔSm as a function of external magnetic field in the present Ni44.9Fe4.3Mn38.3Sn12.5 microwires and some other 
Ni-Mn-Z-based (Z = Sn, Sb, In, Ga) Heusler compounds in the forms of ribbons (R), thin films (F), and microwires (W) 
[18].
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single-crystalline Ni-Mn-Ga alloy [8] under tension mode. On the other hand, related reports 
for SME and SE properties for bulk polycrystalline Ni-Mn-Ga alloys are relatively seldom 
and lower than those of single crystals [102, 103]. Besides, due to the intrinsic brittleness of 
the alloy, previous reports are mostly focused on the compression processes than on the 
tension mode.

5.3.1. Shape memory effect and superelasticity in Ni-Mn-Ga microwires

Due to the transcrystalline fracture tendency of polycrystalline Ni-Mn-Ga alloys, efforts have 
been made to enhance their ductility. Microstructure refinement and sample size reduction 
have been proven to lower the brittleness [6, 9]. Recently, small-sized Ni-Mn-Ga microwires 
have been made by rapid solidification methods involving Taylor method and melt extraction 
technique to investigate the SME and SE properties [12, 14, 39, 40]. A large reversible SE strain of 
10.9% has been reported in polycrystalline Ni-Mn-Ga glass-coated wires tested in tension 
mode [39]. The Taylor method as applied to Ni-Mn-Ga microwire fabrication allows produc-
tion of wires with a uniform circular cross section while with lower efficiency compared with 
the melt extraction technique. In this section, the SME and SE in melt-extracted microwires 
are displayed based on our previous work.

Ni-Mn-Ga microwires prepared by melt extraction technique exhibited a higher reversible SE 
strain and recoverable SME strain compared with bulk parent alloys [12]. Figure 20 displays 
the typical recoverable SME curve of as-extracted Ni-Mn-Ga microwire, and A–C demon-
strates the SME strain regarding twin boundary motion after unloading (~1.5%). Unlike single 
crystals, the twin boundary motion process did not show a stress plateau upon loading (A–B) 
due to the refinement of the grains.

Owing to the rapid solidification process during fabrication, high internal stresses, reduced 
degree of atomic order, and other defects may affect the SME and SE properties in the as-
extracted microwires. A stepwise chemical ordering annealing was carried out, and the effect 
of annealing on the SE behavior was investigated in our previous work [14]. SE comparison 
before and after annealing is shown in Figure 21. Annealing decreases the stress-induced MT 
(SIM) stress and the hysteresis and improves the reversibility during superelastic cycling.

Furthermore, polycrystalline Ni-Mn-Ga microwires exhibit higher-temperature depen-
dences compared with Ni-Mn-Ga single crystals and conventional superelastic alloys 
(Figure 22), which are considered to be related to the small grains achieved by melt extrac-
tion. Besides, the temperature dependences of the microwires are lowered after annealing 
(inset II), that is, the slope (dσAs/dT) of the annealed microwire, 15.6 MPa/K, is smaller than 
that of as-extracted one, 17.5 MPa/K, revealing an easier reverse transformation process in 
the annealed microwire.

Above all, melt-extracted Ni-Mn-Ga microwires after annealing exhibit lower SE stresses, 
lower-temperature dependences, and higher SE reversibility. Besides, the preparation is con-
venient and efficient. Given these properties, Ni-Mn-Ga microwire is expected to be used for 
practical applications, such as superelastic materials, micro-actuator materials, and microsen-
sor materials in various fields.
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5.3.2. Shape memory effect and superelasticity in Ni-Mn-Ga-Fe microwires

The ductility of Ni-Mn-Ga alloys can be enhanced by the fourth element doping [104–106]. 
Among various doping elements, Fe has attracted many attentions [107, 108]. In our previous 
work, SME and SE behaviors of Ni50Mn25Ga25−xFex (x = 1–6%) microwires (diameter ~30–40 μm)  

Figure 21. Tensile stress-strain curves of (a) as-extracted and (b) annealed Ni-Mn-Ga microwires at temperature levels 
(Ttest − Ms) approximately from 0 to 15°C at austenite state (equilibrate at 80°C and then cool down to Ttest). εirr, εse, and 
εel stand for the irreversible strain (recovered upon heating), strain recovery upon reverse transformation, and elastic 
recovery, respectively [14].

Figure 20. Tensile stress-strain curves of as-extracted Ni-Mn-Ga microwires at martensite state.
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were investigated [16]. OWSME and TWSME curves of the Ni49.7Mn25Ga19.8Fe5.5 microwires 
are shown in Figure 23a and b, respectively. An OWSME strain of ~1.0% was induced by 
stress at its martensite state under tension mode in the microwire and completely recovered 
upon heating to its austenite state (Figure 23a). With respect to the TWSME, the application 
in sensors is generally used under certain applied stress in thermal cycle. Different external 
stresses were applied during the thermal cycling; fully recoverable strain was obtained in the 

Figure 22. SIM critical stress (σMs) vs. temperature plots of the Ni-Mn-Ga microwires and other alloys [14].

Figure 23. Tensile stress-strain curves of Ni49.7Mn25Ga19.8Fe5.5 microwires. (a) OWSME and (b) TWSME [16].
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Ni49.7Mn25Ga19.8Fe5.5 microwire (Figure 23b). The TWSME strain of the microwire increased 
from 0.84% at 156 MPa to 1.504% at 468 MPa.

The SE behavior of the Ni50Mn25Ga25−xFex (x = 4.5) was studied due to its favorable MT tem-
perature near RT. The SE tensile stress-strain curves obtained at various temperatures in 
Ni50Mn25Ga25−xFex (x = 4.5) are demonstrated in Figure 24.

The SE of Ni50Mn25Ga25−xFex (x = 4.5) microwires shows similar behavior as that of Ni-Mn-Ga 
microwires [9]. The maximum strain recovery rates achieved in Ni50Mn25Ga25−xFex (x = 4.5) are 
94 and 90%, respectively, which was higher than that in as-extracted Ni-Mn-Ga microwires 
while lower than Ni-Mn-Ga microwires after chemical ordering annealing.

5.4. Application of ferromagnetic shape memory alloys

Ni-Mn-Ga alloys may act as actuator by making the use of the large MFIS and magnetic shape 
memory effect (MSM) or as sensor related to the dependence of the magnetization change under 
an external compressive stress. For MFIS/MSM, the working frequency is high because they are 
driven by external magnetic fields. This character is superior to the traditional shape memory 
alloys, such as Ni-Ti, which are driven by temperature change and thus only work at much 
smaller frequency. Some typical examples of the actuators created based on the ferromagnetic 
shape memory alloys are shown in Figures 25–27.

Figure 24. Tensile stress-strain curves obtained at various temperatures in Ni50Mn25Ga25−xFex microwires. (a) x = 4 and 
(b) x = 5 [15].

Figure 25. MSM-spring actuator (MAGNETOSHAPE® by ETO MAGNETIC GmbH) [109].
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Figure 25 demonstrates the most straightforward MSM-spring actuator: the elongation 
is obtained by a magnetic field perpendicular to the motion, while contraction is obtained 
thanks to the elastic force of a spring. The magnetic field induces a magnetostress in the MSM 
alloy. In the spring actuator, such a magnetic force must work always against the elastic force 
of the spring, which is bigger at bigger strain [109].

Figure 26a presents another important MSM actuator: push-push or multistable actuator 
[109]. It is composed of two MSM units which arranged antagonistically. In this case, one 
element acts as a load for another one. The movement in both directions can be controlled 
magnetically. There is the moving rod in yellow on the top. Figure 26b shows an application 
of a push-push actuator: the MSM device is used to move a mirror on the top and redirect 
an optical signal.

For FSMA thin films, a novel actuation mechanism has been developed, which makes use of 
both the ferromagnetic transition and the martensitic transformation. The mechanism is illus-
trated in Figure 27 for a Ni-Mn-Ga bending actuator placed in the inhomogeneous magnetic 
field of a miniature permanent magnet.

Figure 27. Prototype of a FSMA micro-actuator for control of a micro-mirror [110].

Figure 26. (a) Example of MSM push-push actuator (MAGNETOSHAPE® by ETO MAGNETIC GmbH). (b) Optical 
switch actuated by a push-push actuator (Lappeenranta University of Technology, Finland) [109].
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Depending on the temperature of the micro-actuator, either magnetic or shape recovery forces 
occur in opposite directions, while the corresponding biasing forces remain small. Thus, an 
almost perfect antagonism can be realized in a single component part. By applying an alter-
nating electrical current, a periodic oscillation of the beam can be excited. This motion can be 
used to control the deflection of a micro-mirror attached to the front end of the actuator. For 
instance, a micro-scanner prototype has been developed based on the actuation mechanism 
(see Figure 27). The overall dimensions are 7 mm × 2 mm × 5 mm.

The micro-pump shown in Figure 28, developed in Peter Müllner’s lab at Boise State University, 
may deliver sub-microliter volumes of dugs directly to specific regions of the brain. The micro-
pump was small and robust and can be placed on a head stage on a rat so that drugs can be 
delivered and brain activity can be monitored while the rat is moving about [111].

Figure 29 shows a prototype of an energy harvester realized by former Adaptamat [109]. 
A repeated application of tension and compression force deforms the MSM material and 
induces a voltage in the coil. Such a voltage can be used to supply energy to a small load. 
Theoretically, the maximum energy per volume unit that can be extracted from an MSM alloy 
is equal to the work output, that is, about 150 kJ/m3.

In Ni-Mn-Ga alloys, the first-order martensite transformation (FOMT) and second-order 
magnetic transition (SOMT) produce traditional MCE [112], as displayed in Figure 30a. On 
the other hand, in Ni-Mn-Z-based (Z = Sn, In, Sb) alloys, both direct and inverse MCE (see 
Figure 30b) may be created. The inverse MCE originates from a metamagnetic structural 

Figure 28. Micro-pump created based on Ni-Mn-Ga alloys [111].

Figure 29. Energy harvester based on MSM alloys developed by Adaptamat [109].
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transition from the paramagnetic/antiferromagnetic martensite to ferromagnetic austenite 
under a bias magnetic field [21], while the direct MCE is attributed to the magnetic transition 
of the austenite phase around its Curie point [113]. The first-order martensite transforma-
tion (FOMT) is responsible for such inverse MCE, which usually exhibits a huge ΔSm and a 
large adiabatic temperature change ΔTad but rather low ΔTFWHM and high hysteresis loss [86]. 
Ni-Mn-In-Co alloys may also produce giant stress output through magnetic-field-induced 
martensite transformation [20].

6. Conclusions remarks

The martensite transformation temperature of FSMAs is sensitive to the composition, while 
the magnetic transition temperature is less sensitive to the composition. Some empirical for-
mula has been summarized to build the relationship between the transformation tempera-
tures and compositions. In addition, the martensite and austenite crystal structures as well as 
the magnetic properties of these alloys have been extensively investigated.

Single-crystalline FSMAs, such as Ni-Mn-Ga alloys, have been widely studied because the 
high MFIS is usually generated in the single-crystalline alloys since low resistant to the twin 
boundary motion. The compositional segregation during the growth of single-crystalline 
alloys has to be carefully controlled in order to fabricate the alloy ingots with repeatable 
MFIS. On the other hand, polycrystalline alloys may be fabricated by low-cost methods, such 
as casting. The polycrystalline Ni-Mn-Ga foams produced by replication casting may gener-
ate MFIS as high as 8.7% after suitable training.

Polycrystalline microwire may be synthesized on a large scale by melt extraction, which 
exhibits pronounced properties, such as MFIS, magnetic entropy change, and superelasticity. 
Small-sized materials, such as powders, microwires, ribbons, and films, exhibit giant-specific 
surface area, that is, surface-area-to-volume ratio, which is responsible for the reduced con-

Figure 30. Schematic illustration of (a) traditional magnetocaloric effect [112] and (b) inverse magnetocaloric effect [21].
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straints to the twin boundary motion, enhanced heat exchange efficiency, and improved mag-
netic refrigeration hysteresis loss. The underlying mechanisms between the material size and 
MCE properties need to be further studied.

The martensite transformation in FSMAs may be induced by external heat change, similar 
to conventional shape memory alloys, such as Ni-Ti, as well as by external magnetic field. 
As the operation frequency of an external magnetic field can be much higher than a heat 
field, FSMAs can work at much higher frequencies than conventional Ni-Ti alloys. The high 
MFIS produced in single-crystalline Ni-Mn-Ga bulk alloys and polycrystalline foams may 
find application in high-efficient actuators. On the other hand, the magnetization property 
change of a FSMA occurs under an external mechanical straining, such as compression. By 
measuring the magnetization or the induction voltage, the FSMAs may act as sensors, such as 
force, position, or acceleration sensors.

FSMAs attract much attention in the recent years as high-efficient magnetic refrigeration 
materials. Significant conventional or inverse magnetocaloric effects have been investigated 
during the martensite and magnetic transformations. For the alloys (i.e., Ni-Mn-Ga alloys) in 
which the martensite and magnetic transformations produce the same sign of the magnetic 
entropy change, the creation of the partial and full magneto-structural coupling states by 
compositional tuning may be adopted to optimize the magnetic entropy change and working 
temperature interval.
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FSMAs attract much attention in the recent years as high-efficient magnetic refrigeration 
materials. Significant conventional or inverse magnetocaloric effects have been investigated 
during the martensite and magnetic transformations. For the alloys (i.e., Ni-Mn-Ga alloys) in 
which the martensite and magnetic transformations produce the same sign of the magnetic 
entropy change, the creation of the partial and full magneto-structural coupling states by 
compositional tuning may be adopted to optimize the magnetic entropy change and working 
temperature interval.
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Abstract

We propose a new model describing the dynamics of wire made of shape memory
alloys, by combining an elastic curve theory and the Ginzburg-Landau theory. The wire
is assumed to be a closed curve and is not to be stretched with deformation. The derived
system of nonlinear partial differential equations consists of a thermoelastic system and
a geometric evolution equation under the inextensible condition. We also show that the
system has dual variation structure as well as a straight material case. The structure
implies stability of infinitesimally stable stationary state in the Lyapunov sense.

Keywords: shape memory alloys, elastic curve, thermoelastic system, nonlinear partial
differential equations, Ginzburg-Landau theory, phase transition, stability, dual variation
principle

1. Introduction

Shape memory effect arises from the phase transition of lattice structure. Although there are
many models for shape memory alloys, one of the classical model is proposed by Falk, which
we call the Falk model. Falk applied the Ginzburg-Landau theory for phase transition to shape
memory alloys by regarding shear strain E as an order parameter (see e.g., [1]). That is, the
Helmholz free energy density proposed by Falk is given by
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where u and θ are displacement and absolute temperature, respectively, and a positive con-

stant θc denotes the critical temperature of the phase transition. We call the first term j∂2x uj2
2

curvature energy density, the second term f(E, θ) nonlinear elastic energy density and the
third term f0(θ) thermal energy density. In other words, Falk represented the phase transition
by using the form of the nonlinear elastic energy density. We also remark that for simplicity, all
physical constants without the critical temperature are normalized by unity. The Falk model
was proposed for straight materials. In the model, the material is built up by a stack of layers
parallel to the so-called habit plane (see [2]) and assumed that the displacement u in that
direction to depend only on a coordinate x perpendicular to the habit plane, that is, the
variable x runs in the stacking direction. Then, the material conserves its volume.

From the point of the small deformation theory, we may use a linearized approximation
relation E = ∂xu. Moreover, we take f0 as the following typical form:

f 0ðθÞ :¼ θ� θlogθ:

Then following a standard procedure of derivation of thermoelastic system (see e.g., [3]), we
can derive the system of nonlinear partial differential equations called the Falk model:

∂2t u þ ∂4xu ¼ ∂xfð∂xuÞ5 � ð∂xuÞ3 þ ðθ� θcÞ∂xug,
∂tθ� ∂2xθ ¼ θ∂xu ∂t∂xu:

(
ð2Þ

Here, unknowns are displacement u and absolute temperature θ, and ∂x and ∂t represent
partial differential operator with respect to x and t, respectively. The model is well known as
one of classical models describing shape memory alloys. For the other models, we refer
Fremond [4], Fremond-Miyazaki [5] and reference therein. The Falk model (Eq. (2)) has been
studied actively in the mathematical literature. In the isothermal case, well-posedness, stability
of solitary-wave solution, existence of steady state, travelling wave solution and invariant
measure have been investigated by Fang-Grillakis [6], Falk-Laedke-Spatschek [7], Friedman-
Sprekels [8], Garcke [9] and Tsutsumi-Yoshikawa [10], respectively. For the full system (Eq. (1)),
the well-posedness results are found in, for example, [11–13] and so on, and numerical results
are found in Hoffmann-Zou [14], Niezgodka-Sprekels [15] by finite element method and in
Matus-Melnik-Wang-Rybak [16] and Yoshikawa [17, 18] by the finite difference method. In
particular, in Ref. [19], the stability of steady state in the Lyapunov sense was shown. More
precisely, the stationary state of Eq. (2) is expressed as a nonlocal nonlinear elliptic problem. If
there exists a linearized stable critical point for the functional corresponding to the elliptic
problem, then for each neighbourhood U of the equilibrium, we can find a neighbourhood W
of the equilibrium such that the solution of Eq. (2) with the initial data in W stays in U for any
time. The proof can be shown by the dual variation principle which appears in most of the
models in non-equilibrium statistical thermodynamics (see [20]).
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The existence of several non-trivial steady states for low-temperature phase and low-energy case is
proved in Ref. [21]. The numerical simulation given in Ref. [17] exactly indicates the properties
mentioned above. The dual variation structure appears also in a multi-dimensional case [22]; how-
ever, well-posedness of the multi-dimensional model corresponding to Eq. (2) is still open in large
initial data case due to the propagation of singularity. That is one of ourmotivations of this problem.

We mention mathematical studies on the motion of curves governed by geometric evolution
equations. One of the typical objects is curve-shortening flow derived as an L2 gradient flow
for the length functional of curve γ:

LðγÞ :¼
ð

γ
ds

where s denotes the arc length parameter of γ. By Gage [23], Gage and Hamilton [24] and
Grayson [25], it is well known that the curve-shortening flow shrinks simple closed curves to a
point in a finite time. Since the curve-shortening flow can be regarded as a one-dimensional case of
mean curvature flow for surfaces, the flow is applicable to various mathematical analysis. For
example, the curve-shortening flow plays an important role in studies on phase transition.We also
mention the curve-straightening flow which has been attracted a great interest and studied
actively inmathematical literature. The flow is derived as an L2 gradient flow for the elastic energy

KðγÞ :¼ 1
2

ð

γ
κ2 ds

where κ denotes the scalar curvature of γ. It is well known that the flow is applicable to studies
on elastic curve inspired by Bernoulli and Euler. Indeed, the curve-straightening flow under the
length constraint L(γ) � C converges to a classical elastic curve so-called elastica. There is also an
interest in the study on motion of curves governed by the L2-gradient flow for E under the
inextensible condition. Under the condition, the length constraint L(γ) � C is also satisfied for
the condition means that the curve does not stretch. As we will state in Section 2.2, the constraint
is imposed on each point of curves. Thus, a standard Lagrange multiplier theory does not work.
Therefore, we have to make use of geometric properties of curves governed by the flow.

The purpose of this chapter is to derive a mathematical model describing thermoelastic defor-
mation of shape memory wire in R3. In particular, we regard the wire as a closed space curve
satisfying the inextensible condition. From the physical point of view, it may be unnatural that
the wire does not stretch. However, the contribution of this chapter is to adopt a geometric
analysis into a classical thermoelastic theory with phase transition inspired by Falk.

2. Setting and derivation of equations

We denote the closed curve representing shape of wire by Γ = {γ(ξ): ξ ∈ Ξ}, where the variable ξ
is an arbitrary parameter not necessarily the arc length parameter. Let us define a displacement
vector from a point ξ in an original shape Γ0 = {γ0(ξ): ξ ∈ Ξ} by u(ξ) (see Figure 1); namely, it
holds that
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γðξÞ ¼ γ0ðξÞ þ uðξÞ

for

• γðξÞ :¼
�
γ1ðξÞ, γ2ðξÞ, γ3ðξÞ

�
: vector representing the shape,

• γ0ðξÞ :¼
�
γ0
1ðξÞ,γ0

2ðξÞ,γ0
3ðξÞ

�
: vector representing the original shape,

• uðξÞ :¼
�
u1ðξÞ, u2ðξÞ, u3ðξÞ

�
: displacement vector.

Throughout this chapter, we denote by L the length of Γ0, and hence, the length of Γ is also L
from the non-stretching assumption. To apply the idea by Falk, we need to determine the form
of strain and free energy (Eq. (1)) suitable for this setting.

2.1. Definition of strain

We first consider the strain. Let γ0(ξ) be a space closed curve, where ξ is a parameter (not
necessary to be the arc length parameter). For γ0 (ξ), we define the displacement vector by u(ξ),
and we denote γðξÞ ¼ γ0ðξÞ þ uðξÞ. Since the relation “strain ≈ line element” holds, let us first
pursue line element between γ0 (ξ) and γ (ξ). From the direct calculation, we have

jγ0ðξÞj2 � jγ00 ðξÞj2 ¼ fγ00 ðξÞ þ u0ðξÞg � fγ00 ðξÞ þ u0ðξÞg � γ00ðξÞ � γ00 ðξÞ
¼ 2γ00 ðξÞ � u0ðξÞ þ ju0ðξÞj2:

Here, if we assume a smallness of deformation, then we may assume

jγ00 ðξÞ � u0ðξÞj≫ ju0ðξÞj2:

From now on, we regard the strain as

γ00 ðξÞ � u0ðξÞ:

Figure 1. Original shape Γ0 and deformed curve Γ.
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2.2. Definition of energy functional

Let γ0(ξ) be an initial closed curve and γ(ξ, t) denote a family of closed curves starting from
γ0(ξ). Recalling that the arc length parameter s(ξ, t)of γ(ξ, t) is given by

ds ¼ ∂γ
∂ξ

����
����dξ;

we can write kinetic energy M(γ) of γ as

MðγÞ :¼ ∮
∂γ
∂t

����
����
2 ∂γ
∂ξ

����
����dξ:

In a similar manner, thermal energy is defined by

F0ðγÞ :¼ ∮ f 0ðξÞ
∂γ
∂ξ

����
����dξ;

and the curvature energy is expressed as

KðγÞ :¼ ∮κ2
∂γ
∂ξ

����
����dξ:

Observe that the scalar curvature κ is written as

κ ¼ ∂γ
∂ξ

����
����
∂2γ

∂ξ2
� ∂γ

∂ξ
� ∂

2γ

∂ξ2

� �
∂γ
∂ξ

� �
∂γ
∂ξ

����
����
�3

:

Lastly, the nonlinear elastic energy density is given by

f ð∂ξ γ, θ; ∂ξ γ0Þ :¼ 1
6

∂γ0

∂ξ
� ∂u
∂ξ

� �6

� 1
4

∂γ0

∂ξ
� ∂u
∂ξ

� �4

þ 1
2
ðθ� θcÞ ∂γ0

∂ξ
� ∂u
∂ξ

� �2

and then the nonlinear elastic energy is written as

Fð∂ξγ,θ; ∂ξγ0Þ :¼ ∮ f ð∂ξγ, θ; ∂ξ γ0Þ ∂γ
∂ξ

����
����dξ

where u = γ � γ0. Thus, we obtain the Helmholtz energy for our setting as

Hðγ,θ,γ0Þ :¼ MðγÞ þ KðγÞ þ Fð∂ξγ,θ; ∂ξγ0Þ þ F0ðθÞ:

From now on, let s∈R=LZ ¼: S1L be the arc length parameter of the initial closed curve γ0 = γ0(s).
It follows from the property of arc length parameter that |γ0

0
(s)| � 1. In a similar fashion to the

above equation, γ(s, t) means the closed curve deformed along evolution from γ0(s). Moreover, in
what follows, we assume that γ(s, t) satisfies
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j∂sγðs, tÞj � 1 ð3Þ

which means “s is arc length parameter of γ not only the initial time but also every time t”.
From the assumption, we can rewrite M, F0 and F shortly as

MðγÞ ¼
ðL
0
j ∂tγ j2 ds,

F0ðθÞ ¼
ðL
0
f 0ðθÞds,

Fð∂s γ,θ; ∂s γ0Þ ¼
ðL
0
f ð∂sγ,θ; ∂sγ0Þ ds:

Moreover, since ∂sγ � ∂2sγ ¼ 0, from Eq. (3), it holds that

KðγÞ ¼
ðL
0
j ∂2sγj2ds:

Therefore, the Helmholtz free energy density is denoted by

HðtÞ :¼ 1
2
jj∂tγð�, tÞjj2L2ðS1LÞ þ

1
2
jj∂2sγð�, tÞjj2L2ðS1LÞ þ F

�
∂sγð�, tÞ, θð�, tÞ; ∂sγ0ð�Þ

�
þ F0

�
θð�, tÞ

�
:

We will explain that for the free energy under some assumptions, the following system of
nonlinear partial differential equations is derived:

∂2t γþ ∂4sγþ ∂sf ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂s fðv� 2 j∂2sγj2Þ ∂sγg ¼ 0,

� ∂2s v þ j∂2sγj2v ¼ 2 j∂2sγj4 � j∂3sγj2 þ j∂s∂tγj2 þ ∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ,

∂tθ � ∂2sθ ¼ θ
�
∂sγ0 � ∂sðγ –γ0Þ

�
ð∂t∂sγ � ∂sγ0Þ

8>>>><
>>>>:

ð4Þ

where

f ,∂sγð∂sγ, θ; ∂s γ0Þ ¼ ∂f
∂sγ1

,
∂f
∂sγ2

,
∂f
∂sγ3

� �

¼ fð ∂sγ0 � ∂su Þ5 � ð ∂sγ0 � ∂su Þ3 þ ðθ� θcÞ∂sγ0 � ∂su g∂sγ0:

2.3. Equation of motion

By using the Hamilton principle, we derive an equation of the motion of γ. Namely, we will
derive the Euler-Lagrange equation for the functional:

~Hðγ, θ;γ0Þ ¼
ðt1
t2

1
2
jj∂tγð�, tÞjj2L2ðS1LÞ þ

1
2
jj∂2sγð�, tÞjj2L2ðS1LÞ � F

�
∂sγð�, tÞ, θð�, tÞ; ∂sγ0ð�Þ

�
� F0

�
θð�, tÞ

�� �
dt: ð5Þ
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j∂sγðs, tÞj � 1 ð3Þ

which means “s is arc length parameter of γ not only the initial time but also every time t”.
From the assumption, we can rewrite M, F0 and F shortly as

MðγÞ ¼
ðL
0
j ∂tγ j2 ds,

F0ðθÞ ¼
ðL
0
f 0ðθÞds,

Fð∂s γ,θ; ∂s γ0Þ ¼
ðL
0
f ð∂sγ,θ; ∂sγ0Þ ds:

Moreover, since ∂sγ � ∂2sγ ¼ 0, from Eq. (3), it holds that

KðγÞ ¼
ðL
0
j ∂2sγj2ds:

Therefore, the Helmholtz free energy density is denoted by

HðtÞ :¼ 1
2
jj∂tγð�, tÞjj2L2ðS1LÞ þ

1
2
jj∂2sγð�, tÞjj2L2ðS1LÞ þ F

�
∂sγð�, tÞ, θð�, tÞ; ∂sγ0ð�Þ

�
þ F0

�
θð�, tÞ

�
:

We will explain that for the free energy under some assumptions, the following system of
nonlinear partial differential equations is derived:

∂2t γþ ∂4sγþ ∂sf ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂s fðv� 2 j∂2sγj2Þ ∂sγg ¼ 0,

� ∂2s v þ j∂2sγj2v ¼ 2 j∂2sγj4 � j∂3sγj2 þ j∂s∂tγj2 þ ∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ,

∂tθ � ∂2sθ ¼ θ
�
∂sγ0 � ∂sðγ –γ0Þ

�
ð∂t∂sγ � ∂sγ0Þ

8>>>><
>>>>:

ð4Þ

where

f ,∂sγð∂sγ, θ; ∂s γ0Þ ¼ ∂f
∂sγ1

,
∂f
∂sγ2

,
∂f
∂sγ3

� �

¼ fð ∂sγ0 � ∂su Þ5 � ð ∂sγ0 � ∂su Þ3 þ ðθ� θcÞ∂sγ0 � ∂su g∂sγ0:

2.3. Equation of motion

By using the Hamilton principle, we derive an equation of the motion of γ. Namely, we will
derive the Euler-Lagrange equation for the functional:

~Hðγ, θ;γ0Þ ¼
ðt1
t2

1
2
jj∂tγð�, tÞjj2L2ðS1LÞ þ

1
2
jj∂2sγð�, tÞjj2L2ðS1LÞ � F

�
∂sγð�, tÞ, θð�, tÞ; ∂sγ0ð�Þ

�
� F0

�
θð�, tÞ

�� �
dt: ð5Þ

Shape Memory Alloys - Fundamentals and Applications42

Let us denote the variation of γ by

γðs, t;θÞ :¼ γðs, tÞ þ ε ϕðs, tÞ

where ε is a sufficiently small positive parameter and ϕ is sufficiently smooth and satisfies ϕ(s, t1)
= ϕ(s, t2) = 0. Moreover, from the assumption Eq. (3), it is also necessary to hold that

d
dε

j∂sγðs, t;εÞj
�����
ε¼0

¼ 0:

Since

d
dε

j∂sγðs, t;θÞj
�����
ε¼0

¼ ∂sγðs, tÞ � ∂sϕðs, tÞ

ϕ has to satisfy

∂sγðs, tÞ � ∂sϕðs, tÞ ¼ 0

for any s∈ S1L and t > 0. Calculating the first variation of the energy functional, we have

d
dε

~Hðγ, θ;γ0Þ
�����
ε¼0

¼
ðt2

t1

f〈∂tγ, ∂tϕ〉� 〈∂2sγ, ∂
2
sϕ〉� 〈f ,∂sγð∂sγ,θ; ∂sγ0Þ, ∂sϕ〉gdt:

From the integral by parts, the right-hand side is rewritten as follows:

�
ðt2
t1
〈∂2t γþ ∂4sγ� ∂sf ,∂sγð∂sγ,θ; ∂sγ0Þ,ϕ〉dt: ð6Þ

Then the integral Eq. (6) is equal to 0 for any ϕ satisfying ϕðs, t1Þ ¼ ϕðs, t2Þ ¼ 0 and ∂sγ � ∂sϕ � 0.
For the purpose, we define

V :¼ fϕ j ∂sγ � ∂sϕ � 0g:

The orthogonal complement V⊥ of the space V with respect to L2ðS1LÞ inner product is given by

V⊥ ¼ f∂sðw∂sγÞw ¼ wðs, tÞ is a scalar functiong: ð7Þ

Here, we remark that in the case where γ is a curve embedded in three-dimensional space
(not a planar curve), ∂2sγ 6¼ 0 has to be satisfied for every ðs, tÞ∈ S1L � Rþ. In the end of this
section, we will show the reason why V⊥ is given as above. Consequently, if for the direction
∂2t γþ ∂4sγ� ∂sf ,∂sγð∂sγ,θ; ∂sγ0Þ, there exists a scalar function w = w(s, t) such that
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∂2t γþ ∂4sγ� ∂sf ,∂sγð∂sγ,θ; ∂sγ0Þ ¼ ∂sðw∂sγÞ ð8Þ

then Eq. (6) is equal to 0.

Next, we derive the equation for w. From the assumption Eq. (3), we see that

0 ¼ ∂2t j∂sγj2 ¼ 2∂s∂2t γ � ∂sγþ 2j∂s∂tγj2

It follows from Eq. (8) that

f�∂5sγþ ∂2s f ,∂sγð∂sγ,θ; ∂sγ0Þ þ ∂2s ðw∂sγÞg � ∂sγ ¼ �j∂s∂tγj2: ð9Þ

Differentiating Eq. (3), we obtain

∂sγ � ∂2sγ ¼ 0,

∂sγ � ∂3sγ ¼ �j∂2sγj2,
∂sγ � ∂4sγ ¼ � 3

2
∂sðj∂2sγj2Þ,

∂sγ � ∂5sγ ¼ � 2∂2s ðj∂2sγj2Þ þ j∂3sγj2:

By the relations, we will rewrite Eq. (9). It follows from the direct calculation that

∂2s ðw∂sγÞ � ∂sγ ¼ ∂2sw � wj∂2sγj2:

Since from the definition

f ,∂sγð∂sγ, θ; ∂sγ0Þ

¼
�
∂sγ0 � ∂sðγ� γ0Þ

�5
�
�
∂sγ0 � ∂sðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂sγ0 � ∂sðγ� γ0Þ

�� �
∂sγ0

we also obtain

∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ

¼ ∂2s
�
∂sγ0 � ∂sðγ� γ0Þ

�5
�
�
∂sγ0 � ∂sðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂sγ0 � ∂sðγ� γ0Þ

�� �
∂sγ0

� �
� ∂sγ:

Therefore, substituting these into Eq. (9), we find

0 ¼ 2∂2s ðj∂2sγj2Þ � j∂3sγj2 þ ∂2sw� wj∂2sγj2 þ j∂s∂tγj2 þ ∂2s
�
∂sγ0 � ∂sðγ� γ0Þ

�5
��

�
�
∂sγ0 � ∂s ðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂s γ0 � ∂s ðγ� γ0Þ

��
∂sγ0

�
� ∂sγ:
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∂2t γþ ∂4sγ� ∂sf ,∂sγð∂sγ,θ; ∂sγ0Þ ¼ ∂sðw∂sγÞ ð8Þ

then Eq. (6) is equal to 0.

Next, we derive the equation for w. From the assumption Eq. (3), we see that

0 ¼ ∂2t j∂sγj2 ¼ 2∂s∂2t γ � ∂sγþ 2j∂s∂tγj2

It follows from Eq. (8) that

f�∂5sγþ ∂2s f ,∂sγð∂sγ,θ; ∂sγ0Þ þ ∂2s ðw∂sγÞg � ∂sγ ¼ �j∂s∂tγj2: ð9Þ

Differentiating Eq. (3), we obtain

∂sγ � ∂2sγ ¼ 0,

∂sγ � ∂3sγ ¼ �j∂2sγj2,
∂sγ � ∂4sγ ¼ � 3

2
∂sðj∂2sγj2Þ,

∂sγ � ∂5sγ ¼ � 2∂2s ðj∂2sγj2Þ þ j∂3sγj2:

By the relations, we will rewrite Eq. (9). It follows from the direct calculation that

∂2s ðw∂sγÞ � ∂sγ ¼ ∂2sw � wj∂2sγj2:

Since from the definition

f ,∂sγð∂sγ, θ; ∂sγ0Þ

¼
�
∂sγ0 � ∂sðγ� γ0Þ

�5
�
�
∂sγ0 � ∂sðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂sγ0 � ∂sðγ� γ0Þ

�� �
∂sγ0

we also obtain

∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ

¼ ∂2s
�
∂sγ0 � ∂sðγ� γ0Þ

�5
�
�
∂sγ0 � ∂sðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂sγ0 � ∂sðγ� γ0Þ

�� �
∂sγ0

� �
� ∂sγ:

Therefore, substituting these into Eq. (9), we find

0 ¼ 2∂2s ðj∂2sγj2Þ � j∂3sγj2 þ ∂2sw� wj∂2sγj2 þ j∂s∂tγj2 þ ∂2s
�
∂sγ0 � ∂sðγ� γ0Þ

�5
��

�
�
∂sγ0 � ∂s ðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂s γ0 � ∂s ðγ� γ0Þ

��
∂sγ0

�
� ∂sγ:
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Here setting the new unknown v by v :¼ wþ 2j∂2sγj2, we can rewrite the equation as follows:

�∂2s vþ j∂2sγj2v ¼ 2 j∂2sγj4 � j∂3sγj2 þ j∂s∂tγj2

þ∂2s
�
∂sγ0 � ∂sðγ� γ0Þ

�5
�
�
∂sγ0 � ∂sðγ� γ0Þ

�3
þ ðθ� θcÞ

�
∂sγ0 � ∂sðγ� γ0Þ

�� �
∂sγ0

� �
� ∂sγ:

Consequently, under given temperature θ, the equation of motion is given by

∂2t γþ ∂4sγ� ∂sf ,∂sγð∂sγ,θ; ∂sγ0Þ � ∂sfðv� 2j∂2sγj2Þ∂sγg ¼ 0,

�∂2s vþ j∂2sγj2v ¼ 2j∂2sγj4 � j∂3sγj2 þ j∂s∂tγj2 � ∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ:

8<
:

At the rest of this section, we prove that the orthogonal complement of V is given by Eq. (7).

Lemma 1. Let γðs, tÞ be a smooth curve in R3 and s∈S1L be an arc length parameter of γ for any t.

Suppose that ∂2sγ 6¼ 0 holds for all ðs, tÞ∈S1L � Rþ then the orthogonal complement V⊥ of the space

V ¼ fϕj∂sγ � ∂sϕ � 0g with respect to L2ðS1LÞ inner product is represented by

V⊥ ¼ f∂sðw∂sγÞw ¼ wðs, tÞ is a scalar functiong:

Proof. Observe that ∂sγ, ∂2sγ and the outer product ∂sγ� ∂2sγ are orthogonal each other. Under
the assumption ∂2sγ 6¼ 0, a coordinate system defined on γ consists of the vectors. Then
arbitrary vector η = η(s, t) can be represented as

ηðs, tÞ ¼ η1ðs, tÞ∂sγðs, tÞ þ η2ðs, tÞ ∂2sγðs, tÞ þ η3ðs, tÞ ∂sγðs, tÞ � ∂2sγðs, tÞ:

If we assume additionally η ∈ V, then we obtain

0 ¼ ∂sη � ∂sγ
¼ f∂sη1∂sγþ η1∂

2
sγþ ∂sη2∂

2
sγþ η2∂

3
sγþ ∂sη3∂sγ� ∂2sγþ η3 ð∂2sγ� ∂2sγþ ∂sγ� ∂3sγÞg � ∂sγ

¼ ∂sη1 þ η2∂sγ � ∂3sγ
¼ ∂sη1 � η2j∂2sγj2

that is

∂sη1 ¼ j∂2sγj2η2: ð10Þ

In other words, an element of V consists of η1, η2 satisfying Eq. (10) and arbitrary η3. However,
we remark that we cannot take η2 freely. Indeed, in order to verify L periodicity of η1, η2, we
have to show the following condition:

ðL
0
j∂2sγj2η2ds ¼ 0: ð11Þ
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If ζðs, tÞ ¼ ζ1ðs, tÞ∂sγðs, tÞ þ ζ2ðs, tÞ∂2sγðs, tÞ þ ζ3ðs, tÞ∂sγðs, tÞ � ∂2sγðs, tÞsatisfies 〈ζ, η〉 = 0, then
we see that η1 and η2 satisfy Eqs. (10) and (11) and any η3 satisfies

ðL
0
fζ1η1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds ¼ 0: ð12Þ

In particular, if we assume η2 � 0 and η3 � 0, then we infer from Eq. (10) that η1 � C holds true.
Then, we deduce from Eq. (12) that

ðL
0
ζ1ds ¼ 0:

Now we define

ϕðs, tÞ ¼ ζ1ð0, tÞ þ
ðs
0
ζ1ðs, tÞds:

Then, ϕ has the period L and satisfies ∂sϕ ¼ ζ1. Substituting it into Eq. (12) and using Eq. (10),
we have

0 ¼
ðL
0
f∂sϕ η1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
f�ϕ∂sη1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
f�ϕ j∂2sγj2η2 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
fð�ϕþ ζ2Þη2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds:

Recalling Eq. (11), we see that the vector-valued function (η2, η3) is orthogonal with ðj∂2sγj2, 0Þ
in the sense of L2 inner product. Therefore, there exists some function μ = μ(t) depending only
on t such that

�
f�ϕþ ζ2g j∂2sγj2, ð∂sγ� ∂2sγÞ2ζ3

�
¼ μðj∂2sγj2, 0Þ

that is,

�ϕþ ζ2 ¼ μ, ζ3 � 0: ð13Þ

Setting

μþ ϕðs, tÞ ¼ wðs, tÞ,

the function w(s, t) is the L periodic function and satisfies ∂sw ¼ ζ1. It follows from Eq. (13) that
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If ζðs, tÞ ¼ ζ1ðs, tÞ∂sγðs, tÞ þ ζ2ðs, tÞ∂2sγðs, tÞ þ ζ3ðs, tÞ∂sγðs, tÞ � ∂2sγðs, tÞsatisfies 〈ζ, η〉 = 0, then
we see that η1 and η2 satisfy Eqs. (10) and (11) and any η3 satisfies

ðL
0
fζ1η1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds ¼ 0: ð12Þ

In particular, if we assume η2 � 0 and η3 � 0, then we infer from Eq. (10) that η1 � C holds true.
Then, we deduce from Eq. (12) that

ðL
0
ζ1ds ¼ 0:

Now we define

ϕðs, tÞ ¼ ζ1ð0, tÞ þ
ðs
0
ζ1ðs, tÞds:

Then, ϕ has the period L and satisfies ∂sϕ ¼ ζ1. Substituting it into Eq. (12) and using Eq. (10),
we have

0 ¼
ðL
0
f∂sϕ η1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
f�ϕ∂sη1 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
f�ϕ j∂2sγj2η2 þ ζ2η2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds

¼
ðL
0
fð�ϕþ ζ2Þη2j∂2sγj2 þ ζ3η3ð∂sγ� ∂2sγÞ2gds:

Recalling Eq. (11), we see that the vector-valued function (η2, η3) is orthogonal with ðj∂2sγj2, 0Þ
in the sense of L2 inner product. Therefore, there exists some function μ = μ(t) depending only
on t such that

�
f�ϕþ ζ2g j∂2sγj2, ð∂sγ� ∂2sγÞ2ζ3

�
¼ μðj∂2sγj2, 0Þ

that is,

�ϕþ ζ2 ¼ μ, ζ3 � 0: ð13Þ

Setting

μþ ϕðs, tÞ ¼ wðs, tÞ,

the function w(s, t) is the L periodic function and satisfies ∂sw ¼ ζ1. It follows from Eq. (13) that
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ζ2ðs, tÞ ¼ wðs, tÞ:

Then ζ(s) is orthogonal with elements of V with respect to L2 inner product. Thus, we get

ζðs, tÞ ¼ ∂swðs, tÞ∂sγðs, tÞ þ wðs, tÞ∂2sγðs, tÞ ¼ ∂s
�
wðs, tÞ∂sγðsÞ

�

which completes the proof.

Q.E.D.

Remark 1. The assumption ∂2sγ 6¼ 0 in Lemma 1 means that the curvature is always non-zero. If
∂2sγ ¼ 0 at some point, we cannot determine the tangential vector ∂sγ at the point uniquely.
Therefore, we need the assumption in order to give a coordinate system at every point of Γ. On
the other hand, in the case of a planar curve, we do not need the assumption. Indeed, by
rotating the tangential vector, we can construct a coordinate system.

Remark 2. We mention the elastic flow with the inextensible condition (Eq. (3)), more precisely,
L2 gradient flow for K(γ) under the constraint (Eq. (3)). To the best of our knowledge, the
problem was first considered by N. Koiso [26] for planar closed curves. With the aid of
smoothing effect of the elastic energy E, the Cauchy problem on the elastic flow has a unique
classical solution and the solution converges to an equilibrium state as t ! ∞ in the C∞-
topology. The result can be extended to the following case: (i) L2 gradient flow for E under the
area-preserving condition and (C) [27] and (ii) L2gradient flow for Tadjbakhsh-Odeh energy
functional under the constraint (C) [28]. Moreover, the result [26] was also extended to the case
of space curves [29].

2.4. Derivation of heat equation

In this subsection, we study the energy law. We confirm thermal energy conservation law (the
first law of thermodynamics) and the increasing law of entropy (the second law of thermody-
namics). To begin with, we consider the first law of thermodynamics. According to Ref. [30],
thermal energy conservation law for thermoelastic system is given by

θ∂tSþ ∇ � q ¼ h ð14Þ

where S, q and h are entropy, thermal velocity and external heat, respectively. In our setting,
thermal transfer occurs only on wire, and the wire does not expand. Then, we may regard ∇ � q
as ∂sq as the same as one-dimensional case, where s is necessary to be arc length parameter. By
the same reason, the Fourier law q = ∇θ is replaced by

q ¼ �∂sθ: ð15Þ

The Helmholtz free energy density
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~f ¼ ~f ð∂2sγ, ∂sγ, θ ;γ0Þ
¼ 1

2
j∂2sγ j2 þ f ð∂sγ, θ ;γ0Þ þ f 0ðθÞ

and the entropy S are connected with the relation

S ¼ � ∂~f
∂θ

:

Then, the conservation law, Eq. (14), is rewritten as follows:

� θ f
00
0ðθÞ ∂tθ � ∂2sθ ¼ θ

�
∂sγ0 � ∂sðγ� γ0Þ

�
ð∂t∂sγ � ∂sγ0Þ þ h: ð16Þ

We note that the Clausius-Duhem inequality holds automatically:

∂tSþ ∂s
q
θ

� �
≥
h
θ

:

Indeed, we observe from Eqs. (14) and (15) that

∂tSþ ∂s
q
θ

� �
¼ h� ∂sq

θ
þ ∂s

q
θ

� �

¼ h
θ
� q∂sθ

θ2

¼ h
θ
þ j ∂sθ

θ
j2 ≥ h

θ
:

The Clausius-Duhem inequality corresponds to the second law of thermodynamics. For more
precise information of the inequality, we refer to, for example, 1.11 of chapter 4 in Ref. [2].

Here, we assume external heat source h = 0 and adopt the well-known form:

f 0ðθÞ ¼ θ� θlogθ:

Then since f 0
0 0 ðθÞ ¼ �1=θ, Eq. (16) is reduced to

∂tθ� ∂2sθ ¼ θ
�
∂sγ0 � ∂sðγ� γ0Þ

�
ð∂t∂sγ � ∂sγ0Þ:

We thus obtain the system of equation as Eq. (4).

3. Dual variation structure

Let us rewrite Eq. (4):

∂2t γþ ∂4sγ þ ∂sf ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sfðv� 2 j∂2sγj2Þ∂sγg ¼ 0, ð17Þ

� ∂2s vþ j∂2sγj2v ¼ 2j∂2sγj4 � j∂3sγj2 þ j∂s∂tγj2 þ ∂2s f ,∂sγð∂sγ, θ; ∂sγ0Þ � ∂sγ, ð18Þ
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∂tθ� ∂2sθ ¼ θ
�
∂sγ0 � ∂sðγ� γ0Þ

�
ð∂t∂sγ � ∂sγ0Þ, ðt, sÞ∈ ð0, TÞ � S1L, ð19Þ

γð0, sÞ ¼ γ0ðsÞ, ∂tγð0, sÞ ¼ γ1, θð0, sÞ ¼ θ0, s∈ S1L: ð20Þ

In this section, we show that the problem in Eqs. (17)–(20) has also dual variation structure as
well as the problem (Eq. (2)). The structure plays an important role to prove the dynamical
stability of infinitesimally stable stationary state.

We assume that the system has sufficiently smooth solution (γ, θ) satisfying θ > 0. Then initial
data also has to satisfy

j∂sγ0j ¼ 1, ∂sγ0 � ∂sγ1 ¼ 0:

Setting

f 1ð∂sγÞ :¼ 1
2

∂γ0

∂s
� ∂ðγ� γ0Þ

∂s

� �2

,

f 2ð∂sγÞ :¼ 1
6

∂γ0

∂s
� ∂ðγ� γ0Þ

∂s

� �6

� 1
4

∂γ0

∂s
� ∂ðγ� γ0Þ

∂s

� �4

� θc

2
∂γ0

∂s
� ∂ðγ� γ0Þ

∂s

� �2

,

we have the relation f ¼ θf 1 þ f 2. Multiplying Eq. (17) by ∂tγ and integrating it with respect to
s, we obtain

d
dt

1
2
jj∂tγjj2L2 þ

1
2
jj∂2sγjj2L2

� �
¼ �〈f ,∂sγ, ∂s∂tγ〉 ¼ � d

dt

ðL
0
f 2ð∂sγÞds�

ðL
0
θ∂tf 1ð∂sγÞds:

Integrating Eq. (19), we find

d
dt

ðL
0
θds ¼

ðL
0
θ∂tf 1ð∂sγÞds:

Then for the quantity

Eðγ, ∂tγ,θÞ :¼ 1
2
jj∂tγjj2L2 þ

1
2
jj∂2sγjj2L2 þ

ðL
0
θdsþ

ðL
0
f 2ð∂sγÞds,

it holds that

d
dt
Eðγ, ∂tγ,θÞ ¼ 0:

Moreover, for the quantity

Wð∂sγ,θÞ :¼
ðL
0
ff 1ð∂sγÞ � logθgds

we deduce from Eq. (19) that
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d
dt
Wð∂sγ,θÞ ¼

ðL
0

∂2sθ
θ

ds ¼ �
ðL
0
j ∂sθ
θ

j2ds ≤ 0:

Finally, we confirm an important structure of the system (17)–(20). We denote the stationary
state of θ by θ > 0, and the corresponding equilibrium by γ satisfy the following constraint:

b � Eðγ0, γ1, θ0Þ ¼ Eðγ, 0, θÞ,

∂4sγ ¼ ∂sfθf 1,∂sγ þ f 2,∂sγg:

Eliminating θ by the relation

b ¼ Lθþ 1
2
jj∂2sγjj2L2 þ

ðL
0
f 2ð∂sγÞ ds

the stationary state of this problem satisfies the following nonlinear nonlocal problem:

∂4sγ ¼ ∂s
1
L

b� 1
2
jj∂2sγjj2L2 �

ðL
0
f 2ð∂sγÞds

� �
f 1,∂sγð∂sγÞ þ f 2,∂sγð∂sγÞ

� �
: ð21Þ

Eq. (21) is derived as the Euler-Lagrange equation of the functional

JbðyÞ :¼
1
L

ðL
0
f 1ðyÞds� log b� 1

2
jj∂syjj2L2 �

ðL
0
f 2ðyÞds

� �
þ logL

where y ¼ ∂sγ∈H2ðS1L, S2Þ and

S2 :¼ fω∈R3jjωj ¼ 1g:

We remark that the following relation between Jb and W holds true:

Wð∂sγ,θÞ ≥LJbð∂sγÞ:

The relation is called semi-unfolding minimality. Thus, if (γ, θ) is a non-stationary state,
b ¼ Eðγ0,γ1,θ0Þ, y ¼ ∂sγ is a linearized stable critical point of Jb ¼ JbðyÞ, y∈ H1ðS1L, S2Þ and
θ > 0 is a constant satisfying Eðγ, 0,θÞ ¼ b, then it holds that for y ¼ ∂sγ

JbðyÞ � JbðyÞ ≤Wð∂sγ0, θ0Þ �Wðy,θÞ:

By this structure, we can infer that any infinitesimally stable stationary state is dynamically
stable, that is, stable in the Lyapunov sense. A critical point y ¼ ∂sγ of Jb for γ∈H2ðS1L, S2Þ is
infinitesimally stable if there exists ε0 > 0 such that any ε1 ∈ 0, ε0

2

� �
admits δ0 > 0 such that if

jj∂sðγ� γÞjjH1 < ε0 and Jbð∂sγÞ � Jbð∂sγÞ < δ0 then
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0
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0
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θ
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jj∂sðγ� γÞjjH1 < ε1:

The definition of infinitesimally stable is obviously weaker than the one of well-known linear-
ized stable which means that for a critical point y ¼ ∂sγ of Jb, the quadratic form

Qyðw,wÞ ¼
d
dε2

Jbðyþ εwÞjε¼0

is a positive definite for any w∈H2ðS1L, S2Þ.

Theorem 1. Assume that θ > 0 is a constant and that γ is an infinitesimally stable critical point of Jb
with constraint ∂sγ∈H2ðS1L, S2Þ. Then ðγ,θÞ is a dynamically stable in the sense that for any ε > 0,
there exists δ > 0 such that if

Eðγ0, γ1, θ0Þ ¼ b, jj∂sðγ0 � γÞjjH1 < δ, j 1
L

ðL
0
logθ0ðsÞds� logθj < δ ð22Þ

then

sup
t ≥ 0

jj∂s
�
γðtÞ � γ

�
jjH1 < ε, j 1

L

ðL
0
logθðt, sÞds� logθj < ε:

Proof. We first show the semi-unfolding minimality. From the energy conservation law, we see
that

b ¼ 1
2
jj∂tγjj2L2 þ

1
2
jj∂2sγjj2L2 þ

ðL
0
θdsþ

ðL
0
f 2ð∂sγÞds:

It follows from the Jensen inequality that

1
L

ðL
0
logθds ≤ log

1
L

ðL
0
θds

� �
:

Then we have

Wð∂sγ, θÞ ≥
ðL
0
f 1ð∂sγÞds� log

1
L

ðL
0
θds

� �

≥
ðL
0
f 1ð∂sγÞds� Llog

1
L

b� 1
2
jj∂syjj2L2 �

ðL
0
f 2ðyÞds

� �

¼ LJbð∂sγÞ:

We have thus completed to show the semi-unfolding minimality. Recall that γ∈H2ðS1L, S2Þ is an
infinitesimally stable critical point of Jbð∂sγÞ. Thus, we find ε0 > 0such that any ε1 ∈ 0,ð ε0

2 � admits
δ0 > 0 such that if jj∂sðγ� γÞjjH1 < ε0 and Jbð∂sγÞ � Jbð∂sγÞ < δ0 then
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jj∂sðγ� γÞjjH1 < ε1: ð23Þ

From the above properties, it holds that

Jb
�
∂sγðtÞ

�
≤
1
L
W

�
∂sγðtÞ, θðtÞ

�
≤
1
L
Wð∂sγ0, θ0Þ: ð24Þ

Moreover, for the constant θ > 0, we obtain

Wð∂sγ, θÞ ¼ L
1
L

ðL
0
f 1ð∂sγÞds � log

1
L

b� 1
2
jj∂syjj2L2 �

ðL
0
f 2ðyÞds

� �� �
¼ LJbð∂s γÞ,

namely,

Jbð∂sγÞ ¼
1
L
Wð∂sγ,θÞ: ð25Þ

Given ε > 0, setting δ∈ 0, ε0
2

� �
and satisfying Eq. (22), we have

1
L
jWð∂sγ0, θ0Þ �Wð∂sγ,θÞj ≤ 1

L

�
kf 1, ∂sγð∂sγ0ÞkL∞ þ kf 1, ∂sγð∂sγÞkL∞

�
k∂sðγ0 � γÞkL1

þj 1
L

ðL
0
logθ0ds� logθj < minðδ0, εÞ:

ð26Þ

Therefore, it follows from Eq. (24) to Eq. (26) that

Jb
�
∂sγðtÞ

�
� Jbð∂sγÞ ¼

1
L

�
Wð∂sγ0, θ0Þ �Wð∂sγ,θÞ

�
< δ0:

If jj∂sðγðtÞ � γÞjjH1 ¼ δð ≤ ε0=2 < ε0Þ, then we apply Eq. (23) for ε1 = δ, and hence

k∂s
�
γðtÞ � γ

�
kH1 < δ,

which is a contradiction. Thus, we have

k∂s
�
γðtÞ � γ

�
kH1 6¼ δ:

Here, from γ∈Cð½0,∞Þ; H2
�
and k∂sðγ0 � γÞkH1 < δ, it follows that

jj∂s
�
γðtÞ � γ

�
jjH1 < δ ð27Þ

for any t ≥ 0.

From the semi-unfolding minimality (Eqs. (24) and (25)) and the linearized stability of Jb, we
observe that
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Wð∂sγ,θÞ ≥ LJbð∂sγÞ ≥LJbð∂sγÞ ¼ Wð∂sγ,θÞ:

Then, combining Eq. (26) with Eq. (27), we have

1
L

ðL
0
logθðt, sÞds� logθ

�����

����� ≤
1
L

�
Wð∂sγ,θÞ �Wð∂sγ,θÞ

�
þ 1
L

ðL
0
ff 1ð∂sγÞ � f 1ð∂sγÞgds

�����

�����

≤
1
L

�
Wð∂sγ0,θ0Þ �Wð∂sγ,θÞ

�
þ Cjj∂sðγ� γÞjjH1 ≤ εþ Cδ ≤ 2ε

where δ is small enough such that δ < ε / C. This completes the proof.

Q.E.D.

Remark 3. Both the existence of solution for evolution equations (Eq. (4)) and non-trivial
solutions for stationary problem (Eq. (21)) are open problems. In the straight material case
(i.e. the problem (2)), smooth solution for Eq. (2) is assured in [11] (we also refer to chapter 5
in [2]). The existence results of non-trivial solution for stationary problem (Eq. (21)) in low-
temperature and low-energy cases can be found in [21, 31].

4. Concluding remarks

In this chapter, we propose the new mathematical model describing the movement of wire
made of shape memory alloys. The derived system of nonlinear partial differential equations is
a thermoelastic system with phase transition and non-stretching constraint. The Falk model
(Eq. (2)) represents the dynamics for crystal as a stack of layers, whose displacement is
restricted to move only on one direction. On the other hand, our model describes the dynamics
of wire. We emphasize that our model allows the displacement of each direction. Thus, our
model may describe a more realistic motion of wire made of shape memory alloys. Moreover,
it is also interesting to regard our model as a mathematical problem on elastic curve with heat
conduction. To the best of our knowledge, there is no result considering such a mathematical
problem.

We mention the mathematical contribution of the present chapter. We prove the dynamical
stability of an infinitesimally stable stationary state by finding the dual variation structure in
our model. This property shall be applicable, for example, to assure the strength of not only a
wire in an original shape but also a deformed wire. Indeed, in the straight material case,
namely in the Falk model (Eq. (2)), numerical simulation shows the stability in this sense
(see [17]).
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Abstract

Recently, metamagnetic shape memory alloys have attracted much attention as candidates
for the rare-earth free magnetic refrigerants. These materials undergo the martensitic
transformation (MT) at around room temperature accompanied by a significant entropy
change. The application of the magnetic field at the low-temperature martensitic phase
realizes the magnetic field-induced martensitic transformation (MFIMT). Through the
MFIMT, the materials show an unconventional magnetocaloric effect (MCE), which is
called inverse magnetocaloric effect (IMCE). In this chapter, the direct measurement sys-
tem of MCE in pulsed-high-magnetic fields is introduced. With taking the advantage of
the fast field-sweep rate of pulsed field, adiabatic measurements of MCE are carried out at
various temperatures. Using this technique, the IMCEs of the metamagnetic shape mem-
ory alloys NiCoMnIn and NiCoMnGa are directly measured as adiabatic temperature
changes in pulsed fields. From the experimental data of MCE for NiCoMnIn, the entropy
of spin system in the austenite phase is estimated through a simple mean-field model. By
the combination of MCE, magnetization and specific heat measurements, the electronic,
lattice and magnetic contributions to the IMCE are individually evaluated. The result for
NiCoMnIn demonstrates that lattice entropy plays the dominant role for IMCE in this
material.

Keywords: shape memory alloys, Heusler alloys, magnetocaloric effects, specific heat,
pulsed magnetic field
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1. Introduction

1.1. Magnetocaloric effects and magnetic refrigeration

Magnetocaloric effect (MCE) is thermodynamically defined as a temperature change of magnetic
material due to the variation of an externally applied magnetic field. This effect is a consequence
of the field variation of the entropy of a material. For instance, the application of a magnetic field
to a paramagnet in the adiabatic condition reduces the disorder of spins, which lowers the
magnetic entropy in the material. Since the total entropy is conserved in an adiabatic condition,
the lattice entropy (and the electronic entropy in case of metals) must increase by a comparable
amount of the magnetic entropy decrease. Consequently, the temperature of the material
increases. In the adiabatic demagnetization process, the magnetic entropy is restored from the
lattice and electronic systems, and hence, the temperature of the material decreases. In the MCE
measurement, the adiabatic temperature change or the isothermal entropy change as a function of
applied field is the experimentally measurable quantity. Since the MCE is sensitive to the entropy
change of the material at the magnetic phase transitions, it is useful to map out the magnetic
phase diagram and evaluate the temperature and field variations of entropy by the combination
with the specific heat measurement. The MCE is also applied to the magnetic refrigeration, which
is realized by means of the cycle of adiabatic magnetization/demagnetization and heat exchange
between the magnetic material and the surrounding. This technique has long been used to realize
extremely low temperatures [1, 2].

In recent decades, the magnetic refrigeration based on the MCE has attracted much attention as
an alternative technique to the vapor-compression cycle for the ambient temperatures, which has
been triggered by the discovery of the giant MCE (GMCE) at around room temperatures [3–5].
The GMCE is first observed in Gd5Si2Ge2, which was reported by Pecharsky and Gschneidner [3].
This material undergoes the first-order magnetic and structural phase transition at 276 K with a
giant entropy change. The maximum entropy change at the transition temperature in this material
is about twice larger than that of pure Gd, which is considered as a benchmark of magnetocaloric
material at around room temperature. The GMCE, in this material, appears as a result of the
simultaneous changes in the magnetic and lattice entropy through the first-order phase transition
(FOT). Hence, the total entropy change can exceed the limit of the magnetic entropy change
caused by the spin ordering. For the simultaneous change in the magnetic and lattice entropy,
the strong coupling between the spin and the lattice systems is needed. For this reason, the GMCE
undergoes in many cases the first-order magneto-structural phase transition [3–12].

1.2. MCEs in Ni-Mn-based Heusler alloys

Ni50Mn50�xZx (Z = Ga, In, Sn and Sb) Heusler alloys have attracted a lot of attention because of the
potential applications for novel rare-earth free magnetic refrigerants [13–17]. These alloys have a
cubic (L21) Heusler structure with a space group of Fm3̄m [15]. Some of the non-stoichiometric
compositions undergo martensitic transformation (MT) from a high-temperature austenitic phase
(A-phase: cubic) to a low-temperature martensitic phase of reduced symmetry (M-phase: tetrago-
nal, orthorhombic, or monoclinic) at around room temperature (Ni50Mn25Ga25 is the only
Ni-Mn-based Heusler alloy that shows the MT in the stoichiometric composition [18]). In these
alloys, the MT temperatures (TMT) and the magnetic properties in each phase strongly depend on
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the Z species and its compositional ratio x [15]. The TMT increases with decreasing x. In the small x
region, the ferromagnetic phase appears at the Curie temperatures in both the A phase (TA

C) and

the M phase (TM
C ), respectively [15, 16, 19–21]. In addition, the partial substitution of Ni with Co

enhances the exchange coupling between the spins in the alloys, which contributes to increase TA
C

and decrease TM
C and TMT [14, 22]. Ni45Co5Mn36.7In13.3 undergoes MT accompanied with a mag-

netic phase transition from a ferromagnetic A phase to a paramagnetic M phase (monoclinic). The
application of an external magnetic field to the M phase realizes magnetic-field-induced martens-
itic transformation (MFIMT). Kainuma et al. [14] reported, for the first time, the magnetic-
field-induced shape recovery by MFIMT in this material, which is called metamagnetic shape
memory effect. Owing to the large magnetic-field-induced strain and the large output stress
throughMFIMT,Ni45Co5Mn36.7In13.3 is considered to be a potential magnetic actuatormaterial [14].

In the Ni45Co5Mn36.7In13.3, the MFIMT occurs as it is accompanied by significant increase of
entropy, whereas the applied magnetic field aligns the spins parallel to the field direction and
reduces the magnetic entropy [14, 22]. This unconventional phenomenon is called the inverse
magnetocaloric effect (IMCE). The IMCEs were also observed in other compositions Ni50Mn50�xZx

(Z = Ga, In, Sn and Sb) [13–16, 19–23]. The IMCE indicates the significant positive change in
entropy through the MFIMT that exceeds the negative contribution from the spin ordering.
Therefore, the individual evaluations of the electronic, lattice and magnetic entropy changes are
important to elucidate the origin of such positive entropy changes at the MFIMT. In addition, the
direct measurement of MCE is also important because it enables us to evaluate the magnetic part
of entropy as presented in Section 4. However, numerous studies have attempted to understand
the IMCE in these materials through indirect methods such as magnetization and/or specific heat,
which can only reveal the total entropy change [13–17, 19–23].

There are several studies investigating adiabatic temperature change of these Heusler alloys
under magnetic fields. For instance, Liu et al. [17] carried out the direct measurement of IMCEs
up to 1.9 T for NiMnInCo. In their experiments, the samples undergo the MFIMT from a pure
M phase to a mixed phase because the magnetic field of 1.9 T is insufficient to complete the
MFIMT. In that case, the quantitative interpretation of the MCE results is difficult. Therefore,
the direct MCE measurements in the wide range of temperatures and magnetic fields are
crucial to provide a greater understanding of this phenomenon.

2. Thermodynamics of MCE

In this section, a brief explanation of thermodynamics of the MCE is provided (refer to Ref. [24]
for more details). Let us start with the total entropy of the system S(T, H, p). The total
differential of S(T, H, p) can be written as:

dS ¼ ∂S
∂T

� �

H,p
dT þ ∂S

∂H

� �

T,p
dH þ ∂S

∂p

� �

T,H
dp ð1Þ

Here, T, H and p denote temperature, external magnetic field and pressure, respectively. In the
adiabatic and isobaric condition (dS = 0 and dp = 0), one obtains:
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dT ¼ � ∂T
∂S

� �

H

∂S
∂H

� �

T
dH: ð2Þ

Since the heat capacity of a system at a constant magnetic field CH(T) is defined as CH(T) = T(∂S /
∂T)H, the isentropic temperature change due to the variation of the magnetic field from H1 to H2

can be expressed as:

ΔTadðH1 ! H2Þ ¼ �
ðH2

H1

T
CHðTÞ

∂S
∂H

� �

H
dH: ð3Þ

On the other hand, the isothermal-isobaric entropy change is given by the well-known Max-
well relation:

∂S
∂H

� �

T,p
¼ ∂M

∂T

� �

H,p
ð4Þ

Here, M is the magnetization of a material. After integration, Eq. (4) gives

ΔSTðH1 ! H2Þ ¼ �
ðH2

H1

∂MðT,HÞ
∂T

� �

H
dH: ð5Þ

By combining Eqs. (3) and (4), the ΔTad can be expressed as:

ΔTadðH1 ! H2Þ ¼ �
ðH2

H1

T
CHðTÞ

∂M
∂T

� �

H
dH: ð6Þ

Using Eqs. (5) and (6), ΔTad and ΔST can indirectly be estimated from the magnetization and
specific heat measurements. Therefore, many studies employed so far use this method to
evaluate the magnetocaloric properties for the several materials [3–16].

When a material undergoes magnetic phase transitions, the MCEs at the phase boundary show
different behaviour between first- and second-order phase transitions. In the case of the
second-order phase transition, the entropy of a material continuously and reversibly changes,
and hence, Eqs. (5) and (6) can safely be used. On the other hand, the entropy discontinuously
changes through an FOT, and the heat capacity becomes infinite at the transition temperature.
Since the Maxwell relation is relevant only when the entropy is a continuous function of
temperature and magnetic field, the direct application of the Eqs. (5) and (6) for the FOT is
not allowed. Recently, several works proposed some approaches to apply the Maxwell rela-
tions to the FOTs, but it is still in debate [25–31]. Therefore, the direct measurement of MCE
(ΔTad) is crucial to gain a deep insight into the entropic behaviour through the FOTs.

3. Direct MCE measurement system in pulsed-high-magnetic field

As described in the previous sections, the MCE measurements are of particular interest in both
fundamental (investigation of the magnetic phase transitions) and applied physics (magnetic
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refrigeration). Therefore, a lot of experimental techniques of the MCEmeasurements have been
developed so far [32–37]. Recently, Kihara et al. [36] developed a direct measurement system of
MCE under pulsed high-magnetic fields up to 56 T. In this section, the details of their experi-
mental technique are provided.

Figure 1(a) shows the schematic view of the electric circuit for the pulsed field generation
system. The magnetic fields are generated in the solenoid magnet coil by discharging the
energy stored in the capacitor bank [38]. Figure 1(b) shows the time variations of the pulsed
fields generated in the nondestructive magnet installed at the Institute for Solid State Physics
(ISSP), the University of Tokyo. The three curves correspond to the field profiles for charging
voltages of 1, 5 and 8 kV to the capacitor bank, respectively. As shown in Figure 1(b), the
maximum field depends on the charging voltage to the capacitor bank. The total duration of
the pulsed field is about 36 ms. This fast sweep rate of the pulsed field (the maximum sweep
rate is about 104 T/s) has an advantage to realize the adiabatic conditions.

Figures 2(a) and (b) show the schematic and the picture of the sample setup. The sample is
shaped into the thin plate with the thickness of less than 0.1 mm to reduce the eddy current
heating caused by the application of the pulsed field (in case of metallic samples). The mag-

Figure 1. (a) A schematic view of the electric circuit of the pulse magnet system and (b) Magnetic field profiles of the 56-T
pulse magnet at the Institute for Solid State Physics, The University of Tokyo.

Figure 2. (a) A schematic drawing of the sample with the thermometer and (b) A picture of the sample (Ni41Co9Mn31.5Ga18.5)
mounted on the MCE probe.
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netic field is applied parallel to the sample plane to reduce the cross-section of the sample. In
the thermometry under pulsed fields, the sample temperature changes rapidly as a function of
the magnetic field. Therefore, commercial thermometers such as a Cernox® bare chip cannot
be used because of the limitation of their thermal response time [35]. To detect the instanta-
neous change in the sample temperature in the pulsed field, a very small resistive thermometer
is used, in which a patterned Au sensor (thickness: 100 nm) is deposited on a sapphire disk
(thickness: 5 μm). This thermometer is mounted on top of the sample with a small amount of
Apiezon® N grease as shown in Figure 2(b). The small heat capacity of this thermometer
(typical value is about 200 μJ/K at 300 K) and the large thermal conductance of the sapphire
disk realize the fast response to the sample temperature and enable us to measure the MCEs in
the pulsed fields as demonstrated for the NiCoMnIn in the next section. The sample with the
thermometer is fixed on the Pyrex® glass plates, which have low thermal conductance, by the
small amount of glue in order to reduce the heat leak to the surrounding. The probe (assembly
of the sample, the thermometer, the sample holder, the bath heater, etc.) is inserted in the thin-
walled tube made of non-magnetic stainless steel as shown in Figure 3. The sample space
(inside of the tube) is evacuated to reduce the heat exchange between the sample and the
surrounding through the residual gas. The tube is immersed in liquid helium for low temper-
ature measurements. For high temperature measurements, small amount of helium gas is
introduced into the space indicated by “Liq. He” in Figure 3 as a heat exchange gas. During
the measurement, the probe is cooled through the cold finger that is connected to the tube at
the bottom of the probe. The sample temperature is regulated by the feedback operation of the
bath heater (Figure 3). As shown in Figure 2(b), the four Au wires (diameter: 30 μm) are
connected to the thermometer by the small amount of Ag paste. The resistance of the ther-
mometer is measured by the ac method using numerical lock-in technique [35, 36].

Figure 3. A schematic drawing of the probe setup.
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connected to the thermometer by the small amount of Ag paste. The resistance of the ther-
mometer is measured by the ac method using numerical lock-in technique [35, 36].

Figure 3. A schematic drawing of the probe setup.
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To calibrate the Au thermometer grown on the sapphire disk, the longitudinal magnetoresis-
tances (MRs) are measured in the pulsed fields before the MCE measurements. To carry out the
isothermal measurements, the sample is removed, and the sapphire disk with the thermometer is
placed directly on the Pyrex® glass substrate. Moreover, 1 atm of helium gas is introduced into
the sample space at room temperature. Figure 4 shows theMRs of the thermometer measured up
to 56 T at the various temperatures (black curves). At 0 T, one can confirm the linear temperature
dependence of the resistance of the metallic Au film. The slope is dR / dT = 8.97 mΩ/K. In the
temperature region between 200 and 330 K, the Au film shows the very small MR as shown in
Figure 4, and therefore, the linear temperature dependence of resistance can be seen in the whole
field range up to 56 T. To convert the resistance to temperature, the MRs are fitted by the
polynomial function of the temperature (T) and the magnetic field (H):

RðT,HÞ ¼ a0 þ a1T þ a2H þ a3T2 þ a4TH þ a5H2 þ an, ð7Þ

where an for n = 0,1,2,… is the polynomial coefficient. The result of the fitting by this polyno-
mial function for n = 0,1,2,…,35 is in good agreement with the data as shown by the rainbow
surface in Figure 4. The deviation of the fitting function from the data points is within 4 mΩ

over the entire range of temperatures and magnetic fields, which corresponds to the error of
the temperature of 0.45 K. Hence, this Au film thermometer enables the accurate MCE mea-
surements in the pulsed fields up to 56 T. The validity of this technique was demonstrated in
the wide range of temperature through the measurements on Gd at around room temperature
and on Gd3Ga5O12 at low temperatures [36].

Figure 4. Magnetoresistance of the Au film thermometer deposited on a sapphire disk measured in the pulsed field up to 56 T
at the various temperatures (black curves). The rainbow surface is the fitting to the polynomial function discussed in the text.
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4. Magnetocaloric properties of metamagnetic shape memory alloys

4.1. Experimental procedures

In this chapter, polycrystalline samples of Ni45Co5Mn50�xInx (x = 13.3 and 13.5) and Ni41Co9
Mn31.5Ga18.5 were used for the MCE, magnetization and specific heat measurements. The
samples of Ni45Co5Mn50�xInx (x = 13.3 and 13.5) were prepared by the induction melting
method. The ingots were annealed at 900�C for 24 h under argon atmosphere. The samples of
Ni41Co9Mn31.5Ga18.5 were prepared by the arc melting method. The ingots vacuum encapsu-
lated in a quartz tube were annealed at 800�C for 72 h and then quenched in cold water.

Magnetization and MCE measurements were performed in pulsed-high-magnetic fields. The
pulsed fields are generated by the 56-T magnet at the ISSP. The heat capacity measurements in
steady fields were carried out using a thermal-relaxation method in a physical property
measurement system, QuantumDesign (PPMS).

4.2. NiCoMnIn

4.2.1. Magnetization measurements

As described in Section 1.2, the metamagnetic shape memory alloy Ni45Co5Mn36.7In13.3
undergoes the MT at around room temperature. Figures 5(a) and (b) show the isothermal
magnetizations of the Ni45Co5Mn36.7In13.3 measured at 310 and 280 K, respectively. The sample
is in the ferromagnetic A phase at 310 K, where the M-H curve shows the ferromagnetic
behaviour as shown in Figure 5(a). On the other hand, as shown in Figure 5(b), the magnetiza-
tion increases steeply at the MFIMT, when the magnetic field is applied to the paramagnetic M
phase. Here, the transition fields are defined asHaf for the field increasing process andHms for the
field decreasing process in Figure 5(b), respectively. The M-H curves measured at the various
temperatures are shown in Figure 6(a). One may note that the application of the pulsed-
high-magnetic field up to 25 T can complete the MFIMTs in the entire temperature range. From
the M-H curve at 4.2 K, the saturation magnetization moment (Ms) in the ferromagnetic A phase
is estimated asMs = 1.68 μB/f.u. Here, μB is the Bohr magneton. A formula unit (f.u.) is defined as
Ni0.45Co0.05Mn0.367In0.133. The magnetic phase diagram of Ni45Co5Mn36.7In13.3 determined from

Figure 5. M � H curves measured in the pulsed magnetic fields at (a) 310 and (b) 280 K for Ni45Co5Mn36.7In13.3 [39].
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the M � H curves is shown in Figure 6(b). The M � H curves and the magnetic phase diagram
for Ni45Co5Mn36.5In13.5 are also provided in Figures 7(a) and (b). Hereafter, we denote In13.3 for
Ni45Co5Mn36.7In13.3 and In13.5 for Ni45Co5Mn36.5In13.5, respectively. The saturated magnetization
in the ferromagnetic A phase for In13.5 is also estimated as Ms = 1.76 μB/f.u. As shown in
Figures 6(b) and 7(b) and described in Section 1.2, the magnetic phase diagram of Ni45Co5
Mn50�xInx is sensitive to the compositional ratio x. However, the saturated magnetizations of
the two compositions are similar.

The total entropy change through MFIMT (ΔStot) can be estimated from the well-known
Clausius-Clapeyron equation:

μ0
dH0

dT
¼ �ΔStot

ΔM
: ð8Þ

Here, μ0 = 4 π � 10�7 H/m is the space permeability. The ΔM is the difference of magnetization
between the A and M phase. The H0 = (Hms + Haf) / 2 is used for the transition field. The results
are shown in Figure 8, where the ΔStot is defined as the entropy change from the M to the A
phase. The ΔStot at the MT temperature at the zero field is estimated to be 26 J/kg K for In13.3
and 23 J/kg K for In13.5. These values are in good agreement with that obtained from the

Figure 7. (a) M � H curves measured in the pulsed magnetic fields at the various temperatures and (b) the magnetic
phase diagram for Ni45Co5Mn36.5In13.5 (In13.5) [39].

Figure 6. (a) M � H curves measured in the pulsed magnetic fields at the various temperatures and (b) the magnetic
phase diagram for Ni45Co5Mn36.7In13.3 (In13.3) [39].
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specific heat measurements [39]. The ΔStot decreases with decreasing temperature in both
In13.3 and In13.5 and reaches zero at around 100 K. This indicates that the entropies of A and
M phase coincide with each other below 100 K. In other words, the driving force of the MT
decreases and reaches to zero below 100 K, which increases the hysteresis of the M � H curves
at low temperatures. The MCEs can be calculated by theM � H curves using Eq. (5), which are
compared with the results of direct measurements in the next section.

4.2.2. MCE measurements in the pulsed magnetic fields

The direct MCE measurement technique described in Section 3 was first applied to the In13.3
[39]. Figures 9(a) and (b) show the adiabatic changes of the sample temperature of In13.3
measured at 310 and 280 K. The typical mass of the sample for the MCE measurements is
about 50 mg, which is more than 100 times larger than that of the thermometer. Therefore, we
can neglect the heat capacity of the thermometer in the measurements. Since the sample is in
the ferromagnetic A phase at 310 K, the conventional MCE (monotonic heating/cooling with
increasing/decreasing magnetic field) due to the forced spin alignment by the applied field is
observed. It is important to note that the reversible temperature change demonstrates the
experimental validity: negligibly small heat exchange between the sample and the surroundings
and fast response of the thermometer [36]. The result at 280 K is the MCE when the magnetic
field is applied to the M phase [Figure 9(b)]. The steep cooling (IMCE) occurs at the MFIMT in
the field-increasing process. In the successive field-decreasing process, the sample temperature
heats up at MFIMT and approximately reaches to the initial temperature at the zero field as

Figure 8. Temperature dependencies of the entropy change at the MFIMT estimated from the magnetic phase diagrams
for Ni45Co5Mn36.7In13.3 (In13.3) and Ni45Co5Mn36.5In13.5 (In13.5) [39].
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expected for the adiabatic measurements. The difference between the initial and final tempera-
tures is less than 0.5 K, which indicates that the heating caused by the hysteresis loss is negligibly
smaller than the MCE. In addition, a gentle slope is observed in the field-induced A phase, which
is due to the change in the entropy of the ferromagnetic spins. This conventional MCE can be
calculated by using the following mean-field model:

MðT,HÞ ¼ NgμBJBJ
gμBJμ0ðH � λMÞ

kBT

� �
: ð9Þ

Here,N = 6.02� 1023 mol�1 is Avogadro’s number, g is the g factor, J is the spin quantum number,
BJ(x) is the Brillouin function, and kB = 1.38 � 10�23 J/K is Boltzmann constant. The coefficient λ
represents the magnetic interaction, which is defined as λ ¼ 3kBTΘ=Ng2μ2

BJðJ þ 1Þ by the Weiss
temperature TΘ. Using the experimentally obtained values gJ = 1.68 and TΘ = TC = 387 K, the
magnetization of A phase can be calculated as a function of the temperature and magnetic field.
Hence, the MCEs of A phase are calculated by this M(T, H) curve through Eq. (6). The results are
plotted as the red-dashed lines in Figures 9(a) and (b) and are in reasonable agreement with the
experimental data. On the other hand, the MCE in the paramagnetic M phase is very small and
therefore, cannot be calculated by this model.

Figure 10 shows the temperature dependence of ΔTad (15T), which is indicated in Figure 9(b),
the difference of the sample temperatures between 15 and 0 T as a function of the initial
temperature. The ΔTad (15T) decreases linearly with increasing temperature and is in good
agreement with the indirectly estimated values from the magnetization as shown in Figure 10.

4.2.3. Specific heat measurements

From the magnetization and MCE measurements, the total entropy change at MFIMT and the
magnetic entropy in the field-induced A phase is estimated. In this section, the specific heat

Figure 9. Magnetic field variations of the sample temperature in the adiabatic condition for In13.3. (a) The magnetic field
applied to the ferromagnetic A phase and (b) the magnetic field applied to the paramagnetic M phase [39].
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measurements are performed to evaluate the electronic and lattice contributions to the total
entropy. As shown in Figures 6(b) and 7(b), the samples remain in the A phase at the low
temperatures when they are cooled down in the magnetic field above Hms. Therefore, the appli-
cation of high magnetic fields enables us to measure the specific heat in both A and M phase for a
sample. Figure 11 shows the results of specific heat measurements for In13.5 at low temperatures,
which are plotted as C/T versus T2. The data of A phase (open circles) are measured after the field
cooling at 12 T from room temperature. The data in both phases can be fitted by the function:

C ¼ γT þ βT3; ð10Þ

where the first term represents the electronic contribution and the second term corresponds to
the phonon contribution. The electronic contribution to the specific heat is characterized by
Sommerfeld coefficient, γ, which is proportional to the density of states at Fermi level. The
phonon contribution with the coefficient β provides us with the Debye temperature ΘD. The

values [γ, ΘD] are estimated to be [γA = 52 mJ/kg K2 (3.4 mJ/mol K2), ΘA
D ¼ 314 K] for A phase

and [γM = 48 mJ/kg K2 (3.1 mJ/mol K2), ΘM
D ¼ 361 K] for M phase, respectively. The electronic

contribution to the total entropy change ΔSele is estimated as:

ΔSeleðTÞ ¼ ðγA � γMÞT: ð11Þ

At 300 K, ΔSele becomes 1.2 J/kg K. This value corresponds to about 5% of the total entropy
change at MT. Thus, the electronic contribution to the IMCE does not play dominant role.

Figure 10. The temperature dependence of ΔTad(15T) (red triangles), which is defined in Figure 9(b). The open squares are
the MCEs calculated from isothermal magnetization curves using Eq. (5) [39].
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The specific heat of lattice system can be calculated by assuming the Debye model:

CV ¼ 9NkB
T
ΘD

� �3ðΘD=T

0

x4ex

ðex � 1Þ2 dx: ð12Þ

Therefore, the lattice contribution to the total entropy change ΔSlat(T) due to the difference of
the Debye temperature between A and M phase can be calculated. Here, the CV in Eq. (10) is
the specific heat under the constant volume, while the measurements are carried out in the
isobaric condition. Hence, one has to consider the difference of the specific heat between at the
constant pressure and at the constant volume conditions, which can be calculated as:

Cp � CV ¼ 9α2BVT, ð13Þ

where α is bulk thermal expansion coefficient, B is bulk elastic modulus, and V is molar
volume. Using the values α = 6.67 � 10�6 K�1 for Ni45Co5Mn37In13 [40] and B =140 GPa for
Ni50Mn25In25 [41], one obtains Cp � CV = 2.3 J/kg K at 300 K, which is smaller than the 0.6% of
the experimentally obtained Cp at 300 K [39]. Therefore, the calculated data Clat can be com-
pared with the Cp for the entire temperature range. The ΔSlat is calculated as 51 J/kg K at 300 K,
which is about twice larger than ΔStot value obtained from the phase diagram [Figure 7(b)].
This indicates that the lattice contribution plays the central role in the IMCE.

Figure 11. Specific heat of In13.5 plotted as C/T versus T2 [39].
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4.2.4. Estimations of the electronic, lattice and magnetic entropy changes

Using Eqs. (11) and (12), ΔSele andΔSlat can be calculated for the entire temperature range, which
are plotted as the blue- and green-solid curves in Figure 12. The magnetic entropy change ΔSmag

is calculated by subtracting ΔSele and ΔSlat from the total entropy change (ΔSmag = ΔStot � ΔSele
�ΔSlat). The TMT dependence of ΔSmag estimated from the experimental data of ΔStot below 300
K is plotted as the red-dashed curve in Figure 12. The ΔSmag is estimated as ΔSmag = �29 J/kg K

(1.9 J/mol K) at 300 K. As mentioned in Section 4.2.2, the magnetic entropy in A phase (SAmag) can

be calculated by using the mean-field model. Using the values TC = 383 K and J = 0.88 for In13.5,

the SAmag is calculated as 79 J/kg K (5.1 J/mol K) at 300 K. Therefore, the magnetic entropy of theM

phase can be estimated as SMmag ¼ 108 J/kg K (7.0 J/mol K). If one assumes a random arrangement

of spins in the paramagnetic M phase, the magnetic moment of the M phase gJM ¼ 1:32 is

obtained from the relation: SMmag ¼ NkBlnð2JM þ 1Þ. This magnetic moment is smaller than that

of the A phase by 25%. This result indicates that the magnetic contribution to the total entropy
change is composed of not only the negative change due to the spin ordering but also the
positive change due to the change in the magnetic moment.

Figure 12. Calculated entropy changes through the MTas functions of the transition temperature (ΔSele, ΔSlat, ΔSmag, and
ΔStot versus TMT) [39]. The solid and open squares are the experimentally obtained ΔStot [22, 42]. The open triangles are
the ΔStot estimated by the M � H curves shown in Figure 7(a).
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By assuming the constant value of SMmag ¼ 108 J/kg K, the temperature dependence of the mag-

netic entropy change can be calculated as ΔS0magðTÞ ¼ SAmagðTÞ � SMmag. The result is plotted as a

red-solid curve in Figure 12. The calculated ΔStot is also plotted as the black-dashed curve in
Figure 12, which coincides with the experimentally obtained data for Ni50�yCoyMn50�xInx for the
various x and y values above 300 K. Above TC, the ΔStot shows the small temperature depen-
dence. In this temperature region, both A and M phase are paramagnetic, where the contribution
of the spin ordering can be neglected. Hence, the ΔStot was determined by the difference of the
lattice entropy and the difference of the magnetic moment. Below TC, the A phase is ferromag-
netic, and therefore, the contribution of the spin alignment increases with decreasing TMT. This
effect dominates the TMTdependence of the ΔStot. This behaviour of the ΔStot in the vicinity of the
TC can be confirmed in the x dependencies of the Ni50�yCoyMn50�xInx [22, 43].

Below 300 K, the calculated ΔStot no longer reproduces the experimental results. This discrep-
ancy can be attributed to the improper assumption of the constant SMmag. To obtain the deeper

insight into the magnetic contribution to the IMCE at lower temperatures, the detailed infor-
mation about the magnetic structure of M phase is necessary.

4.3. NiCoMnGa

In the NiCoMnIn, the negative entropy change due to the spin ordering through the MFIMT
suppresses the ΔStot and dominates the TMT dependence of the ΔStot, as shown in Figure 12.
Therefore, the large IMCE due to the lattice entropy change and due to the change of magnetic
moment is expected to occur when a material undergoes MT from the ferromagnetic/paramag-
netic M phase to the ferromagnetic/paramagnetic A phase.

Recently, Kihara et al. carried out the magnetization and MCE measurements for Ni41Co9Mn31.5
Ga18.5. Figure 13 shows the isothermal M � H curve measured in the pulsed magnetic field at
260 K. At this temperature, the sample is in ferromagnetic M phase at zero-field. As shown in
Figure 13, the sample undergoes the MFIMT from the ferromagnetic M phase to the ferromag-
netic A phase. In this case, it can be predicted that the negative entropy change due to the spin
ordering is smaller than that when the magnetic field is applied to the paramagnetic M phase.
Hence, the large and TMT independent IMCE is expected to be observed.

Figure 14 shows the result of the direct MCEmeasurement at 257.5 K. The sample temperature
increases with increasing magnetic field below 16 T in both field increasing (the M phase) and
decreasing (the field induced A phase) processes. This temperature increase can be considered
as the conventional MCEs due to the forced spin alignment by the magnetic field. In the field
increasing process, the sample temperature steeply decreases above 16 T, which can be consid-
ered as the IMCE through the MFIMT. However, this temperature decrease is observed up to
36 T, where the MFIMT seems to be completed above 30 T according to the magnetization
measurement (Figure 13). In the successive field decreasing process, the sample temperature
increases reversibly and starts decreasing at around 25 T, where there is no anomaly in theM � H
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Figure 14. Magnetic field variation of the sample temperature in the adiabatic condition for Ni41Co9Mn31.5Ga18.5 mea-
sured at the initial temperature of 257.5 K.

Figure 13. M � H curve measured in the pulsed magnetic field at 260 K for Ni41Co9Mn31.5Ga18.5.
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Figure 13. M � H curve measured in the pulsed magnetic field at 260 K for Ni41Co9Mn31.5Ga18.5.
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curve. The temperature difference between 0 and 36 T is ΔTad (36T) =�3.9 K, which is indicated
in Figure 14. Contrary to the expectation, the large IMCE is not observed. The origin of this
unexpected MCE in the Ni41Co9Mn31.5Ga18.5 is still unclear.

5. Conclusion

In this chapter, the direct measurement system of magnetocaloric effect (MCE) under pulsed-
high-magnetic field is introduced. Using this technique, the inverse magnetocaloric effects
(IMCE) of NiCoMnIn and NiCoMnGa were measured as adiabatic temperature changes in
pulsed fields. The electronic, lattice and magnetic contributions to the total entropy change
through the magnetic field induced martensitic transformation (MFIMT) are individually
evaluated by the combination of the results of MCE, specific heat and magnetization measure-
ments. Through the analysis for NiCoMnIn, the validity of the present experiments for the
metamagnetic shape memory alloys is demonstrated.

In conclusion, the origins of the IMCE of NiCoMnIn are as follows. The electronic contribu-
tion to the IMCE is negligibly small. On the other hand, the significant change in entropy of
the lattice system plays a dominant role in the IMCE. The magnetic contribution involves the
two different contributions competing with each other: the increase of magnetic moment
(positive entropy change) and the spin ordering (negative entropy change). Moreover, the
magnetic contribution determines the composition dependence of the total entropy change
(ΔStot) at the martensitic transformation (MT), when the MT temperature (TMT) and Curie
temperature in the austenite phase (TC) are close to each other. However, the model
presented in this chapter cannot reproduce the composition dependence of the ΔStot when
the TMT and TC are far away from each other. To clarify the origin of the IMCE for the entire
temperature range, the detailed experiments about the magnetic structure of the martensitic
phase are important.

The magnetization and MCE measurements are carried out at 260 K for Ni41Co9Mn31.5Ga18.5.
In the MCE measurement, a complex field dependence of the sample temperature is observed.
To clarify the origin of the MCE in the Ni41Co9Mn31.5Ga18.5, the MCE measurements in the
wide range of temperatures and the instantaneous observation of the structural change
through the MFIMT are highly desirable.
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Abstract

New nanostructural shape memory alloy (55.91 wt% of Ni and 44.03 wt% of Ti) for the 
production of minimally invasive implantation medical devices (stents) was tested for 
corrosion resistance under static conditions by dipping it into solutions with various 
acidities (pH from 1.68 to 9.18) for 2 years, for static mechanical properties and for 
biocompatibility. The material for investigations was 280‐μm wires before and after 
thermal treatment at 450°C for 15 min in air and surface mechanical treatment. The 
characteristic image and size of grains were determined using the transmission electron 
microscope (TEM), and the phase composition; surface morphology; and the layer‐by‐
layer composition were investigated using an X‐ray diffractometer; a scanning electron 
microscope (SEM); and an Auger spectrometer. The nickel release from the investigated 
nanostructural nitinol is less in comparison with data for microstructural nitinol in a 
solution of any acidity. Dissolution in the alkali medium is absent. A significant retar‐
dation of the nickel ion release (and insignificant concentration as a whole) and the 
absence of titanium ion release in the weakly acidic and neutral solutions with pol‐
ished samples are observed. A simultaneous 7–11% increase in strength and plasticity 
in comparison with microstructural nitinol was attained. Toxicity of samples has not 
been revealed.

Keywords: nitinol, biocompatibility, corrosion resistance, shape memory effect, 
superelasticity
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1. Introduction

Nitinol (NiTi) alloys possessing a shape memory effect (SME) and mechanical characteristics 
similar to the behavior of living tissues have been already used for years as the material for 
production of medical devices, including implants, for example stents [1–6].

SME promotes the production of the least traumatic self‐expanding stents, which are implanted 
into the human body to relieve obstruction or constriction of the respiratory, digestive, excre‐
tory, and cardiovascular systems and to restore the normal circulation of physiological flows 
without the need for additional devices except the catheter carrier [6]. But nitinol contains nickel 
(including on its surface) which is toxic for organisms [7–9]. Different authors give completely 
different durations (up to constant) and magnitudes (from fractions to hundreds of mg/L) of 
the nickel ion release from microstructural nitinol into the medium [8–16]. And also, a different 
level of nitinol biocompatibility and of its electro‐chemical corrosion characteristics is noted [2, 
8–10, 17, 18]. Nitinol properties are generally determined by the structure and the composition, 
which depend on the production process and treatments [2, 8–9, 11, 17, 19–22].

As is well known, formation of nanostructures imparts special, controlled characteristics to 
materials [23, 24]. Nitinol, as titanium, is a self‐passivated material, that is, it forms a complex 
surface oxide layer, which protects the material from corrosion, and also is biocompatible in 
itself [2, 10–12]. This oxide layer also surrounds each grain. Therefore, it is possible to assume 
that increase in a volume fraction of such grain boundaries in alloy at its nanostructuring will 
positively affect its corrosion resistance and biocompatibility. On the other hand, the high 
density of intergranular surface defects could lead to a poor corrosion performance since cor‐
rosion attack typically initiates at surface heterogeneities [25].

As described in Ref. [25], one of the most efficient methods of fabrication of bulk nanocrys‐
talline materials is the severe plastic deformation (SPD) leading to the breakdown of coarse 
grains into nanosized (with the size less than 100 nm) grains. The main SPD techniques are 
equal channel angular extrusion (ECAP) including thermomechanical treatment, high pres‐
sure torsion (HPT), hydrostatic extrusion, and others.

It is noticed in literature that nanostructure has an ambiguous effect on the nitinol proper‐
ties and this is little studied. Investigations showed that in HCl nitinol in the nanosized state 
(grain diameter of 10 nm) reveals a significantly lower corrosion resistance than in the micro‐
structural state because of an increase in the boundary length and in the amount of defects 
of the grain structure; and nitinol in NaCl, on the contrary, is more passive (consequently 
corrosion resistant) [26]. In the study [25, 27–29], there is no difference in corrosion processes 
between micro‐ and nanostructured nitinol. But in case of nanostructured titanium, corrosion 
resistance reduction was observed [30] though in all works positive influence on mechani‐
cal properties of materials was noted. In Refs. [31–33], large recoverable strains, resistance 
against cyclic plasticity mechanisms, plasticity, and good fatigue response were achieved by 
grain refinement by means of ECAP. HPT produced an ultrafine‐grained structure with grain 
sizes in the range from 5 to 100 nm, which leads to a very high strength, good ductility, 
high recovery stress, and to a maximum reverse strain, significantly improving cyclic endur‐
ance and pseudoelasticity [34]. Additional electropulse current treatment of coarse‐grained 
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and ultrafine‐grained NiTi (grain diameter more than 100 nm) results in the formation of 
structures with a grain size less than 80 and 100 nm, correspondingly (was more effective for 
microstructural material), with increased deformability and mechanical properties [35]. At 
the same time, according to the computational model and the experimental data in Ref. [36], 
it was shown that when the grain size is smaller than some critical value (around 50–80 nm 
in all directions), the martensitic phase transformation is totally suppressed even though the 
material severely deforms; whereas in another experiment, nanostructure does not prevent 
phase transformations that are influenced only by aging regime and cooling rate [37]. Authors 
of Ref. [38] noted that the cold‐drawn nitinol contains 50 nm thick grains and possesses quite 
high tensile strength, hardness, and fatigue life, the maxima of which are reached after heat 
treatments at 450°C within 15 min; and heat treatments at above 450°C induced recrystalliza‐
tion and grain and precipitate growth. It is shown that the nanostructural morphology of the 
nitinol and titanium surfaces at the tissue‐implant interface positively affects biocompatibility 
in vitro and in vivo and enhances functional activity of desirable cell cultures and enzymes 
without any fibrous tissue intervention. However, not all nanomorphologies on implants 
imparted a similar biological response [39, 40].

Thus, it is still of interest how nanostructuring can influence operational characteristics of 
nitinol as a medical (implantation) material. The aim of this chapter is to investigate the com‐
position, structure, and properties of polycrystalline nitinol with nanograins.

2. Obtaining and investigating nanostructural NiTi alloy for medical 
application

Nanostructured wires with a diameter of 280 μm made of nitinol (50.9 wt% of Ni) were 
obtained from the Institution of Russian Academy of Sciences, A.A. Baikov Institute of 
Metallurgy and Material Science, before processing and after mechanical and/or thermal 
treatments were investigated.

To obtain the material, we used the modernized complex plastic deformation technology 
developed in the IMET RAS. The corresponding charge was re‐melted several times in a vac‐
uum furnace in argon. Ingots were transformed by rolling and rotary forging at a temperature 
of 750–1000°C into bars with a diameter of up to 4 mm, from which the wire was obtained by 
step‐wise hot drawing through a synthetic diamond die and by intermediate thermal treat‐
ment for stabilization of the material structure and removal of mechanical stress.

The mechanical treatment (by abrasive paper from 180 to 1000 grit and finally by GOI (State 
Optical Institute) paste to a mirror surface) of the wire surface was carried out by an abrasive 
cloth for the removal of flat indentations and defects in the form of dimples after wire draw‐
ing. The decrease in the diameter was to 10 μm in comparison with the original. The thermal 
treatment of nitinol that allows one to vary static properties and cyclic loadings in operating 
conditions with a wide range of deformations is extremely important for stabilization of the 
properties, constraining (shaping) the samples, and successful application of the product. The 
optimal conditions for the thermal treatment were chosen from the previous researches as 
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T = 450°C and an annealing time of 15 min (what has coincided with [38]), and carried out in 
a LOIP LF 7/13_G2 muffler (Russia) equipped with a programmed controller.

To investigate the wire microstructure, the preliminary etching of the surface was carried 
out in a mixture of 1 mL HF + 2 mL HNO3 + 47 mL H2O composition for 2–3 min, upon ter‐
mination of which the sample was washed several times in distilled water and dried in air. 
Investigations were carried out on an Axiovert 40 MAT optical metallographic microscope 
(Carl Zeiss, Germany) with digital image processing. The characteristic image and size of 
grains were determined with the use of a TECNAI 12 transmission electron microscope (TEM) 
(FEI COMPANY, USA), and samples were prepared by means of a GATAN 691 ion‐etching 
device (Gatan Inc., USA). To determine the phase composition, we used an Ultima IV X‐ray dif‐
fractometer (Rigaku Co., Japan) in Cu Kα—radiation on the basis of Bragg‐Brentano method. 
Phase analysis was prepared in the PDXL program complex using the ICDD database. The 
surface morphology and the layer‐by‐layer composition were investigated on a scanning elec‐
tion microscope (SEM) VEGA II SBU with the module INCA Energy for energy‐dispersive 
analysis (TESCAN, Czech Republic) and on a JAMP‐9500F Auger spectrometer (JEOL Co., 
Japan) in combination with ion etching at argon bombardment under an angle of 30°.

The bright‐field TEM image in Figure 1a shows that nitinol grains resemble nanofibers with 
a cross‐section size from 30 to 70 nm, and the longitudinal section size of fibers is several 
microns. Thus, grains are extended along the wire axis. Rings are seen in the microdiffraction 
pattern (Figure 1b), which point to polycrystalline structure of the sample. The calculation 
and analysis of the interplanar spacing distances from the electron diffraction patterns show 
that they correspond to the B2 phase.

Also, according to the energy‐dispersive and X‐ray structural analyses (Figure 2a), the 
material volume is represented by the base of the B2 phase of TiNi and inclusions of Ti2Ni  

Figure 1. Transmission electron microscopy data: (a) bright‐field TEM image and (b) microdiffraction pattern.
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Figure 2. Nitinol structure data: (a) X‐ray diffraction patterns and (b) microstructure analysis.
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intermetallides. The character of X‐ray patterns indicates that the composition is unchanged 
after thermal treatment. The microstructure analysis (Figure 2b) verifies that the base of the 
alloy investigated is represented by the B2 phase, and the material contains Ti2Ni intermetal‐
lides, and the sizes and the volume fraction of which are unchanged after annealing.

According to the SEM images (Figure 3a), the wire surface before treatment is heteroge‐
neous and covered by spots, dark areas alternating with bright ones and the high rough‐
ness is clearly expressed. After annealing (Figure 3b), the surface externally is similar to the 
initial one, whereas after polishing (Figure 3c) practically all defects and the roughness are 
smoothed, spots are absent, and only traces of treatment are visible. Surface microdefects are 
grooves with a depth and width of less than 1 μm, and after polishing and annealing, the wire 
surface is the most‐smoothed and uniform (Figure 3d).

Figure 3. SEM image of the wire surface: (a) before treatment, (b) after annealing, (c) after polishing, and (d) after 
polishing and annealing.
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The compositions of bright and dark spots are different (Figure 4a): a high content of titanium 
oxide is revealed in bright ones and carbon, in dark ones. Both layers attain 3 μm in thickness 
and are not placed over each other. Such a thick surface layer, as was believed, was a result 
of the long intermediate thermal treatment during the wire production [8, 9, 41]. Most likely, 
therefore, annealing for 15 min does not have an effect on features of changing the com‐
position. Carbon is present on the wire surface, probably, due to graphite‐containing lubri‐
cant (used during wire drawing), which remains on the wire surface and then sticks during 
annealing. The same effect (impurities on the surface after several cycles of treatment due to 
lubricant) was observed in Ref. [11]. The composition of the polished surface is homogeneous 
(Figure 4b): the entire wire is covered by an oxide layer less than 20 nm in thickness, which, 
according to the literature [41], must positively affect corrosion resistance under dynamic 
conditions because thin oxide layers show greater flexibility and may adapt to loads applied 
to the material. The minus is the presence of nickel in the surface layer, though in an insig‐
nificant amount. The subsequent annealing promotes the formation of an oxide‐nitride layer 
up to 80–150 nm in depth, to 50–60 nm free from nickel that could affect corrosion resistance 
of material positively (Figure 4c), that is also connected with thermal treatment which leads 
to the formation of mixed surface layer consisting of titanium and nickel oxides and to the 
growth of the oxide layer thickness [8, 9, 41].

The mechanical properties of samples with a working part length of 45 mm were determined 
under the conditions of static stretching on an Instron 3382 (Instron, USA) universal testing 
machine with a loading speed of 2 mm/min. The base diameter was used in the calculation 
of strength properties. Three to five samples were tested per one experimental point. The 
conventional yield strength σ0.2, the ultimate strength σu, and the relative elongation δ were 
determined (Table 1).

Results of the mechanical stretching tests showed positive influence of annealing on strength 
properties of alloy in both structural states, and strength properties of a nanostructural nitinol 
exceeded strength properties of microstructural nitinol by 1.3–1.5 times. Nitinol wire polish‐
ing after drawing promotes an increase in the static properties of a nanostructural alloy of 
18%. Relative elongations of all samples were of 51–53%.

Heat treatment significantly increases cyclic durability of nanostructural material (Figure 5). 
Its durability in the initial state is insignificant, and all fatigue curves lie in the low‐cyclic area 
(below N = 6 × 103 cycles). After annealing, durability sharply increases both in the field of 
low‐cycle and multicycle fatigue. The durability limit after annealing on the basis of 4 × 106 
cycles is 400 MPa.

The wire disintegrates with the formation of a neck (Figure 6). The fracture surface is aligned 
almost perpendicularly to the stretching axis. It consists of a set of unequally sized self‐ similar 
pores (cups) of the viscous break. The destruction starts from the most serious defects on the 
sample surface in the zone of the neck where the main crosscut crack, to which the formed 
pores are merged, is formed. Heat treatment practically does not influence the nature of 
destruction.

Micro‐Vickers hardness measurements determined at loading 1–2 N by the WOLPERT GROUP 
401/402 device—MVD (WILSON Instruments, USA) equipped with a light microscope.
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Figure 4. Wire surface structure according to Auger spectroscopy prior to the immersion testing: (a) before treatment 
and after annealing (dark and bright spots in Figure 3a and b), (b) after polishing, and (c) after polishing and annealing.
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Microhardness of nanostructural material is higher by ≈ 38% in comparison with a microstruc‐
tural analog (332 ± 3 and 240 ± 3 HV, respectively). It can be explained by the increase in  volume 
fraction of grain boundaries and also by the presence of titanium oxides on these  borders, 
the hardness of which is higher than the basic hardness. As a result of surface polishing, a 
formation of a thin uniform oxide layer with a small share of impurity takes place, and micro‐
hardness increases by 17.5% (from 332 ± 3 to 390 ± 4 HV). The subsequent annealing within 
15 min at 450°C promotes the thickening of the oxide layer and an increase in the share of 
titanium oxides in it that leads to additional increase in microhardness by 2.3% (to 399 ± 3 HV).

The corrosion resistance of the material was determined under static conditions by immersion into 
solutions with various acidities because pH in the human body changes from 1 to 9 (for example, 
1.05 at the duodenum; 1.53–1.67 is the norm of gastric juice; 3.8–4 in the near‐surface area of the 
bowels; 7.34–7.43 is the norm of blood; 8.5–9 in the bowels; etc.). We used a neutral 0.9 wt% solu‐
tion of sodium chloride, artificial plasma, and four standard buffer solutions (to reproduce acidic 
and alkaline media at the given level) [8, 9, 42], which are listed in Table 2, and for comparison, 
we also used a 0.03‐M solution of hydrochloric acid. The standard buffer solutions were prepared 
from corresponding standard trimetric substances (fixanals) made by Merk (USA).

Wire samples (1—TiNi before treatment, 2—TiNi after annealing, 3—TiNi after polishing, 
and 4—TiNi after polishing and annealing), with a weight of 32.6 mg each (separately from 

Figure 5. Fatigue curves of a nanostructural nitinol before treatment (1) and after annealing at 450°C, 15 min (2).

Batch number Sample σ0.2, MPa σu, MPa

1 Microstructural nitinol before treatment 497 1423

2 Nanostructural nitinol before treatment 507 1485

3 Microstructural nitinol, annealing of 450°C, 15 min 564 1635

4 Nanostructural nitinol, annealing of 450°C, 15 min 742 1885

Table 1. Effect of annealing on nitinol mechanical properties.
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each other) were placed into flasks of heat‐resistant laboratory glass (acidic and neutral 
media) or polypropylene (alkali medium) with 100 mL of the selected solution. The flasks were 
hermetically closed by a lapped cover and aged in a dark place. Sampling from flasks for 
analysis was done after a selected period (10, 25, 45, 60, 75, 236 or 287, 704, or 754 days). 
The initial buffer solutions were used as reference solutions. Analysis was carried out by an 
ULTIMA 2 sequential atomic emission spectrometry (HORIBA Jobin Yvon, Japan) for using 
atomic emission spectrometry (AES) with inductively coupled plasma (ICP) for direct simul‐
taneous determination of titanium and nickel in solutions.

Figure 6. Disintegration behavior of the nitinol wire at static stretching.

No рН Сomposition

1 1.68 Potassium tetraoxalate КН3С4О8 × 2Н2О, 0.05 М

2 3.56 Acid potassium tartrate С4Н5О6К, 0.025 М

3 4.01 Acid potassium phthalate С8Н5О4К, 0.05 М

4 6.31 Sodium chloride NаСl, 0.9 wt%

5 9.18 Acid sodium tetraborate Nа2В4О7 × 10Н2О, 0.05 М

6 7.36 Artificial plasma: NaCl (92.3 mМ), NaHCO3 (26.3 mМ), K2HPO4 (0.9 mМ), KCl 
(2.7 mМ), NaH2PO4 (0.22 mМ), CaCl2 (2.5 mМ), MgSO4·7H2O (0.82 mМ), Na2SO4 
(1.48 mМ), D‐glucose С6Н12О6 (5.55 mM) [8–9]

Table 2. pH and composition of the solutions used for immersion tests.
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After immersion, the surface morphology and layer‐by‐layer composition were also investigated.

The results of measuring the ion release into solutions are represented in Figures 7 and 8. 
Insignificant corrosion is observed in acidic and neutral media, and the nickel concentration is 
less than the average magnitudes cited in the literature [8, 9, 11–13, 43]; however, the titanium 
content is revealed in solutions. There are no results about all samples in the alkaline environ‐
ment and artificial plasma, and also about TiNi‐3 and TiNi‐4 samples in solutions with acidity 
3.56–6.31 since, in these cases, the release of elements was zero or below a limit of detection 
for the overall time of the investigation.

Comparison of the treatment effect on the corrosion resistance of samples (Figure 7) makes 
it possible to conclude that the samples undergo the most corrosion after annealing, and the 
mechanical treatment, as was expected, strongly increases the corrosion resistance of nitinol.

According to the literature, the thermal treatment at a temperature from 400 to 1000°C, which 
is required for stabilization of the mechanical properties, always results in the significant wors‐
ening of the corrosion resistance due to the formation of nonuniform surface layers consisting 
of titanium and nickel oxides [21, 22, 41]. The undesirable effect of the thermal treatment on the 
corrosion resistance can also be explained by the occurrence of tempering and recrystallization 
of the outer cold‐hardened (strengthening) layer on the surface of untreated nitinol, which 
forms during its production. At the same time, the surface treatment, which facilitates the for‐
mation of the most perfect and homogeneous passive film, increases the corrosion resistance.

And in case of TiNi‐4 and TiNi‐3 samples on an initial stage of researches regularity has the return 
nature. It is possible to assume that in the beginning thicker oxide surface layer of a sample after 
polishing and annealing acts as the better barrier against diffusion of nickel ions in solution;  

Figure 7. Nickel concentration in solution with pH 1.68 as a function of sample treatment and immersion time.
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however, after a long period of immersion, its nonuniformity does not allow to slow down leach‐
ing of elements as effectively as in case of a more uniform passive film which is initially received 
when polishing. The ratio of metal concentration in solutions with the annealed and the nonan‐
nealed samples at existence and lack of polishing treatment approximately coincides.

The surface examination after holding in solutions also reveals the hardest corrosive attack 
after annealing and the lowest after polishing. However, the wire diameter changes dispro‐
portionately to the ion concentration in the solution. For example, the diameters of untreated 
and annealed wires are almost equal after holding in the media with pH 1.68 (Table 3); that is, 
the surface fails nonuniformly, and it is corroded by single deep holes and pores.

In previous researches [42], a release of ions both of nickel and of titanium was observed; in the 
most acidic environment, the Ni released is about 1.5–2 times more (however, both concentra‐
tions are small, and the titanium concentration is not toxic for an organism), at pH 3.56 nickel 
concentration was 2–4 times more, and in other solutions titanium was not revealed which is 
consistent with literary data about its consumption on a passive film formation [8, 9, 42].

The ion concentrations of both nickel and titanium in solutions increase with time; however, 
this increase has a different character depending on the medium (Figures 7 and 8). During 
short‐term tests [42], we believed that the slope of time‐dependent concentration curves 
decreased gradually in all media, flattening out because of the termination of metal etching 
from the surface. It was so in general, however, the long‐term investigation showed small 

Figure 8. Nickel concentration in investigated solutions with various acidities with nitinol sample without treatment 
as a function of sampling time. The marked curves correspond to solution pH: 1—1.68, 2—3.56, 3—4.01, and 4—6.31.
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fluctuations in the slope of the concentration curve toward increase and reduction of metal 
release in acid media. The last in comparison with published data can be related to sequential 
processes of the destruction and renewal of the protective oxide film (de‐ and repassivation) 
on defect areas [12, 44, 45].

The greater ion release from samples of a single type is observed in the most acidic medium 
(Figure 8), which abruptly drops with increasing pH and again increases in the NaCl solu‐
tion. This corresponds to expectations. On the one hand, the metal ion release increases with 
increasing acidity, which in the theory corresponds to an increase in the corrosiveness of the 
medium. On the other hand, a high metal yield (it is greater than that for solution with acidity 
of 4.01 and 3.56 in the initial period and for pH 4.01 after 600 days) is revealed in the physi‐
ological saline, being a fairly concentrated source of chlorine ions, which are related to corro‐
sion activator ions, having a depassivation and pitting corrosion effect, having a metal affinity 
greater than oxygen, and displacing the latter from its compounds with metals [46, 47].

Visually, the most damage occurs also at pH 1.68 after holding for 2 years (Figure 9a and 
Table 3). According to the location of pitting, the corrosive attack occurs coaxially to the 
direction of defects in production during drawing. Small traces of corrosion are observed 
at the surface at an acidity of 3.56. Defects of the metallic surface are no longer revealed at 
pH 4.01; however, depositions of organic nature are clearly expressed, which cover the wire 
with great strata and fibers but do not cover it completely (Figure 9b). Wires in the neutral 
solutions are covered by a smooth homogeneous surface layer (Figure 9c); and traces of 
pitting are absent, which supposedly is a result of repassivation of the damaged surface. 
Changes in the surface and diameter (Table 3) are not observed after holding in the alkaline 
medium. Because the used buffer solutions were not physiological media and served only 
for formation of the required pH, their effect on the alloy was compared with the effect of 

Diameter, µm Sample рН

280.00 Nontreated –

280.00 Annealed –

270.00 Polished –

253.74 Nontreated 1.68

275.59 Nontreated 3.56

277.14 Nontreated 4.01

275.16 Nontreated 6.31/7.36

280.00 Nontreated 9.18

252.46 Annealed 1.68

257.00 Polished 1.68

270.03 Nontreated 1.5 (HCl)

Table 3. Diameters of each type of NiTi wire sample before and after immersion for 2 years in solutions with various 
pH values.
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hydrochloric acid [42]. The wire surface after long holding in HCl solution (Figure 9d) is 
more like the surface after holding in the physiological saline than in the acidic buffer, and 
the change in diameter (Table 3) is significantly less than that in a solution with pH 1.68. At 
the same time the concentrations of solved nickel for a short time in solutions of hydrochloric 
acid with pH 1.56 (the acidity changed to 2 after 2 years of immersion) and the buffer with 
pH 1.68 were close and that of titanium differed by more than a factor of two (after 10 days 
nickel concentration in HCl solution was 1.94 mg/l, titanium concentration was 0.515 mg/l). 
This gives occasion to suppose that the behavior mechanism in the two chloride‐containing 
media is similar, etching of metals from the surface slows down at the initial similarity of 
magnitudes of solved nickel at long‐term holding in the acid, and the surface is covered by 
a protective film.

Figure 9. SEM image of the untreated NiTi sample surface after 2 years of immersion in various solutions: (a) buffer at 
pH 1.68 (Solution 1; Table 2); (b) buffer at pH 4.01 (Solution 3, Table 2); (c) 0.9 wt% NaCl (Solution 4, Table 2); and (d) 
HCl (pH 1.56).
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In the case with solutions of salts of organic acids (pH 1.68–4.01), the dissolution of nickel 
and titanium is explained because both elements react with them [42]. In addition, regions 
of selective dissolution of metals were revealed, titanium in acidic media and nickel in acidic 
and neutral media [48]. However, nickel is subjected to corrosion damage in oxidizing media, 
and titanium is considered as satisfactorily stable (has a pitting corrosion potential almost 
two orders of magnitude higher than that for nickel in NaCl solution) [46, 47]. In addition, 
the investigation of the corrosion mechanism of microstructural nitinol in chlorine‐containing 
solutions showed that the corrosive surface demonstrated a low content of nickel, and the 
result of the process was the Ni ion release into solution and the formation of titanium oxide 
in the damaged region because titanium remained at the surface and reacted with dissolved 
oxygen [12]. The region between volume NiTi and surface TiO2 contained layers of Ni3Ti and 
Ni4Ti and clusters of pure nickel [1, 41, 11], the formation of which was caused also by the 
formation of the titanium oxide layer: nickel atoms are released from the Ni‐Ti interatomic 
bond almost at room temperature when the thin oxide layer spontaneously forms at the niti‐
nol surface, and nickel may be released into the solution. However, published data of the 
titanium ion release at the corrosion of microstructural nitinol were not found. Therefore, the 
presence of titanium ions in the NaCl solution turned out to be unexpected. Here, we suggest 
that this is related to the nanostructure of nitinol: nanograins failed during the “washout” of 
nickel from them and released a greater amount of titanium into the solution at the begin‐
ning [42]. Though titanium is not considered to be toxic for humans even in amounts much 
greater than those obtained here and its concentration in the solution is much less than the 
nickel content, it can be noted, however, that the nanostructural properties doubly affect the 
corrosion resistance of nitinol.

We observed that the significant retardation of the nickel ion release (and insignificant con‐
centration as a whole) and the absence of titanium ion release form nanostructural nitinol 
samples in weakly acidic and neutral solutions after mechanical polishing. Traces of pitting 
corrosion on the surface of polished samples are visible only after 2 years of holding in the 
most acidic medium (Figure 10); wires held in the remaining media look intact equally. This 
leads to a conclusion of the occurrence of a strong and homogeneous protective surface layer 

Figure 10. SEM image of the polished wire surface after holding in (a) solution with pH 1.68 and (b) remaining media.
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of titanium oxide, which serves as a barrier to the release of nickel into the medium, and the 
high corrosion resistance of investigated nanostructural nitinol.

According to the literature, with increasing holding period of samples in the chlorine‐contain‐
ing solution, the thickness of the oxide layer increases [12, 14]. The investigation of untreated 
nitinol wires after 4 months of holding in the salt solution showed that their breakdown 
potential of the passive film changed from 200 to 800 mV, which the authors related to a 
decrease in the Ni content on the surface [17].

In this chapter, the surface composition of TiNi wires is practically invariable in the case with 
untreated and annealed samples after holding in solutions. Dark carbon‐containing spots 
with insignificant nickel content and bright areas of titanium oxide with nickel inclusions, as 
before, alternate with each other, and the total analysis over an area of 100 × 100 μm2 demon‐
strate the invariably high carbon content at a depth greater than 1 μm.

The greatest depth of the surface oxide layer, approximately 25 nm, is observed for polished 
wires after holding in neutral solutions (Table 4). At the same time, the titanium distribution 
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itself are shown in Table 4, in the NaCl and artificial plasma comes to a plateau at a depth of 
≈20 nm, whereas in the remaining media, at about 10 nm. The oxygen concentration in the 
surface layer in all samples traverses the maximum at ≈60–70 wt% at a depth of 2.5–7 nm. At 
the same time, the carbon content on these dependences drops abruptly from a fairly high one 
at a depth to 2.5 nm, which can be related to the presence of outer mechanical contaminations 
at the surface. Release of metal ions into the solution with pH 9.18 was not observed com‐
pletely, and this explains the identity of compositions before and after immersion.

Thus, the mechanically polished surface held in the chlorine‐containing medium really looks 
protected from corrosion, including under dynamic conditions, even after subsequent anneal‐
ing. However, the contact of nickel with the surrounding physiological environment never‐
theless is possible that it demands to consider an individual susceptibility of patients.

The biocompatibility of the nanostructured nitinol was measured in vitro using standard test 
systems: the cultures of myofibroblasts from human peripheral vessels and human bone mar‐
row mesenchymal stromal cells (MSC) were used as standard cell models. The myofibroblasts 
were isolated from cut peripheral veins [49] and grown in the DMEM medium (Biolot, Russia) 
with the addition of 10% fetal calf serum (Gibco, United States), 40 μg/mL of gentamicin at 
37°C, and 5% carbon dioxide in a CO2 incubator (Binder, Germany). The MSC (Biolot, Russia) 
were grown in the alpha‐MEM medium (Sigma, United States) under the same conditions.

Samples of materials were placed into the wells of a 6‐well plate (Greiner, Germany). Then 
cells were inoculated on the sample surface (5 × 103 cells per cm2) and cultured for 5 days. 
To determine the numbers of vital and dead cells, the cells growing on the material surface 
were stained with fluorescent dyes—acridine orange (Sigma, USA, 1 μg/mL) and propidium 
iodide (Sigma, USA, 1 μg/mL). Acridine orange stains both vital and dead cells, while prop‐
idium iodide stains only dead cells. After that, the samples were incubated for 10 min at 
37°C [50]. Then the samples were examined under a DM 6000 fluorescence microscope (Leica, 
Germany). For the assay, at least 500 cells on the sample surface were counted. In the case of 
myofibroblasts and MSC, the percentages of vital cells for NiTi were 91 ± 3 and 95 ± 1, respec‐
tively. Thus, the material samples used in the study did not have a short‐term toxic effect on 
the cells that overgrew its surfaces de novo.

The mitotic activity of the cells was assessed considering the mitotic index of the cells in 
the logarithmic growth phase (the 3rd day after inoculation). The number of mitotic cells 
was determined by fluorescence microscopy using the vital staining with the Hoechst 33342 
fluorescent dye (Sigma, USA). The mitotic cells were identified based on the distribution of 
chromatin inherent in the prophase, metaphase, anaphase, and telophase. At least 500 cells on 
the sample surface were counted for the assay. The calculated MI value [51] for the cells grow‐
ing on the NiTi surface was 3.1% for the myofibroblast culture and 1.8% for the MSC culture.

After 5 days of culturing, the morphological analysis of the myofibroblasts and MSC on the 
surface of material showed that myofibroblasts occupy only ≈75% of the NiTi surface acces‐
sible for the growth, while MSC occupy ≈50% of the accessible NiTi surface and so no mono‐
layer is formed for either myofibroblasts or MSC.

This means that toxicity of samples was not revealed, but the cell reaction was not the best 
possible.
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Thus it is shown that the use of nanostructured nitinol, obtained and investigated in this 
work, in medicine as a material for noninvasive implants is prospective compared with 
microstructured material, but formation of a corrosion‐resistant and biocompatible surface 
layer in future still seems desirable.

Investigated nanostructural material is currently used to manufacture the noninvasive medi‐
cal implants—stents—successfully applied to restore respiratory and urinary systems and 
esophageal and intestinal patency (Figure 12).

In connection with the presence of increased corrosion resistance, strength and plasticity, shape 
memory effect, controlled by the composition and heat treatment phase transformations, this 

Figure 12. Patency restoration process: (a) stent applied to restore esophageal and intestinal patency, (b) example of the 
restoration of patency in the case of large intestine cancer via the implantation of a stent (operation and photo of the 
Blokhin Russian Cancer Research Center, Russian Academy of Medical Sciences).
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new nanostructural material can also be used to create other medical products and instru‐
ments, as well as can be used in other areas that require the use of smart materials.

3. Conclusions

New nanostructural NiTi alloy that can be used in medical applications was obtained and 
investigated.

The material base is the B2 phase in the form of nanofibers with a diameter of 30–70 nm, 
which are elongated along the wire axis. Inclusions of Ti2Ni intermetallides are also observed, 
the distribution and the size of which are not affected by annealing at 450°C for 15 min.

The nickel release from investigated nanostructural nitinol is less in comparison with data 
for microstructural nitinol in a solution of any acidity. Although earlier in the literature, there 
were no similar results. Dissolution in the alkali medium is absent.

Mechanical treatment increases nitinol corrosion resistance, and thermal treatment decreases 
it, and the nanostructure possibly serves as the cause of the titanium ion presence in the solu‐
tion of any acidity with unpolished samples. A significant retardation of the nickel ion release 
(and insignificant concentration as a whole) and the absence of titanium ion release in the 
weakly acidic and neutral solutions with polished samples are observed.

The mechanical treatment of the surface results in the formation of a thin layer of titanium 
oxide, decreases the roughness and number of defects but does not completely remove nickel 
from the surface. The nickel‐free surface with the 25‐nm titanium oxide protective layer is 
attained by holding in a neutral 0.9 wt% solution of sodium chloride. Such a layer must be the 
barrier to nickel release into the medium even under dynamic conditions.

A simultaneous 7–11% increase in strength and plasticity in comparison with microstructural 
nitinol was attained. The presence of the shape memory effect and the absence of an uncon‐
trolled change in the temperature of phase transformations in connection with nanostructur‐
ing were noted.

Toxicity of samples has not been revealed. But no cell monolayer is formed on the surface of 
nanostructural alloy after 5 days of culturing of the myofibroblasts and mesenchymal stromal 
cells.

Nanostructured nitinol usage in medicine as a material for noninvasive implants is prospec‐
tive compared with microstructured material but formation of corrosion‐resistant and bio‐
compatible surface layer still seems desirable.
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Abstract

Large cycle time, resulted from slow cooling, is the core hindrance to the wide spread 
applications of shape memory alloys (SMAs) as actuators. This chapter discusses a novel 
cooling technique to decrease the cycle time of SMAs. Under this technique, the SMA 
actuator of 0.15 mm diameter was run through a grease-filled Polytetrafluoroethylene 
(PTFE) tube of 0.5 mm outside diameter. Later, same tests were repeated with oil filled 
PTFE tube. The test results conducted in ambient air were used as standard for compari-
son. The actuation current in ambient air was set at 210, 310 and 410 mA. While testing 
with heat sink, i.e. grease and oil, the SMA was heated with 210, 310, 410, 500, 615 and 
720 mA currents for 1 and 2 seconds, whereas the SMA was heated for 1 second only 
with 810 mA current. It was found that the grease cooling reduced the cooling time up 
to 30% and oil cooling by 20%, as compared to the ambient air-cooling time. However, 
the grease-cooled actuators had shown less strain, and their response was non-linear at 
many instances. Heat loss to the sinks resulted to more power consumption than that in 
ambient air cooling for equivalent amount of strain.

Keywords: SMA actuators, long cycle time, SMA cooling, Teflon tubing

1. Introduction

The need for miniaturization and lighter systems has resulted in the development of smart 
actuators, which are compact in size and lighter in weight. The shape memory alloys (SMAs), 
also called the smart alloys, were discovered by Arne Ölander in 1932 [1]. Various properties 
of SMAs, like high work output as compared to other conventional actuators, silent, clean and 
spark-free operation, design simplicity and easy miniaturization, have attracted researchers 
and engineers to use them as actuators in several applications [2].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The operation of SMA actuators is considered to be simple. SMA actuators in many applica-
tions are in the form of a thin wire and their diameters ranging from 0.025 to 0.51 mm [3]. The 
motion created in SMAs is due to a molecular rearrangement in their crystalline structure 
when phase transformation takes place, as shown in Figure 1.

The phase transformation takes place at certain temperatures called phase transformation 
temperature. The phase transformation temperature is determined by the composition and 
heat treatment methods applied to the SMAs. Low temperature phase is known as martens-
ite, whereas, heating results in transformation to austenite phase. SMAs are relatively soft in 
Martensite phase and possess smaller value of Young’s modulus, whereas they are hard in 
Austenite phase with higher value of Young’s modulus.

2. SMA design challenges

The design challenges in SMA-based systems are to succeed over the limitations incorporated 
with SMAs. Some of the SMA limitations are relatively small usable strain, low operational 
frequency, low controllability, low accuracy and low-energy efficiency. However, low opera-
tional frequency resulted from large cycle time is widely reported in literature as core hin-
drance to wide spread applications of the SMAs [5–7]. The operational frequency of SMAs is 
given by Eq. (1) (working frequency of SMAs).

   f  w   =   1 ____  t  h   +  t  c  
    (1)

Figure 1. Phase transformation in SMAs [4].
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Where

fw = Working frequency of SMAs

th = Heating time required by SMAs

tc = Cooling time required by SMAs

The cycle time in SMAs is defined as the total time required by the SMAs to contract and 
expand, hence completing its full cycle. Cycle time is the algebraic sum of heating time (i.e. 
contraction time) and cooling time (i.e. expansion time). The heating time of the SMAs can be 
easily reduced by increasing the magnitude of actuation current, whereas the cooling rate is 
redistricted by the rate of heat transfer rate to the environment surrounding the SMA speci-
men. The actuator response time also depends upon the size and shape of the actuators. The 
SMA actuators with smaller diameter cool faster as compared to those having larger diam-
eters. However, this will affect the loading capacity of SMA actuators. Figure 2 is developed 
by using the technical data provided by Dynalloy, Inc., the SMA manufacturer [3]. It shows 
the relationship between the loading capacity of SMA actuators and cooling time required by 
SMA actuators of various diameters in ambient air at room temperature. However, the time 
required to restore final 0.5% strain is not considered.

Figure 2. Relationship between wire diameter, cooling time and safe load for SMA wire actuators.
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From Figure 2, it can be observed that the cooling time required by the smaller diameter 
SMAs is relatively small. However, the smaller diameter SMAs can carry little load as com-
pared to those carried by SMAs having larger diameter. Therefore, the need is to develop the 
faster cooling mechanisms for SMAs.

Large cycle time is core hindrance to the SMA applications in several areas, including auto-
mobiles, robotics, biomedical, etc.

3. Practical applications of faster SMA actuators

Around 200 actuation tasks are performed in a family car [8]. The actuators required to oper-
ate several functions in a car are categorized as (a) low-power actuators for comfort and 
aesthetic aspects, (b) actuators having high power to operate various control mechanisms 
of vehicles and (c) the actuators with high frequency to control engine performance [9]. The 
SMA actuators are being used in first category of actuators, as applied by Mercedes, BMW, 
General Motors (GM), Hyundai, Ford, Porsche and Volkswagen (VW) to actuate lumbar sup-
port in the car seats for passenger comfort [10]. The SMAs are applicable in second category of 
actuators; however, these are still to be studied for this category, whereas due to low working 
frequency, resulting from large cooling time, the SMA actuators are either not suitable or less 
suitable to be applied against third category of actuators.

The SMAs due to their ability to produce linear motion, high power to weight ratio, light 
weight and compact size are widely being used in several areas of robotics. Some common 
SMA applications in robotics are robotic grippers [11], human organ orthotics like a foot ankle 
orthotics [12], rehabilitation robots like a wearable elbow exoskeleton [13] and bio-inspired 
fish-like robots like i-tuna and dragon fly robots [14, 15]. However, large cooling time is 
reported to be the core limitation of SMAs in the field of robotics [8, 12, 16, 17].

The biocompatibility of SMAs has made them feasible to be applied in several applications 
related to biomedical sciences. SMAs are being used in neurology, cardiology and interven-
tional radiology in different ways [18]. SMA-actuated surgical needles and catheters, artificial 
heart, artificial head and drug-delivery valves are some of the most prominent SMA applica-
tions in area of biomedical [19–22]. However, low working frequency resulted from large 
cooling time is reported to be the serious issue [19, 22, 23].

The SMAs due to attractive morphing properties and ability to withstand dynamic loads are 
used in several aerospace applications. Some of the noticeable aerospace applications of SMAs 
are in wing morphing, for example, the DARPA project for development of smart wings [24], 
SAMPSON project to enhance SMA applications in aircraft engine nozzles at inlets to obtain fly-
ing benefits according to flight conditions [25] and reconfigurable engine nozzle fan chevron by 
Boeing [26]. SMAs are equally applicable in various space research applications, for example, 
folding and unfolding mechanisms for solar panels on Hubble telescope [27], actuation of valves 
and apertures on board of Rosetta mission (2004) and Pathfinder–Sojourner Mission (1997) [28]. 
Their applications can still be enhanced to various actuation applications in spacecrafts, either 
manned or unmanned [29]. However, the limited working frequency of SMAs resulting from 
large cooling time is core issue in many aerospace engineering applications [30, 31].
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4. Literature review

Several studies have been conducted to reduce the cooling time required by SMAs to regain 
martensite phase; however, no any unique method has been proposed. In the following pas-
sages, a review of such studies is presented.

Loh et al. [32] used silicone grease as heat sink. The authors filled the grease in a metal tube 
of outside diameter 0.8 mm and inserted 600 mm long and 0.3 mm diameter SMA actuator 
in the tube.

In reported method, the heat dissipation from SMA to sink was achieved at 5°C per second. The 
SMA actuator was heated by electrical current supply of 2 A, with a duty ratio of 0.4. The mar-
tensitic phase transformation also depends upon the mechanical load connected to the wire; 
however, in the reported work, the SMA actuators are made to lift up 3 kg mass. The system 
had following listed limitations:

i. The metal tube is solid; therefore, it is likely to affect the system’s flexibility.

ii. Since the actuator was jacketed around with coolant, the heat loss at 1.75°C per second 
was observed during the actuation. Heat loss during the actuation will increase the heat-
ing time required for phase transformation.

In another study, Loh et al. [33], while developing the SMA-actuated prosthetic hand, used 
stainless steel (SS) tubes to enhance the heat transfer rate from SMAs to the environment. The 
authors ran 2 SMA wires, each 500 mm long and 0.3 mm diameter, through the SS tubes. The 
SMA actuators were actuated with 50–70 V via pulse width module (PWM). In the reported 
method, the actuation voltage ranging from 50 to 70 V is unsafe for many applications and 
uneconomic as well.

Taylor and Au [17] developed an SMA-actuated prosthetic hand. The authors applied the 
forced air-cooling technique for rapid heat transfer from the SMA wire actuators to the sur-
rounding environment using a small fan. The forced air cooling with a fan produced satisfac-
tory results; however, this method is not applicable in the miniature applications where space 
is a major constraint.

Cheng and Desai [34] applied water circulation through the SMA actuator arrangement for 
cooling purpose. The SMA spring actuator was enclosed inside a silicone tube of inside diam-
eter 1.98 mm. The reported method resulted in 0.33 Hz frequency. However, in the presented 
research, the working frequency of 0.33 Hz was achieved in ambient air cooling when the 
SMA actuator was heated with 410 mA actuation current. The water circulation, as applied 
in reported research, is likely to increase the system’s complexity as a pump will be required 
to circulate the water through the actuator, also special sealing arrangements are necessary 
to avoid water leakage out of actuator. Therefore, the reported system will be bulky and not 
feasible in miniature applications.

Pathak et al. [35], in order to examine the performance of various cooling media, conducted 
a comparative study. The authors conducted tests on various SMA actuator samples whose 
diameters were ranging from 0.1524 to 0.508 mm and each SMA actuator sample was 177.8 mm 
long. The authors tested the SMA actuator samples in still air, forced air convection, mineral 

Development of Faster SMA Actuators
http://dx.doi.org/10.5772/intechopen.69868

109



oil, thermal grease and water as cooling media. In still air, the authors found that SMA wire 
diameter had major impact on the cooling time. It was observed that the values for coefficient 
of heat transfer (h) for 0.1524 mm diameter SMA wire was 153 W m−2 K−1, whereas value of h for 
0.508 mm diameter SMA wire was 68 W m−2 K−1, which is 44% smaller than that of 0.1524 mm 
diameter SMA wire. In forced convection in air, the authors set the air flow rate at 625 ft min−1 
using a fan. It was noticed that the value of h for 0.1524 mm diameter SMA wire was nearly 650 
W m−2 K−1, whereas that of 0.508 mm diameter SMA wire was nearly 400 W m−2 K−1 which is 
40% smaller than h values for 0.1524 mm diameter SMA wire. Since the air was enforced using 
a small fan which is not feasible for miniature applications, for example, in minimal invasive 
surgery, a separate controller will be required to vary the fan speed in order to adjust the speed 
of airflow in the SMA actuator, at the same time, this will lead to more power consumption to 
operate a fan and a possible controller. Later, the authors tested the SMA actuators jacketed 
around with mineral oil. The value of h for 0.1524 mm diameter SMA wire was found to be 
1000 W m−2 K−1, whereas the h value for 0.508 mm diameter SMA wire was nearly 510 W m−2 K−1. 
This shows a reduction of 49% in the h values for 0.508 mm diameter SMA wire as compared 
to that of 0.1524 mm diameter SMA wire. As compared to forced air convection, the h value for 
0.1524 mm diameter SMA wire was improved by 350 W m−2 K−1, whereas the h value for 0.508 
mm diameter SMA wire was improved by 110 W m−2 K−1. However, when compared to still 
air cooling, the h value increased by 6.5 times for 0.1524 mm diameter SMA wire and 8.9 times 
for 0.508 mm diameter SMA wire. Although this is a significant improvement in the values 
of coefficient of heat transfer, the oil cooling is incorporated with certain limitations, which 
include sealing complexity to avoid seepage of oil, also in certain conditions, the viscosity of oil 
may provide the resistance to SMA motion. The authors later characterized the SMA actuator 
in thermal grease. It was found that the value of h for 0.508 mm diameter SMA wire was 55% 
lower as compared to h value of 0.1524 mm diameter SMA wire when thermal grease was used 
as heat sink. The value of h was significantly higher in thermal grease as compared to the h val-
ues in mineral oil and air. For example, the value of h for 0.1524 mm diameter SMA wire was 
4.3 times higher as compared to that in mineral oil and 28 times higher than that in still air for 
same diameter SMA wire. The cooling with distilled water produced better results and cooled 
off the SMA actuators in least time as compared to all other cooling media. The water quench-
ing increased the value of h by 1.3 times for 0.1524 mm diameter SMA wire and 1.6 times for 
0.508 mm diameter SMA wire as compared to h values in thermal grease. However, water cool-
ing has certain costs. However, the major limitation is the boiling temperature of water, as the 
temperature will exceed 100°C, the water will start boiling; therefore, it is only applicable when 
the transformation temperature is lower, for example, in Flexinol® 70°C. For water, some spe-
cial sealing arrangements are necessary. Also, the water circulation without a pump is difficult.

Tadesse et al. [36] conducted a series of tests on Flexinol® and Biometal® SMA actuators manu-
factured by Dynolloy, Inc and Toki Corporation, respectively. Each sample had 0.1 mm diam-
eter and 100 mm long. Considering the actuation current limitations, the authors actuated 
the Flexinol® SMA actuator with 180 mA and Biometal® wire with 200 mA actuation current.

The authors tested the SMA samples in various cooling media including forced air at 0.3 m s−1 
using a small computer fan, forced air cooling at 4.6 m s−1 using a compressor, thermal grease, 
solid heat sink and water quenching. However, the cooling time in ambient conditions was 
used as standard to compare the results of other cooling media.
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Tadesse et al. [36] conducted a series of tests on Flexinol® and Biometal® SMA actuators manu-
factured by Dynolloy, Inc and Toki Corporation, respectively. Each sample had 0.1 mm diam-
eter and 100 mm long. Considering the actuation current limitations, the authors actuated 
the Flexinol® SMA actuator with 180 mA and Biometal® wire with 200 mA actuation current.

The authors tested the SMA samples in various cooling media including forced air at 0.3 m s−1 
using a small computer fan, forced air cooling at 4.6 m s−1 using a compressor, thermal grease, 
solid heat sink and water quenching. However, the cooling time in ambient conditions was 
used as standard to compare the results of other cooling media.
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The SMA actuators cooled off in 1.1 second while let to cool in ambient air, whereas forced 
air cooling at 0.3 m s−1 improved the cooling time to 0.7 second. The high-speed air circula-
tion cooled off the SMA actuators in about 0.3 second. Since the high-speed air circulation 
was achieved using a compressor, it is not practically applicable in miniature and weight 
conscious SMA systems. Solid heat sink was used in the form of aluminium tubes which were 
brought in contact with SMA actuators up on the power cut off to cool the SMA elements. 
The solid heat sink cooled the SMA actuators in 0.41 second. Solid heat sinking as proposed 
by the authors is not applicable in miniature applications, also it will require a close eye over 
the power shut down to bring the sink in contact with SMA actuator as soon as power sup-
ply is cut off. Water quenching cooled the SMA actuators in 0.2 second, which is significant 
reduction in the cooling time of SMAs as compared to ambient air cooling. However, the 
water circulation without a compressor is difficult, whereas water spray with a syringe is not 
practical in many applications including prosthesis, robotics and minimal invasive surgical 
applications. The thermal grease cooling was applied by filling it in a copper tube along with 
SMA actuators. The SMA actuator failed to contract while cooling with thermal grease. The 
author claimed that the reason for the failure in contraction was the fast dissipation of heat 
from the SMA actuator, which retained insufficient heat to cause a phase transformation in 
the actuator. However, in the proposed research, the SMA element was strained up to 4% 
when actuated with 810 mA actuation current, 410 mA actuation current also generated suf-
ficient strain in the SMA actuator.

Russell and Gorbet [37] developed mobile heat sink with a two-wired differential type 
configuration. The authors used a 350 mm long SMA wire actuator of 0.3 mm diameter. 
The mechanism was arranged in such a way that the midpoint of the SMA actuator was 
anchored to a 6 mm diameter shaft, hence leaving 150 mm long SMA actuator on either 
sides of shaft. Furthermore, the heat sink, in a strip form, was attached to the shaft at the 
centre. As the wire contracted upon heating, it caused the shaft to rotate which simulta-
neously rotated the heat sink, attached to the shaft, towards the hot portion of the SMA 
wire, whose current supply was just disconnected. The reported SMA cooling mechanism 
is complex and is not applicable in conditions when smaller lengths of SMA actuator are 
used.

A comprehensive literature review is given in Table 1.

Sr. No. Author Cooling Media Remarks

1 Loh et al. [32] Silicone grease filled in 
copper tube

SMA Cooled off at 5°C per second, 
whereas heat loss at 1.75°C per second was 
observed which will result in more power 
consumption.

2 Loh et al. [33] Stainless steel metal 
tube

Since the system is actuated with 50–70 V 
PWM, which is too high. Also, the metal tube, 
being rigid, will affect the system’s flexibility 
in motion.

3 Taylor and Au [17] Forced air cooling by a 
small fan

Although the proposed method is efficient to 
cool the SMA at faster rate, it is not suitable 
for miniature applications, as in catheters.
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Sr. No. Author Cooling Media Remarks

4 Cheng and Desai [34] Water circulation Water circulation produced the satisfactory 
results. However, the boiling temperature of 
water is core hindrance, also the water being 
a low viscous fluid will require special sealing 
arrangement.

5 Pathak et al. [35] Still air The cooling time increases with increase in 
SMA wire diameter.

Forced air convection Forced airflow can be achieved using a 
fan, which is not practical in miniature 
applications, like minimal invasive surgery.

Mineral oil Mineral oil produced a significant 
improvement in cooling time, as it was 
reduced up to 48% as compared ambient air 
cooling. However, in certain applications, oil 
sealing may be a problem.

Thermal grease Thermal grease reduced the cooling time by 
55%. However, heat loss during actuation is a 
serious issue as reported by [6, 32].

Water Cooling with water produced best results 
amongst all other coolants. However, sealing 
to avoid leakage is core problem.

6 Tadesse et al. [36] Forced air using 
computer fan

Airflow using a fan, which is not practical in 
miniature applications, like minimal invasive 
surgery. Also, special control algorithms may 
be required to control air speed.

Forced air using 
compressors

The use of compressor is not applicable in 
miniature, biomedical weight conscious 
applications of SMAs.

Thermal grease The SMA actuator failed to contract due to 
rapid heat loss to the coolant i.e. thermal 
grease.

Solid heat sink Aluminium tubes, used as solid heat sink, 
were brought in contact with SMA actuator 
as power was cutoff. This will require a close 
look on power supply so that the heat sink 
may be brought in contact as soon as the 
power is cut off, or this will require complex 
control algorithms.

Water Cooling with water produced best results 
amongst all other coolants. However, sealing 
to avoid leakage is core problem and boiling 
temperature of water are core hindrances.

7 Russell and Gorbet [37] Mobile heat sink with 
two-wire differential 
type configuration

The reported mechanism is complex and is 
not applicable with short SMA wires.

Table 1. Review of various cooling media.
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5. Materials and methods

5.1. Experimental setup

A special purpose setup was developed to test the SMA actuators for various parameters. 
The experimental setup comprised of a laser displacement sensor, a load cell, a k-type ther-
mocouple, a current transducer, an NI Elvis prototyping board, my RIO devices and power 
supply units to actuate the SMA actuator and to power the sensors. The experimental setup 
is shown in Figure 3.

5.1.1. Sensors

The special-purpose experimental setup consisted of different sensors, including a laser dis-
placement sensor to determine the contraction (i.e. strain) in the SMA actuators, a load sensor 
to determine the force exerted by SMA in lifting up the dead weight, a k-type thermocouple to 
measure the temperature of actuator and a current transducer to determine the current flow 
across the SMA actuator.

5.1.1.1. Laser displacement sensor

These are the non-contact sensors used to determine the displacement or deformation in case 
of SMA actuators. Due to high accuracy, these sensors are preferred over the traditionally used 
displacement sensors, like proximity sensors. In the presented research, the LK-G157 laser 

Figure 3. Experimental setup.
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 displacement sensor made by Keyence was used to detect any deformation, i.e. strain in the SMA 
actuators. This laser displacement sensor (LK-G157) is capable to measure the deformation when 
the object is within the range of 150 mm; however, it can measure a maximum of 40 mm displace-
ment. It is provided with a red semiconductor laser which emits light of wavelength 655 nm.

5.1.1.2. Load cell

The tension produced in the SMA actuator while lifting dead weight was determined using 
a load sensor. Transducers Kit load cell model mdb 2.5 lb, having capacity to measure 2.5 lb, 
was used in this research.

5.1.1.3. Thermocouple

A close look at the temperature of the SMA actuator is necessary in order to avoid over heat-
ing of the SMA actuator, which can cause a permanent deformation. A fine gauge k-type ther-
mocouple along with a MAX7785 amplifier was used to measure the temperature of the SMA 
actuators. Since the SMA wire diameter was very fine (i.e. 0.15 mm), the contact loss between 
SMA and the thermocouple was a serious issue, which is addressed by Ref. [38].

5.1.1.4. Current transducer

The strain in the SMA actuator is proportional to the amount of actuation current. An ACS 
712 current transducer having analogue output was used to keep a close look on the amount 
of current being flowing through the SMA actuator.

5.1.2. Actuators

The presented work aims at developing the faster SMA actuators. A series of experiments were 
conducted on a high-temperature (90°C transformation temperature) Flexinol® SMA actuator 
having 0.15 mm diameter. The length of SMA actuator while testing in ambient air was 80 mm; 
however, the length of SMA actuator in heat sink was 90 mm. The Flexinol® SMA actuators can 
withstand a maximum strain of 8%, whereas 4% strain is considered to be safe for cyclic operations.

5.1.3. Tubing

In this research, the SMA actuator was run through the Polytetrafluoroethylene (PTFE) 
tube along with the coolant. The care was taken that SMA actuator was completely jacketed 
around with the coolant. PTFE tube, due to its favourable mechanical and chemical proper-
ties, was preferred over other tubing. Various chemical characteristics that make PTFE mate-
rial superior are its resistance to corrosive reagents, non-solubility, long-term weatherability, 
non-adhesiveness and non-flammability, whereas its mechanical properties include stability 
at high temperatures, flexibility at low temperature and low coefficient of friction [39].

5.1.4. Coolants

In order to achieve faster cooling, the PTFE tube was initially filled with high-temperature 
synthetic base grease (NLGI-3). Later, the tests were conducted with the PTFE tube filled with 
oil (Shell Helix Hx3 20W-50 Mobil Oil).
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5.2. Methods

The SMA actuator was actuated using Joule heating method, with different level of actuation 
current in ambient air, grease and oil. In Joule heating, the SMA element is heated taking 
advantage of the resistance offered by it to the passage of electrical current. When the current 
passes through the SMA element, power losses are produced which in result heat the SMA 
actuator. This method of heating can be described by Eq. (2) (heating power).

  P =  I   2  R  (2)

Here,

P = Electrical power to heat the SMA actuator,

I = Current across actuator, measured in Ampere (A) and

R = Resistance offered by SMA actuator to the flow of current, measured in Ohm (Ω).

For experiments in ambient air, bare SMA actuator was used. Therefore, close look on the 
actuation current was necessary to avoid over heating of the actuator. The maximum cur-
rent in ambient air tests was set as per given specification of the SMA actuator manufacturer. 
However, the SMA actuator was run through the PTFE tube while testing in grease and oil. 
PTFE material is flexible at low temperatures and is stable at high temperatures, also it offers 
less friction. However, during preparation for test, the sealing of the coolant, i.e. grease or oil 
inside the PTFE tube was a serious issue. This issue was later overcome by inserting a smaller 
diameter PTFE tube in the bottoms of the main PTFE tube, carrying the coolant and SMA 
actuator. Since grease and oil worked as heat sink, SMA actuator was tested at higher actua-
tion currents with negligible chances of overheating. Figure 4 shows the schematic diagram 
of the SMA actuator in PTFE tube along with the coolant.

Figure 4. Proposed heat sink.
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The SMA actuator was made to lift up a dead weight of 180 g, which induced 100 MPa stress 
in the SMA actuator. The data acquisition rate was set at 5 samples per second, which was 
sufficient to thoroughly examine the condition of SMA actuator during actuation and after the 
current supply was cutoff.

The thermal conductivity values of grease and oil are higher than the air (i.e. λOIL, GREASE > λAIR) as 
given in Table 2; therefore, the proposed heat sink will result in faster SMA cooling as  compared 
to ambient air cooling.

Other factor affecting the cooling time is the surface area. Since the surface area of SMA is 
smaller than the surface area of PTFE tube (i.e. ASMA < APTFE), the heat from the SMA will 
spread to the greater surface area of PTFE tube through the thermal conductive oil/grease, as 
shown in Figure 5.

6. Experiments and results

The SMA actuator was tested in ambient air, grease and oil, and time required by these cooling 
media was analysed. However, the time required to restore last 0.5% strain is not included, as 
it is not considered by the manufacturer. To assure the SMA properties, fresh specimen was 

Figure 5. Area and heat dissipation model of (a) SMA with sink and (b) bare SMA.

Material SMA Teflon tubing Thermal grease Thermal oil Air

Thermal 
conductivity (λ) 
in W m−1 K−1

18 [3] 0.25 [40] 0.79 [41] 0.145 [40] 0.0257 [40]

Table 2. Thermal conductivity of different material.
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used in each test. The strain induced in the SMA actuator is calculated by using Eq. (3) (strain 
induced in SMA actuator).

  % Strain =   Δl __ l   ×100  (3)

Here,

∆l = Change in length of SMA actuator due to heating, taken in mm

l = Pre-deformed length of SMA actuator, taken in mm

6.1. Tests in ambient air

An 80 mm long bare SMA actuator specimen was tested in ambient air at 210, 310 and 410 mA 
actuation currents. The time for a cycle was set 10 seconds, of them 1 second for heating and 
remaining 9 seconds for relaxing of actuator. It was assured that SMA actuator should return 
to its original condition before the next cycle started. The response of SMA actuator in the 
ambient air actuation is given in Figure 6.

The negative sign on vertical axis in Figure 6 shows the contraction in SMA actuator. It was 
found that heat energy produced at 210 mA heating current was too small to transform the 
SMA from martensite to austenite, hence resulting in negligible strain. When SMA actua-
tor was actuated with 310 mA actuation current in ambient air, it could only be strained by 
0.311%. This amount of strain is too small to be considered for any practical applications. The 
reason for small strain was the insufficient heat to cause a crystal rearrangement in the crystal-
line structure of the SMA. However, when SMA actuator was heated with 410 mA actuation 
current, a strain of 3.68%, i.e. 3 mm of contraction in SMA actuator was observed. This amount 
of strain is sufficient for many applications including minimal invasive surgery and other 

Figure 6. SMA actuator response in ambient air.
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robotic applications. Upon the cutoff of power supply, the wire relaxed in 2 seconds. In such 
circumstances, the SMA actuator will have the working frequency of 0.333 Hz.

6.2. Tests in grease

For tests in grease, 90 mm long SMA actuator specimen was passed through an 80 mm long 
grease-filled PTFE tube. Being surrounded with grease, the chances of overheating were mini-
mum; therefore, SMA actuator was actuated for 2 seconds as well. The SMA actuator sample 
was actuated with 210, 310, 410, 500, 615 and 720 mA for 1 and 2 seconds, whereas 810 mA 
actuation current was supplied for 1 second only.

6.2.1. One second actuation in grease

The SMA actuator specimen in grease-filled PTFE tube was actuated for 1 second at 210, 310, 
410, 500, 615, 720 and 810 mA actuation currents. The time for a cycle was set 10 seconds, of 
them 1 second for heating and remaining 9 seconds for relaxing of actuator. It was assured 
that SMA could fully recover its initial form before the next cycle starts. Figure 7 shows the 
response of SMA against 1 second actuation in grease.

Negative sign on the vertical axis in Figure 7 shows contraction in the SMA actuator against 
the actuation.

It can be observed that no strain was induced in the SMA actuator at 210 mA actuation current. 
The heat produced during actuation at 210 mA actuation was too low to cause a phase transfor-
mation in the actuator. At 310 mA heating current, the SMA actuator was strained by 0.0167%, 
which is too small for any application of SMA as actuator. At 410 mA heating current, due to 
rapid loss of heat to the coolant, i.e. grease, during heating, little amount of strain was induced in 

Figure 7. SMA actuator response against 1 second actuation in grease.
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the SMA actuator, as compared to that produced in ambient air cooling, when heated with same 
level of actuation current. The actuation current of 410 mA could strain the grease-cooled actua-
tor by 0.167%, which is only 4.54% of the strain produced in the ambient air-cooled SMA actua-
tor at same actuation current. As discussed in the previous portions that due to higher thermal 
conductivity of grease than that of air, the heat loss rate to the grease was higher. Other reason for 
the rapid heat loss was the greater surface area of grease-cooled actuator, as it also included PTFE 
tube. The 500 and 615 mA actuation current resulted to 0.3635 and 0.7921% strain, respectively. 
Dynolloy Inc, in their technical data sheet for Flexinol SMA actuators, does not consider the time 
required to restore last 0.5% strain [3]. Therefore, in the grease-cooled SMA actuators, the cool-
ing time for smaller strains is not considered. The SMA actuator deformed up to 3.047 mm when 
heated with 720 mA actuation current, this will induce a strain of 3.4%. This amount of strain 
is enough for SMAs to be applied as actuators in several applications like robotics, systems for 
drug delivery, catheters, etc. The SMA actuator cooled in 1.2 seconds. Sufficient quantity of heat 
was induced in the SMA to cause a phase transformation, when actuated with 810 mA actuation 
current. The heating was too fast for grease to absorb during actuation, due to which significant 
amount of heat was available inside the system to heat the SMA wire and cause a phase trans-
formation. The 810 mA actuation current expanded the SMA actuator by 3.257 mm, resulting to 
3.62% strain. However, the wire cooled off in 1.4 seconds, which is 30% improvement in cooling 
time as compared to that in ambient air. It should be noted that SMA actuator was strained by 
3.68% when actuated with 410 mA actuation current in ambient air and recovered in 2 seconds.

6.2.2. Two seconds actuation in grease

The grease-cooled SMA actuators were actuated for 2 seconds with 210, 310, 410, 500, 615 and 720 
mA actuation currents. These tests will help understand the effect of actuation time on the cooling 
efficiency of a heat sink. In these tests, the time for a cycle was set 10 seconds, of them 2 seconds for 
heating and remaining 8 seconds for relaxing of SMA actuator, in order to be assured that SMA fully 
recovers its pre-deformed shape and form before the next cycle starts. Figure 8 shows the response 
of grease-cooled SMA actuator when actuated for 2 seconds at different actuation currents.

The negative sign on vertical axis represents contraction in SMA actuator, which is caused by 
heating.

It was observed that 210 mA actuation could not result in any deformation in SMA actuator, 
whereas a negligible amount of strain, about 0.04%, was observed in the SMA actuator at 310 mA 
actuation current. The heat energy produced by 210 and 310 mA actuation currents was too low 
to cause any phase transformation in the actuators.

When heated with 410 and 500 mA actuation currents, the SMA wire was strained by 0.35 
and 0.6%, respectively. Because of rapid heat loss to the grease during heating, insuffi-
cient quantity of heat remained inside the SMA actuator to cause a complete phase trans-
formation from martensite to the austenite. Whereas heating with 615 mA actuation 
current was sufficient to cause a significant amount of phase transformation in the SMA 
actuator. This could strain the actuator up to 3.2%, which is around four times higher 
than the strain produced by same level of actuation current when supplied for 1 second. 
The SMA wire actuator cooled off in 2.5 seconds, which is too high. The SMA actuator  
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contracted up to 3.1 mm when heated with 720 mA actuation current supplied for 2 seconds. 
This resulted in 3.44% strain in SMA actuator, which is nearly equivalent to the strain pro-
duced with similar amount of actuation current when supplied for 1 second. However, the 
SMA wire cooled off in 6 seconds, which is five times greater than that required in 1 second 
actuation at same level of actuation current. This increase in cooling time shows that the effi-
ciency of grease is affected with increasing heating time, especially at high actuation currents.

6.3. Tests in oil

To find out the effect of oil on SMA actuator cooling time, a 90 mm long SMA actuator speci-
men was run through an 80 mm long PTFE tube. The SMA actuator was heated with 210, 310, 
410, 500, 615 and 720 mA current supplied for 1 and 2 seconds, whereas 810 mA actuation 
current was supplied for 1 second only.

6.3.1. One second actuation in oil

The SMA actuator specimen in oil-filled PTFE tube was actuated for 1 second at 210, 310, 410, 
500, 615, 720 and 810 mA actuation currents. The time for a cycle was set 10 seconds, of them 
1 second for heating and remaining 9 seconds for relaxing of SMA actuator. It was assured 
that SMA could fully recover its initial form before the next cycle starts. Figure 9 shows the 
response of SMA against 1 second actuation in oil.

It was observed that 210 mA did not result in any strain in the SMA actuator; however, neg-
ligible strain in SMA actuator was observed at 310 and 410 mA actuation currents due to 

Figure 8. SMA actuator response against 2 seconds actuation in grease.
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significant amount of heat loss to the oil during actuation. At 500 and 615 mA actuations, the 
SMA actuators strained by only 0.3472 and 0.6076%, respectively, due to insufficient amount 
of heat to cause phase transformation.

The 720 mA actuation current could produce sufficient heat to cause the phase transformation 
in the oil-covered SMA actuator. The 720 mA strained the SMA actuator up to 3%, producing 
2.685 mm stroke length, which is sufficient for many SMA applications including catheters 
and latches and micro robots. The SMA actuator relaxed in 1 second hence capable to give 
0.5 Hz frequency. While actuated with 810 mA current supply, the SMA was deformed by 
3.5 mm, inducing 3.9%, which is 0.28% more than that produced with same actuation current 
in grease-cooled actuator. However, the cooling time required for SMA actuator was found 
to be 1.6 seconds.

6.3.2. Two seconds actuation in oil

The oil-cooled SMA actuators were actuated for 2 seconds with 210, 310, 410, 500, 615 and 
720 mA actuation currents. SMA actuator heating for 2 seconds at various actuation currents 
will help understand the SMA behaviour against higher actuation times. These tests will 
also help understand the effect of actuation time on the cooling efficiency of a heat sink. In 
these set of tests, the time for a cycle was set 10 seconds, of them 2 seconds for heating and 
 remaining 8 seconds for relaxing of SMA actuator. Figure 10 shows the response of oil-cooled 
SMA actuator when actuated for 2 seconds at different actuation currents.

The negative sign on vertical axis in Figure 10 denotes the shrinking in SMA actuator pro-
duced by heating.

Figure 9. SMA actuator response against 1 second actuation in oil.
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At 210 mA actuation current, no deformation in the SMA actuator was observed hence no strain 
in the SMA was induced, whereas negligible strain equal to 0.027% was observed at 310 mA 
actuation current. When actuated with 410 and 500 mA actuation currents, little strain equal 
to 0.4 and 0.56%, respectively, was observed. The observed quantity of strain is too small 
to for any real-time application of SMAs as actuators. However, 615 mA actuation current 
resulted in 3.5% strain in SMA, which is adequate for a number of real-world applications. 
The SMA specimen relaxed in 2 seconds, hence capable to give 0.33 Hz frequency. The SMA 
actuator contracted up to 3.213 mm, hence inducing 3.57% strain in the actuator, when heated 
with 720 mA actuation current. The actuator cooled off in 4.4 seconds. However, 410 mA actu-
ation current in ambient air produced same amount of strain in the SMA actuator, whereas 
the wire had cooled off in 2 seconds, which is only 45.45% of cooling time required by SMA 
actuator when heated with 720 mA actuation current for 2 seconds in oil. The reason for the 
increase in cooling time is that the rejection of considerable amount of heat to the oil, which 
increased the temperature of oil, hence reducing the heat flow rate from actuator to the oil. It 
is general consideration that the heat transfer rate is proportional to difference of temperature 
between the two mediums.

7. Conclusions

From the results, it is derived that at same level of actuation current, grease- and oil-cooled 
SMA actuators underwent smaller strain as compared to the strain produced in ambient air 
cooling. The maximum heating current in ambient air was 410 mA, which strained the SMA 

Figure 10. SMA actuator response against 2 seconds actuation in oil.
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actuator by 3.68%; however, the wire relaxed in 2 seconds, whereas an equivalent amount 
of strain in grease-cooled actuators was produced at 720 and 810 mA heating currents, and 
SMA actuators relaxed in 1.2 and 1.4 seconds, respectively, which is 40 and 30% improvement 
in cooling time of SMA as compared to that in ambient air. When actuated for 2 seconds in 
grease at 720 mA current supply, the actuator strained by 3.4% but recovered in 6 seconds, 
which is five times higher than the cooling time observed against 1 second actuation at 720 mA 
current in grease. Similarly, oil-cooled actuators produced considerable strain against 720 and 
810 mA actuation current when heated for 1 second. The cooling times in this case were 1 and 
1.6 seconds, respectively. Like grease-cooled actuators, the oil-cooled actuators required long 
cooling time against 2 seconds actuations, as the temperature of coolants, i.e. grease or oil was 
too high to efficiently absorb the heat. However, in case of ambient air cooling, close watch 
over the temperature of SMA is compulsory to prevent overheating which is likely to cause 
a permanent deformation in the actuator. However, in grease and oil cooling, the heat was 
rapidly being rejected to the coolant (i.e. grease or oil); therefore, likelihood of overheating 
of the SMA actuator is less. From the results and discussions sections, it can be observed that 
the oil-cooled actuator produced linear response, whereas the response of grease-cooled SMA 
actuator fluctuated at various points. The oil-cooled actuators produced more stroke length 
as compared to grease-cooled actuators and cooled off in less time. Therefore, for more strain, 
less cooling time, linear behaviour and safe actuation, the oil cooling is suggested over grease 
and ambient air cooling.

The presented research also reveals that increasing the actuation time also results in increased 
cooling time with no significant effect on the stroke length (i.e. strain). Therefore, it is further 
concluded that rather than increasing the heating duration with smaller magnitude currents, the 
magnitude of the heating current should be increased in order to avoid the heating of the sink.
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